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Editorial on the Research Topic
 Bridging the Gap in Neuroelectronic Interfaces



In the field of Neuroelectronic Interfaces it seems as though the lines between reality and science-fiction/fantasy are often blurred. One of the inspirations for our most recent Gordon Research Conference in March 2018 aimed at “Bridging the Gap in Neuroelectronic Interfaces” dates back to 1999 when Chapin et al. (1999) described their ability to predict movement trajectories of rodents and non-human primates by “eavesdropping” on groups of neurons. Many in the field felt that science fiction seemed to become reality and the future of prosthetics appeared on the horizon. Less than a decade later invasive micro-electrode arrays and the latest jewels of micro-machining found their way into the brains of a few human patients as well (Hochberg et al., 2006), very much triggering expectations of a coming Golden Age of Brain-Machine-Interfacing for severely handicapped patients.

Unfortunately, after this very promising start two decades ago, these technologies were “lost in translation” (Ryu and Shenoy, 2009) on the way to clinical applications and widespread use. The unclear path through this first Valley of Death toward true chronic BMIs caused despair in patients and funders as well. It became clear a deterioration of signal quality largely due to the brain's fierce response to foreign bodies leads to a loss in high quality, wide-band signals meant to control any artifact or prosthetic device. One major obstacle thought to limit practical clinical translation is the poor understanding of failure modes of all types of high channel count implanted microelectrode arrays and how to counteract them. Besides fabrication and handling related failures (abiotic), several classes of multi-modal problems were encountered (biotic). The strong sterile inflammation and thus an electrical decoupling of implanted devices from the brain were identified as the major obstacle on the path to chronic applications in humans. However, where were the ideas to overcome this hurdle?

Such was the frustrating situation in our field when we were honored in 2016 by the Gordon Research Organisation to organize and run their inaugural conference dedicated to the unexpectedly complex neuro-electronic interface. Our intention was to look beyond the usual trinity of neurons, astrocytes, and microglia and provide some type of common knowledge in the surrounding of our challenge. The conference took place in 2018 in Galveston, Texas, and was attended by almost 200 researchers. It had an exquisite line-up of excellent speakers, motivated discussion leaders and curious audience—in short, it was a full week of intense discussion, collective brainstorming and shared experience—it was truly a success!

However, rules of the Gordon Research Conferences series prohibits documentation in any form, no photos, no abstracts were published—only paper and pencil are welcome. Therefore, this Special Research Topic is supposed to partially remedy this lack of collected knowledge and provide the multi-disciplinary audience of leading experts in micro-technology, cellular neuroscience, brain pathology, neuro-engineering, and materials science a platform to present their cutting edge solutions after peer review. We surely believe that this collection will progress the quest for a chronically useful and reliable neural interface.

Several insightful reviews support our conference's look outside the box and give an overview into microfluidic based model systems (Gulino et al.) useful to further explore the foreign body responses or nano-particle based stimulations. The prospects of bioactive, so called “living electrodes” were discussed by Adewole et al., who points out several differing approaches to “trick” the brain into incorporating artificial implants. The biomechanics of neuronal adhesion may play an important role in this context and can be assessed by frequency analysis of quartz crystal oscillators, as is pointed out by Khraiche et al.. As important as microscopic biomechanics is in our field of research, it is equally difficult to quantify in brain tissue. Help is offered from localized probing of biomechanics by Atomic Force Microscopy (AFM) as is briefly reviewed by Viji Babu and Radmacher. Another exciting review by Aplin and Fridman extensively discusses the rarely used constant current (DC) stimulation of neural tissue, a potential new field of neuromodulation enabled by recent developments in microfluidics.

As one common denominator, several groups reported on recent approaches to a long-standing idea to use of flexible or compliant substrates. For example, Hosseini et al. went so far as to present a novel, more stable, shape-memory polymer, able to soften in an aqueous environment. Materials of this type are designed to remain stiff during implantation, but compliant when deployed in the brain. Implantation of a stiff microelectrode may suffice to express c-Fos, a popular early marker for neuron activation, as found by Pflüger et al.. Flexible substrates were also presented by Dorand et al. and Reddy et al., exhibiting double sided electrodes to create novel micro-LEDs toward optogenetic applications. Optogenetic applications were the focus of another study that reported on an important milestone toward clinical use (Williams et al.). They were able to show optogenetic stimulation of muscles in non-human primates! It goes without saying, flexibility was not a feature expected from silicon probes successfully used in large animals as reported by Ulyanova et al..

Electrode composition and performance was an issue investigated in several articles.

Meijs et al. deposited different layers of Boron Doped Diamond (BDD) on TiN electrodes and compared them electrochemically, identifying good candidates for further in vivo testing. The article from Ferlauto et al. demonstrates a reduction of electrical noise by inserting conductive polymers as compliant intermediary on Pt-electrodes. Whereas, the work by Neto et al. informed us to stop worrying about impedances—at least of recording micro-electrodes in the usual range (0.1 to 2 MΩ)—as long as they exhibit a low shunting capacity. In contrast, potentiostatic experiments done by Harris et al. concluded that the use of Ohm's law to describe electrical stimulation over Pt-electrodes is an unwarranted oversimplification, ignoring the electrically complex, spatially varying tissue-electrode interface. In order to further the quality control with MEAs Suarez-Perez et al. introduced spectral definitions of SNR based on cortical slow oscillations (SO) providing a less disputable “signal” (LFP UP state) over a “noise” state.

Several articles dealt with improvements for artificial sensing front ends:

Losada et al. took the well-known mushroom electrodes (Spira and Hai, 2013) to a new level, by placing them on a flexible substrate inside a cavity, improving the stimulation efficacy to bipolar retinal cells. A more traditional approach to the retina was taken by Rincon Montes et al. who used custom designed, laminar and penetrating silicon probes to assess stimulation effects on other retinal layers in an attempt to close the stimulation loop. Ryu et al. went in a similar direction, but separated retinal electrical stimulation from laminar visual cortex recordings. Stimulation of retinal ganglion cells was investigated both by simulation and in vitro experiments to shed light on their non-monotonic response profile to high-frequency stimuli (Guo et al.). A novel simulation tool was presented by Al Abed et al. to shed light on in vivo electroporation in context of gene therapeutic improvements of the cochlea-electrode-interface.

Improvements of optical techniques were presented by several other articles.

Nambiar et al. demonstrated an algorithmic pipeline to reconstruct brain tissue surrounding explanted “hybrid” array electrodes. Esquibel et al. employed the label free, optical sectioning method of second harmonic generation to examine implanted brain slices and showed unusual collagen fiber patterns not found in normal brains. Quite remarkably, by applying a custom made optoacoustic imaging setup Gottschalk et al. monitored neuronal calcium dynamics under blood-free conditions deep in an ex vivo maintained whole mouse brain. It will not be the last we are going to hear from genetically encoded calcium indicators (GECI). Improvements in 2-photon imaging presented in the review by Dorand et al. show a complicated and dynamic response to BBB-rupturing, substantial immune activation and microglia participation which might warrant a systematic application of different medications. Wellman et al. further supports the quest to widen the circle of usual suspects around brain implanted devices as they reveal an involvement of a wealth of other players like oligodendrocytes or even pericytes. A view shared by Bedell et al. and Hermann et al. poihc who not only vote for minimizing the cross sectional area of implants, but propose benefits from targeting the TLR/CD14 pathway as a therapeutic mechanism—in particular focusing on infiltrating peripheral immune cells, while allowing the resident microglia to facilitate neuroprotection.

As hoped for while organizing the conference, several overarching cutting-edge topics were presented to the community for the first time. The conference organizers then crystalized the momentum from the meeting into in the subsequent articles reported in this virtual issue. Unfortunately, the COVID-19 pandemic postponed the most recent installment of our meeting. Please continue to check the Gordon Research Conference website for information about the rescheduled conference.
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We have recently demonstrated that partial inhibition of the cluster of differentiation 14 (CD14) innate immunity co-receptor pathway improves the long-term performance of intracortical microelectrodes better than complete inhibition. We hypothesized that partial activation of the CD14 pathway was critical to a neuroprotective response to the injury associated with initial and sustained device implantation. Therefore, here we investigated the role of two innate immunity receptors that closely interact with CD14 in inflammatory activation. We implanted silicon planar non-recording neural probes into knockout mice lacking Toll-like receptor 2 (Tlr2−/−), knockout mice lacking Toll-like receptor 4 (Tlr4−/−), and wildtype (WT) control mice, and evaluated endpoint histology at 2 and 16 weeks after implantation. Tlr4−/− mice exhibited significantly lower BBB permeability at acute and chronic time points, but also demonstrated significantly lower neuronal survival at the chronic time point. Inhibition of the Toll-like receptor 2 (TLR2) pathway had no significant effect compared to control animals. Additionally, when investigating the maturation of the neuroinflammatory response from 2 to 16 weeks, transgenic knockout mice exhibited similar histological trends to WT controls, except that knockout mice did not exhibit changes in microglia and macrophage activation over time. Together, our results indicate that complete genetic removal of Toll-like receptor 4 (TLR4) was detrimental to the integration of intracortical neural probes, while inhibition of TLR2 had no impact within the tests performed in this study. Therefore, approaches focusing on incomplete or acute inhibition of TLR4 may still improve intracortical microelectrode integration and long term recording performance.

Keywords: BCI, intracortical microelectrode, neuroinflammation, innate immunity, Toll-like receptors


INTRODUCTION

Brain machine interfaces are a growing area of interest for basic research, rehabilitation, and commercial applications (Winkler, 2017; Wu and Rao, 2017; Savage, 2018). Intracortical microelectrodes remain a high-resolution tool for extracting information from the brain (Ajiboye et al., 2017), critical for current and future applications. Unfortunately, inconsistent recording performance remains a barrier to long-term utilization in any animal model, including humans (Gunasekera et al., 2015; Patel et al., 2016; Wellman et al., 2018).

The correlation between the neuroinflammatory response to intracortical microelectrodes and recording performance remains a commonly debated topic for over a decade (Szarowski et al., 2003; Biran et al., 2005; Jorfi et al., 2015). The consensus of the field is that in order to maintain viable recordings, the integrity of both the implanted electrodes and the neural tissue must remain intact. Several labs have shown that delamination of the insulation layers or corrosion of the electrode contacts are common in both accelerated aging and upon explanting of a variety of microelectrode types (Prasad et al., 2012, 2014; Barrese et al., 2013; Jorfi et al., 2015; Kozai et al., 2015; Takmakov et al., 2015). Additionally, the loss of neuronal cell bodies and dendrites within the distance required for single unit detection (Buzsáki, 2004) is well documented (Jorfi et al., 2015). While subtle difference exist across all microelectrode types, the typical response to intracortical microelectrodes can be generalized (Jorfi et al., 2015); upon implantation of the microelectrodes, tissue and cells are damaged resulting in both wound healing and scar formation. Most importantly, the robust response from microglia and macrophages leads to neuronal dieback, astrocytic encapsulation, and blood-brain barrier permeability, each of which have been implicated in biological failure mechanisms of single unit recordings from intracortical microelectrodes (Polikov et al., 2005; McConnell et al., 2009; Saxena et al., 2013; Jorfi et al., 2015).

As the failure modes of intracortical microelectrodes are further elucidated, one mechanism that has been suggested to play a key role in several failure modes is oxidative stress and/or Fenton chemical reactions (iron catalyzed peroxide formation) at the microelectrode-tissue interface (Prasad et al., 2012, 2014; Barrese et al., 2013; Potter et al., 2013, 2014; Potter-Baker et al., 2014a, 2015; Potter-Baker and Capadona, 2015; Ereifej et al., 2018). Pro-inflammatory cells (activated microglia, macrophages and astrocytes) remain reactive on and around the intracortical microelectrodes for the duration of implantation (McConnell et al., 2009; Ravikumar et al., 2014b; Nguyen et al., 2016). Furthermore, it is understood that these pro-inflammatory cells release cytokines (Polikov et al., 2005), free radicals, reactive oxygen species (ROS) and reactive nitrogen species (RNS) when activated (Streit et al., 1999; Abbott et al., 2006; Kettenmann et al., 2011).

Many attempts have been made to alter the design or materials properties of the intracortical microelectrodes to minimize the neuroinflammatory response (for review see Jorfi et al., 2015). We have utilized many antioxidative strategies to specifically attenuate oxidative damage, resulting in higher densities of neuronal nuclei and more viable neurons at the intracortical microelectrode / tissue interface (Potter et al., 2013, 2014; Potter-Baker et al., 2014a; Jorfi et al., 2015; Nguyen et al., 2016). In parallel, we have also attempted to understand the subcellular mechanisms at play in the initiation of reactive oxygen species generation, in response to the implantation and chronic indwelling of intracortical microelectrodes (Ereifej et al., 2018).

In that respect, we have identified the innate immunity receptor CD14 as a molecule of interest in the chronic neuroinflammatory response to implanted intracortical microelectrodes (Bedell et al., 2018; Hermann et al., 2018). CD14 is a molecule associated with the recognition of pathogen associated molecular patterns (PAMPs) and damage associated molecular patterns (DAMPs) to promote inflammation, including the release of numerous cytokines, chemokines, and reactive oxygen species (Reed-Geaghan et al., 2009; Janova et al., 2015). Hermann et al. first observed acute but not chronic improvements in intracortical microelectrode recording performance in knockout mice lacking CD14, and chronic improvements in recording performance in mice receiving a small-molecule inhibitor to the CD14 pathway (Hermann et al., 2018). More recently, using a bone marrow chimera model, Bedell et al. demonstrated that inhibiting CD14 from only the blood-derived macrophages, and not resident brain derived glial cells improves recording quality over the 16 week long study (Bedell et al., 2018). Together, these two studies indicated that partial inhibition of CD14 pathways resulted in a greater improvement to microelectrode performance than complete inhibition. Therefore, we are interested in developing a better understanding of the mechanism, to optimize the natural wound healing response, yet still inhibit the over-excitation of the pathway that can lead to decreased microelectrode performance.

In the current study, we will focus on the complementary receptors associated with CD14 activation, Toll-like receptors 2 and 4 (TLR2 and TLR4). TLR4 is an innate immunity receptor closely associated with CD14 that is involved in the recognition of PAMPs and DAMPs to promote inflammation (Asea et al., 2002; Reed-Geaghan et al., 2009; Trotta et al., 2014). TLR2 is another innate immunity receptor closely associated with CD14 that is involved in the recognition of PAMPs and DAMPs to promote inflammation (Asea et al., 2002; Reed-Geaghan et al., 2009; Piccinini and Midwood, 2010; Kong and Le, 2011). Both TLR2 and TLR4 have been associated with neurodegenerative disorders (Landreth and Reed-Geaghan, 2009; Arroyo et al., 2011; Casula et al., 2011; Kong and Le, 2011; Trotta et al., 2014). Of note, the small molecule inhibitor to CD14 (IAXO-101, Innaxon) is also listed as a TLR4 inhibitor. Thus, we hypothesize that TLR2 and TLR4 differentially play a role in the neuroinflammatory response to implanted intracortical microelectrodes. To test this hypothesis, we implanted silicon planar non-recording neural probes in the shape of Michigan-style intracortical microelectrode arrays into knockout mice lacking TLR2 (Tlr2−/−), knockout mice lacking TLR4 (Tlr4−/−), and WT control mice, and evaluated endpoint histology at 2 and 16 weeks after implantation. Gaining a more detailed understanding of innate immunity receptors associated with the CD14 pathway should further our understanding of CD14 mediated neuroinflammation to intracortical microelectrodes.



MATERIALS AND METHODS


Animal Model

Tlr2−/− mice (B6.129-Tlr2tm1Kir/J, stock no. 004650), Tlr4−/− mice (B6.B10ScN-Tlr4lps−del/JthJ, stock no. 007227), and WT mice (C57BL/6J, stock no. 000664) were acquired from the Jackson laboratory and bred in-house. Both male and female mice were used as to not bias the results based on sex. Mice were handled according to the approved Case Western Reserve University IACUC protocol and the NIH Guide for Care and Use of Laboratory Animals.



Genotyping

Strains of mice were verified prior to surgery by extracting DNA from tail snips, running PCR, and running gel electrophoresis. Genotyping protocols were performed as suggested by the mouse vendor (Jackson Laboratories), following similar protocols described in previous studies within the lab (Bedell et al., 2018).



Probe Implantation Surgery

Mice were implanted with neural probes (described in detail below) using methods adapted from Ravikumar et al. (2014a,b) and Potter-Baker et al. (2014b). Mice were aged to between 5 and 9 weeks; and weighed between 14 and 29 grams at the time of surgery. Each mouse was induced with 3% isoflurane in an induction chamber. While under anesthesia, mice were mounted to the ear bars of the stereotaxic frame, and anesthesia was lowered to 1% isoflurane for maintenance. Mice were kept on a heating pad while under anesthesia to maintain body temperature. Ophthalmic ointment was applied to the eyes of the mouse to prevent drying, followed by shaving of the scalp with a hand-held beard trimmer. The scalp of the mouse was sterilized with three applications of betadine alternated with 70% isopropanol. Marcaine (0.02 ml, 0.25%) was injected below the scalp, at the surgical site, as a local anesthetic. Either buprenorphine (0.1 mg/kg) or meloxicam (0.07 ml, 1.5 mg/mL) were administered subcutaneously as an analgesic. Choice of analgesic changed during the study due to availability from the vendor at the time. Substitutions were chosen following consultation with staff veterinarian. Additionally, cefazolin (0.2 mL, 2 mg/mL) was injected subcutaneously as an antibiotic, to prevent post-operative infection. The proper surgical plane of anesthesia was verified using a toe pinch throughout the surgery.

Mouse skulls were exposed by a midline incision on the scalp and retraction of the skin using tissue spreaders. Craniotomies were carried out using a 3 mm biopsy punch (PSS select) lateral to midline, and between lambda and bregma, to minimize heat associated with drilling (Shoffstall et al., 2017). One alcohol cleaned, ethylene oxide-sterilized silicon probe in the shape of a Michigan-style microelectrode array (2 mm long × 123 μm wide (tapered) × 15 μm thick, 1 mm x 1 mm bond tab) was inserted 2 mm into the craniotomy via forceps to avoid vasculature. Prior to sterilization, electrodes were cleaned in 70% ethanol and de-ionized water. Craniotomies were sealed with a biocompatible silicone elastomer (Kwik-sil) and closed with a UV-cured liquid dentin (Fusio/Flow-it ALC, Pentron dental). Protruding bond tabs were encased in the liquid dentin to anchor the implant. Incisions were sutured closed with 5-0 monofilament polypropylene suture (Butler Schein). Antibiotic ointment was applied to the incision to prevent infection.

Mice were administered cefazolin (0.2 mL, 2 mg/mL) subcutaneously twice on the first day after surgery. Mice were administered meloxicam (0.07 ml, 1.5 mg/mL) once or buprenorphine (0.1 mg/kg) twice on the first day after surgery and as needed thereafter. Mice were monitored daily for 5 days after the operation for signs of pain and distress and then weekly thereafter.



Tissue Processing

Mice were transcardially perfused 2 or 16 weeks after probe implantation using protocols adapted from Ravikumar et al. (2014a). Prior to transcardial perfusion, mice were anesthetized with 0.3 ml of a 10 mg ml−1 ketamine, 1 mg ml−1 xylazine solution, administered subcutaneously. Additional ketamine-xylazine solution was administered as needed. Following perfusions, the mouse heads were removed and post-fixed in 4% paraformaldehyde dissolved in 1xPBS overnight. Liquid dentin skull caps were carefully removed up from the skulls to remove implanted electrodes and minimize damage to the tissue. Brains were gently extracted from skulls and transferred to a series of sucrose solutions with concentrations of 10%, 20%, and two rounds of 30% in 1xPBS for cryoprotection. Upon equilibration (typically overnight), brains were advanced to the next solution in the series and stored at 4°C. Next, brains were frozen in blocks of Optical Cutting Temperature gel over dry ice and moved to a −80°C freezer. Finally, brains were cryostat sectioned into 16 μm horizontal slices and directly mounted to slides at a ~ −20 to −25°C, and stored at −80°C until removed for immunohistochemical staining.



Endpoint Histology

Two cohorts of animals were implanted with neural probes to assess both the acute and chronic neuroinflammatory response to implanted intracortical microelectrodes. For the purposes of this study, four histological markers were investigated. First, since neurons are the source of electrical signals recorded by intracortical microelectrodes, sections of cortical tissue were stained with an antibody directed against NeuN, a nuclear protein specific to neurons (Mullen et al., 1992). Neuronal dieback around implanted intracortical microelectrode arrays is commonly attributed to the release of soluble factors by inflammatory activated microglia and macrophages (Polikov et al., 2005). Therefore, to understand how the absences of TLR2 and TLR4 affect inflammatory activation of microglia and macrophages in response to implanted neural probes, sections of cortical tissue were stained with an antibody directed against CD68 (macrosialin), a sialoglycoprotein found in activated microglia and macrophages (Rabinowitz and Gordon, 1991). Another byproduct of chronic inflammatory mechanisms potentially detrimental to intracortical microelectrode activation is astrocytic encapsulation. Astrocytes may become hypertrophic in response to implanted microelectrode arrays and encase the array in a sheath that impedes electrical signals (Burns et al., 1974). Therefore, to understand how the absences of TLR2 and TLR4 affect astrocytic encapsulation in response to implanted neural probes, sections of cortical tissue were stained with an antibody directed against glial fibrillary acidic protein (GFAP), an astrocytic intermediate filament that is upregulated during inflammatory activation (Eddleston and Mucke, 1993). Finally, another component of chronic inflammatory mechanisms correlated to poor recording performance is blood-brain barrier permeability (Saxena et al., 2013). To understand how the absences of TLR2 and TLR4 affect blood-brain barrier permeability in response to implanted neural probes, sections of cortical tissue were stained with an antibody directed against IgG, a blood protein not normally found in healthy brain tissue.

Immunohistochemical Staining

Staining protocols were adapted from Ravikumar et al. (2014a). Microscope slides were removed from the freezer and equilibrated to room temperature in a humidity chamber. Brain slices were blocked in buffers composed of 4% goat or chicken serum, 0.3% Triton-X 100, and 0.1% sodium azide dissolved in 1x PBS for 1 h at room temperature. Primary and secondary stain selections and dilutions are summarized in Table 1. Brain slices were incubated in primary antibody solutions dissolved in blocking buffers containing serum matching the species of secondary antibody. Brain slices were incubated in secondary antibody solutions for 2 h at room temperature. Tissue auto-fluorescence was reduced via the application of a copper sulfate solution, as described by Potter et al. (2012b). Microscope slides of brain slices were coverslipped using fluromount-G mounting medium.



Table 1. Summary of immunohistochemical reagents used in histology.
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DAB Staining for Neuronal Nuclei

A majority of the tissue slices stained for neuronal nuclei using NeuN were followed with a DAB chromogen to make the cells visible under brightfield light. Protocols to stain neuronal nuclei were adapted from Ravikumar et al. (2014a). Brain slices were blocked in goat blocking buffer for 1 h at room temperature. Slices were then incubated in blocking buffer solutions containing NeuN antibodies (Millipore MAB377) diluted 1:250 for 1 h at room temperature. Horseradish peroxidase polymer and DAB chromogen were added to the brain slices according to the manufacturer protocols (Life Technologies Super PicTure Polymer Detection Kit, Ref 879163). Hematoxylin was applied to the brain slices as a counter stain for all cell nuclei. Slides were coverslipped with Histomount mounting medium.

Additional NeuN sections were added using a superior protocol involving a fluorescent secondary antibody. These sections were stained following the protocols established in section Endpoint Histology. Since NeuN was quantified by hand, regardless of the protocol, no difference in results were achieved with the two protocols, just ease of quantification for the counter.



Imaging

Fluorescent images were captured using a Zeiss AxioObserver Z1 inverted fluorescent microscope with a 10x objective and an AxioCam MRm monochrome camera. As described in Hermann et al. 4 × 4 mosaic images centered on the probe hole were assembled using AxioVision and Zen software (Hermann et al., 2018).

Color images were captured for NeuN stains utilizing a DAB chromogen, as described by Ravikumar et al. (2014a). The same AxioObserver Z1 inverted microscope was used with a 10x objective and an Erc5 color camera. As described by Ravikumar et al. 4 × 4 mosaic images were assembled using Axiovision software (Ravikumar et al., 2014a).

Representative images of sham animals not implanted with neural probes are displayed in Figure 1. Sham animals were age matched to the 16 week group and underwent the same perfusion, tissue processing, and staining protocols as described above. This figure demonstrates constitutive expression of NeuN, CD68, GFAP, and IgG in Tlr2−/−, Tlr4−/−, and WT mice. No differences were seen in control, non-implanted shams.
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FIGURE 1. Immunohistochemical staining in sham animals. WT (A,D,G,J), Tlr2−/− (B,E,H,K), and Tlr4−/− (C,F,I,L) mice without implanted probes were stained for neuronal nuclei (NeuN, A-C), activated microglia and macrophages (CD68, D–F), astrocytes (GFAP, G–I), and blood-brain barrier permeability (IgG, J–L). Scale bars are provided for each row of images, scale = 100 μm.

The brightness and color balance of representative images were adjusted to enhance visibility.



Neuronal Nuclei Counting

Neuronal nuclei counts were obtained using our freely available custom Matlab scripts Second and AfterNeuN as described in Hermann et al. (2018). A user traced the outline of the probe hole and defined artifacts (tissue edge, etc) using Second and subsequently defined NeuN positive cell positions using AfterNeuN. Users counted out to a background defined as 400 μm from the probe hole plus a 50 μm buffer zone. Neuronal density was quantified as cell count per area, in concentric 50 μm bins extending from the probe hole. Percent of background density was quantified as bin neuronal density divided by the neuronal density of the 300–400 μm region times 100. Average percent of background was assessed for each animal using 3–7 slices. Mean and standard error were defined for each group based on animal averages from 4 to 7 mice per group. Statistics are calculated using animal averages.



Immunohistochemical Marker Quantification

Immunohistochemical markers were quantified using the Matlab script Second, as described in Hermann et al. (2018). A user traced the outline of the probe hole and defined artifacts using Second. Second calculated fluorescence intensity in 5 μm concentric bins out to a distance of 650 μm from the probe. Background intensity was defined as the fluorescence intensity in the 600–650 μm region. Fluorescence intensity was normalized to a value of 0 at background for CD68 and IgG as no CD68 or IgG expression is seen in the non-implanted sham (Figure 1), and normalized to a value of 1 at background for GFAP, as GFAP is expressed in native tissue (Figure 1). Area under the curve was calculated for 50 μm bins extending away from the probe hole; 5 μm normalized intensity bins and 50 μm area under the curve bins were averaged by animal across 3–6 slices. Mean and standard error for each group were based on animal averages from 4 to 8 mice per group. Statistics were calculated using animal averages of 50 μm area under the curve bins.



Statistics

All statistical comparisons were carried out using Minitab software. For each time point neuronal nuclei percent background density and normalized fluorescence intensity area under the curve animal averages are compared between knockout mice and WT controls. Animal average values for a given stain were entered into a general linear model with animal average values from other strains at the same time point. Comparisons are made between Tlr2−/− and WT mice and between Tlr4−/− and WT mice using a Bonferroni test. Significance was defined as a p value less than 0.05.

Additionally, statistical comparisons were made between mice of the same strain at different time points. Neuronal nuclei percent background density and normalized fluorescence intensity area under the curve animal averages are compared between 2 and 16 week time points. Animal average values from a given strain and time point are entered into a general linear model with animal average values from the same strain at the opposite time point. Comparisons are made between 2 and 16 week mice for a given strain using a Bonferroni test. Significance was defined as a p value less than 0.05.




RESULTS


Acute (2-Week) Neuroinflammatory Response to Implanted Intracortical Probes in Tlr2−/−, Tlr4−/−, and WT Mice

Plots of percentage of background neuronal density (Neuronal survival) or normalized fluorescence intensity (microglia/macrophage activation, astrocytic encapsulation, blood-brain barrier permeability) with respect to distance from probe hole for Tlr2−/−, Tlr4−/−, and WT are shown in Figure 2. All three strains of mice exhibited trends of increasing neuronal density, decreasing microglia/macrophage activation, decreasing astrocytic encapsulation, and decreasing blood-brain barrier permeability with increasing distance from the probe hole at the acute 2-week time point. Examination of neuronal survival via the NeuN stain in Tlr2−/−, Tlr4−/−, and WT mice (Figure 2A) revealed no statistical differences between groups at the counted distance intervals (Tlr2−/−: N = 7; Tlr4−/−: N = 5; WT: N = 5). Similarly, examination of the accumulation of inflammatory activated microglia and macrophages via CD68 revealed no significant differences between either of the knockout conditions and WT mice (Tlr2−/−: N = 8; Tlr4−/−: N = 4; WT: N = 6). Additionally, examination of the chronic glial scar as a function of GFAP expression also indicated no significant differences were observed between either of the knockout conditions and WT mice (Figure 2C). Unlike glial cell density, blood-brain barrier permeability (as a function of IgG expression) indicated significant differences between experimental and control group at the acute 2-week time point (Figure 2D). Specifically, Tlr4−/− mice exhibit significantly less IgG expression compared to WT mice at the distance intervals 0–50 and 550–600 μm from the probe hole, indicating reduced blood-brain barrier permeability, $p < 0.05 (Tlr2−/−: N = 5; Tlr4−/−: N = 4; WT: N = 6). Tlr2−/− mice did not exhibit any differences in IgG expression from WT controls.
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FIGURE 2. Acute immunohistochemical evaluation of Tlr2−/−, Tlr4−/−, and wildtype mice two weeks after probe implantation. (A) Neuronal survival in cortical tissue around implanted probes presented as percent of background density with respect to distance from probe hole (μm). No significant differences were observed between either of the knockout conditions and wildtype mice. Tlr2−/−: N = 7; Tlr4−/−: N = 5; WT: N = 5. (B) Microglia and macrophage activation in cortical tissue around implanted probes presented as normalized fluorescence intensity with respect to distance from probe hole (μm). Normalized fluorescence intensity indicates expression of CD68. No significant differences were observed between either of the knockout conditions and wildtype mice. Tlr2−/−: N = 8; Tlr4−/−: N = 4; WT: N = 6. (C) Astrocyte encapsulation in cortical tissue around implanted probes presented as normalized fluorescence intensity with respect to distance from probe hole (μm). Normalized fluorescence intensity indicates expression of GFAP. No significant differences were observed between either of the knockout conditions and wildtype mice. Tlr2−/−: N = 8; Tlr4−/−: N = 4; WT: N = 6. (D) Blood-brain barrier permeability presented as normalized fluorescence intensity with respect to distance from probe hole (μm). Normalized fluorescence intensity indicates expression of IgG. Tlr4−/− mice exhibited significantly less IgG expression within distances of 0–50 and 550–600 μm from the probe hole, indicating reduced blood-brain barrier permeability, $ p < 0.05. Tlr2−/−: N = 5; Tlr4−/−: N = 4; WT: N = 6. Orange = Tlr2−/−, Green = Tlr4−/−, and Blue = WT. Scale bars are provided for each set of images, scale = 100 μm.



Chronic (16-Week) Neuroinflammatory Response to Implanted Intracortical Probes in Tlr2−/−, Tlr4−/−, and WT Mice

An additional cohort of animals was implanted with identical non-functional probes for 16 weeks, to assess the chronic neuroinflammatory response (Potter et al., 2012a). Examination of neuronal density via the NeuN stain in Tlr2−/−, Tlr4−/−, and WT mice revealed a trend of increasing neuronal survival with distance from the probe at the 16 week time point (Figure 3A). Neuronal survival in Tlr4−/− mice was significantly lower than neuronal survival in WT mice in the distance interval 0–50 μm from the probe hole. Neuronal survival in Tlr2−/− mice was significantly higher than neuronal survival in WT mice in the distance intervals 200–250 and 250–300 μm from the probe hole (Tlr2−/−: N = 5; Tlr4−/−: N = 5; WT: N = 7). Examination of the accumulation of inflammatory activated microglia and macrophages via CD68 expression indicated that Tlr2−/−, Tlr4−/−, and WT mice all exhibit a trend of decreasing CD68 expression with distance from the probe hole at the chronic 16 week time point (Figure 3B). However, no significant differences were observed between either of the knockout conditions and WT mice (Tlr2−/−: N = 5; Tlr4−/−: N = 5; WT: N = 7). Similarly, examination of the chronic glial scar as a function of GFAP expression also indicated no significant differences between either of the knockout conditions and WT mice (Tlr2−/−: N = 8; Tlr4−/−: N = 4; WT: N = 6) (Figure 3C). Unlike glial cell density, blood-brain barrier permeability as a function of IgG expression indicated significant differences between experimental and control group at 16 weeks post-implantation (Figure 3D). Specifically, Tlr4−/− mice exhibit significantly less IgG expression compared to WT mice at each of the interval examined from 0 to 350 μm from the probe hole, indicating reduced blood-brain barrier permeability, $p < 0.05. Additionally, Tlr2−/− mice exhibit significantly less IgG expression within a distance of 450–500 μm from the probe hole, indicating reduced blood-brain barrier permeability, *p < 0.05 (Tlr2−/−: N = 5; Tlr4−/−: N = 4; WT: N = 6).
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FIGURE 3. Chronic immunohistochemical evaluation of Tlr2−/−, Tlr4−/−, and wildtype mice 16 weeks after probe implantation. (A) Neuronal survival in cortical tissue around implanted probes presented as percent of background density with respect to distance from probe hole (μm). Neuronal survival in Tlr4−/− mice was significantly lower than neuronal survival in wildtype mice in the distance interval 0–50 μm from the probe hole. Neuronal survival in Tlr2−/− mice was significantly higher than neuronal survival in wildtype mice in the distance intervals 200–250 and 250–300 μm from the probe hole. Tlr2−/−: N = 5; Tlr4−/−: N = 5; WT: N = 7. (B) Microglia and macrophage activation in cortical tissue around implanted probes presented as normalized fluorescence intensity with respect to distance from probe hole (μm). Normalized fluorescence intensity indicates expression of CD68. No significant differences were observed between either of the knockout conditions and wildtype mice. Tlr2−/−: N = 5; Tlr4−/−: N = 5; WT: N = 7. (C) Astrocyte encapsulation in cortical tissue around implanted probes presented as normalized fluorescence intensity with respect to distance from probe hole (μm). Normalized fluorescence intensity indicates expression of GFAP. No significant differences were observed between either of the knockout conditions and wildtype mice. Tlr2−/−: N = 5; Tlr4−/−: N = 5; WT: N = 7. (D) Blood-brain barrier permeability presented as normalized fluorescence intensity with respect to distance from probe hole (μm). Normalized fluorescence intensity indicates expression of IgG. Tlr4−/− mice exhibited significantly less IgG expression within each distance interval examined from of 0-350 μm from the probe hole, indicating reduced blood-brain barrier permeability, $ p < 0.05. Additionally, Tlr2−/− mice exhibited significantly less IgG expression within a distance of 450–500 μm from the probe hole, indicating reduced blood-brain barrier permeability, *p < 0.05. Tlr2−/−: N = 5; Tlr4−/−: N = 5; WT: N = 7. Tlr2−/−: N = 5; Tlr4−/−: N = 4; WT: N = 6. Orange = Tlr2−/−, Green = Tlr4−/−, and Blue = WT. Scale bars are provided for each set of images, scale = 100 μm.



The Progression of Neuroinflammation and Neurodegeneration Following Intracortical Microelectrode Implantation

It is also important to understand how the progression of the neuroinflammatory and neurodegenerative response to intracortical microelectrodes is effected by the removal of either TLR2 or TLR4 from the innate immunity process. Therefore, expression of immunohistochemical markers for neuronal survival, microglia and macrophage activation, astrocytic encapsulation, and blood brain barrier permeability were compared between the 2 week and 16 week time points for WT (Figure 4), Tlr2−/− (Figure 5), and Tlr4−/− mice (Figure 6), independent of each other.
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FIGURE 4. Changes in immunohistochemical markers in wildtype mice over time. (A–D) Show immunohistochemical marker expression in WT mice at 2 and 16 weeks after probe implantation. (A) Neuronal survival displayed as percent of background neuronal density with respect to distance from the probe hole (μm). Wildtype mice exhibit significantly higher neuronal survival at 2 weeks after implantation in distance intervals 150–200, 200–250, and 250–300 μm from the probe hole, *p < 0.05. 2 wk WT: N = 5; 16 wk WT: N = 7. (B) Microglia and macrophage activation (CD68) displayed as normalized fluorescence intensity with respect to distance from the probe hole (μm). Wildtype mice exhibited significantly higher microglia and macrophage activation at 2 weeks after probe implantation at distance intervals 0–50 and 50–100 μm from the probe hole, *p < 0.05. 2 wk WT: N = 6; 16 wk WT: N = 7. (C) Astrocytic encapsulation (GFAP) displayed as normalized fluorescence intensity with respect to distance from the probe hole (μm). Wildtype mice exhibit significantly higher astrocytic encapsulation at 16 weeks after probe implantation at distance intervals 0–50, 50–100, 100–150, and 150–200 μm from the probe hole, *p < 0.05. 2 wk WT: N = 6; 16 wk WT: N = 7. (D) Blood-brain barrier permeability (IgG) as normalized fluorescence intensity with respect to distance from the probe hole (μm). Wildtype mice exhibit significantly higher blood-brain barrier permeability at 2 weeks after probe implantation at distance intervals 0–50, 400–450, 450–500, 500–550, and 550–600 μm from the probe hole, *p < 0.05. 2 wk WT: N = 6; 16 wk WT: N = 7.
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FIGURE 5. Changes in immunohistochemical markers in Tlr2−/− mice over time. (A–D) Show immunohistochemical marker expression in Tlr2−/− mice at 2 and 16 weeks after probe implantation. (A) Neuronal survival displayed as percent of background neuronal density with respect to distance from the probe hole (μm). Tlr2−/− mice exhibit significantly higher neuronal survival at 16 weeks after probe implantation in the distance interval 250–300 μm from the probe hole. 2 wk Tlr2−/−: N = 7; 16 wk Tlr2−/−: N = 5. (B) Microglia and macrophage activation (CD68) displayed as normalized fluorescence intensity with respect to distance from the probe hole (μm). Tlr2−/− mice exhibit significantly higher microglia and macrophage activation at 2 weeks after probe implantation at the distance interval 550–600 μm from the probe hole *p < 0.05. 2 wk Tlr2−/−: N = 8; 16 wk Tlr2−/−: N = 5. (C) Astrocytic encapsulation (GFAP) displayed as normalized fluorescence intensity with respect to distance from the probe hole (μm). Tlr2−/− mice exhibit significantly higher astrocytic encapsulation at 16 weeks after probe implantation at distance intervals 0–50, 50–100, 100–150, and 150–200 μm from the probe hole, *p < 0.05. 2 wk Tlr2−/−: N = 8; 16 wk Tlr2−/−: N = 5. (D) Blood-brain barrier permeability (IgG) as normalized fluorescence intensity with respect to distance from the probe hole (μm). Tlr2−/− mice exhibit significantly higher blood-brain barrier permeability at 2 weeks after probe implantation at the distance interval 0–50 μm from the probe hole, *p < 0.05. 2 wk Tlr2−/−: N = 5; 16 wk Tlr2−/−: N = 5.

[image: Bar and line graphs depict various biological metrics. A shows neuronal survival with bar heights increasing consistently. B to D present line graphs: microglia/macrophage activation, astrocytic encapsulation, and BBB permeability, respectively, with intensity decreasing over distance. Each graph compares two conditions labeled as 2wk Tr+ and 5wk Tr+.]
FIGURE 6. Changes in immunohistochemical markers in Tlr4−/− mice over time. (A–D) Show immunohistochemical marker expression in Tlr4−/− mice at 2 and 16 weeks after probe implantation. (A) Neuronal survival displayed as percent of background neuronal density with respect to distance from the probe hole (μm). Tlr4−/− mice exhibit no significant difference in neuronal survival between two and 16 weeks after probe implantation. 2 wk Tlr4−/−: N = 5; 16 wk Tlr4−/−: N = 5. (B) Microglia and macrophage activation (CD68) displayed as normalized fluorescence intensity with respect to distance from the probe hole (μm). Tlr4−/− mice exhibit no significant differences in microglia and macrophage activation between time points. 2 wk Tlr4−/−: N = 4; 16 wk Tlr4−/−: N = 5. (C) Astrocytic encapsulation (GFAP) displayed as normalized fluorescence intensity with respect to distance from the probe hole (μm). Tlr4−/− mice exhibit significantly higher astrocytic encapsulation at 16 weeks after probe implantation the distance intervals 0–50 μm from the probe hole, *p < 0.05. 2 wk Tlr4−/−: N = 4; 16 wk Tlr4−/−: N = 5. (D) Blood-brain barrier permeability (IgG) as normalized fluorescence intensity with respect to distance from the probe hole (μm). Tlr4−/− mice exhibit significantly higher blood-brain barrier permeability at 2 weeks after probe implantation at the distance intervals 0–50, 50–100, and100–150 μm from the probe hole, *p < 0.05. 2 wk Tlr4−/−: N = 4; 16 wk Tlr4−/−: N = 5.

The Progression of Neuroinflammation and Neurodegeneration in WT Mice

Changes in immunohistochemical markers between the acute 2-week and chronic 16-week time points in WT mice will indicate the standard progression of chronic neuroinflammatory mechanisms in response to implanted neural probes in mice. Examination of neuronal density via the NeuN stain in WT mice exhibited significantly higher neuronal density at 2 weeks after probe implantation in distance intervals between 150 and 300 μm from the probe hole, *p < 0.05 (2 wk WT: N = 5; 16 wk WT: N = 7) (Figure 4A). Additionally, examination of the accumulation of inflammatory activated microglia and macrophages via CD68 expression indicated WT mice exhibit significantly higher CD68 expression at 2 weeks after probe implantation in distance intervals between 0 and 100 μm from the probe hole, *p < 0.05 (2 wk WT: N = 6; 16 wk WT: N = 7) (Figure 4B). In contrast, examination of the chronic glial scar as a function of GFAP expression revealed WT mice exhibit significantly higher GFAP expression at 16 weeks after probe implantation in distance intervals between 0 and 200 μm from the probe hole, *p < 0.05 (2 wk WT: N = 6; 16 wk WT: N = 7) (Figure 4C). Similar to microglia/macrophage activation, blood-brain barrier permeability as a function of IgG expression revealed WT mice exhibit significantly higher IgG expression at 2 weeks after probe implantation in distance intervals 0–50 and between 400 and 600 μm from the probe hole, *p < 0.05 (2 wk WT: N = 6; 16 wk WT: N = 7) (Figure 4D).

The Progression of Neuroinflammation and Neurodegeneration in Tlr2−/− Mice

Examining the time course of immunohistochemical markers in Tlr2−/− mice will identify potential effects of TLR2 removal on the standard progression of chronic neuroinflammatory mechanisms in response to implanted neural probes. Contrary to the trend in WT mice, examination of neuronal density in Tlr2−/− mice exhibited significantly higher neuronal density at 16 weeks than 2 weeks after probe implantation in the distance interval 250–300 μm from the probe hole, *p < 0.05 (2 wk Tlr2−/−: N = 7; 16 wk Tlr2−/−: N = 5); (Figure 5A). While this is a significant finding, it is likely not appreciable for electrode performance. Similar to the trend observed in WT mice, the accumulation of inflammatory activated microglia and macrophages in Tlr2−/− mice exhibited significantly higher CD68 expression at 2 weeks than 16 weeks after probe implantation. However, the distance intervals with higher CD68 expression were between 500 and 600 μm from the probe hole, *p < 0.05 (2 wk Tlr2−/−: N = 8; 16 wk Tlr2−/−: N = 5) (Figure 5B), which likely does not impact device performance. Similar to the trend observed in WT mice, examination of the chronic glial scar as a function of GFAP expression exhibited significantly higher GFAP expression at 16 weeks after probe implantation at distance intervals between 0 and 200 μm from the probe hole, *p < 0.05 (2 wk Tlr2−/−: N = 8; 16 wk Tlr2−/−: N = 5) (Figure 5C). Astrocytic encapsulation increases over time in Tlr2−/− mice in similar distance ranges as WT mice. As seen in WT mice, blood-brain barrier permeability as a function of IgG in Tlr2−/− mice revealed significantly higher IgG expression at 2 weeks after probe implantation compared to 16 weeks after probe implantation at the distance intervals 0–50 μm from the probe hole, *p < 0.05 (Figure 5D) (2 wk Tlr2−/−: N = 5; 16 wk Tlr2−/−: N = 5).

The Progression of Neuroinflammation and Neurodegeneration in Tlr4−/− Mice

Examining the time course of immunohistochemical markers in Tlr4−/− mice will identify potential effects of TLR4 removal on the standard progression of chronic neuroinflammatory mechanisms in response to implanted neural probes. Unlike WT mice and Tlr2−/− mice, examination of neuronal density and accumulation of inflammatory activated microglia and macrophages in Tlr4−/− mice exhibited no significant differences between time points (2 wk Tlr4−/−: N = 5; 16 wk Tlr4−/−: N = 5) (Figures 6A,B). Similar to trends observed in WT and Tlr2−/− mice, examination of the chronic glial scar in Tlr4−/− mice exhibited significantly higher GFAP expression at 16 weeks than 2 weeks after probe implantation. Unlike WT and Tlr2−/− mice, significantly higher GFAP expression only occurred in the distance interval 0-50 μm from the probe hole, *p < 0.05 (2 wk Tlr4−/−: N = 4; 16 wk Tlr4−/−: N = 5) (Figure 6C). Similar to WT and Tlr2−/− mice, blood-brain barrier permeability as a function of IgG expression in Tlr4−/− mice exhibited significantly higher IgG expression at 2 weeks than at 16 weeks after probe implantation. Unlike WT and Tlr2−/− mice, significant differences occurred over the distance intervals between 0 and 150 μm from the probe hole, *p < 0.05 (2 wk Tlr4−/−: N = 4; 16 wk Tlr4−/−: N = 5) (Figure 6D).




DISCUSSION

This study sought to interpret the roles of TLR2 and TLR4 in the neuroinflammatory response to implanted intracortical microelectrodes. Overall, this study reveals that full removal of TLR4 results in reduced blood-brain barrier permeability at an acute (2 weeks) and chronic time points (16 weeks), and reduced neuronal survival at chronic time points, compared to WT animals. Further, microglia/macrophage activation and blood-brain barrier permeability significantly decreased from acute to chronic time points, whereas astrocytic encapsulation significantly increased from acute to chronic time points in WT mice. Mice lacking TLR2 or TLR4 exhibited similar trends in decreasing blood-brain barrier permeability and increasing astrocytic encapsulation, but significant changes in microglia/macrophage activation close to the electrode-tissue interface from 2 to 16 weeks post-implantation. The findings presented here introduce more questions regarding the role of innate immunity receptors in the neuroinflammatory response to intracortical microelectrodes.

The first major finding of this study indicated that knocking out TLR4 resulted in decreased blood-brain barrier permeability around implanted intracortical microelectrode at both acute and chronic time points. The blood-brain barrier is a network of endothelial cells with tight junctions that protects parenchymal brain tissue from neurotoxic molecules and infiltrating inflammatory cells. Damage to the blood-brain barrier following intracortical microelectrode implantation has been linked to poor recording performance (Saxena et al., 2013), potentially through neuronal damage, altered extracellular ionic concentrations, or propagation of inflammatory mechanisms (Jorfi et al., 2015). It is important to note that improved blood-brain barrier permeability alone may not lead to improved intracortical microelectrode performance. Blood-brain permeability in response to implanted neural probes may be related to TLR4 signaling on several levels: TLR4 signaling in endothelial cells, release of cytokines in response to TLR4 activation, and oxidative damage caused by factors released in response to TLR4 activation. An upregulation of TLR4 has been observed in vascular endothelial cells in response to renal ischemia reperfusion injuries, and an increase in co-localization of TLR4 and vascular endothelial cells was observed in response to subarachnoid hemorrhages (Zhao et al., 2014; Zhang et al., 2015). Ischemic injury has been tied to neurodegeneration around implanted intracortical microelectrodes (Kozai et al., 2014). It is possible that signaling of TLR4 on vascular endothelial cells in response to the implanted intracortical microelectrodes contributes to permeability of the blood-brain barrier.

Activation of TLR4 on secondary cells may also be responsible for increased permeability of the blood-brain barrier. In addition to vascular endothelial cells, neurons and microglia also exhibited elevated co-localization with TLR4 in response to subarachnoid hemorrhages (Zhang et al., 2015). Leow-Dyke et al. demonstrated that factors released by neurons conditioned with the TLR4 ligand lipopolysaccharide (LPS), including RANTES (CCL5), KC (CXCL1), tumor necrosis factor-α (TNFα), and IL-6, promoted the migration of neutrophils across an endothelial monolayer in vitro, and prior application of a TLR4 antagonist to the neurons significantly reduced this effect (Leow-Dyke et al., 2012). Additionally, activation of TLR4 on microglia may lead to activation of the inflammatory NFκB pathway, which can induce the release of pro-inflammatory cytokines, such as TNFα, IL-6, IL1-β (O'Neill and Kaltschmidt, 1997; Pineau and Lacroix, 2009). TNF-α and IL1-β have been shown to increase permeability of the blood-brain barrier (Ballabh et al., 2004). Bennett et al. recently detected upregulation of genes encoding pro-inflammatory cytokines paired with downregulation of genes encoding junction proteins of the blood-brain barrier at acute time points following intracortical microelectrode implantation (Bennett et al., 2018). Coincidentally, Bennett et al identified enhanced expression of TNFα, IL-6, and KC (CXCL1) following intracortical microelectrode implantation, potentially indicating a role of neuronal cytokine and chemokine release (Leow-Dyke et al., 2012; Bennett et al., 2018). Activation of TLR4 on microglia may also lead to the release of reactive oxygen species (Reed-Geaghan et al., 2009). Reactive oxygen species can promote leakiness of the blood-brain barrier (Merrill and Murphy, 1997; Lehner et al., 2011). In the absence of TLR4, less pro-inflammatory cytokines and reactive oxygen species are likely released, and thus less damage to the blood brain barrier occurs. Conversely, Tlr4−/− mice did not exhibit any significant differences in microglia/macrophage activation. Differences in CD68 expression may not be sensitive enough to confer differences in cytokine and ROS release by activated microglia and macrophages, other infiltrating myeloid cells or neurons may be driving the release of factors damaging the blood-brain barrier, or TLR4 signaling on endothelial cells may facilitate blood-brain barrier permeability.

The next major finding of this study, indicating a reduction in neuronal survival around implanted intracortical microelectrodes in mice lacking TLR4, is more difficult to explain. Neurons are the source of signals recorded by intracortical microelectrodes and hypothesized to be needed within 50 μm of the microelectrode to record single units (Buzsáki, 2004). Although neuronal dieback has frequently been observed around implanted intracortical microelecrodes (Biran et al., 2005; McConnell et al., 2009; Potter et al., 2012a) and neuronal dieback has been hypothesized to cause intracortical microelectrode failure (Biran et al., 2005), the relationship between neuronal dieback and recording performance has not been fully elucidated (Jorfi et al., 2015). Typically, knocking out TLR4 results in neuroprotective effects (Tang et al., 2007; Hyakkoku et al., 2010). Here the opposite trend is observed. Perhaps the reduced capability to detect and fight pathogens makes mice more susceptible to localized infections; however, no indications of localized infection were seen in this study. Robust sterilization methods such as ethylene oxide sterilization do not always reduce endotoxin levels below the FDA requirement for devices implanted in the brain (Ravikumar et al., 2014a). Hermann et al. proposed that the reduced capability to detect and respond to tissue damage may hinder wound healing mechanisms beneficial to integrating devices into the brain (Hermann et al., 2018). Studies investigating the role of TLRs in neurodegenerative disorders such as Alzheimer's and synucleinopathies suggested that some amount of TLR signaling was necessary to clean up the accumulation of abnormal protein deposits (Tahara et al., 2006; Stefanova et al., 2011; Fellner et al., 2013) and neurons damaged by the proteins (Bate et al., 2004). Damaged matrix proteins and necrotic cells resulting from the implantation and chronic presence of an intracortical microelectrode that are normally recognized and disposed of by TLR4 mediated pathways may be detrimental to neurons directly or through the activation of redundant inflammatory mechanisms.

The third major finding of this study identified differences in the time course of the foreign body response to implanted intracortical microelectrodes in the absence of TLR2 and TLR4. Tlr2−/− and Tlr4−/− mice exhibited most of the same trends as WT mice between the 2 and 16 week time points, except for microglia/macrophage activation. WT mice exhibit a significant reduction in microglia and macrophage activation whereas Tlr2−/− and Tlr4−/− mice do not exhibit significant changes close to the electrode-tissue interface over time. The trend in WT mice indicate that TLR2 and/or TLR4 may play an important role in the activation of microglia and macrophages at the acute time point, despite the lack of significant differences between either Tlr2−/− or Tlr4−/− mice and WT mice. Tlr2−/− or Tlr4−/− mice both demonstrated lower peak CD68 intensities, but the intensities decayed to similar values over a short span of distance (~10 μm). Differences in CD68 expression may be limited to the first layer of cells around the neural probe hole. The decrease in CD68 expression in WT mice over time may indicate a diminishing importance of TLR2 and TLR4 in the chronic neuroinflammatory response to intracortical microelectrodes over time, or that lacking either TLR2 or TLR4 retards the rate of wound healing / scar progression. For example, TLR4 deficient mice exhibited delayed skin wound closure paired with decreased Il-1β and IL-6 production (Chen et al., 2013), indicating the importance of TLR4 activation and subsequent cytokine release in wound healing. Similarly, Tlr2−/−, Tlr4−/−, and Tlr2/4−/− mice exhibited larger skin wound areas paired with a reduction in infiltrating macrophages and decreased expression of TGF-β and CCL5 (RANTES) (Suga et al., 2014). On the contrary, Tlr2−/− and Tlr4−/− mice exhibited improved wound healing in response to diabetic skin injuries (Dasu et al., 2010). Opposing outcomes of knocking out TLRs have been attributed to differences in acute and chronic injures, where chronic inflammation, as found in diabetic injuries, may hinder wound healing (Dasu and Jialal, 2013; Portou et al., 2015). The unresolved presence of an implanted intracortical microelectrode would likely behave like other chronic injuries. The role of TLR2 and TLR4 on wound healing in the brain would be difficult to predict, since activation of TLRs promotes injury or wound healing in a variety of injuries throughout the body (Kluwe et al., 2009), and the effects are hypothesized to be dose dependent (Strbo et al., 2014), timing dependent (Dasu and Rivkah Isseroff, 2012), and location dependent (Kluwe et al., 2009; Dasu and Rivkah Isseroff, 2012). In the context of spinal cord injury, Tlr4−/− mice exhibited deficits in locomotor recovery and elevated demyelination, astrogliosis, and macrophage activation, and Tlr2−/− mice exhibited deficits in locomotor recovery paired with abnormal myelin patterning (Kigerl et al., 2007). These findings suggest that TLR2 and TLR4 may play a beneficial role in the recovery of CNS injuries. However, the exact role of TLR2 and TLR4 in wound healing of the CNS remains to be elucidated.

Another interpretation of the time course of CD68 expression suggests that the enhanced CD68 expression in the WT group at 2 weeks post-implantation may be, in part, due to a higher infiltration of activated macrophages at the electrode tissue interface, considering the enhanced permeability of the blood-brain barrier at that time point. The contribution of infiltrating macrophages is important to consider since infiltrating macrophages have been shown to induce detrimental effects on neurons following central nervous system injuries (Horn et al., 2008; Busch et al., 2009). In contrast to the WT group, the Tlr4−/− mice did not exhibit enhanced CD68 expression at 2 weeks post implantation and blood-brain barrier permeability was significantly lower than in WT mice at that time point. Lower BBB permeability at 2 weeks post-implantation may lead to less activated macrophage infiltration, resulting in CD68 expression comparable to 16 weeks post-implantation in Tlr4−/− mice. On the other hand, Tlr2−/− mice, which exhibited similar BBB permeability to WT mice did not exhibit elevated CD68 expression close to the electrode-tissue interface at 2 weeks after implantation. Regardless, assessing the contributions of microglia and macrophages require alternate methods, such as bone marrow chimeras with labeled blood-derived cells (Ravikumar et al., 2014b).

Comparing the findings of this study to previous studies in our lab, inhibiting the TLR co-receptor will provide a greater understanding of the role of innate immunity receptors in the chronic inflammatory response to intracortical microelectrodes. Hermann et al. previously observed that knockout mice lacking CD14 exhibited enhanced recording performance over the acute (0–2 weeks) but not chronic (2–16 weeks) time range, with no differences in neuronal survival, microglia/macrophage activation, astrocytic encapsulation, or blood-brain barrier permeability at 16 weeks after implantation (Hermann et al., 2018). Here we observe that knockout mice completely lacking TLR4 exhibit significantly reduced blood-brain barrier permeability at both acute and chronic time points. Although TLR4 and CD14 are closely associated in the recognition of ligands, knocking out TLR4 but not CD14 resulted in reduced blood-brain barrier permeability. Activation of TLR4 to promote blood-brain barrier permeability does not require CD14. TLR4 is able to bind and respond to its ligand LPS in the absence of CD14, although with drastically less sensitivity (Janova et al., 2015). There is evidence that TLR4 may bind and respond to DAMPs without CD14 (Allam et al., 2012), but the exact role of CD14 in the recognition of structurally diverse DAMPs by TLR4 remains to be elucidated. Further, knocking out TLR4 but not CD14 resulted in significantly lower neuronal survival (Hermann et al., 2018). It appears that fully removing TLR4 exhibits a beneficial effect at acute time points, as with CD14, but fully removing TLR4 at chronic time points is also detrimental. The presence of functioning TLR4 signaling may be more critical for long-term wound healing than CD14, since Tlr4−/− mice exhibited significantly decreased neuronal survival and Cd14−/− mice exhibited no differences from wildtype mice at the chronic time point. Alternatively, chronic decreases in neuronal survival in Tlr4−/− mice may be a carry-over effect from improper wound healing at earlier time points. Experiments stopping and starting or delaying the administration of TLR4 antagonists to mice with implanted intracortical microelectrodes could potentially delineate the time-dependent role of TLR4 in the neuroinflammatory response. TLR4 and CD14 play related but independent roles that vary over time in the foreign body response to intracortical microelectrodes.

In addition to investigating the complete removal of CD14 via a knockout mouse, Hermann et al. observed that administering a small molecule inhibitor to the CD14-TLR4 complex improved recording performance at acute time points and out to chronic time points (16 weeks), without any differences in 16 week endpoint histology. Inhibition via a small molecule antagonist is less complete as full removal of a receptor via knockout. Residual TLR4 signaling from incomplete inhibition may protect neurons from the processes detrimental to neuronal survival in Tlr4−/− mice at chronic time points after intracortical electrode implantation. The role of innate immunity signaling in the foreign body response to intracortical microelectrodes is dependent on the degree of receptor inhibition.

Further studies by Bedell et al. investigated the effects of knocking out CD14 in specific cell populations on intracortical microelectrode recording performance (Bedell et al., 2018). Mice with infiltrating blood-derived cells lacking CD14 and resident cells featuring intact CD14 exhibited significantly improved recording performance over wildtype mice over the 16-week study without any differences in 16-week endpoint histology. TLR4 signaling may have different roles on resident cells than on infiltrating myeloid cells. Since TLR4 is constitutively expressed in parenchymal microglia as opposed to CD14, knocking out TLR4 on resident or infiltrating cells only may produce vastly different results from CD14. The roles of innate immunity signaling are cell-specific.

Initially, we hypothesized that TLR2 and TLR4 play a role in the neuroinflammatory response to implanted intracortical microelectrodes. Although Tlr2−/− mice did not exhibit any significant differences in endpoint histology, changes in blood-brain barrier permeability and neuronal survival in Tlr4−/− mice would suggest a role of TLR4 in the neuroinflammatory response to intracortical microelectrodes. Differences in the time course of microglia/macrophage activation observed in Tlr2−/− mice suggest a subtler role in the neuroinflammatory response to intracortical microelectrodes. Further, we proposed TLR2 and TLR4 signaling as a mechanism for the activation of microglia and macrophages and subsequent release of pro-inflammatory cytokines, ROS, and RNS in response to an implanted intracortical microelectrode. Here, we did not observe significant changes in microglia/macrophage activation via expression of CD68 in ether Tlr2−/− or Tlr4−/− mice at acute or chronic time points. However, the paradoxical decrease in blood-brain barrier permeability and decrease in neuronal survival observed in Tlr4−/− mice may be affected by decreased or increased release of pro-inflammatory factors. As stated earlier, differences in expression of CD68 may not be sensitive enough to detect functional differences in cytokine, ROS, and NOS release. Alternatively, activation of TLR4 on other infiltrating myeloid cells not expressing CD68, endothelial cells, or neurons may be responsible for the observed histological changes (Ravikumar et al., 2014b). Future studies investigating the effects of innate immunity inhibition on gene and mRNA expression following the implantation of intracortical microelectrodes may elucidate changes in the production of cytokines, ROS, and NOS (He et al., 2006; Ereifej et al., 2018). Since this study employed intracortical microelectrode arrays without functional recording sites, conductive traces, and insulating layers, the effects of knocking out TLR2 and TLR4 on oxidative damage to these structures could not be determined via SEM. Much remains to be learned about the specific roles of TLR2 and TLR4 in the neuroinflammatory response to intracortical microelectrodes.

Building off of the previous studies of Hermann et al. and Bedell et al. innate immunity signaling pathways appear to play a role in the neuroinflammatory response against intracortical microelectrodes (Bedell et al., 2018; Hermann et al., 2018). The findings of this study suggest that fully removing TLR4 is beneficial at acute time points and fully removing TLR4 at chronic time points is detrimental. Based off the success of cell-specific CD14 inhibition exhibited by Bedell et al. (2018), incomplete inhibition of TLR4 and its co-receptors via small molecule antagonists or antibodies may be of further interest for improving the long-term performance of intracortical microelectrodes. Delaying or stopping and starting the administration of TLR4 inhibitors may be more appropriate to address the time variant role in the foreign body response to implanted intracortical microelectrodes. Targeting TLR4 on specific cell populations may be more beneficial than inhibiting TLR4 in the whole body. The Toll-like receptors and their adapter molecules affect the foreign body response in a time, method/extent of inhibition, and cellular subset –dependent manner. Future strategies to integrate intracortical microelectrodes using modulation of innate immunity signaling pathways should consider these parameters to optimize the preservation of electrode and tissue integrity.



CONCLUSIONS

Complete removal of TLR2 via genetic knockout did not result in meaningful changes in the expression of the markers stained for in this study. Thus, TLR2 does not likely play a significant role in the foreign body response to intracortical microelectrodes. Complete removal of TLR4 via genetic knockout results in reduced blood brain barrier permeability in response to implanted neural probes at acute and chronic time points, as well as reduced neuronal survival around implanted neural probes. Benefits of fully removing TLR4 are overshadowed by detrimental effects on neuronal survival. Inhibition of TLR4 without complete removal of the pathway or for intermittent time courses may still be worth investigating as an intervention for improving intracortical microelectrode integration.
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Reducing the mechanical mismatch between the stiffness of a neural implant and the softness of the neural tissue is still an open challenge in neuroprosthetics. The emergence of conductive hydrogels in the last few years has considerably widened the spectrum of possibilities to tackle this issue. Nevertheless, despite the advancements in this field, further improvements in the fabrication of conductive hydrogel-based electrodes are still required. In this work, we report the fabrication of a conductive hydrogel-based microelectrode array for neural recording using a hybrid material composed of poly(3,4-ethylenedioxythiophene)-poly(styrenesulfonate), and alginate. The mechanical properties of the conductive hydrogel have been investigated using imaging techniques, while the electrode arrays have been electrochemically characterized at each fabrication step, and successfully validated both in vitro and in vivo. The presence of the conductive hydrogel, selectively electrodeposited onto the platinum microelectrodes, allowed achieving superior electrochemical characteristics, leading to a lower electrical noise during recordings. These findings represent an advancement in the design of soft conductive electrodes for neuroprosthetic applications.
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INTRODUCTION
In neuroprosthetics, the realization of a performing interface between an implant and the soft tissue is of primary importance for both the preservation of the neuronal environment, and the correct functioning of the device (Lacour et al., 2016). The main approaches taken into consideration for this purpose are essentially two: the modification of the electrode surface with conductive polymers (CPs) or carbon nanotubes (CNTs) (Abidian et al., 2010; Guex et al., 2015; Charkhkar et al., 2016) and the encapsulation of the device in a hydrogel matrix (Kim et al., 2010; Heo et al., 2016). CPs and CNTs are versatile carbon-based materials already exploited in the fabrication of several neuroprosthetic devices (Antognazza et al., 2015; Khodagholy et al., 2015; Feyen et al., 2016; Xiang et al., 2016; Ferlauto et al., 2018). In particular, their incorporation in the active sites of recording or stimulating neural devices is known to lower the impedance and the stiffness of metal electrodes, to allow both electronic and ionic charge transport, and to promote cell adhesion and proliferation (Abidian et al., 2010; Harris et al., 2013; Balint et al., 2014; Martin and Malliaras, 2016; Rivnay et al., 2016; Simon et al., 2016). Despite these attractive properties, these materials still suffer from a Young’s modulus far higher than the one of the tissue they are in contact with, potentially leading to important implications in terms of foreign body reaction and ultimately to the device failure (Salatino et al., 2017).
On the other hand, hydrogels are natural, or synthetic materials based on a three-dimensional network of polymer chains that can retain a large amount of water and are already used in a variety of biomedical applications, ranging from contact lenses to wound healing, and drug delivery (Buwalda et al., 2014; Caló and Khutoryanskiy, 2015; Ullah et al., 2015; Bryant and Vernerey, 2018). Their tunable mechanical properties, high water content, high porosity, and soft consistency mimic the ones of living tissues; this makes hydrogels extremely attractive for neural prostheses.
To combine the strengths of these two approaches, the exploitation of conductive hydrogels (CHs) as coatings for microelectrodes in neural implants has recently emerged as a promising strategy (Green et al., 2012, 2016; Goding et al., 2017; Staples et al., 2017; Spencer et al., 2017). A CH on the electrodes could in fact simultaneously guarantee appropriate electrochemical and mechanical properties for the interaction with the neural tissue.
To our knowledge, despite recent progress in this field, a selective micro-sized confinement of CHs, with a thorough electrochemical characterization at each fabrication step, followed by in vitro and in vivo validation, is still missing (Kleber et al., 2017; Staples et al., 2017). The aim of this work is therefore to provide a comprehensive characterization of a CH-based microelectrode array, consisting of a poly (3,4-ethylenedioxythiophene)-poly(styrenesulfonate; PEDOT:PSS) and alginate (A) coating (called conductive alginate, CA) selectively electrodeposited on platinum (Pt) microelectrodes to reduce the mismatch of the material properties at the electrode-tissue interface.



MATERIALS AND METHODS

Electrode Arrays Used in the Study

Pt-based microelectrode arrays (MEAs) with various geometries (linear or grid), electrode diameters (30, 100, or 400 μm), and electrode coatings (PEDOT:PSS, PEDOT:PSS/A, PEDOT:PSS/CA, and Pt Black) have been fabricated and used in this study. For structural and electrochemical characterization, planar grid MEAs (g-MEAs) with 16 electrodes (4 × 4) of 400 μm in diameter and a center-to-center distance of 1 mm were used. Electrodes were bare Pt, or Pt-coated with PEDOT:PSS, PEDOT:PSS/A, and PEDOT:PSS/CA. For in vitro validation, two planar MEAs with eight electrodes of 30 μm in diameter were used: a bottom porous MEA (p-MEA) and a top strip MEA (s-MEA). Pt electrodes were coated with Pt black or with PEDOT:PSS/CA. For in vivo validation, penetrating linear MEAs (l-MEAs) with 16 electrodes of 100 μm in diameter and a center-to-center distance of 200 μm were used. Electrodes were bare Pt or Pt-coated with PEDOT:PSS/CA.

Electrode Array Fabrication

Microelectrode arrays were fabricated on 4-inch silicon (Si) wafers (thickness 525 μm) with a titanium-tungsten alloy/aluminum release layer (TiW/Al, 200 nm/1 μm). A polyimide (PI) layer (HD MicroSystems PI2611, 10 μm) was spin-coated (1,400 rpm for 40 s) and then cured by a soft bake (5 min at 65°C and 5 min at 95°C) followed by a hard bake (1 h at 300°C with nitrogen from 190°C). A titanium/platinum (Ti/Pt, 5 nm/150 nm) adhesive/conductive layer was deposited by sputtering (Alliance Concept AC450). A positive photoresist (AZ1512, 2 μm) was deposited by spin-coating and soft baked at 110°C for 2 min before direct exposure (Heidelberg Instruments MLA150, 405 nm) and development. Electrode shaping and photoresist removal were performed by chlorine dry etching (Corial 210IL) followed by oxygen plasma (500 W for 30 s). MEAs were encapsulated by spin-coating an adhesion promoter (VM651, 1,000 rpm for 10 s + 3,000 rpm for 30 s), spin-coating and soft baking a first PI layer (PI2611, 10 μm) followed by a second layer (10 μm), and curing (soft and hard bake). Then, a Si hard mask (1 μm) was deposited by sputtering (Alliance Concept AC450) and the photolithography was repeated. Dry etching (Corial 210IL) of Si and eventually PI and photoresist (respectively, chlorine and oxygen chemistries) allowed the exposure of Pt pads and electrodes. A final Si dry etching removed the remaining hard mask. An extra etching step was performed on p-MEAs to fabricate a porous substrate (7.5 μm diameters holes with a pitch of 20 μm). The MEAs were cut by a laser cutter (Optec MM200-USP) and released by Al anodic dissolution for 15 h.

PEDOT:PSS Coating

An aqueous solution of 0.1 wt% 3,4-ethylenedioxythiophene (EDOT 97%, 483028, Sigma) and 4 wt% poly(4-styrenesulfonic acid) solution (PSS, Mw ˜75,000, 561223, Sigma) in deionized water was mixed by ultrasonication for 5 min before being filtered with 0.2 μm PTFE filters (431229, Corning). The electropolymerization of PEDOT:PSS was obtained using a potentiostat (Compact Stat, Ivium). MEAs were immersed in the solution together with a silver/silver-chloride (Ag/AgCl) reference electrode and a Pt counter electrode. The potential was increased from 0.4 to 0.9 V in 5 steps of 0.1 V and 2 s in duration. Then, the potential was held at 0.9 V for 40 s. The protocol was repeated twice and MEAs were finally cured at 65°C for 3 h.

Alginate and Conductive Alginate Coating

1% Alginate mother solution was prepared by dissolving 1 wt% of alginic acid from brown algae (A2033, Sigma) and 0.5 wt% of calcium carbonate (CaCO3 -99%, C5929, Sigma) in phosphate-buffered saline (PBS). The solution was then stirred and heated at 100°C for 1 h and all further alginate deposition solutions with different concentrations were obtained by its dilution (Cheng et al., 2011). First, an adhesion layer composed of 0.1 wt% EDOT and 4 wt% PSS in alginate deposition solution was prepared, ultrasonicated for 5 min, and electropolymerized (as in section “PEDOT:PSS coating”). Then, alginate was electropolymerized from the alginate deposition solution with a voltage increase from 0 to 2 V without any intermediate step and kept constant for 2 s. MEAs were then stored in a hardening solution consisting of 1 wt% of calcium chloride (CaCl2, C7902, Sigma) in PBS for at least 30 min. To obtain a CA, the electropolymerization of PEDOT:PSS was then repeated twice (as in section “PEDOT:PSS Coating”).

Platinum Black Coating

Platinum electrodes were coated with platinum black using a platinum solution made of: 2 g H2PtCl6 ⋅ xH2O, 16 mg C4H6O4Pb ⋅ 3H2O, and 58 g of H2O (Sigma). A 700 mV signal at 300 Hz was applied via a 4,284A Precision LCR Meter (Keysight Technologies) until the electrode impedance reached a magnitude of 8 kΩ and a phase of -45°. About 10–15 s were required to achieve sufficient plating corresponding to a black platinum coating thickness of 300 to 400 nm.

PEGDMA Coating

The 5 wt% of Poly(ethylene glycol) dimethacrylate (PEGDMA, Mn 20,000, 25406-5, Polysciences), 5 wt% of PEGDMA (Mn 550, 409510, Sigma), and 0.5 wt% of 2-hydroxy-4′-(2-hydroxyethoxy)-2-methylpropiophenone photoinitiator (IRGACURE 2959, 410896, Sigma) were mixed in PBS and ultrasonicated until complete dissolution. MEAs were dipped in this solution for 3 s and then exposed to UV light (365 nm, Thorlabs) for 15 min. Afterward, MEAs were stored inside the hardening solution (1 wt% of CaCl2 in PBS).

Microscopic Characterization

The thickness of the PEDOT:PSS double layer was measured using a Bruker’s DektakXT Stylus Profiler. The topography and the elastic modulus surface map were taken using a Dimension Icon atomic force microscope (AFM, Bruker); measurements were performed in liquid (1 wt% of CaCl2 in PBS), with a ScanAsyst Fluid + probe (Bruker, nominal spring constant 0.7 N m-1). Each scan contains 512 lines of 512 data points across a 3 μm × 3 μm surface. Images were analyzed using Gwyddion software. For each map, the average stiffness value with its SD was obtained. The variance of the stiffness was calculated as the square of the standard deviation.

Electrochemistry

Electrochemical characterizations were performed with a three-electrode (Ag/AgCl reference electrode, Pt counter electrode) potentiostat (Compact Stat, Ivium) in PBS (pH 7.4) at room temperature. Impedance spectroscopy (IS) was performed between 1 Hz and 1 MHz with an AC voltage of 50 mV. Cyclic voltammetry (CV) was obtained by sweeping a cyclic potential at a speed of 50 mV s-1 between -0.6 and 0.8 V for Pt electrodes and between -0.9 and 0.8 V for coated electrodes. For each electrode, the average response over 5 cycles was calculated; the anodic and cathodic charge storage capacities (CSCs) were extrapolated from the integration of the respective currents.

Cell Culture

Human neural stem cells from induced pluripotent stem cells (iPSCs) were obtained from MTI-Globalstem (GSC-4301, Thermo Fisher Scientific). They were cultured and maintained on 1:200 GelTrex LDEV-free hESC quality (A1413302, Thermo Fisher Scientific) coated flask in a proliferation medium composed of neurobasalTM medium (21103049, Thermo Fisher Scientific) supplemented with 2% B-27TM supplement (17504001, Thermo Fisher Scientific), MEM non-essential amino acids (11140050, Thermo Fisher Scientific), 1% GlutamaxTM supplement (35050061, Thermo Fisher Scientific), and 20 ng ml-1 FGF-2 (100-18B, PeproTech). For the generation of three-dimensional neurospheres (NSs), cells were detached at approximately 80% confluence with pre-warmed StemProTM AccutaseTM (A1110501, Thermo Fisher Scientific) for 1–2 min. The single cell suspension was centrifuged for 3 min at 320 g, suspended in proliferation medium and cells were counted. 500,000 cells in 3 ml proliferating medium were added into a non-treated six-well plate. The plate was left under orbital agitation (80 rpm) for 4 days in a cell culture incubator at 37°C (100% humidity, 5% CO2). 24 h later, the free-floating three-dimensional NSs were formed by aggregation. Four days after seeding, the NS size was checked and switched to a differentiation medium composed of NeuralQTM Basal Medium (GSM9420, GlobalStem), GS21T Supplement (GSM3100, GlobalStem), and 1% GlutamaxTM supplement (35050061, Thermo Fisher Scientific). Cultures were maintained in orbital agitation (80 rpm) for 6 weeks. A breathable plate sealer was added in order to reduce medium evaporation. The medium was changed once a week (3 ml). Mature NSs were then transferred to a 6 mm patch of pre-cut circular hydrophilic membrane supported by a six well insert (PICMORG50, Merck-Millipore) and kept in the incubator for 1 week. The use of membrane pre-cut patches facilitates the NS manipulation.

Electrophysiology in vitro

Neurospheres on membranes were transferred with forceps under a dissection microscope (Leica Microsystems) onto the center of a p-MEA device. After 1 day of recovery, NSs top surface was put in contact with an s-MEA device (coated with platinum black or conductive alginate) and electrophysiological recordings were performed using an amplifier (W2100-HS32, Multi Channel Systems) and a data acquisition system (W2100, Multi Channel Systems). The signal-to-noise ratio (SNR) was evaluated as follow: for each electrode, the noise was quantified as the standard deviation of the voltage during a 5 min recording, while the signal was the average peak-to-peak voltage of the spikes recorded in the same 5 min period. For each electrode, the SNR was computed as the signal divided by the noise. Therefore, electrodes unable to detect neural spikes have been excluded (n = 11 out of 16 and n = 4 out of 21, respectively, for s-MEA with Pt black and s-MEA-CA).

Electrophysiology in vivo

Animal experiments were performed according to the animal authorization GE13416 issued by the Département de l’emploi, des affaires sociales et de la santé (DEAS), Direction générale de la santé of the Republique et Canton de Geneve, Switzerland. Two months old C57BL6J mice were anesthetized with isoflurane inhalation (induction 0.8–1.5 l min-1, 4–5%; maintenance 0.8–1.5 l min-1, 1–2%). A 0.5 mm small craniotomy was opened in the correspondence of the visual cortex (identified by stereotaxic coordinates). MEAs were implanted in the cortical layers using a micromanipulator (SM-15R, Narishige). Light flashes (4 ms, 30 cd s m-2) were delivered using a Ganzfeld stimulator (Biomedica Mangoni) positioned close to the contralateral eye and visually evoked cortical potentials (VEPs) were recorded and filtered (0.1–300 Hz).

Statistical Analysis and Graphical Representation

Statistical analysis and graphical representation were performed on Prism (GraphPad Software Inc.). The normality test (D’Agostino & Pearson omnibus normality test) was performed in each dataset to justify the use of a parametric or non-parametric test. In each figure p-values were represented as: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, and ∗∗∗∗p < 0.0001. Data were always reported as mean ± SD or ± SEM; n identifies the number of electrodes.



RESULTS

Microelectrode arrays with various geometries (linear or grid) and electrode diameters (30, 100, or 400 μm) have been fabricated using PI as substrate and superstrate and Pt for the electrodes, traces, and pads (Figure 1A). Soft electrodes consisting of a first layer of PEDOT:PSS and a second layer of CA have been then electrodeposited on top of the Pt electrodes (Figures 1B,C). With a mechanical profilometer the average (± SD, n = 12) thickness of the PEDOT:PSS layer has been quantified as 1.18 ± 0.69 μm. The sharp confinement of the conductive alginate coating on top of the electrodes has been obtained by ionic crosslinking via electroplating (Cheng et al., 2011). This has been experimentally visualized and validated by adding Rhodamine B to the hydrogel (Figure 1D). The map of the elastic modulus on the surface of the CA (Figure 1E) has been obtained through peak-force quantitative nanomechanical mapping atomic force microscopy (PF-QNM AFM) of the hydrated sample. The variability of the modulus values points out the presence of an interpenetrating network of a stiffer material within a softer embedding, thus revealing the co-presence of the two components of the CA. The mean (± SEM) elastic modulus measured from various electrodes (n = 6) has been quantified in 12.29 ± 5.67 MPa with a mean (± SEM) variance of 6.10 ± 4.21 MPa2 (Figure 1F).
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FIGURE 1. (A) Pictures of a fabricated g-MEA with 400 μm diameter electrodes. The scale bar is 400 μm. (B) Schematic of the soft CA-based electrode structure. (C) Step-by-step coating process of the CA-based electrodes. (D) Selective electroplating of alginate with added Rhodamine B on the central Pt electrode only. The scale bar is 150 μm. (E) AFM topography map of a 3 × 3 μm surface area of the CA (left) and the corresponding elastic modulus surface map (right). The scale bar is 400 nm. (F) Quantification of the mean (± SEM) stiffness and variance (n = 6 electrodes, 1 map per electrode).

IS and CV have been performed at each fabrication step on g-MEAs with 400 μm electrodes to evaluate their electrochemical characteristics (Figure 2). In agreement with the literature (Staples et al., 2017), CA-based electrodes showed (mean ± SD, n = 16) a lower impedance magnitude (4.26 ± 0.29 kΩ at 1 kHz), a resistive behavior (-3.59 ± 1.71° at 1 kHz), and a larger charge storage capacity (CSC, anodic: 12.96 ± 1.63 mC cm-2, cathodic: 8.62 ± 0.90 mC cm-2) in comparison with the other conditions tested (bare Pt, Pt-coated with PEDOT:PSS, and Pt-coated with PEDOT:PSS and pure alginate). Amongst the different concentrations of alginate within the conductive hydrogel, the lowest (0.125%) has been chosen due to its effectiveness in constraining the gel on the electrode sites. In fact, higher gel concentrations will form a continuous layer over the entire electrode array due to the higher viscosity of the solution. From the electrochemical point of view, an improvement of impedance magnitude and phase of bare alginate coated electrodes was observed by lowering the alginate concentration, while no effect was appreciable on CA-based electrodes (Figure 3).

[image: Graphs compare electrochemical properties of platinum, PEDOT:PSS, alginate, and conductive alginate. Panel A shows impedance magnitude, phase, and current versus voltage. Panels B, C, D, and E display bar graphs for impedance magnitude, impedance phase, anodic charge storage capacity (CSC), and cathodic CSC, respectively, with statistical significance indicated.]
FIGURE 2. Quantification of the electrochemical characteristics of g-MEA with 400-μm diameter electrodes (n = 16) at each fabrication step. (A) IS (magnitude and phase) and CV performed at each fabrication step. Colored lines represent average values and gray lines the ± SD. (B) Impedance magnitude at 1 kHz (p < 0.0001, Kruskal–Wallis test with Dunn’s multiple comparisons test). (C) Impedance phase at 1 kHz (p < 0.0001, one-way ANOVA with Tukey’s multiple comparisons test). (D) Anodic CSC (p < 0.0001, Kruskal–Wallis test with Dunn’s multiple comparisons test). (E) Cathodic CSC (p < 0.0001, Kruskal–Wallis test with Dunn’s multiple comparisons test). In all panels P:PSS means PEDOT:PSS.

[image: Bar graphs show the impedance magnitude and phase for alginate and conductive alginate at various concentrations: 1%, 0.5%, 0.25%, and 0.125%. Graph A depicts impedance magnitude in kilo-ohms, with alginate showing higher values than conductive alginate. Graph B illustrates impedance phase in degrees, with alginate again showing higher values. Statistical significance is indicated with asterisks, where more asterisks imply higher significance.]
FIGURE 3. Quantification of the electrochemical characteristics of g-MEA with 400-μm diameter electrodes at different alginate concentrations (1%, n = 6; 0.5%, n = 16; 0.25%, n = 10; 0.125% n = 16); bare alginate on the left and CA on the right. (A) Impedance magnitude at 1 kHz (alginate p < 0.0001, CA p < 0.001, Kruskal–Wallis test with Dunn’s multiple comparisons test). (B) Impedance phase at 1 kHz (alginate p < 0.0001, CA p < 0.01, one-way ANOVA with Tukey’s multiple comparisons test).

The detailed characterization of the CA-based electrodes has been performed at 1 kHz since this frequency is a standard reference for application in neuroprosthetics. It should be noted (Figure 2A), that at lower frequencies (<100 Hz), the mean impedance magnitude of PEDOT:PSS coated electrodes starts to increase, while the mean impedance magnitude of CA-based electrodes remains remarkably low till a frequency of 10 Hz. Below 10 Hz, it starts to increase but remains at values which are 10 times lower than those of PEDOT:PSS coated electrodes. This could be very relevant for several biomedical applications in which low-frequency signals are collected, such as for electrocardiographic and electromyographic tattoo skin sensors (Zucca et al., 2015; Wang et al., 2018).

The performance of the CA-based electrode array in recording neuronal signals has been tested in vitro on NSs formed by human neural stem cells derived from iPSCs. CA-based electrodes (30 μm in diameter) have been compared to Pt/Pt black ones, which represent the standard reference in neuronal recordings. As in the previous case, the electrochemical characterization of CA-based electrodes showed (mean ± SD, n = 8) a lower impedance magnitude (7.29 ± 1.09 kΩ at 1 kHz), a more resistive behavior (-11.82 ± 2.46° at 1 kHz), and an increase in the CSC values (anodic: 18.96 ± 4.68 mC cm-2, cathodic: 16.46 ± 3.57 mC cm-2) with respect to Pt/Pt black electrodes (Figures 4A–D). For in vitro validation, four NSs have been placed onto four p-MEAs with 30 μm Pt/Pt black electrodes, used as a reference for tissue viability. The top side of each NS has been contacted with an s-MEA embedding either 30 μm Pt/Pt black (s-MEA) or 30 μm CA-based (s-MEA-CA) electrodes (Figures 4E–H). Both p-MEA and s-MEA showed a noise level larger than s-MEA-CA (Figure 4I), that has been quantified as the standard deviation of the voltage recordings. In agreement with IS (Figure 4A), CA-based electrodes (s-MEA-CA) showed a better noise level (Figure 5A) compared to Pt/Pt black electrodes (p-MEA and s-MEA). Since NSs are seeded on top of the p-MEA, they had a stronger adhesion to the tissue, which translated into the detection of spikes with a higher peak-to-peak voltage with respect to any s-MEA (with or without CA). On the contrary, the s-MEA suffered from a weak contact to the NSs due to their spherical surface and the flexibility of the PI strip; this resulted in the detection of spikes with a lower peak-to-peak voltage (Figure 4I). However, regardless of the weaker contact, the s-MEA-CA devices presented a lower noise level in comparison with the s-MEA and p-MEA (Figure 5A), which turned into a better SNR with respect to the equivalent condition with s-MEAs: mean SNRs (± SD) are 6.75 ± 0.87 (n = 5) and 8.20 ± 1.35 (n = 17), respectively, for s-MEA with Pt black and s-MEA-CA (p < 0.05, unpaired t-test). Moreover, the noise level of s-MEA-CA devices was not affected over a time-period of 22 h (Figure 5B), in which neuronal spikes have been detected (Figure 5C). The frequency of the detected spikes decreases after about 16 h of recordings. This effect has not been associated with a deterioration of the CA-based electrodes since both electrode types (s-MEA and s-MEA-CA) showed a similar reduction. On the contrary, it could be owed to a reduction of the NS viability.

[image: Graphs A-D show comparative data on impedance magnitude, impedance phase, anodic and cathodic charge storage capacity (CSC) between s-MEA and s-MEA-CA. E is a diagram illustrating the setup with a neurosphere on a porous membrane between s-MEA and p-MEA. F-H show images of recording equipment and setups. I presents waveform data for p-MEA, s-MEA, and s-MEA-CA with labeled voltage and time scales.]
FIGURE 4. Validation in vitro. (A–D) Quantification of the impedance magnitude at 1 kHz (p < 0.0001, t-test), impedance phase at 1 kHz (p < 0.0001, t-test), anodic CSC (p < 0.05, t-test), cathodic CSC (p < 0.01, t-test) of s-MEA (n = 7 for IS and n = 3 for CV) and s-MEA-CA (n = 8). The electrode diameter is 30 μm. (E) Sketch of the recording set-up. (F) Picture of an s-MEA. (G) Picture of a p-MEA with the NS on top. (H) Picture of the set-up with p-MEA, NS, and s-MEA. (I) Representative recordings from a p-MEA, an s-MEA, and an s-MEA-CA. For each, on the left is a representative raw trace and on the right the overlay of the spike waveform from the same electrode. The white traces represent the baseline (0 μV), while the red lines are the averages of the spike waveforms.

[image: Graphical data displays noise levels across different conditions and time periods. Panel A shows a bar graph comparing noise levels between three different setups: p-MEA, s-MEA, and s-MEA-CA, featuring statistical significance marks. Panel B is a line graph showing noise levels over twenty-two hours, consistently between four and six microvolts. Panel C displays four raster plots of neural signals over twenty-two hours under s-MEA-CA and s-MEA conditions, labeled NS1 to NS4.]
FIGURE 5. Noise performance of CA-based electrodes. (A) Mean (± SD) of the noise level between p-MEA (n = 29), s-MEA (n = 16), and s-MEA-CA (n = 21); p < 0.0001 Kruskal–Wallis test with Dunn’s multiple comparisons test. (B) Mean (± SD) noise level over the time of s-MEA-CA (n = 21). (C) Spike raster plot of four NSs over 22 h of recordings. s-MEA (two NSs) and s-MEA-CA (two NSs) have eight electrodes each.

The ability of CA-based electrodes to detect neuronal activity has also been proven in vivo. Penetrating CA-based MEAs with linear geometry and electrode diameters of 100 μm have been implanted in the visual cortex of mice (Figure 6A). Due to the thin thickness of the mouse visual cortex, only the first eight electrodes of the probe (16 in total) have been inserted over the entire cortical thickness (Figure 6B). VEPs have been successfully recorded upon light stimulation of the contralateral eye (Figure 6C, left). Because of the low impedance of the CA electrodes, individual responses to a single flash highlighted all main components (positive and negative peaks, respectively, P and N) of the cortical VEP, without synchronous averaging. As a qualitative comparison, the cortical VEP recorded with bare Pt electrodes (diameter of 100 μm) upon synchronous averaging of 10 consecutive responses have been shown (Figure 6C, right). Qualitatively, it is visible that CA-based electrodes have better performances even without synchronous averaging. Lastly, taking into consideration the possibility of the alginate to dissolve with time during chronic implantation (Lee and Mooney, 2012), we also verified that a protective coating of the probe with Poly(ethylene glycol) dimethacrylate (PEGDMA), created by dip-coating, would not alter the electrochemical properties of the CA-based electrodes (Figure 7).

[image: Panel A shows a close-up of a multi-pin electronic connector with a circuit board. Panel B depicts a cartoon mouse head with a light bulb above it, indicating a bright idea, and an electrode array pointing to the brain. Panel C displays a series of electrical waveforms labeled 2, 4, 6, and 8, with a scale at the bottom, showing voltage in microvolts over time in milliseconds, annotated with CA and Pt.]
FIGURE 6. Validation in vivo. (A) Picture of a penetrating MEA with CA electrodes. (B) Experiment sketch. (C) Representative single-sweep recordings from 4 (out of 8) CA-based electrodes (diameter 100 μm, black electrodes in B from an implanted array on the left and representative averaged recordings (average of 10 consecutive sweeps) from 4 (out of 8) bare Pt electrodes (diameter 100 μm) on the right. The dotted gray line represents the flash occurrence (4 ms, 30 cd s m-2). The main peaks of the VEP are highlighted in the trace of electrode 8.

[image: Diagram of a microelectrode device (A) with layers including PEGDMA, conductive alginate, PEDOT:PSS, and platinum. Graphs (B) show impedance and current comparisons for CA and CA+PEGDMA. Bar graphs (C-F) compare impedance magnitude, impedance phase, anodic, and cathodic charge storage capacity (CSC) between CA and CA+PEGDMA, indicating significant differences.]
FIGURE 7. (A) Schematic of the soft electrode structure coated with PEGDMA. (B) Mean impedance magnitude, phase, and cyclic voltammetry for CA (red) and PEGDMA (black) 400 μm diameter electrodes (n = 15). (C) Quantification of the impedance magnitude at 1 kHz (p = 0.9568, t-test, n = 15). (D) Quantification of the impedance phase at 1 kHz (p < 0.001, t-test, n = 15). (E) Quantification of the anodic CSC (p < 0.0001, t-test, n = 15). (F) Quantification of the cathodic CSC (p < 0.0001, t-test, n = 15).



CONCLUSION

The use of CA as a soft coating of MEAs is an attractive strategy to both reduce the mechanical mismatch at the electrode-tissue interface and improve the electrochemical properties of microelectrodes (Green et al., 2012, 2016; Goding et al., 2017). Our results showed a selective and sharp micro-sized confinement of CA onto the metallic electrodes of MEAs, which is one of the open challenges in the field. In addition, we provided a comprehensive and complete characterization of CA-based MEAs via electrochemical, mechanical, and electrophysiological analyses. With respect to Pt and Pt/Pt black electrodes, which are the standard materials employed in clinical devices, the soft CA-based microelectrodes presented in this work demonstrated lower impedance magnitude, higher CSCs, and a more resistive behavior. This turns into an improved SNR during neuronal recordings. These results represent an important advancement for the fabrication of performing neuroprosthetic devices able to reduce the mechanical and electrical mismatch at the electrode-tissue interface.
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Does Impedance Matter When Recording Spikes With Polytrodes?
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Extracellular microelectrodes have been widely used to measure brain activity, yet there are still basic questions about the requirements for a good extracellular microelectrode. One common source of confusion is how much an electrode’s impedance affects the amplitude of extracellular spikes and background noise. Here we quantify the effect of an electrode’s impedance on data quality in extracellular recordings, which is crucial for both the detection of spikes and their assignment to the correct neurons. This study employs commercial polytrodes containing 32 electrodes (177 μm2) arranged in a dense array. This allowed us to directly compare, side-by-side, the same extracellular signals measured by modified low impedance (∼100 kΩ) microelectrodes with unmodified high impedance (∼1 MΩ) microelectrodes. We begin with an evaluation of existing protocols to lower the impedance of the electrodes. The poly (3,4-ethylenedioxythiophene)-polystyrene sulfonate (PEDOT-PSS) electrodeposition protocol is a simple, stable, and reliable method for decreasing the impedance of a microelectrode up to 10-fold. We next record in vivo using polytrodes that are modified in a ‘chess board’ pattern, such that the signal of one neuron is detected by multiple coated and non-coated electrodes. The performance of the coated and non-coated electrodes is then compared on measures of background noise and amplitude of the detected action potentials. If the proper recording system is used, then the impedance of a microelectrode within the range of standard polytrodes (∼0.1 to 2 MΩ) does not greatly affect data quality and spike sorting. This study should encourage neuroscientists to stop worrying about one more unknown.
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INTRODUCTION
Throughout the electrophysiology literature, an electrode’s impedance magnitude measured at 1 kHz in a saline solution is regularly used as a proxy for its ability to detect the activity of individual neurons (Nam, 2012; Alivisatos et al., 2013; Won et al., 2018). Actually, the impedance is a measure of the ability of the solution-electrode interface circuit to resist the flow of charge across the interface’s phases (i.e., from the ionic to electronic conductor).
How much does an electrode’s impedance affect its signal-to-noise ratio (SNR) and thus ability to detect spikes? Several studies suggest that electrode impedance has a major impact on SNR (Ludwig et al., 2006; Keefer et al., 2008; Ferguson et al., 2009; Ansaldo et al., 2011; Baranauskas et al., 2011; Du et al., 2011; Ludwig et al., 2011; Scott et al., 2012; Chung et al., 2015; Kozai et al., 2015; Zhao et al., 2016). However, there is also literature showing that electrode impedance does not greatly affect SNR (Cui et al., 2001; Suner et al., 2005; Desai et al., 2010). Commercially available silicon probes, also called polytrodes, have relatively high impedance electrodes due to their low surface area and small diameters (<50 μm), which are suitable for recording single unit activity. Materials such as Au, Pt, and Ir are often used as the electrode material in polytrodes, and lowering the electrode impedance prior to recording is a ‘standard’ step in various laboratories (Desai et al., 2010). How does one lower the impedance of commercial polytrodes? Electrodeposition is a simple and reproducible technique, yet has great flexibility to produce a variety of coatings (Ferguson et al., 2009). For more details about electrodeposition techniques see (Santos et al., 2015). By electroplating Au or Pt, the surface roughness increases and the electrode impedance decreases (Cui and Martin, 2003; Ferguson et al., 2009; Desai et al., 2010; Márton et al., 2014). Over the last decade, conductive polymers, particularly poly(3,4-ethylenedioxythiophene) (PEDOT), have been electrodeposited onto electrodes due to their chemical stability and mechanical integrity when implanted in the brain (Ludwig et al., 2006; Ludwig et al., 2011; Kozai et al., 2016). Moreover, when compared to metals, these polymers are typically softer materials offering a more intimate contact between the electrode surface and brain tissue (Green et al., 2008). Prior to the electrodeposition, a dopant is added to the synthesis solution to improve conductivity; the most common dopant molecule is polystyrene sulfonate (PSS) (Guimard et al., 2007; Aregueta-Robles et al., 2014).
Our goal was simply to answer the question: ‘should I reduce the impedance of my polytrode electrodes’? Despite the prevalence of this question in the field, a definitive answer is still lacking. It is important to quantify the impact of an electrode’s impedance on the background noise and amplitude of extracellular spikes to determine if the effort to reduce impedance by electrodeposition is necessary.



MATERIALS AND METHODS

Polytrodes

All experiments were performed with a commercially available 32-channel probe (A1x32-Poly3-5mm-25s-177-CM32, NeuroNexus), with 177 μm2 area electrodes (iridium) and an inter-site pitch of 22–25 μm (see Supplementary Figure S1).

Coatings

NanoZ hardware and software (Neuralynx) was used to perform gold and PEDOT-PSS electrodepositions. Moreover, both coatings were galvanostatically deposited in a two electrode cell configuration consisting of the probe microelectrodes individually selected as the working electrode and a platinum wire as the reference electrode. The reference wire was placed around the deposition cup while the probe was maintained at a fixed and equal distance to all points of the reference wire. By selecting ‘Manual Control’ from the NanoZ software it is possible to select individual electrodes.

For gold coatings, a commercial non-cyanide gold solution was obtained from Neuralynx. The deposition solution for PEDOT-PSS consisted of 0.01 M of EDOT (Sigma-Aldrich, 97%, Mw = 142.18) and 0.1 M of PSS (Sigma-Aldrich, Mw = 1000000) dissolved in deionized water. The optimal deposition parameters were -30 nA during 120 s for gold and +30 nA during 5 s for PEDOT-PSS (Baião, 2014). Before and after the deposition, electrode impedance magnitude at 1 kHz was measured in sterile phosphate buffer saline solution (PBS, 1 mM, pH 7.4) with NanoZ. Post-deposition assessment of coating morphology was performed by scanning electron microscopy (SEM-FIB, Zeiss Auriga).

Electrochemical Characterization

The electrochemical behavior of microelectrodes was studied in PBS (1 mM, pH 7.4) by electrochemical impedance spectroscopy (EIS). For the electrochemical characterization, a potentiostat (Reference 600, Gamry Instruments) was used with a three electrode cell configuration where probe microelectrodes were connected individually as the working electrode, a platinum wire served as the counter electrode, and an Ag-AgCl (3 M KCl, Gamry Instruments) as the reference electrode. The impedance was measured in a frequency range from 1 Hz to 100 kHz by applying a sinusoidal signal with an amplitude of 10 mV.

In vivo Acute Recordings

Before and after each acute recording, the impedance magnitude of each electrode was measured using a protocol implemented by the RHD2000 series chip (Intan Technologies), with the probe microelectrodes placed in a dish with sterile PBS (1 mM, pH 7.4) and a reference electrode, Ag-AgCl wire (Science Products GmbH, E-255). Following each surgery, cleaning was performed by immersing the probe in a trypsin solution (Trypsin-EDTA (0.25%), phenol red, TermoFisher Scientific) for 30–120 min and rinsing with distilled water (Neto et al., 2016).

For the surgeries under ketamine, Long Evans rats (400–700 g, both sexes) were anesthetized with a mixture of ketamine (60 mg/kg) and medetomidine (0.5 mg/kg), and placed in a stereotaxic frame. At the initial stage of each ketamine surgery, atropine was given to suppress mucus secretion (0.1 mg/kg, atropine methyl nitrate, Sigma-Aldrich). For the surgeries under urethane, rats (400–700 g, both sexes) of the Lister Hooded strain were anesthetized with urethane (1.6 g/kg) and placed in a stereotaxic frame. At the initial stage of each urethane surgery, the animal was injected with atropine (0.05 mg/kg), temgesic (20 μg/kg), and rimadyl (5 mg/kg). Ketamine, medetomidine and urethane were administered by intraperitoneal injection, while temgesic and rimadyl were administered by subcutaneous injection. Atropine was administered by intramuscular injection.

Anesthetized rodents then underwent a surgical procedure to remove the skin and expose the skull above the targeted brain region. Small craniotomies (2 mm medial-lateral and 2 mm anterior-posterior) were performed above the target area. The acute recordings were conducted in different brain regions and at different depths (for more details see Supplementary Figure S2 and Supplementary Table S1). The reference electrode Ag-AgCl wire (Science Products GmbH, E-255) was inserted at the posterior part of the skin incision. Equipment for monitoring body temperature as well as a live video system for performing probe insertion were integrated into the setup. For the extracellular recordings we used the Open Ephys [27] acquisition board along with the RHD2000 series interface chip that amplifies and digitally multiplexes the signal from the 32 extracellular electrodes (Intan Technologies). Extracellular signals in a frequency band of 0.1–7,500 Hz were sampled at 20 or 30 kHz with 16-bit resolution and were saved in a raw binary format for subsequent offline analysis using the Bonsai framework (Lopes et al., 2015; Bonsai, 2017).

Animal experiments under urethane were approved by the local ethical review committee and conducted in accordance with Home Office personal and project (I67952617; 70/8116) licenses under the UK Animals (Scientific Procedures) 1986 Act. Animal experiments under ketamine were approved by the Champalimaud Foundation Bioethics Committee and the Portuguese National Authority for Animal Health, Direcção-Geral de Alimentação e Veterinária.

Analysis

For the noise and signal (spikes amplitude) characterization, a third order Butterworth filter with a band-pass of 250–9,500 or 14,250 Hz (95% of the Nyquist frequency) was used in the forward-backward mode in all datasets.

The magnitude of the background noise was estimated from the median absolute signal, assuming a normal noise distribution, σMedian = median(|signal(t)|/0.6745) avoiding contamination by spike waveforms (Quiroga et al., 2004). Alternatively, the noise was defined as the standard deviation (σRMS) of the signal (Scott et al., 2012).

We ran Kilosort (Pachitariu et al., 2016) for spike sorting on all the datasets with the maximum number of templates set to 128 (four times the number of electrodes on our probe). This algorithm iteratively generates templates and then uses these templates to detect and classify the individual spikes. Each spike is assigned to the template that matches it best. Afterward, we used Phy (Rossant et al., 2016) to check the automatically generated clusters. Phy is a graphical user interface for refining the results of spike sorting. After the manual sorting we used functions to assess cluster quality1. The “well isolated” units considered for the signal analysis have simultaneously low interspike interval (ISI) violations and contamination rates, and high isolation distances values. Neurons with more than 200 spikes were considered for further analyses. The average spike waveform of all spikes from each unit on a given recording site was plotted and the respective peak-to-peak (P2P) amplitude was computed (see Supplementary Figure S3).

Some results are presented as mean ± standard deviation. Impedance magnitude, background noise and spikes amplitude from pristine and PEDOT coated electrodes were compared for significance using the Mann-Whitney test. Moreover, to evaluate coating stability the impedance magnitude from electrodes after the electrodeposition and after acute surgeries were also compared for significance using the Mann-Whitney test.



RESULTS

Microelectrode Coating

This study begins with an evaluation of existing electrodeposition protocols to reduce impedance of microelectrode. Figures 1A–C reveals the morphological differences between a pristine iridium electrode, PEDOT-PSS coated electrode, and gold coated electrode (Figures 1A–C, respectively). Pristine electrodes typically display a smooth surface with almost no irregularities (although some might occur due to the microfabrication process). Gold coating creates a rough structure on the electrode, which leads to an increase in surface area, one of the key factors in lowering the impedance magnitude at 1 kHz in saline solution (Rivnay et al., 2017). However, in Figure 1D we observe that even though the impedance after coating is lower when compared to the pristine counter-part, these values tend to increase following an acute surgery. This may reflect the poor adhesion of the gold coating to the iridium electrodes (Figure 1D). The gold instability and delamination was also observed in some previous studies (Scott et al., 2012). In the case of PEDOT-PSS coated electrodes (Figures 1B,E), they have a ‘fuzzy’ coating and the impedance values after the deposition remained stable for a long period of time, allowing for repeated acute surgeries (1 week, 3 weeks, and 6 months after the deposition). Therefore, taking into account the impedance value of PEDOT-PSS coated electrodes (values under 100 kΩ) and its stability, this coating was considered ideal for reducing the polytrode microelectrodes impedance.

[image: A series of SEM images and box plots illustrating surface textures and impedance measurements. Image A shows a pristine surface with a circular pattern labeled "Pristine". Image B displays two panels of surfaces with treatments, labeled "PEDOT-PSS". Image C depicts gold-coated surfaces with the label "Gold". Images D and E contain box plots comparing impedance (|Z| at 1 kHz) under different conditions, showing variations in electrical properties for pristine, gold deposition, and surgery-treated samples, with insets magnifying specific areas.]
FIGURE 1. Comparison of gold coated electrodes and PEDOT-PSS coated electrodes. SEM images showing the surface morphology of electrodes from a commercial polytrode in their original state, and after the coatings. (A) Pristine electrode, (B) PEDOT-PSS coated electrode, and (C) gold coated electrode. (D) Impedance stability of gold coating for 8 electrodes from one polytrode before, after the deposition and after one acute surgery. SEM image insert of the gold coating from one electrode after the surgery. (E) Impedance stability of PEDOT-PSS coating for 16 electrodes from one polytrode before, after the deposition, and after acute surgeries performed 1 week, 3 weeks, and 6 months after the deposition. Black points denote impedance magnitude measured at 1 kHz in saline solution for individual electrodes, and boxplots show the distribution of these values. In the boxplots, line: median, square: mean, box: 1st quartile–3rd quartile, and whiskers: 1.5× interquartile range above and below the box. ∗p < 0.001 when compared with electrodes after deposition. ‘NS’ not significant (p > 0.05) when compared with electrodes after deposition.

Figure 2A illustrates the polytrode microelectrode array design employed to assess the impact of impedance on data quality. Electrodes from three polytrodes were coated in a ‘chess board’ pattern such that the signal of one neuron is detected by both coated and non-coated electrodes. In each polytrode 16 electrodes were coated with PEDOT-PSS. In Figure 2B the impedance at 1 kHz for three polytrodes was 1.1 ± 0.4 MΩ for pristine electrodes (n = 48) and 0.084 ± 0.015 MΩ for PEDOT coated electrodes (n = 48). As can be seen from the figure, the PEDOT-PSS electrodeposition protocol is reliable across probes and electrodes (3 polytrodes, npristine = 48 and nPEDOT = 48).

[image: Scientific figures display diagrams and graphs analyzing electrode performance with different coatings (Pristine vs. PEDOT-PSS) and treatments (Ketamine vs. Urethane). A: Electrode layout; B: Impedance comparison; C: Noise saline measurements; D: Impedance vs. frequency graph; E, F: Raw and high-pass filtered voltage data for cortex under Ketamine and Urethane; G: Electrode and signal illustrations; H: In vivo noise measurements; I: Scatter plot of P2P amplitude comparing coatings and treatment conditions.]
FIGURE 2. Impact of impedance on data quality. (A) Schematic of a polytrode where electrodes were modified in a ‘chess board’ pattern. Red circles represent PEDOT-PSS coated electrodes and blue circles represent pristine electrodes. (B) Reliability of PEDOT-PSS electrodeposition protocol. Impedance magnitude measured at 1 kHz in saline solution for 3 polytrodes (npristine = 48 and nPEDOT = 48). Black points denote individual measurement for each electrode (3 measurements for each electrode). (C) Noise σRMS and σMedian of recordings performed in saline solution (npristine = 48 and nPEDOT = 48). Values in parentheses show mean value. (D) Impedance spectroscopy of PEDOT-PSS coated (n = 3) and pristine (n = 3) electrodes shows a significant decrease in the impedance real value. The light purple shaded area corresponds to the frequency range in which the thermal noise was computed. (E) 1 s-long raw data traces from 6 electrodes, 3 coated and 3 non-coated, from the recording ‘amplifier2014_11_25T23_00_08.bin’. This recording was carried out in cortex under ketamine anesthesia. Top: signals correspond to the 0.1–7.5 kHz frequency band. Bottom: high-pass filtered traces to highlight spontaneous spiking activity. Green arrows indicate the time of spikes identified for a putative neuron. (F) The same representation as in (E) for the recording ‘amplifier2017_02_02T15_49_35.bin’. This recording was carried out in cortex under urethane anesthesia. (G) Representative putative neurons from each of the recordings shown above. Left panel corresponds to the cortex/ketamine recording and right panel to the cortex/urethane recording. Schematic of two polytrodes with red and blue colored waveforms and circles denoting the electrodes with the highest peak-to-peak amplitudes from each unit, respectively. The asterisks indicates the electrode with the maximum amplitude P2P. (H) σRMS and σMedian of 9 acute recordings performed in rat cortex, 6 of which under ketamine, and 3 under urethane (nPEDOT_ket = 96, nPristine_ket = 96, nPEDOT_ure = 48 and nPristine_ure = 48). Values in parentheses show mean value. (I) The maximum P2P amplitude average for coated electrodes and for non-coated is plotted for 103 sorted neurons. In the boxplots, line: median, square: mean, box: 1st quartile–3rd quartile, and whiskers: 1.5× interquartile range above and below the box. ∗p < 0.001 when compared with pristine electrodes. ∗∗p < 0.0001 when compared with pristine electrodes. ‘NS’ not significant (p > 0.05) when compared with pristine electrodes.

Noise Characterization: In Saline

First, the performance of PEDOT-PSS coated electrodes was compared to pristine electrodes in terms of noise, both in saline solution and during in vivo recordings. The contribution of all non-biological noise sources was measured by recording signals from microelectrodes immersed in a saline solution. The non-biological sources include the electronic noise due to the amplifier, thermal noise, and noise associated with the double layer interface (Hassibi et al., 2004; Baranauskas et al., 2011). At room temperature, the actual noise measured in saline solution for pristine and PEDOT coated microelectrodes is shown in Figure 2C. The σMedian noise value in saline, for pristine electrodes was 5.7 ± 0.4 μV and for PEDOT coated electrodes was 3.9 ± 0.4 μV, which represents a reduction of about 30%. Additionally, the σRMS and σMedian values are similar in saline solution.

The thermal noise depends on the real part of the measured impedance. The thermal noise computed in the 200–8,000 Hz frequency band for pristine (n = 3) microelectrodes was 5.0 μV and for PEDOT coated (n = 3) microelectrodes was 2.8 μV (Figure 2D and for a detailed description see Supplementary Material). Additionally, the electronic noise due to the amplifier in our system, measured by shorting the headstage inputs, was 2.0 ± 0.1 μV. We can predict the non-biological noise value as the square root of the sum of the squared thermal noise (5.0 μV and 2.8 μV for pristine and coated microelectrodes, respectively) with the squared electronic noise (∼2.0 μV). The predicted values for the noise in saline (5.4 μV in non-coated and 3.4 μV in coated) were similar to the measured noise values (5.6 μV in non-coated and 3.9 μV in coated).

Noise Characterization: In vivo

We next recorded in vivo using the same polytrodes with the ‘chess board’ pattern described in Figure 2A. These recordings were conducted in different brain regions and at different depths (Supplementary Figure S2 and Supplementary Table S1). Also, ketamine and urethane anesthesia was used to compare noise and signal magnitude recorded during different brain states (Hildebrandt et al., 2017; Figures 2E,F). Under ketamine, the cortex switches between periods of higher neuronal activity and periods of much lower activity (up and down states) (Ruiz-Mejias et al., 2011). Under urethane anesthesia, the activity is similar to natural brain activity during sleep (Clement et al., 2008; Pagliardini et al., 2013).

Figures 2E,F highlight the variability of noise in vivo (i.e., biological noise magnitude is highly variable due to variations in background neural firing rate). Note that, in general, the magnitude of noise under ketamine is higher compared to urethane, due to the increase in this background activity. Moreover, the values of noise vary with the method used to compute the noise magnitude. Higher values for the noise in vivo were found when taking into consideration σRMS values, probably due to the contribution of spikes. The σRMS value is based on the standard deviation of the signal, which increases with the firing rate (Quiroga et al., 2004). Therefore, the σMedian noise values were used to compare the noise between experiments, and within an experiment. Under urethane, the σMedian values from coated electrodes are smaller compared to the non-coated electrodes. On average, the σMedian value was reduced from 8.4 ± 0.4 μV in non-coated to 5.8 ± 0.5 μV in PEDOT coated microelectrodes, a 30% reduction. Under ketamine the σMedian noise was 15.4 ± 1.2 μV in non-coated and 14.8 ± 1.3 μV in PEDOT coated microelectrodes.

The noise values found for in vivo recordings are highly variable (Figure 2H) and the noise reduction observed in saline is likely preserved in vivo, yet masked by the much larger variation in background spiking activity. Does the difference in noise observed between coated and non-coated electrodes matter for detecting spikes? Usually, the negative voltage deflection of a well isolated unit exceeds 40–70 μV. Therefore, the benefits resulting from the ∼2 μV noise reduction achieved by coating electrodes would be irrelevant for detecting spikes.

Signal Characterization: Amplitude of Action Potentials

Although not resulting in a major reduction of noise at relevant frequencies, it is still possible that coating electrodes might increase the amplitude of each spike (see Supplementary Figure S5 for more details about attenuation of signal). Figure 2G shows two examples of putative neurons where each waveform corresponds to the average of all the spikes from the respective neuron on a given recording electrode. Additionally, red and blue colored waveforms and circles denote electrodes where the peak-to-peak average amplitude is larger than half of the maximum peak-to-peak average amplitude of the isolated neuron. Therefore, they represent the electrodes with the highest peak-to-peak amplitude from each neuron.

For each of the 103 putative neurons sorted from 11 recordings, the largest average peak-to-peak amplitudes from the pristine and PEDOT electrode groups were plotted (Figure 2I). Therefore, for each neuron, two values are plotted in Figure 2I, corresponding to the pristine and PEDOT electrode with the largest average peak-to-peak amplitude. If the largest peak-to-peak amplitude spikes are detected by the PEDOT coated electrodes (low impedance electrodes), then the scatter points would fall above the unity line. However, if the largest peak-to-peak amplitude spikes are detected in the pristine electrodes (high impedance electrodes), the scatter points would fall below the line. Our results show that the probability of recording the largest peak-to-peak amplitude spikes is similar for coated and non-coated electrodes and the peak-to-peak amplitude values from the pristine and PEDOT electrode groups are similar (see Supplementary Figure S6). Therefore, there is no obvious relationship between impedance and the peak-to-peak amplitude of sorted neurons in this impedance range.



DISCUSSION

Side-by-Side Impedance Comparison

The ability to record from closely spaced electrodes permitted accurate comparisons between electrodes with two very different impedance values. The PEDOT-PSS electrodeposition protocol made it possible to decrease impedance up to 10-fold on average, from 1.1 ± 0.4 MΩ to 0.084 ± 0.015 MΩ. We divided our noise analysis into non-biological noise (noise measured in saline solution) and biological noise, where the level of noise was assessed during acute recordings within the cortex of anesthetized rats. As expected with the impedance reduction, we found a reduction in noise magnitude in saline after coating, since the thermal noise is proportional to the square root of the real part of the impedance (Baranauskas et al., 2011). The reduction in impedance resulted in ∼30% decrease in the non-biological noise. Nevertheless, when using electrodes in vivo, this reduction in the thermal noise is largely overwhelmed by the much larger biological noise and would not improve the detection of spikes with commercial polytrodes. Moreover, we found no significant effect of impedance on spike peak-to-peak amplitude and detection probability on both coated and non-coated electrodes. In summary, the impedance values found at 1 kHz in commercial silicon polytrode microelectrodes don’t seem to affect data quality during spike recording. Moreover, the entire dataset used to quantify the effect of an electrode’s impedance on data quality is available online2 and summarized in Supplementary Table S1.

But Why Different Views About the Impact of Impedance?

Electrophysiological studies report different views of the impedance impact on data quality. Many studies show that decreasing the impedance improves the signal-to-noise ratio because of thermal noise reduction, while others find that impedance reduction did not affect greatly the signal-to-noise ratio.

In studies where researchers use tetrodes and single microwires, lowering the impedance is beneficial because a low-impedance electrode minimizes signal loss through shunt pathways (usually capacitive coupling to ground). Shunt capacitance can be significant in long, thinly insulated electrode wires (Robinson, 1968). Thus, for tetrodes and microwires, lowering impedance will result in a larger signal for both local field potentials and spikes (Ferguson et al., 2009). However, with silicon polytrodes, shunt capacitance is much smaller and does not appear to cause signal attenuation for typical values of polytrode electrodes impedance (Obien et al., 2015).

However, if polytrodes, particularly those with higher impedance values (>2 MΩ), are used with a differential amplifier that has a (relatively) low input impedance, then a voltage-divider is formed between the electrode and amplifier. The amplifier from Intan Technologies has an input impedance of 13 MΩ, and with electrode impedances of 1 MΩ and 100 kΩ, the signal loss is around 7% and 1%, respectively, which may be negligible, but for an electrode with 3 MΩ impedance, this signal loss is around 20%. For more details about the voltage divider occurrence, see Supplementary Figure S5.

Do we need to coat our polytrode electrodes? No, assuming we have a good amplifier and low shunt capacitance. But we propose that microelectrode coatings, in chronic applications, may do more than just reduce the impedance. Some coatings may help to promote cell health at the electrode surface and minimize the immune response of surrounding brain tissue. Strong neural attachment to implanted electrodes is desirable as it increases interface stability and improves electrical transfer across the tissue-electrode interface (Green et al., 2008; Nam, 2012; Jorfi et al., 2015; Kook et al., 2016). We thus propose that we stop worrying about impedance magnitude (as long as it stays well below the input impedance of the amplifier) and start focusing on bio-compatible materials (Bellamkonda et al., 2012; Chen and Allen, 2012; Jorfi et al., 2015).
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Intracortical microelectrodes record neuronal activity of individual neurons within the brain, which can be used to bridge communication between the biological system and computer hardware for both research and rehabilitation purposes. However, long-term consistent neural recordings are difficult to achieve, in large part due to the neuroinflammatory tissue response to the microelectrodes. Prior studies have identified many factors that may contribute to the neuroinflammatory response to intracortical microelectrodes. Unfortunately, each proposed mechanism for the prolonged neuroinflammatory response has been investigated independently, while it is clear that mechanisms can overlap and be difficult to isolate. Therefore, we aimed to determine whether the dual targeting of the innate immune response by inhibiting innate immunity pathways associated with cluster of differentiation 14 (CD14), and the mechanical mismatch could improve the neuroinflammatory response to intracortical microelectrodes. A thiol-ene probe that softens on contact with the physiological environment was used to reduce mechanical mismatch. The thiol-ene probe was both softer and larger in size than the uncoated silicon control probe. Cd14-/- mice were used to completely inhibit contribution of CD14 to the neuroinflammatory response. Contrary to the initial hypothesis, dual targeting worsened the neuroinflammatory response to intracortical probes. Therefore, probe material and CD14 deficiency were independently assessed for their effect on inflammation and neuronal density by implanting each microelectrode type in both wild-type control and Cd14-/- mice. Histology results show that 2 weeks after implantation, targeting CD14 results in higher neuronal density and decreased glial scar around the probe, whereas the thiol-ene probe results in more microglia/macrophage activation and greater blood–brain barrier (BBB) disruption around the probe. Chronic histology demonstrate no differences in the inflammatory response at 16 weeks. Over acute time points, results also suggest immunomodulatory approaches such as targeting CD14 can be utilized to decrease inflammation to intracortical microelectrodes. The results obtained in the current study highlight the importance of not only probe material, but probe size, in regard to neuroinflammation.
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INTRODUCTION
Intracortical microelectrodes allow researchers to record single-unit and multi-unit activity from individual or groups of neurons by detecting changes to the extracellular potential as a result of neurons generating action potentials (Renshaw et al., 1940; Wessberg et al., 2000). Recorded neural signals afford neuroscientists insight into the activity of specific populations of neurons. Thus, intracortical microelectrodes provide a valuable research tool to the field of cognitive and sensorimotor neuroscience. Intracortical microelectrodes are also utilized in brain–computer interfacing (BCI) applications to record neural activity as an input signal to decode and extract motor intent (Schwartz, 2004; Hochberg et al., 2012). Recorded neural signal informs the generation of a desired action for an external device, prosthetic, or muscles (via muscle stimulators) for a patient suffering from paralysis or limb loss. Thus, intracortical microelectrodes are a promising technology for both basic research and the development of clinical neuroprosthetic devices.
For both clinical and research applications, intracortical microelectrodes must be able to record from single cortical neurons for long periods (months to years). Unfortunately, there are limitations to intracortical microelectrodes that impede device reliability. Many studies document the failure of intracortical microelectrodes exemplified by both decrease of signal to noise ratio and loss of number of channels detecting single units (Polikov et al., 2005; Liu et al., 2006; Rennaker et al., 2007; Barrese et al., 2013). There are multiple factors that contribute to the failure of intracortical microelectrodes, including but not limited to a biological response to chronically implanted intracortical microelectrodes (Rennaker et al., 2007; Saxena et al., 2013; Kozai et al., 2014b; Hermann et al., 2017).
Inflammation ensues after the device damages tissue during implantation when blood vessels are unavoidably severed leading to blood infiltration and serum protein adsorption onto the device. Implantation results in the release of endogenous damage signals such as high mobility growth box 1 (HMGB1) and inflammatory lipids from damaged cells (Potter et al., 2014). Plasma proteins and damage-associated molecular patterns (DAMPs) are recognized by cellular receptors such as the toll-like receptor (TLR)/cluster of differentiation 14 (CD14) complex. As a result, microglial and infiltrating macrophage cells become inflammatory or “activated” and subsequently release of pro-inflammatory molecules (Kim S. et al., 2013; Zanoni et al., 2017). Glial encapsulation, neurodegeneration, and neuronal death follow this inflammatory cascade. Since the long-term success of the devices depends on the presence of healthy, active neurons immediately adjacent to the recording sites of the probe, the inflammatory process leads to a reduction of detectable signals necessary for BCI and other neuroscience research applications (Schwartz, 2004; Bjornsson et al., 2006; Jorfi et al., 2015).
In addition to the primary injurious events caused by the initial implantation, a persistent inflammatory response is present at the probe–tissue interface under chronic conditions. The pro-inflammatory microenvironment resulting from probe implantation leads to further breakdown of the blood–brain barrier (BBB) and increased vascular permeability perpetuating the inflammatory cascade (Abdul-Muneer et al., 2015).
Furthermore, the mechanical mismatch between a traditional probe (with a metal or silicon substrate) and the brain can exacerbate inflammation (Harris et al., 2011; Moshayedi et al., 2014; Nguyen et al., 2014; Du et al., 2017; Lee et al., 2017a). The mechanical discrepancy in modulus between the non-compliant probe and the pliant brain results in tissue strain and compression at the tissue–device interface. We have shown that reducing the modulus of the probe from 100 to 1000 s of GPa, to 1–10 s of MPa to more closely match that of gray matter in brain tissue (E = ∼3–6 kPa (Green et al., 2008)) reduces the micromotion-induced strain (Sridharan et al., 2015). As a result, after implantation of such relatively compliant materials, the inflammatory response to intracortical microelectrodes is significantly reduced, but not completely eliminated, providing neuroprotection and a more stable BBB (Harris et al., 2011; Nguyen et al., 2014).
Increased BBB permeability can facilitate the infiltration of myeloid cells into the injured brain tissue. These peripheral immune cells become activated and perpetuate the inflammatory response leading to neuronal death by the probe–tissue interface (Ravikumar et al., 2014). To combat the inflammatory response from microglia and infiltrating myeloid cells triggered by recognition of DAMPs and serum proteins, our lab has explored targeting the TLR/CD14 pathway involved in the recognition of DAMPs as a method to improve the chronic recording performance and reduce inflammation around the brain–electrode interface (Hermann et al., 2017). More recently, we have also shown that targeting the TLR/CD14 pathway in only infiltrating blood-derived cells leads to an improvement in chronic recording quality (Bedell et al., 2018).
Our initial softening probes used in the Capadona Lab yielded desirable mitigation of the neuroinflammatory response to intracortical microelectrodes (Capadona et al., 2008; Nguyen et al., 2014). However, these initial materials swelled up to 70% in aqueous conditions, making fabrication into functional electrodes problematic. In collaboration with the Voit and Pancrazio labs, we have begun exploring similar softening materials, thiol-ene and thiol-ene/acrylate shape memory polymers (softening from ∼1.7 GPa down to ∼35 MPa (Ecker et al., 2017)) that possess fabrication benefits over the initial nanocomposite softening probes. These polymers soften under physiological conditions due to plasticization effects, but swell only up to 3%. The strong interaction between thiols and noble metals commonly used for electrodes yields improved adhesion between substrate and thin film metals (Nuzzo et al., 1987). Moreover, thiol-ene and thiol-ene/acrylates are more compatible with high yield, high-resolution photolithographic processes enabling manufacturability. Most importantly, a functional device, comprised of a thiol-ene/acrylate substrate, has been synthesized which was able to record single units for more than 2 months (Simon et al., 2017). Therefore, in the current study, thiol-ene was used as a probe substrate material that more closely matches the modulus of the brain to reduce BBB breakdown while also targeting an innate immune pathway involved in the recognition of serum proteins. Our work combines these approaches using a softening material and targeting CD14 through Cd14-/- mice, to reduce neuroinflammation in response to single-shank intracortical microelectrode probes.



RESULTS

The current study aimed to determine whether the dual targeting of the innate immune response and the mechanical mismatch between tissue and a single-shank probe, which generates tissue damage, results in combinatorial or synergistic effects to improve neuronal density and reduce inflammation at the probe–tissue interface. We utilized a thiol-ene probe, which is stiff when inserted, but softens at physiological temperatures as the probe that more closely matches the brain tissue modulus. A Cd14-/- knock-out model was used to target the innate immune response while immunohistochemistry was used to evaluate the neuroinflammatory response. A neuronal nuclear protein, NeuN, was used as an immunohistochemical marker for cortical neurons around the probe (Mullen et al., 1992). The glial scar is an indicator of neuroinflammation, so glial fibrillary acidic protein (GFAP), a type of intermediate filament protein upregulated by reactive astrocytes, was examined via immunohistochemistry (Landis, 1994). To explore microglia and macrophage activation, an antibody to CD68, was used to detect activated microglia/macrophages around the probe interface. CD68 is an lysosomal-associated membrane protein which may play a role in antigen processing and presenting (Song et al., 2011). Furthermore, BBB dysfunction characterizes inflammation resulting from a neural implant such as an intracortical probe. BBB disruption was evaluated by quantifying the presence of IgG, a prolific plasma protein not found in the brain parenchyma under normal conditions, using an anti-IgG antibody (Potter et al., 2012a).

Comparing Dual Innate Immune Response and Mechanical Mismatch to Control

We first aimed to determine whether knocking out CD14 while using a softening probe would lead to reduced neuroinflammation and improved neuronal density around the probe at 2 weeks post implantation. For both experimental and control conditions, neuronal density at 0–50 μm from the implant surface was significantly lower than that at the background (300–350 μm from probe surface). Additionally, neuronal density surrounding softening (thiol-ene) probes in Cd14-/- animals was significantly higher than control animals at each 50 μm interval from 100 to 250 μm from the probe surface (Figure 1A). There was no difference in glial scar between these two conditions at any distance interval from the probe (Figure 1B). However, the combinatorial targeting approach increases BBB disruption and activated macrophages and microglia at each 50 μm interval from 0 to 150 μm from the probe (Figures 1C,D). Altogether, these data suggest that dual targeting the innate immune response while using the thiol-ene softening probe actually worsens the neuroinflammatory response. Thus, subsequent experiments were conducted to delineate the role of each strategy – targeting CD14 versus using a thiol-ene probe.
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FIGURE 1. Immunohistochemical evaluation comparing the dual targeting of the innate immune response and mechanical mismatch to control at 2 weeks after implantation. All analyses were evaluated with respect to distance from the explanted microelectrode hole (μm). (A) Neuronal density evaluated as NeuN+ cells.(B) Astrocyte encapsulation evaluated as GFAP expression. (C) Blood-brain barrier permeability evaluated as IgG expression. (D) Microglial and macrophage activation evaluated as CD68 expression. ∗ Denotes significance between silicon shank + WT and thiol-ene + Cd14-/-; # denotes significant difference from background neuronal density.

Delineating Effect of Each Variable – Probe Stiffness and CD14 Expression

To elucidate if either factor (probe stiffness or CD14 expression) drove the increased neuroinflammatory response of the combinatorial targeting, additional animals were set up as controls for each factor resulting in four different conditions (silicon shank + WT, silicon shank + Cd14-/-, thiol-ene + WT, thiol-ene + Cd14-/-). Additional animals were also set up to examine more chronic (16 weeks post-implantation) time points for each of the four experimental conditions. Comparisons were made between levels of each independent variable – responses of softening thiol-ene probes versus stiff silicon probes and comparisons between Cd14-/- and wild-type animals.

Neuronal Density

At both 2 and 16 weeks post implant, neuronal density at 0–50 μm from the electrode surface was significantly lower than that at the background for all conditions regardless of substrate material or genotype (Figures 2A,B). In the absence of CD14, neuronal density at each interval from 0 to 300 μm was significantly higher than that of wild-type at 2 weeks post implant (Figures 2A,C). However, at the chronic time point, 16 weeks, CD14 deficiency seemed to play a lesser role as there were no significant differences between wild-type and Cd14-/- animals (Figures 2B,D). At both 2 and 16 weeks post implant, the thiol-ene probe did not result in increased neuronal density compared to the control silicon probe (Figure 2). Furthermore, the combinatorial approach of using a softening substrate and targeting CD14 did not significantly improve neuronal density over the other conditions (Figure 2). Thus, targeting CD14 results in higher neuronal density around the probe at 2 weeks, but combining CD14 inhibition with a reduction in probe stiffness was counterproductive.
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FIGURE 2. Immunohistochemical evaluation of neuronal density. Neuronal density evaluated as NeuN+ cells with respect to distance from the explanted microelectrode hole (μm). (A) 2 weeks. (B) 16 weeks. (C) Representative images of 2 weeks neuronal density. (D) Representative images of 16 weeks neuronal density. Scale bar: 100 μm. @ Denotes significance between WT and Cd14-/-; # denotes significant difference from background neuronal density.

Glial Scarring

In all conditions, the glial scar was the densest closest to the probe and decreased as a function of distance from the probe–tissue interface (Figure 3). The glial scar became denser from 2 to 16 weeks post-implantation for all conditions (Figure 3), indicated by more intense GFAP staining from 0 to 50 μm from the surface of the implants. In animals that do not express CD14, there is less glial scar compared to wild-type animals at each 50 μm interval from 100 to 300 μm from the probe-tissue interface at 2 weeks post-implantation (Figures 3A,C), but not 16 weeks post-implantation (Figures 3B,D). Notably, there were no significant differences in the glial scar between the thiol-ene probe and control silicon probe at either time point (Figure 3). To summarize, targeting CD14 decreases glial scar around probe at 2 weeks.
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FIGURE 3. Immunohistochemical evaluation of glial scarring assessed via astrocyte encapsulation. Astrocyte encapsulation evaluated as GFAP expression with respect to distance from the explanted microelectrode hole (μm). (A) 2 weeks. (B) 16 weeks. (C) Representative images of 2 weeks glial scar. (D) Representative images of 16 weeks glial scar. Scale bar: 100 μm. @ Denotes significance between WT and Cd14-/-.

Microglia/Macrophage Expression

Overall, microglial/macrophage activation as assessed via CD68 expression was heavily increased at the probe–tissue interface, and declined to background levels (zero expression) as a function of distance from the interface (Figure 4). The thiol-ene probes resulted in more activated microglia/macrophages than the silicon probes at 2 weeks post-implantation at each interval 0–200 μm from the probe–tissue interface (Figures 4A,C). However, there were no significant differences between wild-type and Cd14-/- groups at 2 weeks post-implantation (Figures 4A,C). By 16 weeks post-implant, activated microglia/macrophages for all groups had decreased compared to 2 weeks post-implantation (Figures 4A,B). Additionally, there were no differences in activation of microglia/macrophages among the conditions at 16 weeks (Figures 4B,D). Altogether, thiol-ene probe results in more microglia/macrophage activation around the probe at 2 weeks, but not 16 weeks post-implantation.
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FIGURE 4. Immunohistochemical evaluation of activated microglia and macrophages. Microglial and macrophage activation evaluated as CD68 expression with respect to distance from the explanted probe hole (μm). (A) 2 weeks. (B) 16 weeks. (C) Representative images of 2 weeks activated microglia and macrophages. (D) Representative images of 16 weeks activated microglia and macrophages. Scale bar: 100 μm. ∗ Denotes significance between silicon and thiol-ene probes.

BBB Disruption

Similar to the glial scar and activated microglia/macrophages, BBB disruption (IgG expression) was found to be greatest at the probe-tissue interface and decreased in intensity as distance from probe-tissue interface increased (Figure 5). The only significant differences found between the groups were at 2 weeks post-implantation (Figures 5A,C). At 2 weeks post-implantation, the softer thiol-ene probes yielded significantly greater BBB breakdown compared to the stiff silicon probes (at each interval examined between 0 and 250 μm from probe interface, Figures 5A,C). In summary, thiol-ene probe results in greater BBB disruption around the probe at 2 weeks.
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FIGURE 5. Immunohistochemical evaluation of blood-brain barrier permeability. Blood–brain barrier permeability evaluated as IgG expression with respect to distance from the explanted microelectrode hole (μm). (A) 2 weeks. (B) 16 weeks. (C) Representative images of 2 weeks BBB permeability. (D) Representative images of 16 weeks BBB permeability. Scale bar: 100 μm. ∗ Denotes significance between silicon and thiol-ene probes.



DISCUSSION

The current study explores how a softening thiol-ene probe and/or targeting the TLR/CD14 innate immune pathway affects inflammation and neuronal density at both 2 and 16 weeks post-implantation of intracortical microelectrode probes. Because initial results exploring synergistic effects of two different approaches resulted in increased neuroinflammation, we set out to parse out the response of each variable to gain a better understanding of each strategy alone. Our results demonstrate targeting CD14 results in higher neuronal density and decreased astroglial scarring around the probe at 2 weeks (Figures 2A,C, 3A,C). We also describe the use of the thiol-ene probe with a modulus 3 orders of magnitude lower and a cross-sectional area 4× greater than the control silicon probes. Our observations demonstrate that a probe with a lower modulus but larger implantation footprint resulted in more BBB breakdown and activated microglia/macrophages than the control silicon probes. However, in spite of these markers of inflammation, the softening thiol-ene probes did not result in significantly decreased neuronal density or increased astroglial scarring around the implant at either acute (2 weeks) or chronic (16 weeks) time points.

Physiological sources such as respiration and vascular pulsations result in micromotion of an intracortical probe against brain tissue resulting in strain on brain tissue which can induce tissue damage (Subbaroyan et al., 2005; Gilletti and Muthuswamy, 2006). One of the approaches to reduce the effects of micromotion is to increase probe flexibility. Decreasing the modulus of the probe material is one commonly explored/hypothesized methods to increase flexibility of the device. Probes made of polymers with a modulus or overall stiffness closer to brain tissue such as PDMS, polyimide, and SU-8 have been explored (Rousche et al., 2001; McClain et al., 2011; Altuna et al., 2013). However, implanting such soft probes present challenges with their insertion into the brain. A probe with too soft of a modulus will buckle during insertion and compress the brain tissue during the insertion process (Hess et al., 2013; Jorfi et al., 2015). Current methods used to implant soft electrodes while avoiding buckling include temporarily increasing the stiffness of the probe by use of a coating that dissolves after implantation or a stiff shuttle that accompanies the soft probe and is later removed (Lewitus et al., 2011; Kim B.J. et al., 2013; Kozai et al., 2014a; Vitale et al., 2015). Unfortunately, both approaches increase the footprint of the primary implant which can exacerbate the acute damage to brain tissue during implantation and lead to an increase in inflammation.

Materials which are innately stiff enough to implant, but soften while residing in tissue minimize the modulus difference between probe and brain tissue. Previous literature has suggested that a softening material can compensate for increased damage footprint generated by a device with a larger cross-sectional area compared to a stiff silicon control probe (Nguyen et al., 2014). However, we found this phenomenon to be inconsistent in the current study as the larger thiol-ene probes had a larger cross-sectional area and resulted in more activated microglia/macrophages and increased evidence of BBB breakdown at 2 weeks compared to the smaller, stiffer silicon probes (Figures 4A,C, 5A,C).

The thiol-ene probes used in the current study had a cross-sectional area of about 9000 μm2, which is a 4× increase over the silicon probes utilized. The bending stiffness of the probe is determined by both the Young’s modulus (E) and the probe dimensions. Although modulus of the probe material affects flexibility of the device, the probe dimensions play more of a role in reducing stiffness; bending stiffness is proportional to Et3, where t is the cross-sectional area of the probe (Salatino et al., 2017).

A larger implant confers more acute tissue damage during implantation leading to greater extravasation of blood cells and proteins (Saxena et al., 2013). However, Nguyen et al. showed that a polyvinyl acetate, another softening material, can overcome increased inflammation induced by a slightly larger penetration profile. The polyvinyl acetate probes used in Nguyen et al. (2014) had a pre-implant cross-sectional area that was 1.5× larger than control polyvinyl acetate dip-coated silicon probes. However, findings by Nguyen et al. (2014) were not recapitulated with thiol-ene, as the thiol-ene resulted in more activated microglia and macrophages and increased BBB permeability compared to the silicon probes (Figures 4, 5). Therefore, there might be a size threshold to where a probe comprised of a softer material cannot overcome the increased inflammation resulting from an increased penetration profile.

The results from the current study suggest that the degree of initial trauma influences acute but not chronic inflammatory response, as there were significant results at 2 weeks post implantation, but there were no differences in the inflammatory response or neuronal density at 16 weeks between implants of different sizes (Figures 2B, 3B, 4B, 5B). Current findings are consistent with Szarowski et al. (2003) which suggests initial glial response is correlated with the cross-sectional area of the electrode; however, sustained response of the implant was independent of probe size.

The different swelling properties of thiol-ene and polyvinyl acetate could also elicit differences in inflammation. The polyvinyl acetate swells ∼70% by volume under physiological conditions (Nguyen et al., 2014), while the thiol-ene substrate yields very minimal (<3%) swelling in physiologic environment (Ware et al., 2014). From a fabrication standpoint, minimal swelling is desirable as fluid uptake from the substrate results in cracking of thin film conductors used for the electrodes. However, as posited by Skousen et al. (2015), the thick hydrogel formed by the swollen polyvinyl acetate could have functioned as a sink for pro-inflammatory cytokines and chemokines at the probe–tissue interface, both of which facilitate inflammation. Reduced pro-inflammatory molecules at the device interface can lead to decreased inflammation and neuronal death. Future studies will need to explore the aforementioned theory.

In the current study, the thiol-ene probe resulted in an increased inflammatory response, likely because of its greater surface area and vascular damage during implantation, consistent with previously published research (Karumbaiah et al., 2013; Lee et al., 2017b; Spencer et al., 2017). The thiol-ene materials utilized in the present study have previously undergone testing to control for material surface chemistry. Shoffstall et al. (2018a) demonstrated that intracortical silicon probes dip-coated with the SMP material (SI, Section “Materials and Methods”) generated similar histological responses (with respect to neuronal survival, activated microglia/macrophages, and BBB permeability) as compared to size-matched bare-silicon probes. While there was a statistically significant reduction in reactive astrocyte staining (GFAP) with the dip-coated probes, taken by itself it is unclear if the effects are substantially different from the bare silicon probes. Similar results suggestive of the effects of cross-sectional dimensions are found using a chemistry-controlled experiment (Supplementary Figure S1). Thiol-ene probes with larger cross-sectional width were compared to silicon probes dip-coated with the thiol-ene material, hereby setting up a chemistry-controlled comparison. Neuronal survival around the larger thiol-ene probes appears to be consistently lower compared to the smaller dip-coated probes, at both 2 and 16 weeks after implantation. Thus, the differences in size of the two probes in the current study are the most likely driver for the heightened inflammatory response of the thiol-ene probes.

Our study adds to the current body of research which suggests that size of the implant is a very important consideration in intracortical microelectrode design and too large of an implant can counteract benefit conferred by improved material selection or approaches to target the biology (Seymour and Kipke, 2007). Based on these and other findings from the field, size of the implant needs to be a major consideration for electrode design.

The current study further highlights the importance of CD14 for microglial and macrophage responses to DAMPs. As previously reported, CD14 is central for microglial responses to damage signals in the brain (Janova et al., 2016). In this current study, Cd14-/- resulted in higher neuronal density (Figures 2A,C) and decreased glial scar (Figures 3A,C) at 2 weeks post implantation, further revealing the importance of CD14 as a molecular target to reduce neuroinflammation. In our past work, we have demonstrated that partial inhibition of CD14 (in myeloid cells) was shown to improve single-shank, multi-channel electrode performance over time, whereas a complete CD14 inhibition did not result in such promising electrode performance (Bedell et al., 2018). In the current study, coupling complete inhibition of CD14 with the thiol-ene probe not only prevented exaggerated frustrated phagocytosis but also inhibited proper wound healing; the promising effects afforded by targeting CD14 were not able overcome the detriments of a larger probe size. However, the promising results of partial CD14 inhibition suggest that controlled of the thiol-ene inhibition of CD14 with a drug may still be promising for the integration of softer probes.

The dimensions of the thiol-ene probe are larger than that of the silicon probe, likely contributing to the increased inflammation seen on the thiol-ene probes compared to the uncoated silicon probes. The length of the thiol-ene probe taper (1.4 mm) is greater than that of the uncoated silicon probe taper (0.6 mm). However, the angle of their tips are similar, at 41.6° and 47°, respectively. As such, the differences in the angle between the tips are not expected to contribute significantly to vascular damage and hence tissue response; it is unlikely to affect our study. It also should be noted that there are conflicting reports in the literature to the benefits/disadvantages of different insertion speeds. Although Bjornsson et al. (2006) report that fast insertion (2 mm/s) results in less vascular damage and tissue strain, there are other reports indicating that slower insertion speeds afford time for tissue to adapt to probe thus decreasing compressive forces (Edell et al., 1992; Andrei et al., 2011).

Together, the results found in the current study suggest that large cross-sectional area probes comprised of a minimally swelling, yet softening material cannot overcome inflammation driven by large penetration profile differences. Accordingly, the differences in the size of the electrodes is a major limitation of our study. Overall, the results presented here highlight the detriment of only considering one or two aspects of probe design and mitigation of biological response. When approaching translatable strategies to improve chronic intracortical microelectrode performance by decreasing inflammation, one needs to consider many characteristics in tandem.



CONCLUSION

The current manuscript demonstrates the impact of size of the probe on the initial stages of inflammation. To reduce inflammation, the cross-sectional area of the probe should be minimized. The current study also characterizes the acute benefits of targeting CD14 and further confirms the TLR/CD14 pathway as a mechanism amenable for therapeutic targeting. In the initial weeks after probe implantation, the benefits a minimally swelling soft probe affords does not exceed the inflammation driven by a probe with 4× the cross-sectional area. When optimizing probe design for intracortical microelectrodes, many elements of the probe need to be carefully considered, especially size.



MATERIALS AND METHODS

Electrodes

Single shank, uncoated, Michigan style silicon probes (2 mm × 15 μm × 123 μm; 47° taper angle) and thiol-ene based shape memory polymer (SMP) probes (3 mm × 30 μm × 290 μm; 41.6° taper angle) were used as intracortical probes (Figure 6). Polymer films were fabricated as previously described (Ecker et al., 2017). Briefly, 0.5 mol% 1,3,5-triallyl-1,3,5-triazine-2,4,6(1H,3H,5H)-trione (TATATO), 0.45 mol% trimethylolpropane tris(3-mercaptopropionate) (TMTMP), and 0.05 mol% Tris[2-mercaptopropionyloxy)ethyl] isocyanurate (TMICN) were mixed with 0.1 wt% of photoinitiator 2,2-dimethoxy-2-phenylacetophenone (DMPA). The polymer solution was then spin coated on glass slides using a spin coater (Laurell WS-650-23B) to receive ∼33 μm films before they were cured for 2 h at 254 nm (UVP CL-1000 cross-linking chamber) followed by an overnight post-cure at 120 °C under vacuum. Dummy probes were fabricated in the UT Dallas Class 10000 cleanroom facility. The 33-μm SMP-on-glass substrates were used as the starting substrates in the cleanroom. Low temperature silicon nitride (using PlasmaTherm-790 PECVD) was deposited to act as a hard mask for the following plasma etching processes. The device outline/shape was then patterned using standard lithography techniques. The hard mask and the SMP layer were plasma etched in Technics RIE using SF6 and O2 plasma, respectively. After the 30-μm SMP layer was plasma etched down to the glass slide, the remaining silicon nitride hard mask was etched away in diluted 10:1 HF dip. A ∼3 μm SMP layer from the surface of these devices was etched in Technics RIE using O2 plasma. The devices were then released by soaking in DIW. The material is characterized by a glass transition temperature (Tg) of 52°C before, and 35 °C after softening under physiological conditions as measured by dynamic mechanical analysis (TA RSA-G2). The storage modulus E′ at 37°C (measured in tension) changes from 1.2 GPa (dry) to 35 MPa (soaked). Stainless-steel wires (∼3 mm length) were used as dummy ground and reference wires to mimic the implants involved with functional probes. Probes and wires were sterilized via a cold ethylene oxide gas cycle as previously described.

[image: Two panels labeled A and B show microneedles against a measurement scale. Panel A depicts a dark silhouette of a microneedle extending to the 2.7 mark. Panel B shows a transparent microneedle, also extending to the 2.7 mark, under similar measurement conditions.]
FIGURE 6. Bright field microscope image comparing dimensions of probes used in study. (A) uncoated silicon probe and (B) thiol-ene probe. Both images are taken at 5× magnification. Scale is in mm.

Animals

C57/BL6 (strain #000664) and Cd14-/- (C57/BL6 background) (strain #003726) were bred in-house. Strain of Cd14-/- mice was verified via genotyping according to the protocols established by the vendor (Jackson Laboratories). Both male and female mice between 8 and 12 weeks of age were used for surgeries. Prior to surgery, mice were group housed with food and water ad libitium while maintained on a 12-h light/dark cycle. After surgery, mice were individually housed. All animal handling was performed in a class II sterile hood using microisolator techniques. All procedures and animal care practices comply with the protocol approved by the Case Western Reserve University Institutional Animal Care and Use Committee.

Surgical Implantation of Electrodes

A total of three holes were drilled in the exposed skull using a 0.45 mm size bit (Stoetling Co.) with adequate breaks in the drilling pulses to prevent overheating of the skull (Shoffstall et al., 2018b). The probe hole was created in the skull over the motor region of the brain (1.5 mm lateral and 0.5 mm anterior to bregma) (Tennant et al., 2011). Two additional craniotomies were conducted for dummy ground and reference wires which were implanted in the contralateral hemisphere to the probe (∼2 mm lateral, ∼2 mm rostral and caudal to bregma). The dummy probes and dummy wires were manually inserted (∼2–3 mm/s) into the cortex. Silicone elastomer (Kwik-Sil, World Precision Instruments) and dental acrylic (Fusio/Flow-it ALC, Patterson Dental) tethered the probe and wires to the skull. The incision site was then sutured closed using 5-0 monofilment polypropylene suture. To minimize variability, the same surgeon performed all implantation surgeries.

Immunohistochemistry

At each 2 and 16 weeks post-implantation, mice were sacrificed and brain tissue was harvested. At the respective time point, mice were anesthetized with an intraperitoneal injection of ketamine/xylazine cocktail. Each animal was then transcardially perfused with phosphate buffered saline (PBS) followed by 4% paraformaldehyde (PFA) to fix the tissue. Mouse heads were post-fixed for an additional 2 days in 4% PFA at 4°C. After fixation, brains were extracted and immersed in 30% sucrose for at least 48 h. After dummy electrodes and wires were removed, brain tissue was cryopreserved in optimal cutting temperature compound (OCT) (Tissue-Tek). Horizontal brain tissue sections (16 μm thick) were obtained using a cryostat and stored at -80°C.

To compare neuroinflammation and neuronal density in the area adjacent the implanted dummy shank among conditions, immunohistochemistry was utilized using previously established methodology (Potter et al., 2014). Only tissue slices between ∼320 and 1000 μm from the surface of the cortex were used as this depth corresponds with Layers III–VI of the mouse motor cortex, the layers from which functional probes aim to record (Oswald et al., 2013). After blocking the tissue (4% chicken serum, 0.3% Trition-X-100 in 1× PBS), the following primary antibodies (in 4% chicken serum, 0.3% Trition-X-100 in 1× PBS) were added to incubate overnight at 4 °C: Rabbit anti-GFAP (1:500, Z0334, Dako), mouse anti-neuronal nuclei (NeuN) (1:250, MAB377, Millipore), rat anti-CD68 (1:500, ab53444, Abcam), and rabbit anti-immunoglobulin G (IgG) (1:500, STAR26B, Bio-Rad). Visualization of the inflammatory and neuronal markers was achieved with respective Alexa Fluor® secondary antibodies (1:1000) (in 4% chicken serum, 0.3% Trition-X-100 in 1× PBS). DAPI (Molecular Probes D3571) was incorporated in secondary antibody solution to visualize cell nuclei. Furthermore, tissue autofluorescence was reduced by incubating tissue sections with of 0.5 mM copper sulfate buffer solution for 10 min (Potter et al., 2012b). Finally, copper sulfate buffer was washed off thoroughly with MilliQ H2O, and slides were coverslipped using Fluoromount-G. Slides were stored in the dark at 4 °C until imaged.

Imaging and Quantitative Analysis

Images were acquired using a 10× objective on a Carl Zeiss AxioObserver.Z1 (Zeiss Inc.) inverted epifluorescence microscope. Fluorescent markers were imaged on single optical sections using an AxioCam MRm monochrome camera with fixed exposure times for each marker.

Images of fluorescent markers were analyzed using SECOND, a custom-written MATLAB program previously used in the Capadona lab (Goss-Varley et al., 2017). The fluorescent intensity of each marker in concentric rings at fixed distances (normalized by area) from the probe–tissue interface was measured as a function of distance from the implant. Prior to measurement, the user defines the implant hole and any imperfections in the brain slice to omit from the analysis. For each slice, raw fluorescent intensities were then normalized to background signal, defined as the fluorescent intensity of the concentric ring 600–650 μm from the interface. The area under the curve (AUC) was calculated from the intensity profile.

Neuronal densities at the interface were determined using AfterNeuN, another custom-written MATLAB program. Using AfterNeuN, the user manually defines the electrode implant region, any areas to be excluded from analysis, and neuronal cell bodies. The program then outputs the density of neurons at fixed radial distances from the electrode interface. Neuronal densities at uniform binned distances (50 μm bins) were then normalized to background counts from the same brain tissue slice 300–350 μm away from the interface.

Immunohistochemistry Statistical Analysis

Table 1 indicates number of animals for each condition at each time point. Measurements from all brain tissue slices for a given animal were first averaged together (four to six brain slices per animal, average of 5.29 ± 0.87). Average intensity or count for a given condition was calculated using independent animal averages. Statistical analyses for the first experiment, comparing thiol-ene + Cd14-/- to silicon shank + WT were performed using unpaired t-tests. All statistical analyses assessing immunohistochemical results comparing all four conditions were performed using a general linear model with a two-way analysis of variance (ANOVA) using Minitab software with genotype (WT or Cd14-/-) and electrode material (uncoated silicon or thiol-ene) as separate factors. Results were considered significant at p < 0.05 and expressed as mean ± standard error of mean.

TABLE 1. Number of experimental animals for each condition at each time point.

[image: Table comparing implanted materials two weeks and sixteen weeks post-implantation. Silicon shank with WT shows 10 at two weeks and 6 at sixteen weeks; Thiol-ene with WT shows 10 at two weeks and 4 at sixteen weeks; Silicon shank with Cd14−/− shows 8 at two weeks and 6 at sixteen weeks; Thiol-ene with Cd14−/− shows 9 at two weeks and 4 at sixteen weeks.]
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Robust devices for chronic neural stimulation demand electrode materials which exhibit high charge injection (Qinj) capacity and long-term stability. Boron-doped diamond (BDD) electrodes have shown promise for neural stimulation applications, but their practical applications remain limited due to the poor charge transfer capability of diamond. In this work, we present an attractive approach to produce BDD electrodes with exceptionally high surface area using porous titanium nitride (TiN) as interlayer template. The TiN deposition parameters were systematically varied to fabricate a range of porous electrodes, which were subsequently coated by a BDD thin-film. The electrodes were investigated by surface analysis methods and electrochemical techniques before and after BDD deposition. Cyclic voltammetry (CV) measurements showed a wide potential window in saline solution (between −1.3 and 1.2 V vs. Ag/AgCl). Electrodes with the highest thickness and porosity exhibited the lowest impedance magnitude and a charge storage capacity (CSC) of 253 mC/cm2, which largely exceeds the values previously reported for porous BDD electrodes. Electrodes with relatively thinner and less porous coatings displayed the highest pulsing capacitances (Cpulse), which would be more favorable for stimulation applications. Although BDD/TiN electrodes displayed a higher impedance magnitude and a lower Cpulse as compared to the bare TiN electrodes, the wider potential window likely allows for higher Qinj without reaching unsafe potentials. The remarkable reduction in the impedance and improvement in the charge transfer capacity, together with the known properties of BDD films, makes this type of coating as an ideal candidate for development of reliable devices for chronic neural interfacing.

Keywords: neural prosthesis, neural interfaces, implantable electrodes, electrical stimulation, boron-doped diamond, porous diamond, titanium nitride, electrochemistry


INTRODUCTION

Nanocrystalline diamond films synthesized by means of chemical vapor deposition (CVD) represent a unique class of materials with outstanding physical and chemical properties, including superior hardness and the ability to resist extreme corrosive environments (Williams, 2011). Besides these features, electrically conductive boron-doped diamond (BDD) exhibits a wide potential window and low background currents, which make it a fascinating material for electrochemical applications (Rao and Fujishima, 2000). During the last few decades, BDD has been employed for the fabrication of electrodes for a wide range of applications, including electroanalysis (Compton et al., 2003; Suzuki et al., 2007; Schwarzová-Pecková et al., 2017), electrosynthesis (Kraft, 2007; Ivandini and Einaga, 2017; Ashcheulov et al., 2018), and biosensing (Vermeeren et al., 2009; Zhou and Zhi, 2009; Qureshi et al., 2010; Svítková et al., 2016). More recently, BDD attracted attention as electrode material for neurochemical sensing, neural recording, and neural stimulation applications, both in vitro and in vivo (Hébert et al., 2014b; Garrett et al., 2016). Studies have shown that BDD microelectrodes are suitable for the measurement of bioelectric potentials from cultured mammalian neural cells (Ariano et al., 2005; McDonald et al., 2017) and from neural tissue in acute settings (Ho-Yin et al., 2009). BDD holds also great promise for the fabrication of implantable electrodes for chronic application, as the material exhibits extraordinary physical stability, biocompatibility, and resistance to protein biofouling in vivo (Alcaide et al., 2016b; Meijs et al., 2016a). However, in contrast to conventional electrode materials, planar BDD films display relatively lower double layer capacitance, and high impedance (Swain, 1994; Alehashem et al., 1995). This is a drawback for neural stimulation applications, as the amount of charge that can be effectively injected through electrodes with relatively small contact sites is quite limited.

Several approaches have been proposed to increase the effective electrochemical area of BDD films as means to boost the amount of charge that could be transferred through the interface. In classical top-down strategies, diamond films are typically etched under a reactive plasma atmosphere to increase their porosity (Yu et al., 2014). In this direction, Kiran et al. have demonstrated successful in vitro recording and stimulation of neural preparations using microelectrode arrays (MEAs) comprising “nanograss” BDD contact sites (Kiran et al., 2013). Although this approach has shown to achieve a moderate increase in the electrode capacitance, the fabrication method remains complex and time-consuming, compromising its industrial viability. Alternatively, in bottom-up strategies, a highly porous substrate is used as a template onto which thin diamond films are deposited. Some examples within the various types of porous templates include vertically aligned carbon nanotubes (Hébert et al., 2014a; Zanin et al., 2014), TiO2 nanostructures (Siuzdak et al., 2015), and SiO2 fibers (Petrák et al., 2017; Vlčková Živcová et al., 2018). Accordingly, BDD electrodes using 3 μm-long vertically aligned carbon nanotubes as an interlayer template have displayed a significant increase in charge storage capacity (CSC) and reduction in the impedance. This improvement in the electrochemical properties allowed successful stimulation and recording of electrical activity in excised mouse hindbrain preparations (Piret et al., 2015). However, integration of carbon nanotubes in implantable neural probes still faces some concerns, due to the risks of long-term cytotoxic effects and the mechanical damage that might occur during implantation (Musa et al., 2012; Liu et al., 2013).

Titanium nitride (TiN) is an attractive material, which can be applied for the fabrication of porous templates with high electrochemical surface area (ESA) by simple physical vapor deposition techniques. Porous TiN coatings have long been employed for pacemaker electrodes and have also been used for fabrication of neural stimulation and recording electrodes (Norlin et al., 2005; Specht et al., 2006; Meijs et al., 2015a). The porosity of TiN films can be easily controlled by adjusting the deposition parameters, such as gas composition, flow rate, and deposition time (Norlin et al., 2005; Cunha et al., 2009). The pores extend deep into the coating, resulting in a high ESA and a high CSC (Cunha et al., 2009). In a preliminary study, we have confirmed the feasibility of fabricating electrodes based on a thin-film BDD deposited on TiN and shown that these electrodes exhibited a relatively high CSC due to the wide potential window typical for BDD (Meijs et al., 2015b).

In this work, the aim is to identify deposition conditions that would allow fabricating BDD electrodes suitable for neural stimulation applications. A range of porous TiN electrodes was fabricated and subsequently deposited with a BDD thin-film. The morphology, quality, and surface properties of the resulting BDD/TiN films were characterized. In addition, we assessed the influence of the underlying TiN film parameters on the electrochemical performance of the electrodes by means of cyclic voltammetry (CV), voltage transient (VT) measurements, and electrochemical impedance spectroscopy (EIS).



MATERIALS AND METHODS


Electrode Fabrication

The test samples were fabricated using a monopolar Ti6Al4V electrode pin, which belongs to a system intended for genital nerve stimulation (Martens et al., 2011). Seven types of TiN coatings were evaluated, which were deposited on the electrodes' contact sites by reactive DC magnetron sputtering. Deposition was carried out using an industrial coating unit (CC800, CemeCon AG, Germany) from two Ti targets (88 × 200 mm) with 99.5% purity in a mixed Ar/N2 atmosphere. In one set of samples (designated as samples I to V), the N2 flow was varied from 30 to 300 standard cubic centimeters per min (sccm), while the deposition time was kept constant at 27.5 × 103 s. In another set of samples (designated as samples III, VI, and VII), the flow rate of N2 was kept at 180 sccm while the deposition time was modified. In both cases, the Ar flow was kept constant at 180 sccm.

BDD thin films were synthesized on the TiN layers using an Astex AX6500 microwave plasma enhanced CVD system. The TiN-coated electrodes were first immersed in a 0.33 g/L solution of diamond nanoparticles (3.8 ± 0.7 nm) from Shinshu University to seed the surface for diamond growth. Hydrogen gas with an addition of 1% CH4 was added to the chamber at a total flow rate of 500 sccm. Tri-methyl boron was added to the gas as the dopant source, at boron to carbon concentrations of 10,000 ppm. The substrate temperature was maintained at ~750°C by using a pressure of 25 Torr (3.33 kPa) and a microwave power of 2,500 W.



Surface Characterization

The TiN thin-films were investigated using scanning electron microscopy (SEM) (Nova 600, FEI, The Netherlands). Detailed images of all electrodes were recorded at 80,000× magnification. For the assessment of film thickness, flat substrates (10 × 10 mm) obtained from silicon wafers were coated during deposition of each batch of electrodes. The silicon substrates were placed in a manner that ensured an even coating thickness. The coated substrates were subsequently broken and analyzed by cross sectional SEM. The thickness was measured via analysis of the SEM micrographs using Image J (NIH, Bethesda, MD). Each sample was measured at several locations along the cleavage to assess for thickness variations. Only small variations were observed and a unique thickness could unambiguously be assigned to each sample. The surface morphology of the BDD/TiN films was analyzed by a FERA3 GM SEM (Tescan, Czech Republic) with Schottky field emission cathode (FEG-SEM). Images were taken in the high-resolution mode at the accelerating voltage of 5 kV to minimize the interaction volume.

Raman spectroscopy of BDD/TiN films was carried out at room temperature using an InVia Raman Microscope (Renishaw ApS, Denmark) with the following conditions: wavelength = 325 nm, ×40 Olympus objective, 65 μm slits, spot focus, grating = 2,400 L/mm. A high pressure, high temperature Ib single crystal diamond was used as a reference for the sp3 Raman peak position.

Topography and surface roughness over a large area (220 × 280 μm2) was investigated by an optical profilometer (NewView 7200, ZYGO, Middlefield, CT). In addition, surface roughness and topography over a small area (5 × 5 μm2) were investigated by atomic force microscopy (AFM) using a Dimension Icon ambient AFM (Bruker, Germany) in peak force tapping mode using Tap150AL-g tips (BudgetSensors, Innovative Solutions Bulgaria).



Electrochemical Measurements

All electrochemical measurements were carried out in a three-electrode set-up, using the either the TiN or the BDD/TiN electrodes as working electrodes (0.06 cm2), a platinum foil counter electrode (50 cm2), and a Ag|AgCl reference electrode (1.6 cm2). Measurements were performed in Ringer's solution at room temperature.

Cyclic voltammetry was performed by cycling the electrode potential between the water window limits. These limits were determined by increasing and decreasing the electrode potential until an exponentially increasing current was observed using a sweep rate of 0.05 V/s. Measurements were made at 0.05, 0.1, 0.5, and 1.0 V/s; 10 cycles were recorded at each sweep rate. The cathodic CSC of the electrodes was found by calculating the surface area under the zero current axis. The electrochemical surface area to geometrical surface area (ESA/GSA) ratio was calculated by dividing the CSC of the porous coatings by the CSC of the corresponding smooth coating at a sweep rate of 0.05 V/s.

Voltage transient measurements were made using a cathodic-first bipolar symmetric current pulse with an interphase, during which no current was applied. Each phase had a phase width of 200 μs and the duration of the inter-phase was 40 μs. For analysis of the VTs, the OCP was set to 0 V and the IR drop was subtracted. The IR-drop was calculated for each phase by subtracting the potential at 20 μs after pulse cessation from the last data point of the respective phase. The pulsing capacitance (Cpulse) was calculated for each pulse using the following equation:

[image: Equation showing I sub stim equals C sub pulse times the derivative of V with respect to t.]

where Istim is the stimulation current and dV/dt is the slope of the last 90% of the cathodic phase of the VT. The Cpulse of the type I TiN electrodes was determined at a current at which safe potential limits were reached. The Cpulse of the other electrodes was determined at a stimulation current of 20 mA.

Cyclic voltammetry and VT measurements were performed with VersaSTAT 3 potentio-galvanostat (Princeton Applied Research, USA). The impedance spectrum was measured from 0.1 Hz to 100 kHz, five points/decade using a sinusoidal measurement current of 5.0 μA. Impedance spectroscopy was performed using Solartron, Model 1294 in conjunction with 1260 Impedance/gain-phase Analyzer (Solartron Analytical, UK). Linear regression analyses of the CSC and Cpulse-values were performed in Prism 7 (GraphPad Software Inc, La Jolla, CA).




RESULTS


Effect of Deposition Conditions on the Surface Properties of TiN Films

The influence of deposition parameters on thickness and morphology of the TiN films was investigated by depositing films at different partial pressures of N2 while keeping the deposition time at 27.5 × 103 s. The partial pressure of N2 in the deposition chamber was modified by varying the N2 flow rate. At the lowest flow rate, the TiN films displayed a relatively smooth surface (Figure 1A). These samples, designated as type I, were used as substrates for the planar reference coatings throughout the study. The remaining films, deposited at N2 flow rates ranging from 120 sccm and above, consisted of rough surfaces displaying pyramidal-like features whose lateral dimensions decreased at higher N2 flow rates (Samples II–V, Figure 1A). The porous TiN films comprise of a highly dense columnar-type structure, with pyramidal features at the top of the columns. The typical cross-section profile of porous TiN films is shown in the Supplementary Figure 1. Thickness displayed a non-monotonic dependence on the N2 flow rate (Figure 1C). The maximum film thickness was obtained at 180 sccm (sample type III), where the partial pressures of N2 and Ar are equal. Subsequently, the effect of deposition time on thickness and morphology of films was assessed by depositing films at a shorter and a longer time interval in relation to sample III (samples VI and VII). The column size (Figure 1B) as well as film thickness (Figure 1C) correlated directly to the deposition time.
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FIGURE 1. Scanning electron microscopy (SEM) analysis of the seven types of prepared TiN films (I–VII). (A) Effect of varying the N2 flow rate on film morphology. For this set of samples (I–V), the deposition time was kept at 27.5 × 103 s. Films type I were used as smooth reference coatings. (B) Effect of varying the deposition time on film morphology, while keeping the N2 flow rate at 180 sccm. (C) Thickness of the films displayed in (A,B). Scale bar in SEM images represents 1 μm.



Assessment of the Surface Properties of BDD/TiN Films

Diamond thin-films were synthesized on all types of TiN coating (I–VII). SEM images (Figure 2A) along with AFM images (Figure 2B) show the morphology of BDD films grown on four representative substrates: smooth TiN (type I), and the three electrodes grown at a growth rate of 180 sccm (types III, VI, and VI). SEM images revealed that the BDD films had a uniform coverage on the TiN and displayed a nanocrystalline structure with a grain size of ~50 nm. Due to the electrode geometry, in situ BDD-film thickness measurements were not possible, however, deposition onto silicon substrates at identical conditions resulted in film thicknesses in the order of the grain size (i.e., ~50–70 nm).
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FIGURE 2. Surface analysis of four representative electrodes (type I, III, VI, and VII). (A) Scanning electron microscopy (SEM) images displaying the uniform coverage of the nanocrystalline diamond layer. Scale bar represents 1 μm. (B) Atomic force microscopy (AFM) height images. Scale bar represents 1 μm. (C) AFM surface roughness measurements from the films displayed in (B) before (bare TiN) and after diamond deposition (BDD/TiN). (D) 325-nm Raman spectra showing the diamond-related peak between 1,320 and 1,328 cm−1. The spectra have been offset for clarity.

The large-scale topography of the diamond films, as measured using an optical profilometer over an area of 220 × 280 μm2, was governed by grooves on the underlying TiAlV substrate, which are ~20 μm wide and up to 400 nm high. The roughness on this scale was around 200–350 nm and it was not significantly influenced by the TiN or the BDD coating. However, the small-scale topography measured by AFM over an area of 5 × 5 μm2 was mostly governed by the topography of the TiN pyramidal structure. The roughness of the diamond layer, which measured on a flat surface was around 30 nm, had only a minimal influence on the topography of the BDD/TiN films. Figure 2C shows the RMS surface roughness of the selected sample types before and after BDD deposition. As the electrode surface is not flat the error in the estimation of the roughness is ~20% when measured on different areas on the pin.

Raman spectroscopy confirmed the synthesis of diamond films in all TiN substrates. Figure 2D displays the Raman spectra of BDD films grown on the selected sample types. In all spectra, a shifted diamond peak is observed at 1,320–1,328 cm−1 as well as broad features related to sp2 at 1,360 and 1,585 cm−1, i.e., the D and G bands.



Electrochemical Characterization

The water window potentials were obtained by CV and their values were typically −0.6 to 0.9 V for TiN and −1.3 to 1.2 V for BDD/TiN electrodes (vs. Ag|AgCl). Table 1 summarizes the cathodic CSC-values which were obtained at a sweep rate of 0.05 V/s. The CSC obtained at a slow sweep rate gives an insight into the entire ESA of the porous electrodes. Due to the wide potential window brought by the BDD coating, the CSC of the BDD/TiN electrodes was consistently higher than the CSC of bare TiN electrodes. The CSC-values pre- and post-BDD deposition followed a linear relationship with a slope of 2.2, indicating that the CSC-values of the electrodes doubled upon BDD deposition (Supplementary Figure 2). It was also noticed that the CSC-values were drastically increased in all porous samples as compared to the smooth reference electrodes, for which the CSC-values were 0.36 and 7.74 mC/cm2, respectively. Table 1 includes the ESA/GSA ratio, which reflects the relative increase in the ESA for each of the porous samples, before and after BDD deposition. Figure 3A displays representative CV curves from electrodes type III, VI, and VI, before and after BDD deposition, where it is possible to observe the relative increase in the CSC when TiN films become deposited with BDD. As shown in Figure 3B, the CSC of these electrodes appears to increase linearly with an increase in the TiN coating thickness. The CSC-values fit a linear regression with a slope of 6.7 mC/cm2.μm for the bare TiN films (r2 = 0.98) and 14.2 mC/cm2.μm for the BDD/TiN films (r2 = 0.99), but the slopes are not significantly different (P > 0.05).



Table 1. Cathodic CSC of the bare TiN and BDD/TiN electrodes obtained at 0.05 V/s.
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[image: Panel A shows a cyclic voltammetry graph with current versus potential for bare TIN and BDD/TIN. Curves are marked with Roman numerals. Panel B is a graph of charge storage capacity (CSC) versus thickness, comparing bare TIN and BDD/TIN. Data points show increasing trends with different symbols for each material.]
FIGURE 3. Cyclic voltammetry measurements of electrodes type III, VI, and VII before (bare TiN) and after BDD deposition (BDD/TiN). (A) Cyclic voltammograms showing that the safe potential limits are increased in BDD/TiN electrodes as compared to the bare counterparts. The potential limits are the same within the two electrode groups. (B) Cathodic charge storage capacity (CSC) of the electrodes as a function of the underlying TiN film thickness, showing that CSC-values were consistently increased after BDD deposition. Data from samples type III, VI, and VII are shown in red, green, and blue, respectively. Dotted lines represent the linear regression of the CSC-values.

Table 2 summarizes the Cpulse for all electrode types, which was derived from the VT measurements. Except for electrode type I, the Cpulse of the BDD/TiN electrodes was consistently lower than the Cpulse of the corresponding TiN electrodes. Figure 4A shows representative VT measurements on electrodes type III, VI, and VII, before and after BDD coating. As compared to the bare TiN electrodes, the lower Cpulse of BDD/TiN electrodes leads to larger electrode potentials. However, as the safe potential window for BDD is larger than for TiN, the amount of charge that can safely be injected will be higher for BDD/TiN than for TiN. Cpulse displays a negative trend for both TiN and BDD/TiN electrodes as a function of TiN coating thickness (Figure 4B). The Cpulse-values fit similar linear regressions, with a slope of −0.051 mF/cm2.μm for the bare TiN films (r2 = 0.82) and −0.052 mF/cm2.μm for the BDD/TiN films (r2 = 0.77).



Table 2. Pulsing capacitance of the bare TiN and BDD/TiN electrodes.

[image: Table comparing capacitance values of different sample types measured in millifarads per square centimeter. Sample types I to VII are listed. TiN values range from 0.024 to 2.2, while BDD/TiN values range from 0.059 to 1.8. Values are derived from voltage transient measurements.]
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FIGURE 4. Voltage transient measurements of electrodes type III, VI, and VII before (bare TiN) and after BDD deposition (BDD/TiN). (A) The voltage transients of the BDD/TiN electrodes were larger than those of the bare TiN electrodes, evidencing a decrease in the pulsing capacitance (Cpulse). (B) Cpulse of the electrodes as a function of the underlying TiN film thickness, showing that Cpulse-values were decreased after BDD deposition. Data from samples type III, VI, and VII are shown in red, green, and blue, respectively. Dotted lines represent the linear regression of the Cpulse-values.

As anticipated, increased film porosity significantly reduced the impedance of the electrodes (Figure 5). The impedance magnitudes of the TiN and BDD/TiN porous electrodes were only different at frequencies below 10 Hz. The greatest difference in impedance magnitude between TiN and BDD/TiN was at 100 mHz, where the BDD electrodes consistently had a higher impedance than the TiN electrodes. The impedance magnitude of both BDD and TiN electrodes decreased with increasing thickness. The lowest impedance magnitude for TiN with and without BDD coating were obtained using the electrode with the thickest TiN coating (type VII).

[image: Logarithmic graph showing impedance magnitude (Ohms) versus frequency (Hz) from 0.1 to 100,000. Two lines represent bare TiN and BDD/TiN, with bare TiN showing higher impedance. Markings III, VI, VII indicate specific points for BDD/TiN.]
FIGURE 5. Impedance magnitude spectra of electrodes type I, III, VI, and VII before (bare TiN) and after BDD deposition (BDD/TiN). Data from electrodes type I, III, VI, and VII are shown in gray, red, green, and blue, respectively.




DISCUSSION

A range of porous TiN films, to be used as templates, was deposited onto test electrodes by means of a physical vapor deposition. The smooth TiN reference films were fabricated using a low partial pressure of N2 to ensure a stoichiometric Ti/N ratio below 0.6, which has been shown to be unfavorable for columnar growth (Igasaki et al., 1978; Cunha et al., 2009). Formation of the columnar, highly porous structures was favored using N2 flow rates of 120 sccm and above. For the set of samples II–V, higher N2 flow rates resulted in decreased film columnar width. This effect has been associated to a reduced mobility of the deposited atoms as a consequence of a weakening in the argon bombardment (Arshi et al., 2012). Furthermore, increasing the N2 flow poisons the Ti targets to the extent where the entire target surface is covered in TiN. This effect decreases the deposition rate as the sputter yield is lower for TiN than for Ti (Berg and Nyberg, 2005), which also results in thinner films with smaller columns. The deposition rate appeared to be maximal at a N2 flow rate of 180 sccm, where the N2 flow rate equals that of Ar and it is assumed that deposition occurs at a stoichiometric Ti/N ratio. TiN films with stoichiometric Ti/N composition are usually preferred due to their optimal mechanical and electrical properties (Kang and Kim, 1999; Martinez et al., 2014). Samples III, VI, and VII were therefore deposited keeping the N2 flow constant and varying the deposition time to obtain porous films with similar crystalline composition but different thickness. A longer deposition time increased the columnar width, which is a result of the competitive growth where some columns grow at the expense of others. Such a growth is typically observed for coatings deposited at a relatively low temperature compared to the melting temperature of the coating material (Ohring, 2002). For the TiN films, increasing the N2 flow (in samples I–III) led to higher thickness and higher porosity, which was reflected as an increased ESA/GSA ratio. Further increase in N2 (sample IV) still gave an increase in area due to increased porosity, although the thickness was smaller. Going to higher N2 the growth rate was slower, so that the lower thickness dominated over the increased porosity and an overall decrease in the ESA/GSA was obtained. For the samples grown at constant gas flow rate (III, VI, and VII), film thickness, and ESA/GSA ratio were directly correlated.

Surface analysis of the BDD/TiN samples by SEM and AFM revealed homogeneous and high quality BDD films. The overall structure and topography of the films appeared similar to the bare TiN samples, suggesting that CVD deposition did not significantly affect the morphology of the TiN template. The uniform coverage of diamond crystallites indicates a highly cohesive diamond film. This is in agreement with previous studies, which have shown that TiN possesses several favorable properties for nucleation and growth of good quality CVD diamond films, including low diffusivity of carbon, compatible interatomic potential, and small lattice mismatch (Weiser et al., 1992; Kumar et al., 1997; Polini et al., 2006). In addition, since TiN exhibits a moderate interface reactivity, its surface is stable under high-temperature diamond–CVD deposition (Contreras et al., 2000). Moreover, given the similar thermal expansion coefficient of both materials, the interlayer stresses are minimal, which ensures the synthesis of highly adherent diamond layers (Kumar et al., 1997). Although we did not encounter any evidence of cracks or film delamination, future studies should further investigate the nature the BDD/TiN interlayer by appropriate techniques, as for instance transmission electronic microscopy (TEM). Concerning the Raman analysis, the shifts in diamond's Raman peak can be related to a variation of stress in layers, nonetheless its shift to lower wavenumbers is associated with increasing B incorporation in the lattice (Prawer and Nemanich, 2004). It is worth noting that the spectra in Figure 2D are representative only, i.e., the ratio of sp3/sp2 changes with measurement position. This apparent variation in sp3/sp2 is related to the fact that the BDD coating is very thin and therefore the grain boundary content is high.

The superior ESA of the TiN coatings used as porous templates is evident from the high ESA/GSA ratios and the drastic reduction in the impedance magnitudes. Thicker films had a consistently higher CSC, suggesting that pores extend into the entire depth of the coating, which is in agreement with previous studies (Norlin et al., 2005; Cunha et al., 2009). BDD deposition onto the TiN coatings significantly increased the CSC of the electrodes due to the wide potential window of diamond. The linear correlation between the CSC of the TiN and the BDD/TiN electrodes indicates that the diamond films did not block the pores. On the other hand, the Cpulse showed a negative correlation with film thickness, as the highest Cpulse-values were obtained with thinner coatings and smaller column width. The BDD films might therefore cause narrowing of the pores, with a consequent increase in the pore resistance. This effect decreases the pore depth that can be used under pulsing conditions (Cogan, 2008). Thus, increasing the coating thickness beyond a certain level would be less advantageous for electrical stimulation purposes. While Cpulse is decreased for BDD/TiN as compared to bare TiN electrodes, it is important to view this result in the light of the wide safe potential window of BDD (Garrett et al., 2011). The decrease in Cpulse after depositing BDD ranged from 67% to <1%, while the cathodic potential limit was more than doubled (−0.6 V for TiN vs. −1.3 for BDD/TiN). This means that the amount of charge that can be injected without reaching unsafe potentials is doubled by applying a BDD thin-film onto a porous TiN coating. It is important to view these results in the light of the intended application of the BDD/TiN electrodes, which is in vivo chronic neurostimulation. It has been shown that the stimulation performance of TiN electrodes deteriorates after implantation (Meijs et al., 2015a, 2016b,c). This is not the case for BDD electrodes, which display a remarkable resistance to protein biofouling (Trouillon and O'Hare, 2010; Alcaide et al., 2016a; Meijs et al., 2016a). Nevertheless, protein adsorption is influenced by surface topography, which warrants further investigation of the electrochemical performance of porous BDD/TiN electrodes in protein-rich environments.

The relatively low Cpulse and high impedance shown by the smooth BDD electrodes was evident and corresponds well to what has been shown in previous studies (Garrett et al., 2011; Meijs et al., 2013). Remarkably, the electrochemical performance of BDD displayed a significant improvement thanks to the large ESA gained by using the porous TiN templates. As previous studies have shown, other porous templates have been instrumental in enhancing the electrochemical performance of BDD (Bonnauron et al., 2008; Kiran et al., 2013; Hébert et al., 2014a). A notable example is the growth of BDD on vertically aligned nanotubes, which has shown to increase the CSC of BDD up to 10 mC/cm2 (Piret et al., 2015). The BDD/TiN electrodes in the current, however, displayed CSC-values up to 253 mC/cm2 for the type VII electrode. Furthermore, while the use of carbon nanotube based materials for human implants remains controversial due to evidence of cytotoxic effects (Smart et al., 2006; Liu et al., 2013), both TiN and BDD have demonstrated low risk of cytotoxicity and excellent biocompatibility in diverse applications. TiN is well known for improving the electrochemical and biocompatibility properties of various materials (Subramanian et al., 2011) and represents one of the coatings with a long history of clinical use for orthopedic implants (Gotman et al., 2014; van Hove et al., 2015). Data from implantation studies revealed that BDD electrodes are associated with no signs of chronic inflammation and a very thin fibrous capsule (Alcaide et al., 2016b). Taken together, these results indicate that this novel type of combined coating may be used to fabricate safe implants for clinical use. Furthermore, the method can be easily scaled-up, making the production process fast and cost-effective (Taylor et al., 2014, 2018). The production process is reproducible and clean, as both coatings are deposited under vacuum conditions. Overall, these factors make this novel type of coating particularly attractive for the development of commercially viable electrodes for neural interfacing.

To achieve an increased charge injection (Qinj), the production parameters are of critical importance, as the extra coating increases the pore resistance, which may deteriorate Qinj. This study suggests that specific deposition parameters are optimal for stimulation electrodes, as increased thickness and N2 flow only result to a certain extent in larger Cpulse and Qinj. The data suggests that BDD deposited onto thinner coatings with smaller columnar size results in better stimulation performance. A thicker coating, however, results in a high CSC and low impedance, which could be exploited for other purposes, such as electrical and electrochemical sensing. This highlights the versatility of the novel coating combination presented in this work.



CONCLUSION

In this work, we have fabricated a range of BDD/porous TiN electrodes with very high surface area, which exhibit a broad safe potential window and CSC-values which are superior to those reported in the literature for porous BDD electrodes. Electrodes with more porous and thick coatings were associated with higher CSC and lower impedance magnitudes, but the relatively limited Cpulse would make them more suited for sensing applications. On the other hand, relatively higher Cpulse were obtained with thinner films with small column size, which would result more favorable for stimulation applications. Although BDD/TiN electrodes displayed a higher impedance magnitude and a lower Cpulse as compared to the bare TiN electrodes, the wider potential window likely allows for higher Qinj without reaching unsafe potentials. These remarkable improvements, together with the known mechanical stability, resistance to biofouling and long-term in vivo stability of BDD films, makes this coating combination an ideal candidate for development of reliable devices for chronic neural interfacing. This novel type of coating is particularly attractive for the development of commercially viable electrodes due to the simplicity and the scalability of the approach.
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Candidate materials for next generation neural recording electrodes include shape memory polymers (SMPs). These materials have the capability to undergo softening after insertion in the body, and therefore reduce the mismatch in modulus that usually exists between the device and the tissue. Current SMP formulations, which have shown promise for neural implants, contain ester groups within the main chain of the polymer and are therefore prone to hydrolytic decomposition under physiological conditions over periods of 11–13 months in vivo, thus limiting the utility for chronic applications. Ester free polymers are stable in harsh condition (PBS at 75°C or NaOH at 37°C) and accelerated aging results suggest that ester free SMPs are projected to be stable under physiological condition for at least 7 years. In addition, the ester free SMP is compatible with microfabrication processes needed for device fabrication. Furthermore, they demonstrate in vitro biocompatibility as demonstrated by high levels of cell viability from ISO 10993 testing.

Keywords: neural interfaces, softening behavior, accelerated aging, hydrolytic stable, shape memory polymer, thiol-ene degradation, chronic viable polymer


INTRODUCTION

Shape memory polymers (SMPs) are an emerging class of materials. Their capability to restore their original shape after being deformed is outstanding (Dietsch and Tong, 2007; Liu et al., 2007; Mather et al., 2009; Lendlein, 2010; Hu et al., 2012b; Hager et al., 2015) and these materials have found utility in a variety of potential applications, including airspace, (Ishizawa et al., 2003; Barrett et al., 2006; Rory Barrett et al., 2006; Yanju and Jinsong, 2010; Yanju et al., 2014) anti-counterfeiting technology, (Pretsch et al., 2012; Ecker and Pretsch, 2013, 2014a,b) textile industry, (Matilla, 2006; Hu and Chen, 2010; Hu et al., 2012a) and as medical devices (Feninat et al., 2002; Buckley et al., 2006; Baer et al., 2007; Kulshrestha and Mahapatro, 2008; Lendlein and Behl, 2008; Baudis et al., 2014; Wang et al., 2017). The triggers for SMPs to recover to their permanent shape are diverse and include direct heating above the transition temperature of the polymer, indirect heating through electric or magnetic activation, and less commonly, chemical modification including plasticization. The plasticization of the SMP with solvent molecules, e.g., water, leads to a lowering of the glass transition temperature (Tg) of the polymer due to swelling and the resulting increased free volume of the polymer chains (Immergut and Mark, 1965; Singhal et al., 2013). When the Tg of a polymer is above room temperature (RT) before, but below after plasticization, the SMP may recover its permanent shape upon immersion in aqueous solutions at ambient temperatures. At the same time, the polymer changes from a glassy (stiff) materials to a rubbery (soft) material. This behavior of SMPs is what is of interest for the development of (self)-softening SMP substrates for bioelectronics devices. Especially for cortical neural interfaces, there is a need for devices which are stiff enough during the implantation to enable a sufficient penetration of the tissue with least possible trauma. However, after implantation, materials that soften to a modulus that is much closer to the tissue modulus offer the promise of decreasing the foreign body response and micromotion effects. Previously, the Voit Lab has presented a new generation of neural implants comprising of softening thiol-ene/acrylate polymers used as substrates (Ware et al., 2013, 2014; Do et al., 2017; Ecker et al., 2017; Simon et al., 2017). These devices work well for acute experiments and for chronic experiments on the order of 1–3 months. At least one factor limiting the long term stability of current SMP devices may be the fact that these polymers contain ester groups in their backbone which are vulnerable to hydrolytic degradation under moist conditions. For future applications, including translation to the clinic, it is necessary to have substrate materials with increased durability under in vivo conditions to enable chronic experiments over the course of years (Ryu and Shenoy, 2009; Rubehn and Stieglitz, 2010; Takmakov et al., 2015; Teo et al., 2016; Lecomte et al., 2017; ASTM, 2018), Reit et al. (2015) have demonstrated, that the use of ester free thiol-monomers significantly increases the durability of thiol-ene networks while it still allows to tune the glass transition temperature and cross-link density.

Here, we present a thiol-ene SMP formulation that is chemically and structurally similar to the most recent ones, but does not contain any ester groups (Do et al., 2017; Ecker et al., 2017; Simon et al., 2017; Garcia-Sandoval et al., 2018; Shoffstall et al., 2018). We have optimized the synthesis of a new monomer and tailored the polymer composition to have similar in vivo softening capabilities as previous reported SMPs. Dynamic mechanical analysis (DMA) of the hydrolytically stable SMP revealed that the SMP has a glass transition temperature above body temperature when dry, but below body temperature after being soaked in phosphate buffered saline (PBS). Thus, the novel SMP is also able to soften under physiological conditions to a modulus that is much closer to the tissue. To verify the improved stability of the new material against hydrolysis, we have performed accelerated aging tests in PBS at elevated temperatures (75°C) for 8 weeks and in one molar sodium hydroxide (NaOH) solution at body temperature over the course of 4 weeks. Weight loss and mechanical properties were determined and compared to a SMP composition that contains ester groups in the main chain. Our results demonstrate that the ester free SMP remained stable over the course of the study whereas the ester-containing counterpart lost about 15% of mass after aging in PBS and even 39% after aging in NaOH. We have also demonstrated that the new softening polymer is biocompatible, can be sterilized, and is compatible with microfabrication methods. That makes this polymer an ideal substrate candidate for future neural implants.



MATERIALS AND METHODS


Synthesis of 1,3,5-tris(3-mercaptopropyl)-1,3,5-triazinane-2,4,6-trione (TTTSH)

Trithiol monomer TTTSH was synthesized following previously reported method (Lundberg et al., 2010) with minor modifications (Scheme 1). Briefly, 30 g (120.4 mmol) 1, 3, 5-triallyl-1, 3, 5-triazine-2, 4, 6-trione (TATATO), 82.40 g (1,080 mmol) thioacetic acid, and 1.98 g (12.04 mmol) 2, 2′-azobis (2-methylpropionnitrile) (AIBN) were placed in a 500 mL three-neck round-bottom flask which was equipped with condenser and nitrogen inlet. Afterward, the reaction mixture was stirred at 65°C for 24 h under a nitrogen atmosphere. Excess thioacetic acid was removed by reduced pressure and then was reacted with methanol (100 ml) and concentrated hydrochloric acid (50 ml) at 65°C for 36 h to cleave the thioester bond. After cooling down to room temperature, water was added (300 ml) and extracted for three times with methylene chloride (300 ml). The organic mixture was washed with sodium hydrogen carbonate solution (5%), dried over MgSO4, and concentrated with reduced pressure. After purification by column chromatography with gradient hexane: ethyl acetate mixtures 1:0 to 1:4 yellowish viscous liquid was obtained.

[image: Chemical reaction scheme showing the synthesis of a polymer. The reaction begins with a compound containing multiple ketone groups and a methacrylate monomer. Initiation occurs at 65 degrees Celsius with AIBN to form a polymer with repeating units. This polymer undergoes further reaction with methanol and hydrochloric acid at 65 degrees Celsius to yield a hydroxyl-terminated polymer.]
SCHEME 1. Reaction scheme of the TTT-SH synthesis.



Fabrication of Polymers

1,3,5-Triallyl- 1,3,5-triazine-2,4,6(1H,3H,5H)-trione (TATATO), Trimethylolpropane tris(3-mercaptopropionate) (TMTMP), and 2,2-Dimethoxy-2-phenylacetophenone (DMPA) were purchased from Sigma Aldrich, whereas Tris [2-(3-mercaptopropionyloxy) ethyl] isocyanurate (TMICN) was purchased from Evans Chemicals, and 1,10-Decanedithiol (DDT) from TCI Chemicals. All the chemicals were used as received without further purification. TTTSH was synthesized as described under section Synthesis of 1,3,5-tris(3-mercaptopropyl)-1,3,5-triazinane-2,4,6-trione (TTTSH). Two thiol-ene SMP compositions were prepared, an ester-free (SMP-A) and an ester containing (SMP-B) formulation, each consisting of stoichiometric quantities of thiol to alkene functionalities. Exact mole fractions are: TTTSH/DDT-TATATO = 0.3/0.2–0.5 (SMP-A) and TMTMP/TMICN-TATATO = 0.45/0.05–0.5 (SMP-B) (Figure 1). A total of 0.1 wt% DMPA of total monomer weight was dissolved in the solution for the initiation of the photopolymerization of the monomer solution. The vial was covered in aluminum foil to prevent incident light from contacting the monomer solution and kept at room temperature. Without exposing the solution to light, the vial was mixed thoroughly by planetary speed mixing.

[image: Diagram showing three panels labeled A, B, and C. Panel A displays chemical structures of TATATO, TTTASH, DMPA plus PI, TMTMP, TMCN, and DDT with labeled functional groups. Panel B illustrates a chemical reaction mechanism involving R1, R2, R3, and PI, with arrows indicating reactions and photo-initiators denoted by hv. Panel C depicts a process flow: mixing, spin coating, photo-curing, post-curing, and patterning, with icons for each step including beakers, a spinning disc, caution symbols, and a patterned substrate.]
FIGURE 1. (A) Chemical structures of monomers and photoinitiator (PI) used for synthesis of polymers SMP-A and SMP-B. Ester groups are highlighted in blue, (B) reaction mechanism of thiol-ene click reaction, and (C) schematic of polymer fabrication.

The polymer solutions were spin cast on 75 × 50 mm glass microscope slides using a Laurell WS-650-8B spin coater. Spin speed was 350 rpm and time was 45 s for SMP-A and 600 rpm and 25 s for SMP-B in order to achieve thicknesses of about 30 μm, respectively. Polymerization was performed at ambient temperature using an UVP CL-1000 crosslinking chamber with five overhead 365 nm UV bulbs for 60 min under air. Cured samples were then placed in a vacuum oven at 120°C and 5 inHg (~16.9 kPa) for 24 h to further complete network conversion.

Test devices were either fabricated using a CO2 laser or were fabricated in the UT Dallas Class 10,000 cleanroom facility. The above SMP-on-glass substrates were used as the starting substrates in the cleanroom. Low temperature silicon nitride (using PlasmaTherm-790 PECVD) was deposited to act as a hard mask for the following plasma etching processes in which the device outline/shape was patterned. Adjacently, the nitride hard mask was etched away in the 1:10 HF dip. For some SMP samples top 4 μm thick crust was etched away in oxygen plasma (Technics RIE). In a final step, the test devices having dimensions of 4.5 × 50 mm × 30 μm were delaminated from the glass slide by soaking in water.



Accelerated Aging

SMP-A and B were subjected to two different accelerated aging scenarios; test samples were either immersed in 20 ml phosphate buffered saline (PBS) at 75°C or in 1 M sodium hydroxide (NaOH) solution at 37°C, respectively. A number of N = 3 samples were removed after 7, 14, 21, and 28 days immersion in NaOH and after 7, 14, 21, 28, 35, 42, 49, and 56 days after immersion in PBS. After removal, the samples were rinsed in de-ionized water before they were dried with a lint-free cloth. The accelerated aging in PBS follows the Arrhenius equation under the conservative assumption for biomedical polymers (Hemmerich, 1998) that Q10 = 2:

[image: Equation showing accelerated aging time \( t_{AA} \) equals real aging time \( t_{AR} \) divided by the tenth root of \( Q_{10} \) raised to the power of \((T_{AA} - T_{AR})/10 \), labeled as equation 1.]

where tAA is the accelerated aging time, tRT the real aging time, TAA temperature for accelerated aging, TRT temperature for real time aging and Q10 the temperature coefficient. According to the Q10 temperature coefficient, which is a derivation of the Arrhenius equation, 1 week in PBS at 75°C is equal to 14 weeks at 37°C.



Weight and Thickness Loss

The dry weight of all samples was determined with 0.01 mg precision before and after aging. The weight loss was calculated according the following equation:

[image: The image shows a mathematical formula for calculating mass loss percentage: \(\text{mass loss (\%)} = \frac{m_0 - m_T}{m_0} \times 100\).]

where m0 is the weight of the neat samples and mT is the weight of the samples after aging. A Marathon micrometer with 0.001 mm precision was applied to determine thickness of samples before and after the aging study. The mean value and standard deviation was calculated for N = 3 samples per aging time.



Dynamic Mechanical Analysis (DMA)

DMA was performed using a TA Instruments RSA-G2 Solids Analyzer with the immersion system in tension mode in order to quantify the storage modulus E' and tan δ of dry or in PBS soaked samples. All measurements were performed on rectangular samples as received after the clean room processing or CO2 laser cutting, having a width of 4.5 ± 0.1 mm and thicknesses of 30 ± 3 μm. The following parameters were selected: clamping distance of 15 mm, a preload force of 0.1 N, a frequency of 1 Hz, and a deformation amplitude of 0.275% strain. Dry experiments were run from 10 to 100°C or from 20 to 120°C using a heating rate of 2°C min−1. Soaking experiments were performed using the immersion system of the RSA-G2 filled with PBS. The first step (the soaking) included the heating from room temperature to 37°C followed by isothermal oscillating for 60 or 120 min. The second step comprised first cooling down to the start temperature with a rate of 3 C min−1 followed by heating from 10 to 80°C applying a heating rate of 2°C min−1. All measurements were performed on three independent specimens in order to gather statistical results. Graphics show representative measurements only.



Termogravimetric Analysis (TGA)

A Mettler Toledo TGA/DSC 1 was used to perform Thermal Gravimetric Analysis on N = 3 samples before and after accelerated aging. The polymer samples were heated from 25 to 700°C at a heating rate of 20°C/min and flow of 50 ml/min nitrogen gas. Samples were approximately 5 mg each.



Cytotoxicity Test

Cytotoxicity assays were carried out as previously described (Black et al., 2018) and in accordance with the International Organization for Standards (ISO) protocol “10993-5: Biological evaluation of medical devices”(ISO, 2008). Briefly, 50% and 100% concentration shape-memory polymer (SMP-A) extract was evaluated against Tygon-F-4040-Lubricant Tubing extract (positive control) and cell medium (negative control). Material extracts which reduced normalized cell viability percentages below 70% were considered cytotoxic in accordance with the ISO protocol (ISO, 2008).

Material extracts were made by soaking 3 cm2/ml of positive control and SMP A in Dulbecco's Modified Eagle Medium (DMEM) at 37°C, 5% CO2, and 95% relative humidity for 24 h in a polystyrene, glass-bottom 24 well plate (Greiner Bio-One, Austria). NCTC clone 929 fibroblasts (ATCC, USA) were routinely sub-cultured and seeded in a separate 24 well plate at a density of 100,000 cells per well in complete cell medium (DMEM with 10% horse serum) and allowed to incubate at 37°C, 5% CO2, and 95% relative humidity for 24 h until a semi-confluent monolayer of cells was formed. Cell media was replaced with the respective material extract for 24 h before being stained using a LIVE/DEAD Cytotoxicity kit for mammalian cells (Thermo Fisher, L3324) using manufacturer protocol. Briefly, Cells were washed three times with sterile PBS and incubated at 37°C with 2 μM Calcein AM (CaAM) and 4 μM Ethidium Homodimer (EthD-1) for 15 min. CaAM dye stained the cytoplasm of live cells while EthD-1 stained the nucleus of apoptotic cells. 2 × 2 field stitched fluorescent images (10x objective) were taken in each well using an inverted microscope (Nikon Ti eclipse).

Live/dead cell counts were quantified using ImageJ (NIH). Briefly, images were treated with a 2.0 Gaussian Blur then automatically counted based on local intensity maxima. Further analysis using a MATLAB program identified cells that exhibited both live and dead stains based on cell-to-cell proximity through and were removed from the live count. Cell viability percentage was defined as the ratio of live cells to the total number of cells. Cell viability percentages reported were normalized to the negative control.




RESULTS


Synthesis of Ester Free Monomer

Trifunctional thiol (TTTSH) was synthesized by radical addition reaction between TATATO and thioacetic acid followed by hydrolysis in acidic media. Column chromatography was applied to remove byproducts. Yield: 30 g (71%). 1H NMR, 13C NMR and FTIR, support the successful synthesis (detailed plots are shown in SI, Supplementary Figures 1–3). 1H NMR [600 MHz, CDCl3, δ (ppm)]: 3.98 (t, J = 7 Hz, 6H, -N-CH2-CH2-), 2.54 (dt, J = 7 Hz/ J = 8 Hz, -CH2-SH), 1.94 (quintet, J = 7 Hz, 6H, -CH2-CH2-CH2-), 1.52 (t, 3H, J = 8 Hz, -SH).13C NMR [150 MHz, CDCl3, δ (ppm)]: 149.03(–C = O), 41.84 (–NCH2–), 31.87 (–CH2–), 21.95 (–CH2SH). FT-IR (cm−1): 2962, 2933, 2854, 2566 (νS−H), 1671 (νC = O), 1454, 1423, 1373, 1334, 1288, 1230, 759.



Softening Effect on Pristine SMPs

Our aim was to synthesize an ester free SMP formulation with similar softening properties as previously used ester-containing thiol-ene and thiol-ene/acrylate polymer compositions. In order to mimic the effect of body fluids on mechanical properties of the polymer SMP-A, dynamic mechanical analysis was performed in dry and soaked conditions (Figure 2A). The glass transition temperature (Tg) and storage modulus (E') in the glassy and rubbery state was tuned to be similar to the previously used SMP-B (Figure 2B). Soaked conditions were achieved by immersing the polymers in phosphate buffered saline (PBS) at 37°C and monitoring the storage modulus loss until the modulus no longer decreases. We determined that the composition consisting of TTTSH/DDT-TATATO = 0.3/0.2–0.5 had comparable values. Soaking in PBS led to a modulus decrease for SMP-A from 1,020 ± 67 MPa at room temperature (23°C) to 22.1 ± 0.3 MPa after 20 min at 37°C, while the modulus of SMP-B dropped from 2,187 ± 98 MPa to 28.8 ± 0.4 MPa. After soaking in PBS, the peaks of loss modulus and tan (delta) which show the glass transition temperature of both SMPs decreased by 12–14°C compared to the dry values (Figure 2). For SMP-A, Tg dropped from 46.3 ± 0.7 to 34.6 ± 0.8°C and for the SMP-B, fell from 47.8 ± 0.4 to 33.0 ± 0.6°C.

[image: Two sets of graphs labeled A and B display storage modulus, loss modulus, and tan delta against temperature for dry and PBS-soaked samples. Dry samples are shown in green, while soaked samples are in blue. Graph A shows a higher glass transition temperature (Tg) at 66.3 degrees Celsius for dry samples and 34.6 degrees Celsius for soaked samples. Graph B shows Tg at 47.7 degrees Celsius for dry samples and 33.0 degrees Celsius for soaked samples. Each section highlights differences in material properties due to the soaking process.]
FIGURE 2. Representative DMA data of SMP-A (A) and SMP-B (B) showing the changes in the storage modulus (top), loss modulus (center), and tan delta (bottom) after softening in PBS, respectively.



Accelerating Aging Test in PBS at 75°C

Chronic implantable bioelectronic devices must consist of stable substrate materials in biological environment to enable operation for many years in vivo (Lyu and Untereker, 2009). To compare the hydrolytic stability of the sample's network in physiological conditions, aging in PBS was performed. In order to accelerate the aging process, the temperature was increased to 75°C. The effect of the aging conditions on mass change (Figure 3) and viscoelastic behavior (Figure 4) of the samples were then assessed. As shown in Figure 3A, the SMP-B was stable for nearly 4 weeks, but thereafter began to continually lose mass until the test was stopped. After 8 weeks at elevated temperature, SMP-B lost 14.7 ± 0.9% of its original mass. On the other hand, SMP-A exhibited no weight loss. A similar trend is seen in Figure 3B, where SMP-A displayed no change in thickness over the testing period, whereas SMP-B began to thin after 5 weeks. At the end of 8 weeks SMP-B lost 9.8 ± 1.6% of its original thickness.

[image: Side-by-side graphs show changes over 60 days for SMP-A and SMP-B. Graph A tracks mass change, with SMP-A staying consistent and SMP-B decreasing sharply after day 10. Graph B shows thickness change, where SMP-A remains stable, while SMP-B decreases significantly after day 30. Green lines represent SMP-A, and red lines represent SMP-B, both with error bars.]
FIGURE 3. Mass change (A) and thickness change (B) of SMP-A and SMP-B after various aging times in PBS at 75°C.

[image: Graphs showing how storage modulus, loss modulus, and tan delta change with temperature over several weeks. Panel A and B display data collected from the first to eighth weeks. Each week is represented by a differently colored line, showing trends and shifts in the curves as the weeks progress.]
FIGURE 4. Representative DMA measurements of SMP-A (A) and SMP-B (B) showing changes in the storage modulus (top), loss modulus (center), and tan delta (bottom) after various aging times in PBS at 75°C, respectively.

The DMA data of the SMPs aged in PBS indicates that Tg increased each week, which can be seen in the peak shifts of tan delta and the loss modulus, respectively. As seen in Figure 4, the Tgfor both SMP-A and SMP-B displayed higher glass transition temperatures after soaking in PBS at 75°C (shifting from 47 to~61°C). Figure 4B indicates that rubbery modulus of SMP-B decreases gradually and tan delta peak is getting wider and asymmetric with increasing aging time. On the other hand SMP-A does not show any changes in the shape of graphs.



Accelerated Aging Test in 1 M NaOH Solution

The effect of harsh conditions (1.0 M NaOH, 37°C) on our two different polymers (SMP-A and B) was investigated. Mass and thickness changes (Figure 5) and mechanical properties (Figure 6) of the polymers were compared to the initial pristine and dry polymers. Figure 5A shows the change in polymer mass over time. Over the course of the 4 weeks investigation, SMP-A had no appreciable loss of mass, whereas SMP-B showed remarkable mass change during 4 weeks with a final mass loss of 38.7 ± 0.3%. In addition to the weight loss study, the thickness of each polymer was monitored during the aging. Figure 5B indicates significant thickness loss (42.1 ± 1.7%) for SMP-B over the course of the aging test, while SMP-A was stable.

[image: Two line graphs showing mass and thickness changes over 30 days for SMP-A and SMP-B. Graph A illustrates mass change; SMP-A remains constant while SMP-B decreases. Graph B shows thickness change; SMP-A remains stable, whereas SMP-B decreases steadily. SMP-A is depicted with green lines and circles, SMP-B with red lines and squares.]
FIGURE 5. (A) Mass change of SMP-A and SMP-B in 1 M NaOH with (B) corresponding thickness loss.

[image: Comparison of storage modulus, loss modulus, and tan delta as functions of temperature over different weeks. Panel A shows data for the first, second, third, and fourth weeks, while Panel B compares the first, second, and third weeks. The graphs display variations in mechanical properties over time.]
FIGURE 6. Representative dynamic mechanical analysis after aging test in 1 M NaOH solution showing changes in the storage modulus (top), loss modulus (center), and tan delta (bottom) after various aging times at 37°C (A) SMP-A (B) SMP-B.

Dynamic mechanical analysis (DMA) was performed to investigate the stability of thermomechanical properties of both SMPs after aging in NaOH (Figure 6). It can be seen that there are no changes in the profiles of the storage/loss moduli, and tan delta. We could not measure the thermomechanical properties of SMP-B after 4 weeks of aging in NaOH, since the polymers were already too degraded and the specimen were brittle and ruptured (see Supplementary Figure 4 in SI). These findings are in line with the weight loss and thickness measurements, which also revealed drastic changes. Thermal gravimetric analysis (TGA) was performed in order to compare thermal stability of materials before and after the aging study in NaOH and PBS (Figure 7). It can be seen in Figure 7A that SMP-A (top) was not affected by the aging study in both media and degradation temperature and mass loss rate did not change. However, SMP-B (bottom) displays a slightly lower onset in the decomposition temperature after 4 weeks in NaOH (from 320 to 300°C) and even larger shift (from 320 to 250°C) after 8 weeks in PBS media. Figure 7B displays a more detailed view on the aging effects of 75°C PBS on SMP-B. The onset of the decomposition temperature shifts downward about 8–10°C per week. In addition, the mass loss rate pattern changes over time, in detail the shoulder at higher temperature diminishes.

[image: Two graphs compare thermal degradation of polymers. Graph A shows weight loss and mass change rate of SMP-A and SMP-B across conditions: pristine, in NaOH, and in PBS. Graph B displays weight loss and mass change rate of a pristine polymer over eight weeks. Both graphs illustrate weight percentage changes and mass change rate against temperature.]
FIGURE 7. Thermal gravimetric analysis of SMPs. (A) Showing weight loss and mass change rate of SMP-A (top) and SMP-B (bottom) after 4 weeks in 1 M NaOH solution at 37°C (red line) and 8 weeks in PBS at 75°C (green line). (B) Weight loss (top) and mass change rate (bottom) of SMP-B in PBS over 8 weeks.



Cytotoxicity Test

To evaluate the cytotoxicity of SMP-A in vitro, we carried out live/dead assays based on material extract treatments in accordance with ISO protocol 10993-5. After fibroblasts were incubated for 24 h in the material extract, cell viability percentages were calculated and normalized to the negative control (Figure 8). SMP A at 50 and 100% concentrations had normalized viability percentages of 97.8 ± 0.8% (mean ± SEM, n = 6) and 93.6 ± 1% (mean ± SEM, n = 6), respectively. The positive control had a significantly lower viability percentage of 21.8 ± 4.7% (mean ± SEM, n = 6) (Figure 8B). Normalized viability percentages for SMP A at both 50 and 100% concentrations were both above the 70% threshold and deemed non-cytotoxic in accordance with ISO protocol 10993-5.(ISO, 2008) The in vitro cytotoxicity of SMP-B was evaluated in a different study (Black et al., 2018) and is therefore not shown detailed herein. The other study revealed that SMP-B (which was named FS SMP in the other study) had normalized viability percentages of 99.1 ± 0.7 % in the case of NCTC fibroblasts.

[image: Fluorescence microscopy image of cells stained with green and red markers, showing mostly green-stained cells with a few red ones. Below, a bar graph depicts normalized percent viability for different samples: 50% SMP A, 100% SMP A, positive control, and negative control. The first two bars show high viability, comparable to the positive control, while the negative control indicates low viability. A dashed blue line represents a reference level at 100%.]
FIGURE 8. SMP-A Cytotoxicity assays using NCTC fibroblasts (A) Fluorescent image of NCTC fibroblasts stained with CaAM (green) and EthD-1 (red). Green cells represent live cells while red cells represent apoptotic cells. Scale bar represents 100 μ m (B) Mean normalized cell viability percentage of SMP A at 50 and 100% concentrations, positive control, and negative control. Blue dotted line represents the 70% threshold based on ISO protocols (ISO, 2008) needed to pass for non-cytotoxic materials.




DISCUSSION

The focus of this study was to compare the stability of two types of SMPs that are applicable for flexible bioelectronic devices. Finding the appropriate substrate for the use in self-softening bioelectronic devices requires an understanding of the chemical structure and composition of the monomers for fine-tuning of the glass transition temperature of the final polymer. Glass transition (Tg) is critical to designing polymeric substrates for softening bioelectronic devices, since the Tg must be higher than body temperature prior to insertion for easy handling. After insertion however, a Tg higher than body temperature may cause an inflammatory response because the polymer is still in its glassy (stiff) state. Both SMP-A and SMP-B were synthesized utilizing a thiol-click polymerization mechanism and the glass transitions were tuned to be between 42 and 46°C in dry conditions and around 34°C when immersed in PBS. The mechanical properties of the SMPs change in the aqueous environments due to the plasticization effect of water molecules on polymer films. The storage modulus E′ decreased significantly after 25 and 10 min immersion in PBS at 37°C, for SMP-A and SMP-B, respectively. Therefore, the glass transition in dry condition is high enough for handling during insertion and low enough to minimize an inflammatory response under physiological conditions. After finding the proper composition for both SMPs, the polymers were evaluated for long-term stability in two different media; PBS to mimic the aqueous environment in vivo at elevated temperature (75°C) and a harsher alkaline solution (NaOH) at 37°C. Afterward, the weight loss and thermomechanical properties of the SMPs were investigated.

The weight loss and thickness loss data of polymers in PBS (Figure 3) indicates that SMP-B is stable until the fourth week but thereafter begins to continually lose weight and thickness up to 15 and 10%, respectively. According to equation 1, aging test at 75°C for 1 week is equivalent to 14 weeks at body temperature. Therefore, SMP-B is expected to start to degrade after about 56 weeks (14 months) under physiological conditions. While this time span might be long enough for many chronic and sub-chronic studies on animals, which usually last 3 months to a year, it would not be sufficient for long-term chronic applications, which may take several years to decades. In contrast, SMP-A data shows that ester-free polymers are stable under these conditions until the end of this study, which was 8 weeks (projected to ~26 months under physiological conditions) without any signs of degradation. Harsh conditions (1 M NaOH) were used to further accelerate aging, which will be discussed later.

DMA data (Figure 4) reveals that the glass transition temperature of both polymers shifts to a higher temperature with increasing aging time, which is indicated by shifted loss modulus and tan delta peaks. In order to investigate whether this effect is due to the PBS or due to the relatively high temperature (this effect was not seen upon aging on NaOH at 37°C), additional experiments were performed. We aged SMP-A samples in de-ionized (DI) water at 75°C for up to 3 weeks, respectively, before DMA measurements were conducted and compared to the aging study in PBS at the same temperature. DMA data (shown in SI, Supplementary Figure 5) revealed that the samples aged in water showed similar shifting in Tg, which shows that the elevated temperature causes annealing effects. We do not expect to see such effects at body temperature. In addition, the DMA data shows that after 4 weeks of aging test in PBS, the rubbery storage modulus started to decrease and tan delta got wider which means the SMP-B started to lose the crosslink density. Since accelerating aging test was performed at 75°C (above the glass transition of the polymer), the mobility of polymer chains and diffusion of water molecules were increased. Therefore, the water migration into the polymer was faster than the reaction rate of the hydrolysis, which leads to bulk degradation (Lyu and Untereker, 2009). TGA data (Figure 7B) also confirms that at higher temperature water molecules can diffuse into the polymer structure and hydrolize ester functional groups. That causes a loss in the crosslink density of polymer. With that, the thermal stability of the polymer was reduced as shown by decreased decomposition temperatures. The diminishing shoulder at higher temperatures can be attributed to the fact that the polymer network got already broken down by hydrolysis. Fragments of the hydrolyzed TMICN and TMTMP monomers have already left the polymeric network and therefore do no longer contribute to the thermal decomposition profile of the polymer. To further investigate the degradation of the polymers, gas chromatography-mass spectroscopy (GS-MS) was applied on the PBS solution after aging. GC-MS data (shown in SI, Supplementary Figure 7) indicates that tris(hydroxymethyl)propane was released from SMP-B. In contrast, however, SMP-A did not reveal any degradation products in the PBS after aging. That confirms our assumption that the ester-containing SMP-B undergoes hydrolysis since tris(hydroxymethyl)propane is a fragment of the monomer TMTMP, which used for the synthesis of this polymer (Supplementary Scheme 1).

Figure 5 shows the weight loss and thickness loss of SMP-A and SMP-B in NaOH solution. According to the graphs, SMP-A, which does not contain ester groups, is completely stable and the weight and thickness did not change over the course of the aging study. On the other hand, ester-group containing SMP-B started to hydrolize which leads to a 38% and 42% decrease in weight and thickness, respectively after 4 weeks. It was seen that SMP-B had a maximum weight loss of 15% after 8 weeks in PBS at 75°C, which was approximately the same as for aging in NaOH for 9 days. Therefore, we assume that the aging in NaOH at 37°C is roughly six times faster than in PBS at 75°C. Based on the equation 1, 1 week in PBS at 75°C is equal to 14 weeks at 37°C. Taking both considerations into account, we estimate that 4 weeks degradation in NaOH at 37°C is equal to 24 weeks at 75°C. Therefore, it could be concluded that SMP-A is projected to be completely stable for at least 7 years under physiological conditions.

The DMA data of SMP-A and SMP-B after aging in NaOH (Figure 6) indicates that Tg, loss and storage moduli of SMP-A are completely conserved, while SMP-B degrades too rapidly for data collection after 4 weeks. All of the SMP-B samples tore apart during testing before obtaining a glass transition temperature (see Supplementary Figure 4 in SI). Since salts and ions have low solubility in polymer chains, hydroxide ions did not diffuse into the polymer structure and hydrolysis took place on the surface (Lyu and Untereker, 2009). Therefore, erosion of the polymer occurred from the outside to the inside of the film. Another finding was, that in contrast to the aging in PBS, the rubbery modulus of SMP-B did not decrease. That indicates that there are no changes in the polymeric network and the crosslink density. These findings support the hypothesis that aging in NaOH follows surface erosion rather than bulk degradation. We have also noticed, that the aging at 37°C was not affecting the Tg of the polymers, which indicates that no annealing took place at this temperature. Additionally, we have performed ATR-FTIR of polymers SMP-A and SMP-B before and after both aging scenarios (Supplementary Figure 8 in SI). SMP-A shows as expected no changes in surface chemistries after both aging studies. SMP-B however has shown only minor changes after 4 weeks in NaOH, wheras it shows more distinct changes after aging for 8 weeks in PBS. It can be seen for example a broad peak appearing between 2,500 and 3,500 cm−1, which can be assigned to the hydroxyl (OH) and carboxyl (OH) streching vibration signatures, which is due to hydrolized polymer fragments. These measurements support the bulk vs. surface erosion theory further. Even if ATR is a surface method, the penetration depth of the IR beam is between 0.5 and 5 μm into the bulk of the sample. Therefore, the bulk degraded sample (PBS aged) shows a higher number of degraded moieties per volume measured.

Thermogravimetric analysis graph (Figure 7) displays SMP data before and after aging in NaOH. Figure 7A indicates that SMP-A is completely stable, while for SMP-B the onset of decomposition shifts about 30–40°C toward lower temperatures after aging. In general, polymers with decomposition temperatures higher than ~300°C are favorable for the fabrication of bioelectronic devices. The micro-fabrication of such devices uses processes such as photolithography, metal deposition, reactive ion etching, and chemical etching.

It should be noted that long term implants are not only subjected to hydrolytic degradation in an in vivo environment. Takmakov et al. (2015) pointed out that hydrolytic degradation alone may not adequately capture the aggressive chemical environment that is created by activated immune cells, which release digestive enzymes and reactive oxygen species (ROS). They have developed an in vitro system to simulate degradation of neural implants that can occur in a stressful environment by using hydrogen peroxide to mimic the effect of ROS generation during the brain's injury response. While this presents an important part of real live conditions, the focus of the present study is on the hydrolytic degradation only, because we wanted to demonstrate the improved durability of the ester free SMP-A against the ester containing SMP-B. In future studies however, we will perform experiments to evaluate the durability of thiol-ene and thiol-ene/acrylate formulations against oxidative species such as hydrogen peroxide. We do not expect to see any differences between ester containing and ester free versions because the ester groups are reported in literature to be not susceptible for oxidation (Lyu and Untereker, 2009). The sulfide groups however, may undergo oxidation to sulfoxides and sulfones using 30% aqueous hydrogen peroxide (Jeyakumar and Chand, 2006; Gregori et al., 2008).

The ultimate goal is to utilize the hydrolytically stable SMP-A as a substrate for neural interfaces and therefore have an alternative to the currently used softeing SMP versions (Simon et al., 2017; Garcia-Sandoval et al., 2018). To validate that the polymer is compatible with microfabrication processes, SMP-A was spin-coated on silicon wafers and subjected to photolithography as previously decribed (Ecker et al., 2017). Briefly, the polymer was covered by a silicon nitride (SiN) hard mask before it was coated with positive photoresist. Afterward, a photomask was used to pattern the pacifier probe through the photoresist by exposure to UV light. Next, the probe was subjected to dry etch with SF6 to remove unpatterned hard mask. Subsequently, oxygen plasma was applied to remove excess polymer and patterned photoresist. Finally, the sample was etched with hydrofluoric acid to remove SiN that was on the SMP (Garcia-Sandoval et al., 2018). The micro-fabricated pacifier probes were also used for the in vitro cytotoxicity test.

Another important aspect is that materials for biomedical applications should be biocompatible and sterilizable. The materials need to be able to show a desirable performance with respect to a specific medical treatment, without any unwanted effects on the tissues (Johnson and Shiraishi, 2014; Huang et al., 2017). One of the tests for evaluating prospective biocompatibility of biomedical devices before clinical survey is in vitro cytotoxicity (Johnson and Shiraishi, 2014). To investigate the potential toxicity without affecting the mechanical or chemical properties of the polymer, cytotoxicity tests were performed on pacifier probes by incubating fibroblasts with extract of SMP-A for 24 h. Figure 8 confirms that the extract of the polymer at both concentrations is reliable and the polymer is expected to be safe for biomedical applications. We have seen, that SMP-B produces some water soluble byproducts after hydrolysis. These byproducts may undergo some deleterious reactions including oxidation in vivo. Therefore, the degraded polymer may not prove to be as biocompatible as the original polymer. Additional studies, such as functional neurotoxicity or cytotoxicity assays using primary cortical neurons, (Charkhkar et al., 2014) need to be performed to further investigate potential harm of degradation product. On the other hand, SMP-A sustained even in harsh conditions without any signs of degradation and therefore is less of a biocompatibility concern. Biomedical devices need to be sterilized properly for in vivo studies. To inquire the effect of sterilization on mechanical properties, SMP-A was subjected to sterilization with ethylene oxide (EtO) as previously described (Ecker et al., 2017). Since the sterilization with EtO was performed at a low temperature, it has negligible effects on the mechanical properties of SMPs. DMA data (shown in SI, Supplementary Figure 6) before and after sterilization shows that storage modulus and glass transition did not change remarkably.



CONCLUSION

Ester free (SMP-A) and ester containing (SMP-B) polymers with comparable thermomechanical properties and softening capabilities were prepared and their stability in vitro was evaluated. Accelerated aging tests were performed on both polymers and their stability was compared. According to the test results, ester free polymers are projected to be stable for at least 7 years in the biological environment, whereas the ester containing polymer should be stable for approximately 1 year. Therefore, the new ester-free polymer (SMP-A) is a good candidate for future devices. It was stable under the tested conditions and is therefore much more reliable and robust than SMP-B, but still biocompatible. Furthermore, fabrication of pacifier probes demonstrated that SMP-A was stable in cleanroom processes and conserved its mechanical properties. Next steps will include the fabrication of fully functional neural interfaces and their testing in vitro as well as in vivo.
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Developing new standardized tools to characterize brain recording devices is critical to evaluate neural probes and for translation to clinical use. The signal-to-noise ratio (SNR) measurement is the gold standard for quantifying the performance of brain recording devices. Given the drawbacks with the SNR measure, our first objective was to devise a new method to calculate the SNR of neural signals to distinguish signal from noise. Our second objective was to apply this new SNR method to evaluate electrodes of three different materials (platinum black, Pt; carbon nanotubes, CNTs; and gold, Au) co-localized in tritrodes to record from the same cortical area using specifically designed multielectrode arrays. Hence, we devised an approach to calculate SNR at different frequencies based on the features of cortical slow oscillations (SO). Since SO consist in the alternation of silent periods (Down states) and active periods (Up states) of neuronal activity, we used these as noise and signal, respectively. The spectral SNR was computed as the power spectral density (PSD) of Up states (signal) divided by the PSD of Down states (noise). We found that Pt and CNTs electrodes have better recording performance than Au electrodes for the explored frequency range (5–1500 Hz). Together with two proposed SNR estimators for the lower and upper frequency limits, these results substantiate our SNR calculation at different frequency bands. Our results provide a new validated SNR measure that provides rich information of the performance of recording devices at different brain activity frequency bands (<1500 Hz).

Keywords: SNR, neural recording, slow oscillations, low impedance, neural interfaces


INTRODUCTION
Interfacing the brain using electrodes to record from and stimulate it is a standard approach for investigating brain function. Multielectrode arrays (MEAs) in particular are widely used devices, both in basic research and in the clinic, that can record electrophysiological signals simultaneously from different neuronal populations. MEAs have been used in basic research to study brain function in in vitro experiments (Berdondini et al., 2006; Taketani and Baudry, 2006; D’Andola et al., 2017) as well as in anesthetized and in chronically implanted behaving animals (Nicolelis et al., 2003; Dickey et al., 2009; Khodagholy et al., 2015). Furthermore, the use of chronic implants based on MEA technology has increased in the last few decades with the development of brain-computer interfaces (BCIs) to compensate for lost neural functions (Hochberg et al., 2006; Lebedev and Nicolelis, 2006; Donoghue, 2008). An important group of BCIs is based on the recording of the local neuronal population such as local field potentials (LFPs) and on multi-unit activity (MUA) (Lebedev and Nicolelis, 2006). An important drawback of this group of BCIs is their limitations on obtaining brain signals within a large bandwidth, especially high-frequency signals such as MUA. These limitations are not only a feature of the electrodes themselves, but also a feature of the design of the recording system and the filtering procedure. Hence, one of the strategies to overcome this frequency limitation consists in increasing the ability of the recording system to accurately sense and record biological signals in their whole frequency range in order to detect as many frequency bands as possible. The main feature that characterizes an ideal extracellular microelectrode for recording brain signals is a high signal-to-noise ratio (SNR), which is a measure of the fidelity of the received message for the whole frequency band containing useful neural information (Baranauskas et al., 2011). SNR is usually assessed using saline-measured electrode impedances. Typically, electrodes are made of metallic conductors such as gold (Au), and since the electrodes used in MEAs are on the micrometer scale, it is a challenge to achieve low electrode impedance with plain conductors only (Obien et al., 2015). It is generally assumed that higher SNR values can be achieved by lowering the electrode impedance, which decreases with increasing active surface area. Thus, recent research has pursued new materials and fabrication techniques aimed at increasing as much as possible the active surface area. Two particularly appealing approaches to increasing the active surface area of electrodes are: (1) platinum black coating electroplated on metallic electrodes (Pt) (Desai et al., 2010; Zhang et al., 2013); and (2) polypyrrole/carbon nanotubes composite electrodeposited on metal electrodes (CNTs) (Keefer et al., 2008; Baranauskas et al., 2011). Whereas the quantitative characterization of the working performance of electrodes is usually achieved by using electrochemical impedance spectroscopy (EIS), this measure is useful to predict some electrode properties but does not assess the entire electrode performance while measuring biological signals (Ludwig et al., 2006; Ferguson et al., 2009; Baranauskas et al., 2011). On the other hand, the SNR of the signal recorded through the electrode allows the quantification of the recording performance of the electrode and therefore contrasting electrodes of different types.
Besides electrode limitations, it is important to consider that recording systems have to ensure an amplification stage as close as possible to the recording site by means of a high common mode rejection (the ability to reject common noise in the active and reference electrode) in order to reduce external noise and ensure stable recordings. This can be achieved by a large input impedance in the amplifier (normally in the order of TΩ at 1 kHz) (Nelson et al., 2008). The recorded frequency band is also limited by the filters of the amplifiers, which have to ensure the same amplification value for all the frequencies of interest (Kappenman and Luck, 2010).
Current approaches for assessing SNR in brain recordings rely mostly on the amplitude of the signal. For instance, some reported methodologies are based on the recording of evoked (Kuzum et al., 2014) or spontaneous epileptic activity (Khodagholy et al., 2013) and the SNR is calculated by taking the highest peak during a period of epileptic activity and dividing it by the standard deviation (SD) of the background signal during a period of low biological activity. Recently, a similar procedure was performed by calculating the SNR of slow oscillations—an activity pattern that alternates between periods of neuronal firing, or Up states, and periods of almost neuronal silence, or Down states (Steriade et al., 1993)—as the ratio of the Up state amplitude to the Down state SD (Blaschke et al., 2017). Since these SNR approaches are based on the amplitude of the signal, the calculated SNR values only evaluate the behavior of the devices at the frequency of the recorded events. Nonetheless, obtaining information about the SNR at different frequency ranges of the brain signals is a relevant step in the characterization of recording devices. To overcome the limitations of the current SNR approaches, new methodologies to quantify the SNR in brain recordings are needed.
In brain recordings, the frequency bands of interest include the LFP (<500 Hz), MUA (200–1500 Hz) (Mattia and Del Giudice, 2002) and single-unit activity (>1000 Hz). Within the LFP band are the slow oscillations, which constitute a good model to study the SNR of brain signals because they encompass different frequency bands: from <1 Hz (frequency of Up and Down state alternation) to high-frequency synchronization in the β/γ range (15–100 Hz) (Steriade et al., 1996; Compte et al., 2008) and population spiking activity (MUA) above 200 Hz during Up states (Steriade et al., 1993). Slow oscillations spontaneously arise during slow wave sleep and under anesthesia in vivo (Steriade et al., 1993), and also in in vitro brain slices (Sanchez-Vives and McCormick, 2000), granting the possibility of exploring them in distinct experimental conditions.
The aims of this study were: (1) to develop and validate a new approach to quantify the SNR of brain recording devices; and (2) to compare the throughput of co-localized electrodes of different materials, namely Au, CNTs and Pt. For these purposes, we used an adaptation of the SNR calculation based on the features of the slow oscillations, which we recorded using MEAs with electrodes of the three aforementioned materials distributed in tritrodes and stereotrodes. The integration of three materials in close vicinity within the same MEA allowed the direct comparison between them, thereby avoiding the problem of comparing electrodes from different probes and/or electronic systems, and avoiding recording different neural activity patterns coming from distant neuronal populations.



MATERIALS AND METHODS

SNR Calculation

Signal-to-noise ratio is defined as the ratio of the power spectral density (PSD) of a signal (meaningful information) with respect to the power of the background noise. In the analysis of brain recordings, this measure is commonly applied in spike sorting to select the best recording location, and also to characterize the reliability of neural information transmission (Schultz, 2007). The SNR can be calculated from spontaneous or evoked neural responses to different types of stimuli (electrical, sensory, etc.). For example, in the calculation of the SNR from a time-dependent signal in single cell recordings, the action potentials are considered “signal” and the inter-spike intervals the “noise.” Then, following the description from Rieke et al. (1997), the SNR is calculated as follows:

[image: Signal-to-noise ratio as a function of frequency, denoted as SNR of f, equals the signal function S of f divided by the noise function N of f, labeled equation one.]

Where S(f) is the PSD of the signal and N(f) is the PSD of the noise. In our study, we obtained extracellular LFP recordings from active cortical slices that spontaneously generated slow oscillations (Sanchez-Vives and McCormick, 2000). Since Up states are the consequence of a population of neurons firing, we considered Up states the “signal.” As described above, Up states contain a broad band of frequencies; that is, they contain meaningful information. On the other hand, we considered Down states the “noise” because they are mostly silent periods. In order to quantify the SNR at different frequencies, the spectral SNR (in dB) becomes:

[image: Equation showing the formula for calculating the power spectral density ratio, expressed as ten times the logarithm base ten of the ratio of the average PSD up to the average PSD down.]

where N is the total number of Up states and N’ is the total number of Down states.

SNR Estimators

To easily quantify the performance of each material, thereby avoiding the vast amounts of information obtained through the spectral analysis, we proposed and validated a set of SNR estimators. The advantage of using these SNR estimators is that they reduce and summarize the large amount of information provided by the spectral SNR, since the spectral SNR gives a value of SNR at each different frequency. These estimators are derived from the spectral SNR curve (Eq. 2), or directly from the LFP signal.

Area Under the Curve (AUC)

The area under the spectral SNR curve within the frequency range from 5 to 1500 Hz, where 5 Hz is the minimum frequency allowed by the PSD and 1500 Hz is the upper limit of the MUA band. It is calculated as follows:

[image: AUC equals the integral from f sub l to f sub u of SNR sub spectral of f with respect to df, labeled equation three.]

where fl is the lower integration limit (5 Hz in this case) and fu is the upper integration limit (1500 Hz). However, when AUC is computed in frequency bands, these limits change, being f0 the lowest frequency of the band and f the highest frequency of the band.

The AUC can also be calculated for defined frequency bands. In our case, we chose three frequency bands of interest: low (5–30 Hz), middle (30–200 Hz), and high (200–1500 Hz). The low band ranges from the limit of resolution of the PSD (5 Hz) to the upper limit of the β band (30 Hz). The middle band ranges from the lower limit of the γ band (30 Hz) to the lower limit of the MUA band (200 Hz). Finally, the high band corresponds to a part of the MUA band (>200 Hz).

Frequency Limit of Detection (FLOD)

Frequency at which the spectral SNR equals zero. At this point, the power of the signal is exactly the same as the power of the noise.

Voltage SNR (vSNR)

This is the most widely reported approach to compute the SNR in LFP recordings in animals under anesthesia (Kuzum et al., 2014; Blaschke et al., 2017). The vSNR is calculated as the ratio between the mean of the peak-to-peak amplitude of all the Up states and the mean of the SD of all the Down states:

[image: Equation labeled as (4) showing the signal-to-noise ratio for voltage: SNR_Voltage equals the sum from i equals 1 to N of P2P_Up sub i, divided by N, divided by the sum from j equals 1 to N prime of STD_Down sub j, divided by N prime.]

Fabrication and Characterization of the MEAs

Flexible microprobes integrating 16 Au microelectrodes were fabricated using SU-8 negative photoresist as flexible substrate as previously described (Gabriel et al., 2013; Illa et al., 2015). The fabricated MEA has dimensions of approximately 32 mm long (Figure 1A). The tip, where the array of distributed microelectrodes is, covers 6.00 mm × 1.55 mm. The microelectrodes are distributed in tritrodes and stereotrodes. They are 50 μm in diameter and the center-to-center distance with neighboring electrodes is 200 μm. The rest of the tip is provided with holes to enhance tissue oxygenation. To facilitate the use of the fabricated microprobes, these were connected to a printed circuit board (PCB) with a proper pin output by means of a 16-channel zero insertion force (ZIF) connector. For this, the connecting pads of the microprobe were designed to match the specifications of the desired ZIF connector and, additionally, a spacer was used to ensure good contact between the probe and the connector.

[image: Diagram showing a microelectrode array with labels and dimensions. Panel A displays the array layout with electrode positions and specific measurements. Panel B includes a close-up of the electrodes, highlighting holes and material types: bare gold (red), platinum black (black), and SWNTs/ppy (green). Scanning electron microscope images below illustrate different surface textures of the electrode materials.]
FIGURE 1. Cortical multielectrode arrays (MEAs). (A) Overview of the microfabricated device. Optical microscopy image of the MEA including dimensions and layout in detail of the microelectrodes disposition (tritrodes and stereotrodes) and holes (gray). (B) Tritrodes distribution in detail and scanning electron micrographs (SEM) showing 50-μm bare gold microelectrodes before the modification (Au in red), after the modification with platinum black (Pt in black) and the single-walled carbon nanotubes/polypyrrole composite electrode (CNTs in green).

Platinum Black (Pt) Electrodeposition

Au electrodes on individual devices were electrochemically coated with a porous layer of platinum black to reduce their impedance through a customized process of platinization (Gabriel et al., 2007). More specifically, electrodeposition was performed using a platinum chloride solution [0.1 M hydrochloric acid, 2.3% platinum (IV) chloride and 0.023% lead (IV) acetate 99%] at -0.2 V for 20 s. The electrodes modified with platinum black correspond to numbers 3, 4, 7, 10, 13, and 14 in Figure 1A, depicted in black. In Figure 1B, a scanning electron microscopy image shows the rough morphology that is achieved by electrodepositing this material.

Single-Walled Carbon Nanotubes/Polypyrrole Composite (CNTs) Electrodeposition

Carbon nanotubes were synthesized by the arc-discharge method using graphite electrodes and a Ni/Y 4/1% metal catalyst mixture. As-grown single-walled carbon nanotubes (agSWCNTs; initial nanotube concentration: 4 mg/ml) were dispersed ultrasonically in aqueous 1% sodium dodecylbenzenesulfonates (SDBS) solution. Afterward, the dispersion was centrifuged at 13,000 rpm for 30 min (Hermle Z383, Hermle Labortechnik, Wehingen, Germany) in order to increase their purity and decrease their metal content (Ansón-Casaos et al., 2014), achieving a final nanotube concentration of 1.3 mg/ml.

Electrodeposition of the composite material was carried out in galvanostatic conditions (0.13 mg/ml gSWCNTs, buffer phosphate with 0.05 M dihydrogen phosphate and 0.05 M monohydrogen phosphate solutions, 3.2 mM SDBS and 0.14 M pyrrole) using a constant current value of 3 mA ⋅ cm-2 during 120 s. An Ag/AgCl (3 M NaCl) electrode was used as a reference electrode, and a graphite bar was used as a counter electrode.

Figure 1A depicts the electrodes modified with the CNTs composite with the numbers 1, 2, 5, 12, 15, and 16, shown in green. In Figure 1B, a scanning electron microscopy image also shows the rough morphology that is obtained with this coating, and even the tubes can be observed in a random distribution (for further information about the fabrication of the MEAs, see Gabriel et al. (2013).

In vitro Recordings

Slice Preparation

This study was carried out in accordance with Spanish regulatory laws (BOE-A-2013-6271), which comply with the European Union guidelines on protection of vertebrates used for experimentation (Directive 2010/63/EU of the European Parliament and the Council of September 22, 2010). The protocol was approved by the ethics committee of Hospital Clinic Barcelona. Two ferrets (5-month-old, male) were anesthetized with sodium pentobarbital and decapitated. The entire forebrain was rapidly removed and placed in oxygenated cold (4–10°C) bathing medium. Coronal slices (0.4-mm thick) from the occipital cortex containing primary and secondary visual cortical areas (areas 17, 18, and 19) were used (Innocenti et al., 2002). A modification of the sucrose-substitution was used to increase tissue viability (Aghajanian and Rasmussen, 1989). Briefly, during the preparation of slices, the tissue was placed in a solution in which NaCl was replaced with sucrose. After the preparation, slices were placed in an interface style recording chamber (Fine Sciences Tools, Foster City, CA, United States). During the first 15 min, cortical slices were superfused with an equal mixture in volume of the normal bathing medium and the sucrose-substituted solution. Next, normal bathing medium was added to the chamber and the slices were superfused for 1–2 h. The modified slice solution was used throughout the rest of the experiment. Bath temperature was maintained at 36°C. The artificial cerebrospinal fluid (ACSF) bathing medium contained (in mM): NaCl, 126; KCl, 2.5; MgSO4, 2; NaH2PO4, 1.25; CaCl2, 2; NaHCO3, 26; dextrose, 10, and was aerated with 95% O2, 5% CO2 to a final pH of 7.4. The modified solution had the same ionic composition except for different levels of (in mM): KCl, 4; MgSO4, 1 and CaCl2, 1–1.2 (Sanchez-Vives and McCormick, 2000). Electrophysiological recordings started after allowing at least 2 h of recovery.

Recording Set-Up

Multielectrode arrays attached to a ZIF connector were placed on the slices. The data acquisition system comprised a 16-channel preamplifier (μPA16, Multichannel Systems, Germany) and amplifier (PGA16, Multichannel Systems, Germany) with a 100× gain factor, and a CED 1401 digitizer and Spike 2 software (Cambridge Electronic Design, United Kingdom). The sampling frequency of the recordings was set to 5 kHz.

Data Analysis

Recordings of 20–60 s duration only from operative tritrodes and stereotrodes were selected for the analysis. From optical imaging and EIS characterization (Figure 1 and Supplementary Figure S1), exclusion criteria were defined: only tritrodes and stereotrodes with the three or two electrodes, respectively, well fabricated and operative were selected for the comparison analysis (some of them were short-circuited or the material was not well deposited). In addition, only recordings with detectable Up states were used. Five MEAs containing four different tritrodes and two different stereotrodes were tested in seven cortical slices. After excluding non-operative tritrodes and stereotrodes (usually a very noisy electrode recording), we ended up with the following sample sizes: NPt = NCNTs = 102 and NAu = 67 recordings.

Signal analysis was performed using MATLAB 2012a (The MathWorks Inc., Natick, MA, United States). Up and Down state detection was performed as in Castano-Prat et al. (2017). Detection of Up and Down states from the recorded signals was based on three main fingerprints of the Up states: the slow LFP deflection, the gamma rhythm, and the neuronal firing. These three features are reflected in three different time series: (1) the slow oscillation envelope (smoothing filter with a 5-ms moving window), (2) the envelope of the variance of the gamma-filtered LFP (15–100 Hz) (Mukovski et al., 2007), and (3) the estimation of the MUA, which was bandpass filtered from 200 to 1500 Hz (Mattia and Sanchez-Vives, 2012). From each LFP we obtained a highly processed time series as a linear combination of these three features. The contribution of each one was weighted by principal component analysis (PCA). As the three signals correspond to three different frequency bands, this method is very robust against colored noise or band-limited electrode malfunction. Up and Down states were singled out by setting a threshold in this highly processed time series. A threshold calculated from the bimodal distribution of Up and Down states duration was set on the reconstructed signal to classify the parts of the recording with more frequency content (Up states) and less frequency content (Down states). For electrodes where the detection did not work, we used the detection times from the nearest electrode.

Once the detection was performed, the PSD with a resolution of 1024 points of the fast Fourier transform (FFT) was calculated for every Up and Down state separately using Welch’s method (window size 1024 time bins with an overlap of 512 time bins). The mean PSD of the Up states and Down states in the recording fragment were calculated. The same approach was employed to calculate the mean peak-to-peak amplitude of all the Up states and the mean SD of all the Down states.

The Spectral SNR was calculated for every electrode recording using Eq. (2). From the Spectral SNR, AUC was calculated by a trapezoidal numerical integration along the three different defined frequency bands. FLOD was estimated by smoothing the spectral SNR curve to easily find the intersection with zero. The smoothing filter we used is based on a moving average method with a span of 10 ms. vSNR was calculated as the mean peak-to-peak amplitude of Up states divided by the mean SD of the Down states.

For the statistical analyses, the Kolmogorov–Smirnov test was performed for every SNR estimator distribution separately for each material to test the normality. Because none of the distributions was normal, non-parametric tests were applied to assess statistical differences between materials. More specifically, we used the Wilcoxon signed-rank test to compare the SNR distributions of different materials at every frequency, the Mann–Whitney test to assess differences in estimator distributions between different materials, and Pearson correlation coefficient to quantify the degree of association between SNR estimators. A non-parametric ANOVA test equivalent for independent samples (Kruskal–Wallis test) was performed for all the data separately for each MEA, tritrode/stereotrode and material using IBM SPSS 22 statistics software.



RESULTS

Five MEAs with electrodes of the three different materials (Au, CNTs and Pt) arranged in tritrodes and stereotrodes were tested on seven different visual cortical slices that generated spontaneous slow oscillations (Figure 2). From the LFP recordings of every electrode, the SNR was calculated using the different methods described above: the spectral SNR, the vSNR estimator, and the estimators derived from the spectral SNR: AUC and FLOD. The proposed SNR analysis was aimed at characterizing the behavior of the three electrode materials while recording brain signals. Moreover, the results themselves validate the proposed SNR analysis as a methodology for characterizing the SNR using biological signals.

[image: Photograph of a microelectrode array and a graph showing electrical signals recorded from gold (Au), carbon nanotubes (CNTs), and platinum (Pt). The graph indicates "Up state" and "Down state" with colored lines representing different materials: red for Au, green for CNTs, and black for Pt. Time scale is one second and voltage scale is one hundred microvolts. Yellow highlights indicate significant events.]
FIGURE 2. Local field potential (LFP) traces from a representative tritrode showing the recording of spontaneous cortical slow oscillations in vitro for the three co-localized electrodes of different materials (Au, CNTs and Pt). For this figure, the LFP signals were filtered by applying Notch filters at 50 and 150 Hz and a smoothing filter using 10-ms sliding windows with 5-ms steps. Up states are shown in yellow.

Spectral SNR and AUC Estimator

Since the electrode SNR depends, among other things, on the impedance, the SNR is frequency-dependent. For this reason, measuring the SNR at different biological frequencies is crucial in electrode characterization. The spectral SNR curve was computed for each electrode recording and the results were grouped into materials in order to compare them. Overall, from the spectral SNR analysis, we found that Pt as well as CNTs electrodes showed significantly higher SNR values than Au electrodes for all the functional frequencies (frequencies with SNR > 0 dB) (Figure 3). Moreover, Pt electrodes presented a slightly higher SNR than CNTs electrodes but this difference was not statistically significant for frequencies below 400 Hz. Nevertheless, for certain frequencies above 400 Hz, significant differences appeared between Pt and CNTs electrodes, Pt electrodes having higher SNR values. Regarding the MUA frequency range (200–1500 Hz), Au electrodes showed SNR values very close to zero while Pt and CNTs electrodes had SNR values of approximately 4 dB at 200 Hz (Figure 3). Negative SNR values at higher frequencies are caused because the Down PSD values lightly exceed Up PSD values. This effect may be caused by certain noise artifacts; since Down states have a larger duration than Up states, the probability of having some artifactual noise in Down states is also larger.

[image: Graph showing Signal-to-Noise Ratio (SNR) as a function of frequency for materials: Platinum (Pt) in black, Carbon Nanotubes (CNTs) in green, and Gold (Au) in red. Significant differences (p<0.05) marked with symbols. Inset graph depicts Power Spectral Density (PSD) versus frequency for upward and downward conditions using the same materials.]
FIGURE 3. Spectral signal-to-noise ratio (SNR). SNR was calculated as in Eq. (2) giving a SNR value for each frequency ranging from 5 to 1500 Hz. The spectral SNR curve was calculated for the electrodes of the three different materials and the mean SNR curve of the five MEAs was tested in seven slices. The horizontal line at zero represents SNR = 0 (UpPSD = DownPSD). Vertical lines separate the three frequency bands: low, 5–30; medium, 30–200; and high, 200–1500 Hz. Inset; Mean power spectral density of Up and Down states (solid and dotted lines, respectively). ∗p < 0.05 by Wilcoxon signed-rank test.

More specifically, SNR values for the low-frequency band (5–30 Hz) were almost constant for the three materials (Figure 3). At this frequency range, Pt and CNTs electrodes had SNR values around 9 dB while that of Au was around 4 dB. These values indicate that the power of the signal was around eight times greater than the power of the noise in recordings obtained with Pt and CNTs electrodes and 2.5 times in the case of Au electrodes (UpPSD/DownPSD = 10SNR/10). For frequencies over 50 Hz, the SNR decayed almost linearly following the typical 1/f decay (Figure 3). The PSD of the Up and Down states (inset in Figure 3) revealed that the power of the Up state was almost the same for Pt and CNTs electrodes while the power of the Down state was lower in Pt electrodes, resulting in better SNR values. The signals recorded by the Au electrodes showed similar powers of Up and Down states, leading to low SNR values.

The SNR distribution curves represent the mean behavior of different stereotrodes and tritrodes (Figure 4A). For the lower frequency band (5–30 Hz), the distributions were very wide and chi-square shaped while as the frequency increased, the distributions became narrower and closer to SNR = 0, indicating that the recording performance of the electrodes was reduced when the frequency of the signal increased (Figure 4B). In particular, the maximum SNR values in the low frequency band (5–30 Hz) were slightly above 20 dB for Pt and CNTs electrodes, and around 15 dB for Au (Figure 4A, left). While Au SNR distribution peaked at around 2 dB, the peak for Pt was about 5 dB. On the other hand, CNTs electrodes showed a bimodal SNR distribution. The results from the Kruskal–Wallis test (p < 0.05) suggest that this bimodality in the SNR value distribution for CNTs electrodes was due to the variability in the fabrication process since significant differences in variances are given by the distribution of SNR values sorted by the tritrode location inside the probe (Supplementary Figure S2). The SNR distribution in the 30–200 Hz frequency range became more similar between Pt and CNTs electrodes, although CNTs distribution was slightly broader (Figure 4A, middle). The distribution for these two materials was wider than that of Au, which was narrow and centered at zero. At the 200–1500 Hz frequency range, the distributions were very similar since most electrodes had their SNR around zero (Figure 4A, right).

[image: Graphs illustrating signal-to-noise ratio (SNR) and normalized area under the curve (AUC) for different materials. The top row shows SNR probability density functions for Au, CNTs, and Pt across frequency ranges of five to thirty, thirty to two hundred, and two hundred to fifteen hundred Hz. The bottom row displays box plots comparing normalized AUC values for these materials, with statistical significance marked as "***", "*", or "n.s." indicating not significant differences.]
FIGURE 4. Spectral SNR distribution and area under the spectral SNR curve (AUC) for three different frequency bands. (A) Distribution of mean SNR values for the electrodes of the three different materials for the three frequency bands defined in Figure 3. (B) Boxplots of AUC in the three frequency bands for the three materials. ∗p < 0.05, ∗∗∗p < 0.001 by Mann–Whitney test. NPt = NCNTs = 102 and NAu = 67 electrode recordings.

The area under the spectral SNR curve (AUC) was calculated as an SNR estimator, and the distributions of normalized AUC values for the three defined frequency bands (low: 5–30 Hz, middle: 30–200 Hz, high: 200–1500 Hz) were represented in boxplots for the three different materials. For the three frequency bands, the AUC for the Pt and CNTs electrodes was significantly higher than for the Au electrodes (p < 0.001 for the low and middle frequency bands; p < 0.05 for the high frequency band) (Figure 4B). In the 5–30 Hz frequency range, the AUC mean value was equal for Pt and CNTs electrodes but the median was higher for CNTs. On the other hand, for the 200–1500 Hz frequency range, AUC mean values for Pt were greater. At this high-frequency range, the significance values between Pt-Au and CNTs-Au decreased from p < 0.001 to p < 0.05 because most AUC values were very close to zero, but the difference was still significant.

The results from the spectral SNR analysis shed light on the recording performance of the electrodes for the whole spectral range from 5 to 1500 Hz. The analyzed data show significant differences between Au and Pt, and between Au and CNTs electrodes, indicating that Pt and CNTs electrodes record the brain signals better than Au electrodes for the whole range of studied frequencies. No significant differences were found between Pt and CNTs electrodes but our results suggest that Pt electrodes had a slightly better performance than CNTs electrodes. Finally, our findings validate that the AUC estimator, computed at different selected frequency bands, properly describes the overall behavior of the electrodes in terms of SNR for low, middle, and high frequency ranges.

vSNR and FLOD as SNR Estimators for Lower and Higher Frequencies, Respectively

As described above, vSNR and FLOD were calculated as estimators to complement and validate the results obtained with the spectral SNR analysis. Our findings show that vSNR, FLOD, and AUC show the same qualitative results, reinforcing the outcome of the previous SNR analysis (Figure 5).
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FIGURE 5. vSNR and FLOD estimators for lower and higher frequencies, respectively. (A) Boxplots of the voltage SNR (vSNR) for Au, CNT and PT electrodes. (B) Boxplots of the area under the spectral SNR curve (AUC) for the three materials. (C) Boxplots of the frequency limit of detection (FLOD) for the three materials. Note the similarities with Figure 4B. ∗∗p < 0.01, ∗∗∗p < 0.001 by Mann–Whitney test.

As vSNR is calculated using the amplitude of the signal during Up states and the SD of the Down states, vSNR values are expected to describe the SNR at frequencies related to the slow oscillations (>1 Hz); that is, very low frequencies. In agreement with this, the results shown in the vSNR boxplot (Figure 5A) match the results obtained with the AUC estimator (Figure 4B) for the low frequency band (5–30 Hz). In addition, the expected tendency of CNTs electrodes to have higher and lower AUC values for lower frequencies and higher frequencies, respectively, than Pt electrodes (Figure 4B) was detected in the vSNR boxplot as well as in the FLOD boxplot (Figures 5A,C).

To confirm that vSNR is related to the SNR at lower frequencies, a linear correlation was performed with the different AUC distributions at the three frequency bands (Figure 6). Since the larger correlation coefficient was for the vSNR-AUC (5–30 Hz), our findings indicate that vSNR better describes the SNR at lower frequencies (Supplementary Figure S3A). Furthermore, vSNR complements our analysis by providing new information regarding the behavior at frequencies that are too low to be obtained with the spectral SNR.

[image: Four scatter plots labeled A, B, C, and D show correlations of various datasets with calculated Pearson correlation coefficients and p-values. Plot A correlates vSNR with AUC (5-30 Hz) highlighting a moderate correlation (\(\rho_{pearson} = 0.646\)). Plot B relates FLOD to AUC (0.2-1.5 KHz) with a strong correlation (\(\rho_{pearson} = 0.89\)). Plot C connects AUC (30-200 Hz) with another AUC score showing a strong correlation (\(\rho_{pearson} = 0.911\)). Plot D reveals a very strong correlation (\(\rho_{pearson} = 0.966\)) between AUC (0.2-1.5 KHz) and another AUC score. Data points are color-coded: black for Pt, green for CNTs, and red for Au.]
FIGURE 6. Correlation between SNR estimators (vSNR, FLOD and total AUC) and AUC for different frequency ranges. (A) Linear correlation between vSNR and AUC at 5–30 Hz; (B) between FLOD and AUC at 200–1500 Hz; (C,D) between total AUC and AUC at 30–200 Hz (C) and 200–1500 Hz (D). ρ, Pearson correlation coefficient.

Since FLOD is the value of the frequency at which the SNR is zero, it is easy to relate this estimator to the SNR value at the highest frequencies. Comparing the results of FLOD distributions for each material (Figure 5C) with the distributions of AUC (Figure 4B), one can see that the FLOD estimator has a greater Pearson correlation with AUC at the high frequency range (200–1500 Hz) (Figure 6B) than with AUC at low and middle frequency ranges (Supplementary Figure S3B) Thus, FLOD can be interpreted as an estimator for high frequencies.

The total AUC distribution is dominated by high frequencies (200–1500 Hz) since there are more frequency points within this range and, despite the SNR values being low, the AUC is large due to the frequency variable (note that in the spectral SNR in Figure 3, the frequency axis is in a logarithmic scale). Thus, the total AUC describes the SNR for the middle and high frequencies (Figures 6C,D and Supplementary Figure S3C).



DISCUSSION

In this work, we have developed and validated a novel method for characterizing the performance of brain recording devices based on a spectral SNR analysis using cortical slow oscillations. The validation was performed by applying this method to characterize and compare electrodes made of three different materials (Au, CNTs and Pt) organized in tritrodes. We also report here that electrodes made of platinum black and carbon nanotubes have better recording performance than electrodes made of gold for the whole functional frequency range that we explored (from 5 to 1500 Hz). Furthermore, Pt electrodes showed a trend toward working better than CNTs electrodes even though the difference did not reach statistical significance. Although these results can be qualitatively predicted from impedance characterization (i.e., directly related to the specific surface area of the electrode site; see Supplementary Figure S1), a quantitative measure of the entire electrode performance can only be assessed by SNR analysis (Ludwig et al., 2006; Baranauskas et al., 2011). We have seen that both functionalized electrodes (CNTs and Pt) displayed lower background noise during the Down states (inset Figure 3); this behavior is due to the reduction of both the root mean square and the thermal noise that are both directly related to the real part of the impedance of the electrode material (Supplementary Table S1). Similar results have already been published describing the improvement in the SNR by using electrodes of electrodeposited platinum black (Desai et al., 2010; Zhang et al., 2013) and carbon nanotubes (Mazzatenta et al., 2007; Keefer et al., 2008; Lu et al., 2010; Baranauskas et al., 2011; Castagnola et al., 2014), reinforcing the validation of our SNR methodology. Nevertheless, a quantitative SNR comparison of the different electrodes recording simultaneously from the same location and using the same recording system has, to our knowledge, not been done before. This novel SNR calculation has also been used recently in the characterization of graphene FET (field effect transistor) arrays in in vivo brain recordings, proving the potential of this measure to give information of the recoding capabilities of graphene FET in a broad biological frequency band (Hébert et al., 2017).

The design of the probes was intended to compare the materials while minimizing the interferences derived from recording from different neuronal populations by using co-localized electrodes arranged in tritrodes and stereotrodes. Because our in vitro experiments in cortical slices allow the recording of slow oscillations, the intrinsic characteristics of this activity pattern make it suitable for developing a SNR analysis using Up-Down states as Signal-Noise signals, thus overcoming the complexity of the SNR calculation in biological signals that usually arises from the difficulty in separating signal from noise. One could argue that Down states are not totally silent but relatively silent states and therefore that they contain neuronal information (e.g., Reig et al., 2009), such that referring to them as “noise” is not quite accurate. However, notice that in this paradigm there are no experimental manipulations that act on the neuronal firing at any point of the experiment, plus the recordings from closely located electrodes of different materials are compared. Under these conditions, it seems reasonable to assume that Down states be considered “noise” with respect to Up states. Thus, the probes design, as well as the experimental approach, allowed the development of this SNR analysis to be able to compare quantitatively the behavior of electrodes made of different materials.

There are some differences between measurements carried out by injecting artificial currents in saline solution electrolyte (as in EIS; see Supplementary Figure S1) in contrast to in vivo and in vitro measurements. Measurements in saline solution display lower impedance values and larger capacitive charge capacity in comparison with the measures where the electrodes are in contact with tissue (Wei and Grill, 2009). This effect can be attributed to the differences in the composition between both electrolytes (saline solutions and brain tissue) and the difference in the electrode-reference path. When using saline solution as an electrolyte both electrode and reference are soaked in the same electrolyte. In an in vitro preparation, the electrode is placed over the slice of brain tissue and the reference is placed in the ACSF bath. In this case the path is composed of the brain slice and the ACSF bath. Finally, in an in vivo preparation, the electrode contacts the brain and the reference can be placed in different locations, such as the nearby muscles. In this case, the path is composed of the brain, the skull and the muscle. Normally, as the electrode-reference path increases, so does the number of different electrolytes (with different electrical properties), and the noise of the measured signal increases. In conclusion, both electrode–electrolyte interaction and electrode–reference path, determine the impedance-frequency dependence and the level of noise (both thermal and RMS – root mean square).

The results from the spectral SNR analysis provide a large amount of data since they give an SNR value for each frequency. Therefore, the use of SNR estimators that give an overall idea of the behavior under certain conditions is especially helpful. Because of this, we defined and validated some SNR estimators extracted from the spectral SNR analysis. On the one hand, we defined several SNR estimators from the spectral SNR analysis: total AUC, the AUC for different frequency bands of biological interest (5–30 Hz, 30–200 Hz and 200–1500 Hz), and the FLOD. On the other hand, we also calculated the vSNR, which is the standard approach to calculating SNR in LFP recordings (Khodagholy et al., 2013; Kuzum et al., 2014; Blaschke et al., 2017). AUC values defined in frequency bands of interest are very useful estimators for describing and quantifying the behavior of the electrodes (Figure 3). FLOD and vSNR estimators were compared with the AUC at different frequency bands and we found that while FLOD describes very well the SNR at high frequencies, the vSNR describes the SNR better at lower frequencies. Proving our hypothesis that vSNR applied to these slow oscillation signals describes the SNR at the slow oscillations frequency (<1 Hz), the correlation of this estimator with AUC at different frequencies is highest for the lower frequencies. On the other hand, vSNR can give more information of the SNR values at lower frequencies where spectral SNR cannot reach enough frequency resolution due to the short duration of Up states (∼200 ms). Furthermore, we observed that the total AUC describes the SNR behavior at middle-high frequencies. This can be explained because, given the nature of the spectral analysis, the AUC is more weighted toward higher frequencies. Since we defined lower frequencies as 5–30 Hz, only six frequency values were considered, while for the 200–1500 Hz range, 266 frequency values were considered. This is why we normalized the AUC in different frequency bands by the number of frequency values.

Searching in the literature for SNR calculation methods, we found two different methodologies estimating the SNR at different frequencies that we consider to be worthy of note. The first one involved estimating the SNR from recordings of spike and wave discharges (SWDs) during spontaneous epileptiform activity in an animal model of absence epilepsy (Khodagholy et al., 2013). The authors of this study calculated the SNR as the ratio between the power spectra of the recording during ictal seizure in SWDs and the power spectra of the recording during inter-ictal activity (period of low biological activity) (Khodagholy et al., 2013). The second methodology implied the calculation of the SNR as the ratio between the power of the signal from the recording of rapid-eye movement (REM) sleep and the power of the signal from post-mortem recordings (Khodagholy et al., 2015). The main drawback of the first approach is the need for a specific transgenic animal model in order to have a signal of large enough amplitude, which will nevertheless be a pathological one. The possible changes that arise due to obtaining the ictal and the inter-ictal activity recordings at different time periods and the variability of SWDs activity across different animal subjects and levels of anesthesia makes this approach less robust. One of the drawbacks of the second approach is that REM activity is very similar to activity during wakefulness and the only way to distinguish one from the other is by means of an electromyogram (EMG) recording. Furthermore, in contrast to the recording of a live animal, in a post-mortem recording there is no respiration or heartbeat; finally, other biological changes related to the cessation of the homeostatic equilibrium occur. Therefore, these changes could lead to a bias in the SNR calculation.

In order to overcome these drawbacks, we propose a SNR methodology based on the slow oscillatory state that arises during anesthesia and during non-REM sleep in typical in vivo conditions and can be also reproduced in the in vitro preparations. The SNR can be assessed at different frequencies since we are applying a spectral analysis, considering the signal in the Up states (given that they contain different biological frequency rhythms caused by the firing of populations of neurons), and the noise in the Down states (since they are periods of almost silent neuronal firing). The alternation between these two states in short time periods make the approach more robust than the two approaches described above. In addition, the spectral SNR analysis was performed using the mean PSD from different Up and Down states occurring in less than 1 min, conferring higher statistical reliability than the other methods that only used one large period as signal and one large period as noise, with both periods being very separated in time from each other. In other words, the proposed SNR methodology has the advantage of allowing the quantification of the SNR for different frequencies by using the Up and Down states of the well-known slow oscillations, which are the default neural activity pattern during sleep and anesthesia and are reproducible in in vitro preparations. To sum up, we have developed a novel and robust method to quantify the performance of electrodes in brain recordings by a novel SNR approach adapted to cortical slow oscillations. Additionally, we have validated the approach by quantifying the performance of electrodes made of three different materials by recording electrophysiological signals from the brain, showing that platinum black as well as carbon nanotubes electrodes have better working performance than gold electrodes.

To sum up, we present a detailed SNR analysis to quantify and compare the performance of different devices to record brain activity. Neural MEAs with electrodes of different materials arranged in co-localized tritrodes and stereotrodes were used to record slow oscillations from the cerebral cortex network. This approach was designed to avoid the interferences from external variables and thus enable a proper comparison between electrodes. The results shed light on the recording behavior of electrodes made of different materials in a broad range of biological frequencies showing that platinum black as well as carbon nanotubes electrodes have better working performance than gold electrodes. Furthermore, the results obtained here parallel previous studies involving some of the tested materials, hence reinforcing the validation of the proposed SNR approach. The work here exposed is also intended to validate and standardize a methodology for quantifying the SNR in different types of brain recording devices such as electrodes or transistors.
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Within the neural engineering field, next-generation implantable neuroelectronic interfaces are being developed using biologically-inspired and/or biologically-derived materials to improve upon the stability and functional lifetime of current interfaces. These technologies use biomaterials, bioactive molecules, living cells, or some combination of these, to promote host neuronal survival, reduce the foreign body response, and improve chronic device-tissue integration. This article provides a general overview of the different strategies, milestones, and evolution of bioactive neural interfaces including electrode material properties, biological coatings, and “decoration” with living cells. Another such biohybrid approach developed in our lab uses preformed implantable micro-tissue featuring long-projecting axonal tracts encased within carrier biomaterial micro-columns. These so-called “living electrodes” have been engineered with carefully tailored material, mechanical, and biological properties to enable natural, synaptic based modulation of specific host circuitry while ultimately being under computer control. This article provides an overview of these living electrodes, including design and fabrication, performance attributes, as well as findings to date characterizing in vitro and in vivo functionality.
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INTRODUCTION
Neuroelectronic interfaces, also commonly referred to as neural or brain-computer interfaces, enable the transfer of information between the nervous system and an external device (Hatsopoulos and Donoghue, 2009; Wolpaw, 2013; Adewole et al., 2016). Generally, these devices take the form of electrodes to record or modulate neuronal activity through transducing cellular activity into actionable information (recording) or delivering current into tissue (stimulation) (Cogan, 2008; Grill et al., 2009). Neural interfaces are currently applied in both investigative and clinical contexts, from answering basic neuroscience questions about behavior, information encoding, and mechanisms of injury, to cochlear implants to restore hearing loss, deep brain stimulation to treat Parkinson’s disease, and the direct control of prosthetic limbs or other peripheral devices (Shih et al., 2012; Adewole et al., 2016).
A fundamental design objective for implantable neural interfaces is the maintenance of long-term function in vivo (Grill et al., 2009; Harris and Tyler, 2013; Adewole et al., 2016). This article focuses on interfaces for the brain, wherein the dynamic, aqueous environment presents a host of significant obstacles that have, to date, limited the chronic performance of neural interfaces (Harris and Tyler, 2013; Fattahi et al., 2014). The most prevalent of these obstacles may be collectively summarized as a multimodal, sustained foreign body response (FBR) to the implant, which degrades the efficacy of the interface over time (Polikov et al., 2005; Tresco and Winslow, 2011). The FBR has motivated a vast body of research focused on developing electrodes and implant strategies that either address specific elements of the FBR or limit its effects on device performance, with distinct approaches offering discrete improvements. Here we provide a brief overview of the FBR and its implications for neural interface design before exploring strategies for biologically active interfaces, which use biologically-derived and/or biologically-inspired materials to promote greater host-implant integration and more consistent long-term electrode performance.



THE FOREIGN BODY RESPONSE

The FBR is a neuroinflammatory reaction to the disruption of healthy tissue and continued presence of a foreign body in the brain (Figure 1) (Polikov et al., 2005; Harris and Tyler, 2013). It begins at implantation, which itself causes physical trauma as the electrode(s) displaces and damages vasculature and the blood–brain barrier (BBB), cells, and extracellular matrix (ECM) on its path to the intended target (Sommakia et al., 2014). Subsequently, blood-borne macrophages and other foreign plasma components enter the area, while local microglia and astrocytes begin to transition from resting to active/phagocytic phenotypes as part of the brain’s normal response to injury (Polikov et al., 2005; Harris and Tyler, 2013). Microglia have been observed responding as quickly as 30 min post-delivery, extending processes toward the implant and transitioning to an active phenotype over the course of a few hours (Neumann et al., 2009; Kozai et al., 2012). Activated microglia and macrophages release a battery of pro-inflammatory chemokines, cytokines, and other factors into the damaged area (e.g., tumor necrosis factor, interleukin-1, nitric oxide); while these factors are associated with remodeling tissue and degrading foreign materials following injury, they also cause neurodegeneration (Neumann et al., 2009; Harris and Tyler, 2013).
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FIGURE 1. The FBR to Neural Interfaces. Neural interfaces disrupt local tissue triggering an acute immune response wherein local immune cells (microglia, astrocytes) migrate to the injury site and begin secreting pro-inflammatory factors (e.g., cytokines, nitric oxide, free radicals). Astrocytes begin forming a glial scar around the implant over the course of a few weeks, increasing tissue impedance, while disruption of the BBB allows blood-borne macrophages to infiltrate the area. Prolonged inflammation leads to neuronal degeneration and may corrode the implant (“X” over active sites), further limiting electrode function. Note that although the microelectrode depicted represents a silicon shank (i.e., Michigan-style electrode), the concept applies similarly to other microelectrode types, such as the Blackrock Utah array.

In the weeks following implantation, a fibrous envelope of reactive astrocytes, connective tissue and ECM, commonly referred to as the glial scar, gradually forms around the device, insulating the foreign body from the surrounding brain tissue (Harris and Tyler, 2013; Sridharan et al., 2013). This glial scar has been a hallmark of neural interfaces in the brain, with experimental strategies often using the extent or thickness of the scar as a measurement for the effectiveness of mitigating the FBR (Sridharan et al., 2013). Growth-inhibiting molecules, such as chondroitin sulfate proteoglycans, also populate the glial scar, further reducing the potential for neuronal growth and recovery in the implant site (Zhong and Bellamkonda, 2007). The presence of the implant in the brain generally causes a sustained inflammatory response, with both astrocytes and microglia remaining in the area in a pro-inflammatory state in an attempt to eliminate the foreign body (Polikov et al., 2005; Harris and Tyler, 2013; Woeppel et al., 2017). The continued release of neurotoxic factors from the active microglia/astrocytes is detrimental to local neurons, with many studies reporting a decrease in the neuronal density surrounding the implant (Polikov et al., 2005).

To date, the mechanisms of the FBR are still not completely understood. As such, the relationship between various elements of the FBR and failure modes of chronically-implanted neuroelectronic interfaces is still an area of active study (Polikov et al., 2005; Winslow and Tresco, 2010; Jorfi et al., 2015; Sahyouni et al., 2017; Woeppel et al., 2017). What is known is that the introduction of any such interface to the CNS induces multi-phase tissue remodeling that results in glial scarring, prolonged BBB disruption, and the persistent presence of pro-inflammatory elements that collectively form an adverse microenvironment for neural interfacing (Figure 1). This microenvironment poses several active challenges to both the device and the neurons of interest (Groothuis et al., 2014; Nolta et al., 2015; Woeppel et al., 2017). The biostability of the former is continually challenged by reactive oxygen species, which corrode active electrode sites and gradually degrade insulating layers and device interconnects (Groothuis et al., 2014; Nolta et al., 2015; Woeppel et al., 2017). Other failure modes, such as mechanical failure and micromotion-induced shear as the brain shifts, may further drive inflammation in a positive feedback manner (Polikov et al., 2005; Jorfi et al., 2015). As noted above, local astrocytes around the implant eventually form the glial scar, which physically separates the device from the neurons of interest and increases the electrical impedance of local tissue. Moreover, the continued presence of reactive immune cells, cytokines, and other inflammatory factors at recording/stimulation sites induce neuronal death and/or prevent the restoration of healthy neural tissue (McConnell et al., 2009; Winslow and Tresco, 2010; Fattahi et al., 2014; Shoffstall and Capadona, 2018). Disruption of the BBB has also been implicated as a significant link between the FBR and the decline in interface performance over chronic periods, with “leakiness” of the BBB allowing peripheral immune cells to enter the brain parenchyma and accumulate in the lesion to exacerbate neurotoxic effects at longer timepoints (Saxena et al., 2013; Woeppel et al., 2017; Bennett et al., 2018).



THE CHALLENGE OF BIOLOGICAL COMPLIANCE

The complex and multi-faceted challenge of designing long-acting neural interfaces has engendered an ongoing, cross-disciplinary mission to improve their biological compliance, defined as their ability to induce favorable – or at least not disrupt – cell- and tissue-level interactions. These strategies span mechanical design, materials science (across nano to macro scales), immunology, neurobiology, electrical engineering, and tissue engineering, among others; a subset of the milestones in the field are summarized below and are referenced in more in-depth analyses (Schmidt and Leach, 2003; Cullen et al., 2011; Jorfi et al., 2015; Sahyouni et al., 2017).



ELECTRODE MATERIAL PROPERTIES AND GEOMETRY

It has been shown that reducing electrode size minimizes the trauma of insertion and can reduce the severity of the glial scar in chronic implants (Stice et al., 2007; Karumbaiah et al., 2013). Similarly, electrodes with open-faced geometries (e.g., lattices, meshes) minimize the total surface area of the interface, while permitting diffusion throughout the area, with rodent models showing reduced microglial reactivity and higher neuronal density out to at least 1 month (Seymour and Kipke, 2007; Sommakia et al., 2014). Further, the lattice topography has been shown to influence not only the extent but the distribution of scarring around the implant, potentially leveraging it to improve contact with brain tissue (Schendel et al., 2014a,b). One such mesh electrode comprised of flexible nanowire transistors assembled in a flexible, lightweight sheet was able to record both single units and field potentials in mice for several months; histological assays showed both a lack of glial proliferation and neuronal attrition surrounding the implant for at least 1 year, suggesting that the unique geometry leaves the host tissue relatively unperturbed (Hong et al., 2018). Notably, this mesh leverages conductive ink and computer-controlled stereotactic injection to enable connection to standard electrophysiological equipment and reproducible targeting of brain regions, respectively (Hong et al., 2018).

In addition to geometric changes, reducing the stiffness of the implant minimizes the mechanical discrepancy between the device and host tissue; the use of polymers or “mechanically adaptive” materials which are stiff enough for insertion but soften upon implantation has demonstrated significant reductions in long-term neuroinflammation, immune cell activation, and neurodegeneration (Harris et al., 2011; Jeon et al., 2014; Nguyen et al., 2014; Sridharan et al., 2015; Lecomte et al., 2018). Materials science approaches to biological compliance include the patterning of nanoscale topography to better integrate with features of local tissue, increasing the effective surface area of the implant, and development of electrodes with new materials such as carbon nanotubes, which have demonstrated favorable electrochemical properties and reduced immunoreactivity compared to traditional probes (Webster et al., 2004; Saito et al., 2009; Heim et al., 2012; Vitale et al., 2015; Jalili et al., 2017; Scaini and Ballerini, 2018). Manipulating the surface chemistry of implanted materials may also improve biological compliance; certain hydrophilic or negatively-charged functional groups such as -COOH may reduce glial scarring, depending on their affinity for protein binding or cell membranes (Christo et al., 2015; Yu et al., 2015). Increasing the surface permeability of implant coatings to serve as “diffusion sinks” for pro-inflammatory molecules has also reduced immunoreactivity around the electrode (Skousen et al., 2015).



BIOACTIVE ELECTRODES

Improving biological compliance can be described as minimizing the degree of discrepancy between the self (host tissue) and not-self (foreign implants). In this context, the more closely a given interface approximates properties of biological tissue (“self”), the higher the chances of chronic stability and integration with the tissue of interest. This principle motivates the development of bioactive neural interfaces, which attempt to improve biological compliance through the elicitation, suppression, or otherwise modulation of specific biological phenomena. Broadly, this class of interfaces is designed to incorporate, mimic, or draw inspiration from pre-existing, biologically-derived materials; candidate materials are selected for their effects on cellular or physiological processes (e.g., attenuation of the immune response, promotion of neuron attachment, and growth) (Shoffstall and Capadona, 2018). These strategies are designed to improve the prospects of long-term function while reducing the complications from the presence of a foreign body. Bioactive interfaces may be visualized as a spectrum ranging from completely inorganic, non-biological devices to living engineered constructs (Figure 2). They may incorporate proteins or drugs that downregulate specific mechanisms of immunoreactivity (e.g., microglial activation), inflammation (e.g., cytokine release, glial scar formation), promote neuronal attachment or neurite outgrowth, recruit endogenous neuroprotective mechanisms, or present de novo cells or tissue to replace lost neurons and supporting architecture (Shain et al., 2003; Zhong and Bellamkonda, 2007; Purcell et al., 2009; Cullen et al., 2011; Taub et al., 2012). Most current bioactive interfaces take the form of traditional inorganic electrode materials (e.g., platinum, tungsten, silicon) surrounded by coatings that contain or are comprised of biomolecules as described below (Aregueta-Robles et al., 2014; Szostak et al., 2017). These biomaterial coatings are generally several orders of magnitude softer than the enclosed material to provide better mechanical parity with the brain; common coatings include silk, polyimide, and parylene, and various hydrogels or synthetic polymers (Zhong and Bellamkonda, 2008; Green et al., 2009; Chen and Allen, 2012; Balint et al., 2014; Mario Cheong et al., 2014).
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FIGURE 2. The spectrum of bioactive neuroelectronic interfaces. Non-organic electrodes may be coated with soft biomaterials of hydrogels for better mechanical parity, which may in turn be functionalized with various biological molecules (e.g., soluble factors, ECM proteins) to transiently reduce inflammatory phenomena or provide support for neuronal growth and attachment. The incorporation of living cells may further provide sustained trophic support and a more biofidelic interface, while engineered tissue (i.e., with an organized structure, as an electrode coating or a self-contained implant) may be the closest representation of “self” attainable with respect to native tissue.

Anti-inflammatory agents such as the steroid dexamethasone or α-MSH have been incorporated into electrode coatings to limit the production of inflammatory cytokines and other glial by-products; these approaches generally result in reduced glial scarring around neural implants in animal models, although they are limited by the release and eventual depletion of the agent in use (Zhong and Bellamkonda, 2005; Abidian and Martin, 2009; Kim et al., 2010; Aregueta-Robles et al., 2014; Boehler et al., 2017). Other biological molecules associated with neuronal attachment, structural support, or migration (e.g., laminin, L1, collagen), may be entrapped or immobilized through covalent bonding to both natural and synthetic polymer coatings to present a more attractive surface for neurons; a common strategy is the doping of conductive polymers (of which the most prevalent for neural interfacing are PEDOT and polypyrrole) with biomolecules to improve their biocompatibility (Green et al., 2008; Azemi et al., 2010, 2011; Bendrea et al., 2011; Chen and Allen, 2012; Hardy et al., 2013; Balint et al., 2014; Sommakia et al., 2014; Green and Abidian, 2015). A wealth of in vitro studies have demonstrated neural cell survival and process outgrowth on substrates functionalized with growth factors (i.e., NGF, NT3, BDNF) and ECM proteins (laminin, collagen); in vivo, histological analyses of these bioactive coatings reveal attenuation of the glial response 4–8 weeks post-implant, with some studies reporting higher local neuronal survival compared to uncoated electrodes (He and Bellamkonda, 2005; Green et al., 2008; Thompson et al., 2010; Azemi et al., 2011; Liu et al., 2011; Chen and Allen, 2012; Fattahi et al., 2014; Mario Cheong et al., 2014; Sommakia et al., 2014; Kozai et al., 2015; Shen et al., 2018; Shoffstall and Capadona, 2018; Vitale et al., 2018). However, while bioactive materials provide greater biocompatibility to these devices, ongoing challenges for these strategies include limited duration of effect as biomolecules diffuse away from the implant (with no mechanism for replenishment), are removed by local microglia or competitive binding, or undergo undesired modification (e.g., pH-driven conformational changes), which collectively result in poor translation of results from in vitro assays to in vivo implants (Aregueta-Robles et al., 2014; Kozai et al., 2015). Further, the benefits borne out by histological studies vary – e.g., diminished glial scarring with no evidence of improved neuronal survival – and have largely not yet been tied to improved functional outcomes (He et al., 2006; Aregueta-Robles et al., 2014; Jorfi et al., 2015; Michelson et al., 2018). Validating the clinical potential of these bioactive implants requires meeting the benchmarks set by current interfaces in both non-human primates and humans. For instance, despite well-known limitations in their long-term biostability, inorganic electrodes such as the Blackrock microelectrode array provide the clinical performance foundation and have been the source of significant milestones in neuroprosthesis research (Hochberg et al., 2012; Klaes et al., 2014; Gilja et al., 2015). As such, these existing devices set the standard by which bioactive interfaces will be evaluated as they evolve from a growing body of promising results in vitro, to improved performance and reproducibility in model systems in vivo, and, potentially, in clinical applications.



ELECTRODES DECORATED WITH LIVING CELLS OR TISSUE

There are clear, data-driven benefits to engineering neural interfaces as bioactive devices. Increasing similarities between the implant and tissue create further opportunities for greater neuronal contact, reduced chronic inflammation, and more stable long-term function. However, bioactive interfaces to date are introduced to the brain with fixed quantities of biomolecules, which may become depleted or removed due to natural biological processes. Toward this end, new research efforts have begun to explore whether living cells may act as active elements of a neuroelectronic interface, potentially matching the dynamic nature of brain tissue (Cullen et al., 2011; Shoffstall and Capadona, 2018). Cell-based interfaces may leverage the self-driven machinery of living cells to actively produce neuroprotective factors while presenting a material that mimics the “self” enough to downregulate chronic inflammation, although these potential advantages must be developed and validated in vivo. One such study coated microelectrodes with a fibrin hydrogel containing primary astrocytes and neurons; although the fibrin was resorbed within one week following implant in rat cortex, astrocyte reactivity was diminished out to at least 30 days post-implant compared to bare electrodes (De Faveri et al., 2014). Further, the inclusion of a cell layer did not significantly affect recordings from the electrodes themselves, although effects on the survival of host neurons were not reported (De Faveri et al., 2014). Other studies have trapped live neurons within conductive polymers; although residual monomers have proven cytotoxic and negatively impacted cell survival beyond a few days, the polymerized network may serve as a three-dimensional, electrically functional scaffold (Richardson-Burns et al., 2007a). A similar approach polymerized in vivo the conductive polymer PEDOT within the brain, resulting in a network of conductive filaments surrounding neurons and tracking white matter (Richardson-Burns et al., 2007b). Although the network was electrochemically validated as a functional electrode, further work is required to determine effects on cellular viability, network behavior, and whether the distribution of the polymer can be controlled for precise stimulation or recording. Green et al. (2013) demonstrated a multi-layer biohybrid interface consisting of platinum electrodes, conductive polymer-hydrogel blend, and PC12 cells within a biodegradable hydrogel layer; cells survived out to 12 days in vitro and extended neuritic processes upon the addition of NGF. Potential future development would interrogate whether such embedded neural cells are capable of synaptogenesis, forming a functional neuronal layer around the electrode (Green et al., 2013; Aregueta-Robles et al., 2014).

In addition to dissociated or embedded cells, the combination of living tissue and neuroelectronics may further leverage the functional benefits of the ECM surrounding the neurons, including the presence of signaling molecules, structural support, tissue-level organization, and the dynamic remodeling of the matrix to facilitate growth or stabilize neuronal networks (Cullen et al., 2011). Further, the introduction of support cells (e.g., glia) in pro-regenerative states may provide sufficient cues to prevent or ameliorate the neurodegenerative outcomes present in the chronic inflammatory response (Aregueta-Robles et al., 2014). The first such interface, a “neurotrophic electrode,” was reported by Dr. Philip Kennedy in a 1989 paper, where a glass pipette electrode was seeded with a piece of sciatic nerve and implanted into rat and later monkey cortex (Kennedy, 1989; Kennedy et al., 1992). Neurites grew into the tip, while the extent of growth correlated with tip diameter; recordings from these early living, biohybrid devices lasted over a year (Kennedy et al., 1992). Notably, a solution of NGF in the same pipette had the opposite effect, with a cystic cavity forming around the implant; these results suggest that the benefits of soluble factors may be further improved with the innate, dynamic regulation present in the nerve explant and/or host tissue (Kennedy, 1989). Thus, leveraging robust and multi-faceted biological mechanisms from living tissue may enhance electrode performance in the brain. However, as a relatively new evolution in the neuroengineering field, the advantages of cell- and tissue-seeded electrodes are still largely under active exploration in in vitro assays and rodent models (Jorfi et al., 2015; Shoffstall and Capadona, 2018). As with bioactive material-based interfaces, translating these presumed advantages into better interface performance and functional outcomes requires further validation.



MICRO-TISSUE ENGINEERED “LIVING ELECTRODES”

A recent potential neuroelectronic interface strategy developed by our research group involves the engineering of self-contained, functional neural tissue preformed in vitro that may be applied toward a myriad of regenerative and neuroprosthetic functions. These micro-tissue engineered neural networks (micro-TENNs) consist of microscopic hydrogel cylinders (micro-columns) with ECM optimized for axonal growth within the central lumen (Struzyna et al., 2015; Adewole et al., 2018; Serruya et al., 2018). Spherical aggregates of primary neurons placed at the micro-column terminals extend neurites through the ECM lumen over time, forming a three-dimensional network of aligned axonal tracts spanning one (unidirectional) or two (bidirectional) neuronal populations (Figure 3). Following network formation, these constructs may be precisely implanted in the brain to enable synaptic integration with target regions. Micro-TENNs were originally developed to replace long axonal brain pathways that are often compromised or lost due to traumatic brain injury or neurodegenerative disease, with an anatomically-inspired distribution of discrete cell body aggregates and axon tracts designed to recreate the segregation of gray and white matter in the mammalian brain (Cullen et al., 2012; Struzyna et al., 2015, 2017).

[image: Diagram A illustrates the process of cell isolation, aggregation, microcolumn seeding, and Micro-TENN growth. Section B shows microscopic images of the microcolumn with three different fluorescence stains: red, green, and blue. Section C displays a larger view of microcolumns under a microscope with combined fluorescence showing detailed structural features.]
FIGURE 3. Micro-TENNs as living, 3D constructs. (A) Neurons are isolated to form spheroid aggregates that are placed within hydrogel microcolumns filled with ECM. Micro-TENNs are then grown in vitro. Either 1 aggregate or 2 aggregates to form either unidirectional or bidirectional micro-TENNs, respectively. (B) Left: phase microscopy images of a 1.5 mm bidirectional micro-TENN at 1, 3, 4, and 7 days in vitro (DIV). Right: confocal reconstructions of the same micro-TENN stained to identify axons (Tuj-1; red), cell soma/dendrites (MAP-2; green), and cell nuclei (Hoechst; blue). Scale bars: 100 μm. (C) Phase microscopy images of a 9 mm bidirectional micro-TENN at 1, 3, and 7 DIV. The bottom image is a confocal reconstruction of this micro-TENN with the same labeling as in (B). Scale bars: 500 μm. Adapted with permission of IOP Publishing from Dhobale et al. (2018).

As engineered micro-tissue, micro-TENNs are unique in that their design enables a high level of control over their mechanical, material, and biological properties, while their structure mimics the natural network-level architecture of the brain. The hydrogel micro-column provides a structure to coax the neuronal and axonal growth into the desired architecture, and may be made from a range of biomaterials with varying porosity, stiffness, degradation kinetics, or similar properties as needed. The ECM in the lumen is tailored to support neuronal growth and maturation, and may be modified to contain additional structural proteins and/or chemotactic cues for axonal support and guidance.

After the desired growth and maturation are achieved, the micro-column allows for manipulation of the preformed neural network as a single unit and serves as a protective encasement to chaperone microinjection into the brain. Within the context of the FBR, the micro-column and luminal ECM also protect the neurons and axonal tracts against the potentially inflammatory post-injection microenvironment. The smallest micro-TENNs to date are only ∼320 μm in diameter, permitting minimally-invasive delivery to the brain; simultaneously, they may be made to different lengths (from 100s of microns to centimeter-scale constructs) to span large deficits or tap into deeper brain structures (Struzyna et al., 2017; Adewole et al., 2018).

In addition, the scalable bio-fabrication process is amenable to isolating precise neuronal subtypes to maintain control of the effects of micro-TENN synaptic inputs on host circuitry. To date, micro-TENNs have been fabricated using cerebral cortical neurons (e.g., mixed glutamatergic and GABAergic), dorsal root ganglia neurons (e.g., sensory), ventral mesencephalic neurons (e.g., dopaminergic), and medial ganglionic eminence neurons (e.g., GABAergic), amongst other neuronal subtypes, from a range of species including rodent, porcine, and human sources. Moreover, the process of engineering neuronal aggregates creates the opportunity for viral transduction based on neuronal phenotype and protein expression profiles. For example, functionalization of the micro-TENNs with optogenetic actuators (e.g., channelrhodopsin) and optical reporters such as GCaMP allow for light-driven control and monitoring of the constructs for in vitro or in vivo applications (Struzyna et al., 2017; Adewole et al., 2018). Thus, axon-based living electrodes provide an ability for natural, synaptic-based excitation, inhibition, and/or modulation of host circuitry under optical control.

Indeed, within the context of neuroelectronic interfaces, micro-TENNs may serve as a living information relay (or “living electrode”) between deep targets in the brain and an apparatus on the brain surface (Figure 4). In this paradigm, these living electrodes may be stereotactically microinjected such that the deep axon tracts may form synapses with targeted areas of the brain while the neuronal cell bodies remain at the brain surface, allowing for signal propagation along the internal axonal tracts either from the brain surface to the host tissue or vice versa (Serruya et al., 2018). An appropriate electrical (e.g., micro-ECOG) or optical (e.g., LED array) apparatus may then be mounted on or directly above the brain surface, providing computer-controlled modulation or monitoring of the neural targets through stimulation or recording of the dorsal micro-TENN aggregate, respectively.

[image: Illustration of neurons within brain tissue layers, depicted with three electrode probes. The probes show different effects on the neurons, highlighted by two magnified sections. The first section, with a blue probe, displays red highlights and neuronal distortion. The second section, surrounding a grey probe, shows neurons intermingling with orange and blue elements. The third section, with a beige probe, indicates a more orderly orange fiber arrangement and no distortion.]
FIGURE 4. Micro-TENNs applied to neural interface as living electrodes. Living electrodes (right) may provide engineered axonal tracts in a controlled 3D cytoarchitecture to relay signals to/from the brain. Designing constructs to synapse with specific neuronal subtypes (blue neurons) may offer higher specificity than conventional electrodes (middle), which stimulate/record from a 3D volume (red), or than optical stimulation methods (left), wherein the introduction of virus to target neurons (yellow) may spread to non-target regions (e.g., yellow neurons across multiple cortical layers). Reprinted with permission of John Wiley and Sons from Serruya et al. (2018).

One significant advantage of this approach is that the non-organic stimulation or recording device is isolated to the brain surface or outside the skull entirely, while only the living electrode (comprised solely of soft biomaterials, ECM, and neurons) penetrates the parenchyma (Serruya et al., 2018). Moreover, the creation of optogenetically-active constructs in vitro prior to in vivo delivery obviates the need to inject viral components directly into the brain (as is the case with conventional optogenetic approaches). Overall, the presentation of exclusively biocompatible materials may curtail the chronic inflammatory response experienced by non-organic implants, while the hydrogel micro-column protecting the axons may be tuned to degrade at an optimal rate such that the axons are gradually introduced to the microenvironment as the tissue recovers. Additionally, as an alternative to microinjection, living electrodes may be encased in a secondary biomaterial sheath that is stiff enough to penetrate the brain and softens when hydrated, eliminating the need for needle delivery and further minimizing the severity of the tissue disruption upon initial delivery (Harris et al., 2016). Functional studies in vitro have shown that these constructs are capable of signal propagation through both electrical and optical stimulation, while implants in a rat model have survived out to at least 1 month with evidence of synaptogenesis and confirmation of transplant activity via intravital calcium imaging (Adewole et al., 2018; Struzyna et al., 2018). Finally, control over the neuronal subtype and protein expression prior to implant as described above may provide the opportunity for precise neuromodulation or therapeutic intervention, such as a computer-controlled “living DBS” electrode made using dopaminergic neurons for controlled dopamine replacement/inputs into the striatum for treatment of Parkinson’s disease (Figure 5). Similarly, computer-controlled inhibitory living electrodes may be applied to seizure foci in cases of intractable epilepsy, where detection of early epileptiform activity triggers release of copious GABA to extinguish activity in hyperexcitable circuitry (Figure 5).

[image: Diagram showing three types of implants labeled A, B, and C connected to a human brain illustration. Each implant has detailed insets showing cross-sectional images with different color patterns. Arrows indicate the implant positions in the brain, with labeled sections A, B, and C highlighting different interaction points. Each inset contains colored microscopic views showing varied cell interactions.]
FIGURE 5. Tissue-engineered living electrodes may be tailored to various applications for neuromodulation. (A) Dopaminergic constructs may provide “living deep brain stimulation” for Parkinson’s disease through restoration of dopaminergic inputs to the striatum. (B) Living electrodes with GABAergic neurons may inhibit epileptic brain activity. (C) Glutamatergic constructs could serve as a means to relay sensory feedback, e.g., from prosthetic limbs. Adapted with permission of John Wiley and Sons from Serruya et al. (2018).

While this living electrode strategy is promising and addresses a number of major challenges in the field, there are a several non-trivial challenges to translation that underscore the increased complexity of engineering a biohybrid interface for reproducible function. For instance, as the living electrode concept is based on synapse formation between the implant and brain, the effective stimulation/recording density is dictated primarily by the extent and specificity of synaptogenesis. As such, one significant translational challenge is control over the degree and targeting of synaptogenesis upon implantation. Constructs may be seeded with neurons that preferentially synapse with specific subtypes for more targeted interfacing, although the proportion of desired to aberrant connections is an ongoing area of investigation. Further, migration of living electrode neurons from the construct over time has been observed in early-stage implants, potentially necessitating a mesh or similar barrier to prevent neuronal migration away from the target stimulation/recording site at the brain surface. In the case of bidirectional living electrodes for recording, activity from host neurons must be conveyed across at least two synapses, making them potentially useful for recording local fields but likely hindering the ability to isolate single neurons from the output activity at the brain surface. Computer models of living electrodes may provide predictions of synaptogenesis and signal propagation to better inform design choices and interpret neuronal activity (Dhobale et al., 2018). Clinical bio-fabrication will also be a significant challenge for translation, including starting biomass, quality assurance, and safety monitoring. Here, the use of autologous, stem cell derived neurons would mitigate the need for immune suppression, although personalized living electrodes would be more expensive to build and more challenging to validate than allogeneic living electrodes from a standardized neuronal source. Finally, the input/output behavior of the living electrode under external control must be characterized to (1) compare the living electrode behavior to current clinical benchmarks for neuronal interfacing, and (2) determine the best method of external control at the brain surface. The choice of electrical (e.g., μECOG) or optical interfacing (e.g., LED array) will also likely need further optimization depending on the target application.



SUMMARY

Despite decades of significant effort, to date there is no single ideal neuroelectronic interface for long-term applications. While the definition of an ideal set of properties for a given interface is determined by the intended application, the clinical viability of these technologies is largely determined by their ability to function stably and predictably over long-term periods, which may, for several applications, span the course of the user’s life. Current interfaces are limited by the multi-phasic FBR, a series of prolonged inflammatory processes that lead to neuronal attrition at the implant site and inhibit the chronic utility of recording or stimulation electrodes. Years of natural selection have provided a vast library of mechanisms for directing neuronal growth, migration, and immunoreactivity; a common design feature of bioactive interfaces is the recruitment or partial recreation of these systems to influence local biological activity for better integration. Currently, bioactive interfaces largely use a combination of minimally invasive, soft material coatings, soluble factors and other biomolecules to limit the implant footprint, curb inflammation, and promote neuronal survival, although sustaining this bioactivity over long periods of time remains a significant design challenge. As such, it is necessary that the next generation of implantable, bioactive interfaces maintain a microenvironment that enables chronically stable performance, potentially through the introduction of living cells or tissue to further minimize the disparity between the implant and host brain. Ultimately, fully biological interfaces, such as living electrodes, may allow for a seamless integration with the host circuitry for controlled neuromodulation, feedback, and, ideally, functional restoration.
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Retinal prostheses strive to restore vision to the blind by electrically stimulating the neurons that survive the disease process. Clinical effectiveness has been limited however, and much ongoing effort is devoted toward the development of improved stimulation strategies, especially ones that better replicate physiological patterns of neural signaling. Here, to better understand the potential effectiveness of different stimulation strategies, we explore the responses of neurons in the primary visual cortex to electric stimulation of the retina. A 16-channel implantable microprobe was used to record single unit activities in vivo from each layer of the mouse visual cortex. Layers were identified by electrode depth as well as spontaneous rate. Cell types were classified as excitatory or inhibitory based on their spike waveform and as ON, OFF, or ON-OFF based on the polarity of their light response. After classification, electric stimulation was delivered via a wire electrode placed on the surface of cornea (extraocularly) and responses were recorded from the cortex contralateral to the stimulated eye. Responses to electric stimulation were highly similar across cell types and layers. Responses (spike counts) increased as a function of the amplitude of stimulation, and although there was some variance across cells, the sensitivity to amplitude was largely similar across all cell types. Suppression of responses was observed for pulse rates ≥3 pulses per second (PPS) but did not originate in the retina as RGC responses remained stable to rates up to 5 PPS. Low-frequency sinusoids delivered to the retina replicated the out-of-phase responses that occur naturally in ON vs. OFF RGCs. Intriguingly, out-of-phase signaling persisted in V1 neurons, suggesting key aspects of neural signaling are preserved during transmission along visual pathways. Our results describe an approach to evaluate responses of cortical neurons to electric stimulation of the retina. By examining the responses of single cells, we were able to show that some retinal stimulation strategies can indeed better match the neural signaling patterns used by the healthy visual system. Because cortical signaling is better correlated to psychophysical percepts, the ability to evaluate which strategies produce physiological-like cortical responses may help to facilitate better clinical outcomes.
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INTRODUCTION
Retinal implants provide a means to restore vision to those blinded by outer retinal degenerative diseases such as retinitis pigmentosa (RP) or age-related macular degeneration (AMRD) (Fujikado et al., 2011; Rizzo, 2011; Zrenner et al., 2011; Humayun et al., 2012; Ayton et al., 2014; Chuang et al., 2014; Shivdasani et al., 2014; Goetz and Palanker, 2016). Blindness results from large-scale degeneration of photoreceptors in the outermost portion of the retina. However, a substantial number of inner retinal neurons remain intact (Santos et al., 1997; Medeiros and Curcio, 2001; Mazzoni et al., 2008), thereby providing a target for electric stimulation from the implant. The activation of surviving retinal neurons leads to transmission of a neural signal to the visual cortex which results in a visual sensation. Clinical tests with existing implants have produced functional vision, e.g., some users can recognize objects and/or letters and some report increased mobility as well (Ahuja et al., 2011; Humayun et al., 2012; Dorn et al., 2013; Stingl et al., 2013, 2015). Although these results are encouraging, the overall performance of these devices remains quite limited.
While many factors are likely to contribute to sub-optimal performance, a key limitation is thought to arise from the inability of the implant to create meaningful patterns of neural activity, e.g., physiological-realistic patterns that are recognizable to downstream visual centers. In the healthy retina, each of at least a dozen different types of retinal ganglion cells (RGCs, retinal output neurons) extract different features of the visual world and use distinct patterns of spiking to convey information to higher visual centers (Baden et al., 2016). For example, ON-Sustained RGCs elicit a burst of spikes that persists for the duration of a bright stimulus while OFF-Transient RGCs remain quiet in response to the same stimulus but spike briefly when the stimulus is turned off. It has proven challenging to re-create this diversity in spiking with electric stimulation and the transmission of non-physiological signals to the brain is likely to be difficult to interpret. Several recent studies suggest however, that novel stimulation strategies may be useful for replicating one or more key elements of physiological signaling, e.g., low-frequency sinusoidal stimulation re-creates the out-of-phase spiking that occurs naturally between ON and OFF RGCs (Freeman et al., 2010; Twyford and Fried, 2016). Other approaches to improve the match to physiological signaling have been reported (Cai et al., 2013; Jepson et al., 2014a,b; Twyford et al., 2014; Lorach et al., 2015; Twyford and Fried, 2016; Ho et al., 2018) with the hope that the re-creation of more “natural” signaling patterns in RGCs will lead to more natural responses in downstream visual centers and ultimately to better clinical outcomes.
Unfortunately, it is not yet possible to produce many of these specialized waveforms with current-generation implants and so the clinical effectiveness of these new strategies remains largely unexplored. The neural response arising in visual cortex is thought to be better correlated to perception (than the neural activity in the retina) (Salzman et al., 1990; Knierim and van Essen, 1992) and so here, as a first step toward determining the efficacy of these new stimulation strategies, we explore the responses of cortical neurons to retinal stimulation. Previous studies that have examined cortical responses arising from electric stimulation of the retina have largely focused on the spatial extent of activation from single channel stimulation, or, on the spatial interactions arising from simultaneous stimulation of two or more neighboring electrodes (Wilms et al., 2003; Sachs et al., 2005; Walter et al., 2005; Eckhorn et al., 2006; Wong et al., 2009; Cicione et al., 2012; Sun et al., 2018). Further, much of this previous work has incorporated measurements of electrically evoked potentials (EEPs) or local field potentials (LFPs), i.e., measurements that reflect population responses from large numbers of cells instead of direct measurements from single cells. Surprisingly, little is known about how neurons that comprise each of the six layers of visual cortex respond to stimulation. Because local computations are transmitted from neurons of layers 4, 2/3, 5, and 6, (Douglas and Martin, 2004), it seems particularly important to understand how the neurons in each of these layers are shaped by the parameters of (retinal) stimulation. It is also important to understand whether stimulation strategies that reproduce key elements of physiological signaling in the retina, e.g., selective activation of ON vs. OFF RGCs (Freeman et al., 2010; Cai et al., 2013; Twyford et al., 2014; Twyford and Fried, 2016) result in better matches to natural signaling in the cortex, e.g., out-of-phase firing in ON vs. OFF cells. This is especially intriguing because better matches to the physiological signaling in cortex could be associated with improved clinical outcomes.
Here, we measured the single unit activity arising in neurons of each layer of mouse visual cortex in response to electrical stimulation of the retina. A 16-channel penetrating microprobe allowed simultaneous recordings from multiple layers of the visual cortex; layers were identified by the depth of penetration as well as by the level of spontaneous activity. Cells were further classified as excitatory or inhibitory according to the shape of their waveform and into ON, OFF, or ON-OFF cells according to the polarity of their response to light. After classification, we investigated responses of individual types as a function of the parameters of stimulation (pulse amplitude and pulse rate). We also explored the efficacy with which physiological-like patterns in the retina are transmitted to cortex.



MATERIALS AND METHODS

Animal Preparation

Experiments were performed on adult (age 2–6 months) male C57BL/6 mice (The Jackson Laboratory, United States). This study was carried out in accordance with the recommendations of all federal and institutional guidelines. The protocol was approved by the Institutional Animal Care and Use Committee of the Massachusetts General Hospital (MGH). The mice were housed in the animal facility of MGH under a 12-h light/dark cycle. Each mouse was anesthetized by an intraperitoneal injection of a mixture of Ketamine (100 mg/kg, Henry Schein Animal Health, United States) and Xylazine (10 mg/kg, Akorn Inc., United States). Body temperature was maintained at 37.5°C by a heating pad. The depth of anesthesia was evaluated every 30–60 min by testing the paw withdrawal reflex, the eyelid reflex and whisker movements; Ketamine (100 mg/kg, ∼50% of the initial Ketamine-Xylazine dose) was redosed as needed. After completion of all subsequent testing, the mouse was removed from the stereotaxic frame and euthanized via cervical dislocation.

In vivo Electrophysiological Recording

After the mouse was anesthetized, the animal was moved to the recording setup in a darkened room and placed on a stereotaxic frame (SR-9M-HT, Narishige, Japan). Ear bars were positioned into the auditory canals and the scalp was retracted for a craniotomy over primary visual cortex (2-mm diameter); the dura mater within the exposed area was carefully perforated with a thin needle (30 G) and a forceps. Because stimulation was always presented to the right eye (see below), the craniotomy was performed in the left cortical hemisphere. The exposed cortex was rinsed with PBS to clear any residual debris before insertion of the recording electrode. Recordings were made with a 16-channel silicon microprobe (a1x16-3mm50-177, NeuroNexus Technologies, United States); individual electrodes on the microprobe were 15 μm in diameter with 50 μm center-to-center spacing. In some experiments, a single tungsten microelectrode was inserted instead (WE30012.0F3, Microprobes for Life Science, United States). Recording electrodes were oriented orthogonally to the cortical surface and lowered using a micromanipulator (SMM-100, Narshige, Japan) (Figure 1A). The position of each electrode within the visual cortex was estimated from the depth readout of the micromanipulator as well as by checking the position of the uppermost electrode and its distance from the cortical surface. The depth of individual cortical layers was based on Olsen et al. (2012) and defined as (in μm): L2/3, 100–350; L4, 350–450; L5, 450–650; and L6 >650. Final calibration of electrode depth was made from the rate of spontaneous firing as measured on individual electrodes (see Figure 1): L5 is known to have the highest rate of spontaneous firing (Niell and Stryker, 2008). The recording array typically spanned the full depth of the visual cortex. After the electrode was inserted, the area was covered with 2.5% agarose or PBS to prevent drying and the electrode was allowed to “settle”for 30–45 min before recordings were started. Electrode signals were recorded using an amplifier (Model 3500, A-M Systems, United States) and a data acquisition system (Micro 1401-3, CED, United Kingdom) with software (Spike2, CED, United Kingdom). The extracellular signal was filtered from 100 to 10 kHz and sampled at 25 kHz. All signals were stored on a hard drive and analyzed off-line with custom software written in MATLAB (MathWorks, United States).

[image: A series of images depicting neuroscience-related data. Panel A shows a microscopic image of brain tissue with an electrode inserted, marked with dimensions 750 micrometers and 50 micrometers. Panel B presents a scatter plot differentiating excitatory and inhibitory neuron spiking, marked by "broad spiking" and "fast spiking." Panel C displays electrophysiological recordings at various cortical depths. Panel D is a line graph showing spontaneous firing rates against electrode depth. Panel E illustrates a bar graph comparing mean spontaneous rates across different cortical layers, indicating significant differences with asterisks.]
FIGURE 1. Layer and cell type classification from multisite recording of mouse visual cortex. (A) Photograph of the 16-channel linear multisite probe used for insertion into and recording from mouse visual cortex. (B) Scatter plot of spike waveform features used to classify cells into excitatory (broad spiking, n = 74) and inhibitory (narrow spiking, n = 11) types; the average waveforms of broad and fast spiking cells are shown as well. (C,D) Raw waveforms and mean spontaneous rate recorded simultaneously from 14/16 channels during a single insertion of the probe. (E) Mean spontaneous rate of excitatory cells from each layer and of inhibitory cells pooled across all layers. (L2/3: 15 cells, L4: 18 cells, L5: 29 cells, L6: 16 cells, Inh.: 12 cells), Error bars denote standard error mean (SEM). ∗indicates p < 0.05.

Visual and Electrical Stimulation

Visual stimuli consisted of full-field flashes that were generated and controlled by custom software written in LabView (National Instruments, United States) and MATLAB (MathWorks, United States). Each stimulus was delivered at least 30 times (referred to as “repeats”); peristimulus time histograms (PSTHs) were then generated to facilitate the analysis of responses and the classification of cell types. The visual stimulus was displayed on a monitor (Hewlett Packard, HP ZR22w, refresh rate 60 Hz) placed 25 cm from the mouse with a viewing angle of 45° from the center of the monitor (toward the right eye of the mouse).

Electrical stimulation was delivered extraocularly via a platinum-iridium wire (model: 78000, A-M systems, United States); the diameter of the wire was 127 μm, giving an estimated surface area of 12,667 μm2. The wire was positioned on the surface of the cornea of the right eye using a micromanipulator (SM-25A, Narishige, Japan). The return wire was inserted under the skin behind the neck. Pulse stimuli were generated by a STG8002 stimulator (Multichannel Systems GmbH, Germany) and MC_Stimulus software (Multichannel Systems GmbH, Germany). Stimulus pulses were cathodal-first, biphasic, charge balanced pulses that were rectangular in shape with no interval between the cathodal and anodal phases. Pulse duration was fixed at 2 ms unless otherwise specified. Pulse rate ranged from 1 to 5 pulses per second (PPS) and pulse amplitudes ranged from 20 to 300 μA. For sinusoidal stimulation, frequency ranged from 1 to 5 Hz; the amplitude of all sinusoids was fixed to 100 μA and 20 cycles were delivered regardless of stimulation frequency.

In vitro Electrophysiological Recording

For in vitro patch clamp recording, wild type (C57BL/6J) mice were anesthetized with isoflurane and subsequently euthanized by cervical dislocation. Eyeballs were harvested, retinas were dissected from the eyecup and mounted, photoreceptor side down, onto a recording chamber. The retina was subsequently perfused with oxygenated Ames medium (Sigma-Aldrich, United States) at a flow rate of 2–3 ml/min for the duration of the experiment. Temperature was kept at ∼34°C. Small holes were made in the inner limiting membrane in order to obtain access to RGC somata. Spiking responses were obtained using loose (cell-attached) patch recordings. Patch electrode resistance was ∼6–8 MΩ. The visual stimulation was projected from below onto the photoreceptor outer segments using an LCD projector (InFocus, United States). Visual stimulation consisted of bright spots on neutral (gray) background with diameters ranging from 100–1500 μm and presented for 1 s. ON and OFF-α S cells were targeted by their large somata (diameter >15 μm) and identified by their strong sustained light responses. Stimulus control and data acquisition were performed with custom software written in LabView (National Instruments, United States) and Matlab (Mathworks, United States). The electrical stimulation delivered via a 10 kΩ platinum–iridium electrode (MicroProbes, United States); the exposed area at the electrode tip (no Parylene-C insulation) was conical with an approximate height of 125 μm and base diameter of 30 μm, giving a surface area of ∼5,900 μm2. Stimulating electrodes were positioned 30 μm above the inner limiting membrane; the tip of the electrode was raised by micromanipulator after touching the surface of the inner limiting membrane. Two silver chloride-coated silver wires served as the return; each was positioned ∼8 mm from the targeted cell and ∼6 mm from the other wire. The electric stimuli were applied by a stimulus generator (STG 2004, Multi-Channel Systems MCS GmbH, Germany). For biphasic stimulation, stimulation parameters such as pulse duration (2 ms per phase) and pulse rate (1–5 Hz) were same with those used for in vivo experiment. Stimulation amplitude was fixed at 100 μA. For the electrical sinusoidal stimulation, stimulation frequency from 1 to 5 Hz was used. Pulse and sinusoidal stimuli were controlled by Multi-Channel Systems STG2004 stimulator (Multichannel Systems GmbH, Germany) and MC_Stimulus software (Multichannel Systems GmbH, Germany). Data were recorded using an Axopatch 200B amplifier (Molecular Devices, United States) and digitized by a data acquisition card (PCI-MIO-16E-4, National Instruments, United States). The timing of individual spikes was detected as the depolarization (negative) peak of each spike in the raw trace.

Data Analysis

Spikes were detected by applying a negative threshold to the recorded signal; the timing of individual spikes corresponded to the most negative point of the waveform and therefore, the latency values reported here are ∼0.5 ms slower than actual onsets. Activity from multiple cells was often captured on a single electrode during the experiment and principal component analysis (PCA) was used for spike sorting (custom software written in MATLAB). Cells were used only if their spike waveforms could be unequivocally separated from other cells on the same electrode. After spike sorting, the average spike waveform was determined for each cell and saved as a template; this allowed verification that the same cell was being consistently recorded throughout an experiment. For example, the average waveform from the spontaneous activity portion of an experiment could be compared to the waveforms from visual stimulation as well as to the responses to electric stimulation. Cells were classified as ON, OFF, or ON-OFF based on their responses to full-field light stimuli.

Features of the extracellular spike waveform were used to distinguish excitatory and inhibitory neurons (see Figure 1B) and were based on previous work (Csicsvari et al., 1999; Bruno and Simons, 2002; Andermann et al., 2004; Bartho et al., 2004; Niell and Stryker, 2008; Rummell et al., 2016). In particular, we found consistently good separation using (i) the height of the positive peak relative to the initial negative trough, and, (ii) the slope of the waveform from the first peak to the baseline (Niell and Stryker, 2008). Amplitudes of each average spike waveform were normalized before classification.

The electric artifact was divided into two periods (Figure 3A, labeled as periods “i” and “ii”). During the first period which is the actual duration of the stimulation pulse, the amplifiers were saturated and spikes could not be detected. After the first period, the artifact was still prevalent but spikes could nevertheless be observed. The use of an amplitude threshold was not effective for extracting individual spikes and so we utilized a traditional artifact removal technique (Hashimoto et al., 2002) in which a template of the average stimulation artifact waveform is subtracted from the raw waveform in individual traces. Since the artifact size and shape could vary slightly across trials, some residual artifact often remained after subtraction and could result in false positives. As a result, the time period from 0–7 ms after the pulse onset was “flattened” by zero-padding [indicated by (ii) in Figure 3A]. Spikes could reliably be detected after 7 ms and their waveforms visually compared to the template waveforms recorded during spontaneous activity and/or visual stimulation (Spike waveforms shown in Figures 3B–E).

To quantify the strength of a given electrically elicited response, the number of spikes elicited within 100 ms of the pulse onset was counted and averaged across all repeats of a given stimulus. For statistical analysis, the Student (independent sample) t-test was used, p < 0.05 was considered as significant (∗). In figures presenting the median of data, error bars denote the standard error of the mean.

During patch recordings (the retinal in vitro experiments), we record in voltage-clamp mode and so we capture currents (not voltages); with this approach, the polarity of the raw stimulus artifact appears as a negative deflection for anodal stimuli and a positive deflection for cathodal stimuli. This is inverted from typical convention; previous studies that have performed similar experiments (Freeman et al., 2010; Twyford and Fried, 2016), have made note of the anomaly. In the cortical (in vivo) experiments, the polarity of the stimulus artifact is not inverted and so the raw waveforms from the two sets of experiments would appear opposite to one another. We felt that this would be confusing in Figure 8, where both in vitro (Panels A–D) and in vivo (Panels E–H) are presented together, i.e., if positive waveforms indicated cathodal stimuli in one part of the figure and negative stimuli in another, it would make the results of the figure difficult to interpret. Therefore, we artificially “inverted” the retinal in vitro stimulus waveforms. This was done by low-pass filtering the raw waveform to extract the stimulus waveform, inverting it, and then adding it to a high-pass filtered version of the raw waveform (to capture the spiking responses without the stimulus artifact). While this depicts the same polarity for cathodal and anodal stimuli in both sets of experiments, it has the adverse effect of making the in vitro retinal results appear different from earlier work (Freeman et al., 2010; Twyford and Fried, 2016).



RESULTS

A 16-channel implantable microprobe was used to obtain simultaneous recordings of single unit activity from multiple layers of mouse visual cortex. The results below are based on in vivo recordings from 126 cortical neurons (L2/3: 24, L4: 32, L5: 37, L6: 33) obtained from 33 adult mice and in vitro recordings from 17 RGCs obtained from 5 additional mice.

Layer and Cell Type Classification

Similar to a previous study (Niell and Stryker, 2008), we used the end slope and the peak-to-trough height of measured spikes to classify cells as excitatory vs. inhibitory (Methods, Figure 1B); these two parameters resulted in linearly good separability between the two cell types (Andermann et al., 2004; Niell and Stryker, 2008). Similar to previous approaches, cells with broad-spiking waveforms (blue) were classified as excitatory while those with fast-spiking waveforms (red) were classified as inhibitory (Csicsvari et al., 1999; Bruno and Simons, 2002; Andermann et al., 2004; Bartho et al., 2004; Niell and Stryker, 2008; Rummell et al., 2016). Most of the cells we found were excitatory (n = 113/126, L2/3: 23/24, L4: 29/32, L5: 33/37, L6: 28/33).

Figure 1C shows a portion of the raw spontaneous activity recorded from 14 channels during a typical experiment. The mean firing rate was calculated for each cell (Methods) and then the average rate of firing across all cells at a given insertion depth was plotted (Figure 1D). Insertion depths of 100–350 μm corresponded to layer 2/3 (L2/3) while depths of 350–450, 450–650 and >650 corresponded to layers 4, 5, and 6 (L4, L5, and L6, respectively) (Olsen et al., 2012). The mean rate of activity for cells at depths of 500–650 μm (L5) was higher than that of layers 2/3, 4, or 6 (p < 0.01 for all individual comparisons); the higher level of spontaneous activity observed here (L5) is consistent with previous work (Niell and Stryker, 2008). As the number of inhibitory cells found here was limited (n = 13), the mean firing rate was pooled from cells across all layers; the mean inhibitory rate was comparable to that from L5 excitatory neurons and significantly different from the mean rate of other layers (p < 0.05 for all individual comparisons) (Niell and Stryker, 2008).

Most of the V1 neurons we tested showed reliable responses to full field light stimulation (Figure 2). Cells responded to either the onset (Figure 2A, “ON,” n = 23, L2/3:7, L4:12, L5: 3, L6:1), the offset (Figure 2B, “OFF,” n = 13, L2/3:5, L4:3, L5:3, L6:2) or both the onset and offset of the stimulus (Figure 2C, “ON-OFF,” n = 90, L2/3:12, L4:17, L5:31, L6:30). Consistent with earlier studies (Weng et al., 2005; Mace et al., 2015; Bae et al., 2018), cells from this third group exhibited considerable variability in the relative proportion of their ON vs. OFF responses. Table 1 summarizes the complete classification of all cells captured in this study.

[image: Graphs showing neural spike activity. Panel A displays "ON" signals, panel B "OFF" signals, and panel C "ON-OFF" signals across five presentations. Each panel includes raster plots above corresponding histograms with time in seconds on the x-axis and number of spikes on the y-axis. Shaded regions highlight specific time intervals.]
FIGURE 2. Cell type classification based on visual response. (A–C) Cell were classified into ON, OFF, or ON-OFF types based on the polarity of their response to a full-field light stimulus (duration of 1 s indicated by the shaded box). Light stimulation was applied 30 times; raw waveforms for 5 consecutive presentations (out of 30) are shown for a typical cell of each type. PSTHs for all cell types are shown at bottom (time bin = 10 ms).

TABLE 1. Classification of all cells captured in this study.

[image: Table showing the distribution of excitatory and inhibitory responses across layers L2/3, L4, L5, and L6 for ON, OFF, and ON-OFF conditions. The values are as follows: ON excitatory: 6, 12, 3, 1; inhibitory: 1, -, -, -. OFF excitatory: 5, 2, 1, 2; inhibitory: -, 1, 2, -. ON-OFF excitatory: 12, 15, 29, 25; inhibitory: -, 2, 2, 5.]

Electric Stimulation of the Retina Induces Robust Responses in V1 Neurons

Once cells were classified into layer and type, electric stimulation was delivered to the outer surface of the eye (extraocular stimulation, Methods) and the responses of individual V1 neurons were measured (Figure 3A). The stimulus was a biphasic waveform, 2 ms/phase and cathodal first; these type of stimuli have been shown previously to strongly activate RGCs (Jensen and Rizzo, 2008; Lee et al., 2013). Delivery of the stimulus typically saturated the amplifiers for 4–5 ms and the persistence of an electrical artifact hindered our ability to reliably detect spikes for an additional 2–3 ms following the emergence from saturation (Figure 3A). Although we could reduce the size of the artifact somewhat by digitally subtracting the mean artifact, averaged over many trials, from each raw recording, the residual artifact often led to false positives. To eliminate the possibility of erroneous spikes, we “zeroed out” the response for the first 7 ms following stimulus onset (Figure 3A, bottom trace). After this period, spikes that arose within the remaining portion of the artifact could be reliably captured by our spike detection algorithms (Methods). Spike waveforms detected in response to electric stimulation (Figure 3B, overlay at bottom right) were compared to the waveforms from spikes arising spontaneously (Figure 3D, overlay at top right) or in response to light (not shown); consistency in waveform shape was used to confirm that electrically elicited spikes were indeed from the same cell, e.g., the small movements of the brain those that occurred routinely during experiments did not result in a shift of the recordings to a different cell.

[image: Graphs show neural signal processing in different panels. Panel A illustrates signal artifacts before and after removal with pulse duration indicators. Panels B and C display time versus presentation number graphs with corresponding histogram spike counts. Panels D and E show long-duration neural signals over time with insets of spike waveform overlays.]
FIGURE 3. Electric stimulation elicits similar responses in excitatory and inhibitory neurons. (A) The stimulus (charge-balanced biphasic pulse, cathodal first, 2 ms/phase, 300 μA) produced an electrical artifact that typically persisted longer than the duration of the stimulus itself. Spikes were sometimes visible within the artifact (top trace, arrow) but were difficult to detect via thresholding (see text); subtraction of the mean artifact from the raw waveform facilitated extraction of such spikes (bottom trace, arrow) but also could result in intermittent false positives during the first 7 ms. To avoid detecting false positives as spikes, this time period was zeroed (bottom trace, period indicated by “ii”). The period labeled as “i” indicates the actual pulse duration. (B,C) Raw waveforms (top) and peristimulus time histogram (PSTH) (bottom) of a typical (B) L5 excitatory and (C) L5 inhibitory neuron. Detected waveforms and their average (red) were overlaid in the inset. (Bottom) (D,E) Raw waveforms (spontaneous activity) from the cells in panel B and C, respectively. The overlay of extracted spikes and the average waveform (red trace) facilitated comparison to electrically and/or visually evoked spikes.

Responses to electric stimulation typically consisted of a brief burst of spiking that occurred within the first 50 ms following stimulus onset and was followed by a 400–500 ms period during which there was little or no spiking (Figure 3B). The elimination of spontaneous activity suggests the presence of a strong inhibitory signal during this period and is consistent with much previous work showing a slow-acting but strong wave of inhibition triggered by electrical and other forms of artificial stimulation (Logothetis et al., 2010). The end of the quiet period was marked by the recovery of spontaneous activity. In a few cells with very low spontaneous rates, it could be difficult to accurately determine the duration of the quiet period (not shown). Responses to electric stimulation were similar in both excitatory and inhibitory cells, e.g., compare the responses in Figures 3B,C. The timing of the initial burst of spikes in cortical neurons is consistent with the brief, short-latency burst of spikes arising in many different types of RGCs [(Im and Fried, 2015; Werginz et al., 2018), see also Figure 5].

Responses to electric stimulation were sensitive to the strength of the stimulus pulse. Figure 4 shows the responses from a typical L5 excitatory neuron for amplitudes ranging from 60–300 μA. There was some variability across trials, especially for weaker stimuli, e.g., compare responses across the 10 repeats of each stimulus level in panels A–D, but we did not attempt to identify the source of variability. We plotted the average number of spikes elicited within the first 100 ms of each trial (Methods) as a function of stimulus amplitude for each individual cell (dashed lines in Figures 4E–H; the arrow in Figure 4G indicates the cell of panels A–D). Mean responses were generally similar for the cells of a given layer (the average response across all cells in the layer is shown in red.) Overlay of the average responses from all layers (Figure 4I) reveals that the sensitivity to amplitude was also similar across layers, including a similar peak level of peak response. The few inhibitory cells that were tested in this experiment (blue lines), exhibited responses that were consistent to those of excitatory cells. We did not observe non-monotonic responses, i.e., responses that increased to the initial increase in stimulus amplitude but then decreased for further increases in amplitude (Barriga-Rivera et al., 2017) (Discussion).

[image: Graphs show neural response to varying pulse amplitudes. Panels (A-D) display pulse number versus time at amplitudes of 60, 100, 200, and 300 µA. Panels (E-H) depict evoked spikes by amplitude for cortical layers L2/3, L4, L5, and L6, with different line weights indicating variability. Panel (I) graphically represents average spikes evoked across layers, with color-coded lines for each layer, showing increased response with higher amplitudes. Error bars indicate variability.]
FIGURE 4. Responses to electric stimulation are sensitive to pulse amplitude. (A–D) Raw waveforms recorded in response to electric stimulation from a typical L5 excitatory cell. Each panel shows the response to 10 consecutive pulses; amplitudes are 60, 100, 200, and 300 μA in the 4 panels, respectively. (E–H) Dotted gray and blue lines indicate average responses as a function of amplitude from individual excitatory and inhibitory cells, respectively (L2/3: 10 cells, L4: 10 cells, L5: 14 cells, L6: 10 cells). Thick red lines in each graph indicate the average response across all cells within the layer. (I) Overlay of the average responses from each layer (the red lines from panels E–H).

Electrically Elicited Responses Are Suppressed With Increasing Pulse Rate

The prolonged period of inhibition followed each response to electric stimulation (Figures 3B,C) suggests that responses to repetitive stimulation may be diminished, at least for rates in which the new stimulus pulse overlaps with the inhibitory signal from the previous pulse. Prior to evaluating the responses of cortical neurons however, we first tested the response of mouse RGCs to increasing rates of stimulation so as to establish the baseline signal leaving the retina. Figure 5 shows the responses from ON and OFF RGCs in the mouse retinal explant (Methods) to stimulation rates ranging from 1–5 PPS; waveforms were biphasic, cathodal first, and 2 ms/phase). Similar to previous studies (Lee et al., 2013; Im and Fried, 2015; Werginz et al., 2018), responses to these types of relatively long-duration stimuli elicited multiple bursts of spiking that were fairly consistent from trial to trial. As described previously, the onset latencies for bursts were different in ON vs. OFF RGCs (compare burst timing in the left vs. right panels). Individual bursts remained robust and largely consistent as the rate of stimulation was increased from 1 to 5 PPS, although there were some variations in the timing as well as the duration of individual bursts. We counted the number of spikes elicited within the first 200 ms following each stimulus and averaged the results across all ON and OFF cells (Figures 5F,G, respectively). The results indicated small variations in the strength of the response across this range of frequencies but there was no systematic reduction in responsiveness with increasing rate, at least up to 5 PPS.

[image: Graphs A to E display raster plots for ON and OFF cells at different pulse rates from one to five pulses per second (PPS), showing neuron response over time. Graphs F and G illustrate normalized responses of ON and OFF cells, respectively, across pulse rates, with solid and dashed lines representing different data sets.]
FIGURE 5. Retinal ganglion cells maintain robust responses to electric stimulation from 1–5 PPS. (A–E) Raster plots of a typical ON (left) and OFF (right) RGC in response to pulse rates of 1–5 PPS (biphasic pulse, cathodal first, 2 ms/phase, 100 μA). (F,G) Normalized response strength of 4 ON and 4 OFF RGCs, respectively. Dotted gray lines are the response curves from individual RGCs average over 20 repeats; thick red lines indicate the average response of each cell type.

When we delivered the same stimulus extraocularly at 1 PPS and measured the responses of cortical neurons in vivo, responses were observed for all 20 pulses (Figure 6). The amplitude of stimulation was fixed to 300 μA so as to ensure a strong uniform response across all layers (Figure 4I). Similar to the RGC responses, there was some variability across trials in both response strength as well as the timing of individual spikes (Figure 6A). When the stimulus rate was increased to 2 PPS however, responses were elicited by the first 13 pulses but not for the subsequent 7 (Figure 6B). At even faster rates of stimulation, the number of trials that elicited responses continued to decrease: spikes were elicited for only the first 10 pulses at a rate of 3 PPS (Figure 6C) and for only 6 and 7 pulses at rates of 4 and 5 PPS, respectively (Figures 6D,E). It is interesting to note that the reduced sensitivity to rates of 3, 4, and 5 PPS arose despite the fact that retinal response levels were not similarly reduced at these same rates (Figures 5C–E). Thus the loss of sensitivity in cortical neurons is not due to a corresponding reduction in output signal from the retina, but instead suggests that the loss arises during transmission of the retinal signal to the cortex. Our findings do not reveal the source of this loss in sensitivity, but it is interesting to note that responses in L4 neurons were similar to those from other layers (not shown but see Figure 6J), suggesting that the loss occurs prior to arrival at the cortex. It will be interesting in future experiments to record from visual neurons that receive input directly from RGCs (e.g., at the superior colliculus or lateral geniculate nucleus) so as to examine their sensitivity to the rate of stimulation; this may help to pinpoint the location at which the sensitivity to higher rates of stimulation is lost. Similar types of suppressive effects have been described in the retina (referred to as desensitization) although they occur at higher rates of stimulation (Jensen and Rizzo, 2007; Freeman and Fried, 2011). Retinal desensitization is thought to be triggered by the strong inhibitory signals that persist longer than the intervals between consecutive stimuli and it is likely that the prolonged inhibitory signal observed in cortical neurons in earlier experiments (Figure 3) is similarly tied to the loss of responsiveness seen here. Whereas retinal inhibitory periods persist for <100 ms (Fried et al., 2006), the inhibitory signals seen earlier in cortical neurons (Figure 3) persist for several hundred milliseconds and is consistent with the fall-off of sensitivity at lower-frequencies. To quantify the level of desensitization observed here, we determined the average number of electrically elicited spikes across all 20 repeats for each rate of stimulation. Each dotted line in Figure 6F represents the average response from an individual cell in Layer 2/3; the responses from cells in layers 4, 5, and 6 are shown in Figures 6G–I, respectively. The red line is the mean response across all cells in the layer. There was a monotonic decrease as stimulus rate increased from 1 to 5 PPS although, once again, there was significant variability across cells. Only three inhibitory cells (two cells in layer 4 and one in layer 5) were tested in this experiment (solid blue lines), their responses were generally similar to those of excitatory neurons.

[image: Graphs illustrating pulse activity and evoked spikes at various pulse rates (PPS). Panels A-E show pulse number versus time for pulse rates from 1 to 5 PPS. Panels F-I present evoked spikes plotted against pulse rate for cortical layers L2/3, L4, L5, and L6. Panel J compares the average number of evoked spikes across these layers, showing a decrease as pulse rate increases. Panel K displays the average number of evoked spikes relative to pulse number for different PPS rates, indicating variances in spike activity as pulse numbers increase.]
FIGURE 6. Responses are suppressed by increasing rates of stimulation. (A–E) Raw responses from a typical L5 excitatory cell to 20 consecutive pulses at 300 μA; rates of 1, 2, 3, 4, and 5 PPS, respectively, were applied. (F–I). Dotted gray and blue lines are the mean responses from individual excitatory and inhibitory cells, respectively (L2/3: 9 cells, L4: 9 cells, L5: 10 cells, L6: 8 cells). Thick red lines indicate the average response across all cells from the layer. (J) Overlay of average response curves from all layers. ∗indicates p < 0.05. (K) Response strength versus stimulus number averaged across all layers. Error bars omitted for clarity.

We overlaid the average plot of response strength vs. pulse rate from each layer (Figure 6J) and found that both the overall strength of the response as well as the sensitivity to pulse rate were quite similar across layers. When the mean levels were statistically compared across layers, the responses to 5 PPS stimulation were found to be significantly lower than those to 1 PPS (p < 0.005) for all layers. Response strengths at 4 PPS were also significantly lower than those at 1 PPS (p < 0.05 for layer 4, p < 0.005 for layer 2/3, 5, 6). There was no significant difference in response strength for rates of 1 vs. 2 PPS. A comparison of the response strength as a function of pulse number provided further confirmation that there was minimal desensitization for rates of 1 PPS (Figure 6K); as the rate of stimulation increased however, the onset of desensitization occurred earlier, and its effect was stronger. At the fastest rates tested here (5 PPS), desensitization was already evident in the response to the second pulse and responses were almost completely suppressed by the 5th pulse.

We questioned whether the high levels of desensitization seen in these experiments might be arising from the relatively strong stimuli that were used to ensure robust responses from the extraocular stimulus. If so, we reasoned that lower amplitudes might reduce the level of desensitization. Each plot in Figure 7A is a raster response to 20 identical stimuli; the rate of stimulation is fixed for each row of plots while the amplitude decreases across columns (from left to right). Consistent with the results of Figure 6, responses were consistently robust for a stimulus rate of 1 PPS and a pulse amplitude of 300 μA but they became weaker and less consistent when stimulus strength was reduced to 200 μA and even weaker still at 100 μA. Even with the weaker responses however, there was still a clear reduction in both strength and consistency as the rate of stimulation increased. The persistence of desensitization at weaker stimulus amplitudes suggests that the reductions observed in Figure 6 were not due to the use of a strong stimulus. At even weaker stimulus levels, e.g., 80 μA, responses were barely detectable, even at 1 PPS, and so it was difficult to assess whether desensitization was present. The response patterns seen in Figure 7 were highly similar to those from cells in other layers (not shown). Averaging responses across all layers (Figure 7B) confirmed that desensitization was strongest for strong stimulus levels but could be observed for any level of stimulation that was strong enough to induce a response. We conclude therefore that the desensitization observed here is not mediated solely by the strength of the stimulus.
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FIGURE 7. Desensitization is not caused by high stimulus strength. (A) Raster responses to electrical stimulation at pulse rates of 1–5 PPS and amplitudes of 60–300 μA in a typical cell. (B) Average response strength across all cells as a function of pulse rate; each data point is the average of 11 cells across all layers (L2/3: 2 cells, L4: 2 cells, L5: 4 cells, L6: 3 cells.). ∗indicates p < 0.05.

Low-Frequency Sinusoids Elicit Out-of-Phase Responses in ON vs. OFF Cells

Low-frequency sinusoidal waveforms activate OFF RGCs during the cathodal phase of the stimulus and ON RGCs during the anodal phase (Freeman et al., 2010; Twyford and Fried, 2016). The ability to reproduce the out-of-phase firing that occurs naturally in RGCs is intriguing and so we questioned whether the out-of-phase firing could be reliably transmitted to cortex, e.g., would ON and OFF cells in cortex exhibit out-of-phase responses? To explore this, we first verified that low-frequency sinusoidal stimulation of mouse retina elicited similar out-of-phase responses to those described previously in rabbit (Figures 8A–D). 2 Hz stimulation from a small Pt-Ir electrode (10 kΩ) that was positioned close to the surface of the retinal explant produced burst spiking in ON cells during the peak of the anodal phase of the stimulus (Figures 8A,B) but little or no spiking in OFF RGCs at the same time (Figures 8C,D). Instead, OFF RGCs responded strongly during the cathodal phase while ON cells were quiet. In subsequent in vivo experiments, we delivered electric sinusoidal stimulation at rates of 1–5 Hz extraocularly while measuring the resulting responses in both ON and OFF cells of V1 (Figures 8E–H). Low-frequency sinusoids produced robust spiking in both ON and OFF types of cortical neurons (Figures 8E,G, respectively) but it was difficult to detect any significant differences from direct observation of the raw waveforms. Converting the timing of elicited spikes to the phase of the stimulus however, revealed that the responses in ON cells indeed occurred during the anodal phase of the stimulus while OFF cells responded during the cathodal phase (PSTHs in Figures 8F,H; 13/17 ON cells; 9/9 OFF cells). These recordings suggest that the out-of-phase responses generated artificially in RGCs are indeed faithfully transmitted to higher visual centers. The ability to differentially drive ON vs. OFF channels along the entire visual pathway is intriguing because cortical responses are thought to correlate better to perception and so the ability to selectively target the individual channels offers the hope of higher quality percepts.
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FIGURE 8. ON vs. OFF selectivity is preserved during propagation from the retina to V1. (A,C) Raw in vitro response (black) and stimulus waveform (red) from a typical ON and OFF RGC in response to 2-Hz sinusoidal stimulation. (B,D) Raster plot (left) and PSTH (right) for the same cells. The red traces are a single period of the stimulus waveform aligned to showing timing of the responses. (E,G) Raw response (black) and stimulus waveform (red) from a typical L4 ON cell (E) and a typical L2/3 OFF cell (G) in response to 2-Hz sinusoidal stimulation (100 μA). (F,H) Raster plot (left) and PSTH (right) for the same cells. The red traces are a single period of the stimulus waveform aligned to showing timing of the responses. Note that anodal phases appear as upward and cathodal as downward in all panels (Methods).



DISCUSSION

Our investigation into the response of visual cortical neurons to electrical stimulation of the retina yielded several important insights. First, we found that responses in all cortical neurons were generally brief, persisting for ∼50 ms, and followed by a prolonged period of inhibition (lasting up to a few hundred milliseconds). The relatively short response period was curious given the longer response durations in upstream RGCs. Second, the responses to biphasic pulse stimulation were highly similar across layers and cell types. Third, responses to electric stimulation were highly sensitive to the rate at which stimulation was delivered, e.g., they were significantly reduced for rates as low as 3 PPS. This loss in sensitivity was not mediated within the retinal circuitry as ganglion cell responses remained consistent for rates up to 5 PPS. Finally, selective targeting of ON vs. OFF RGCs (via novel stimulation strategies) led to selective responses in ON vs. OFF cortical neurons, i.e., signaling properties were preserved during propagation to higher visual centers. It is important to note that both ketamine and xylazine can alter cortical responsivity (Bengtsson and Jorntell, 2007; Ordek et al., 2013) but given that anesthesia may not strongly alter the tuning of neurons in primary visual cortex (Lamme et al., 1998; Schanze et al., 2006; Niell and Stryker, 2010), the responses observed here may be representative of those in the awake, behaving animal. Each of these findings is discussed below.

Cortical Responses to Electric Stimulation Are Brief

The responses to pulsatile electrical stimulation were brief, typically persisting for ∼50 ms but always less than 100 ms. While the limited duration is consistent with previous studies (Cicione et al., 2012; Shivdasani et al., 2012; Nimmagadda and Weiland, 2018), they were still somewhat surprising given the prolonged duration in retinal neurons, e.g., spiking responses persisted for ∼150 ms in OFF RGCs and almost 200 ms in ON RGCs (Figure 5A). While it is possible that the different durations arise from methodological differences (in vitro measurements in the retinal explant utilizing a small stimulating electrode vs. in vivo stimulation utilizing a much larger extraocular stimulating electrode), previous studies using a wide range of electrode locations, also report relatively short response durations using smaller, implanted electrodes (Eckhorn et al., 2006; Cicione et al., 2012; Shivdasani et al., 2012; Villalobos et al., 2014). These results suggest that spike bursts with onset latencies >100 ms, e.g., the later bursts in both ON and OFF RGCs (Figure 5), do not effectively drive cortical neurons and thus short-latency spike bursts in RGCs are more relevant to cortical responses and probably to psychophysical percepts. Our results do not reveal the reason for the loss of the later bursts but the prolonged period of suppression following the initial burst of spiking in cortical neurons (Figure 3) raises the possibility that subsequent input to cortical neurons is rendered ineffective by the sustained inhibitory signal. Studies in other CNS neurons have described a similar type of sustained inhibitory signal that arises from artificial stimulation (Logothetis et al., 2010).

Similar to earlier studies using both multi-unit recordings (Cicione et al., 2012; Shivdasani et al., 2012; Barriga-Rivera et al., 2017) and EEPs (Chowdhury et al., 2005, 2008), we found that increasing the amplitude of the stimulus pulse resulted in an increase in the number of spikes generated by cortical neurons. The magnitude of RGC responses have also been shown to be sensitive to stimulation strength (Lee et al., 2013) and so it is likely the stronger cortical responses observed here arise directly from stronger responses in RGCs. Cortical responses peaked at 3–4 spikes for even the strongest biphasic pulses we delivered, a level that is comparable to that from a recent report in cat (Barriga-Rivera et al., 2017) although we did not find evidence of non-monotonic responses in some cells as they observed. The similarities in sensitivity to previous reports, including similar magnitudes of overall response strength suggests that our use of extraocular electrodes for stimulation elicits comparable activation of the retina to that from electrodes implanted in the eye. Because we recorded responses with only a single probe, our study does not reveal response variability across different regions of V1 (Cicione et al., 2012) and it is likely that there would be considerable difference if small stimulating electrodes, close to the retina, were compared to the extraocular stimulation used here; it will be useful to perform follow-up studies that incorporate such electrodes in a blind animal model. Testing a chronic implant in an awake behaving animal is also desirable as it will eliminate the potential for response alteration due to anesthesia.

Responses to Electric Stimulation Are Similar Across Cell Types and Layers of V1

We found here that the cortical responses to electric stimulation of the retina were highly consistent across all types of neurons and all layers of the visual cortex (Figures 4, 6). Prior to evaluating the responses to electric stimulation, we first classified cortical neurons into previously established classes. This included (1) the use of visual stimuli to assign cells as ON, OFF, or ON-OFF (Figure 2), (2) analysis of the spike waveform to classify cells as excitatory or inhibitory (Figure 1B), and (3) correlation of recording channels to cortical depth to assign each cell to a specific layer (Figures 1C–E). Our motivation for classifying cells into types was that previous studies repeatedly show that different types of neurons (e.g., RGCs) have different sensitivities to electric stimulation (Im and Fried, 2015); previous studies that have looked at cortical responses to electric stimulation did not similarly classify individual neurons into specific cell types. In general, we found similar distributions of cell types and similar response properties (Table 1) to those from previous studies (Chen et al., 2006; Niell and Stryker, 2008). Cortical neurons of different types and from different layers are known to receive synaptic inputs from distinct combinations or (presynaptic) excitatory and inhibitory neurons cells, and, the response properties of the different cell types are shaped by the different inputs they receive (Niell, 2015). Such differences suggested that different cell types might each have a unique response to electric stimulation of the retina. It was therefore somewhat surprising that the different types of cortical neurons had mostly similar responses: a single burst of spiking (that persisted for 40–50 ms (Figures 3B,C); the burst has an onset latency of ∼10 ms although we cannot rule out the possibility of earlier spikes that were obfuscated by the artifact. The fact that responses were largely similar suggests that the response differences that arise between different types of RGCs are lost as the neural signal propagates from the retina to V1, at least for the stimulating conditions used here. We cannot rule out the possibility that response differences exist in the lateral direction (Halupka et al., 2017), e.g., beyond the region captured by our single penetrating electrode, and this will be interesting to explore in future studies. The spikes that occurred after the period of inhibition were thought to be the recovery of spontaneous spikes and not an additional phase of the electrically elicited response – this is because cells with a low spontaneous rate did not show spikes at the end of the inhibition period.

V1 Responses Are Suppressed by Stimulation Rates ≥2 PPS

The responses of V1 neurons to electric stimulation were highly sensitive to the rate at which stimulation was delivered. Even at rates of 2 PPS, there was a loss of responsiveness after the first few pulses (Figures 6A–E), e.g., robust responses were elicited by the first few pulses in a train but responses stopped completely (no spiking) to subsequent pulses. At higher rates of stimulation, the loss of responsiveness occurred after fewer pulses. This loss of responsiveness was not entirely surprising given the inhibitory signal that persisted for several hundred milliseconds following each pulse (Figures 3B,C), i.e., the inhibitory signal from a previous pulse was likely still in effect when the next pulse was delivered. The fact that the first few pulses routinely elicited responses suggests that whatever the source of this inhibitory signal, it does not completely overwhelm the excitatory input arriving from the retina; the inhibitory effect appears to be additive however, and becomes dominant over time. A similar loss of responsiveness to repetitive stimulation has been reported in RGCs in vitro (referred to as desensitization) (Jensen and Rizzo, 2007; Freeman and Fried, 2011) although the difference in duration between the RGC (Fried et al., 2006; Im and Fried, 2016) and cortical inhibitory signals makes it unlikely that RGC desensitization was responsible for the decreased sensitivity of cortical neurons observed here. The stable RGC responses observed here for rates up to 5 PPS (Figure 5) is also consistent with RGC inhibition having little or no contribution to the inhibitory signal in cortical neurons. It is also worth noting that while some types of RGCs can have complex responses to repetitive stimulation (Im and Fried, 2016), such complexity was not observed in cortical neurons – a single, short burst followed by a loss of responsiveness after a few pulses was found in all cells tested. Given the difference in sensitivity to repetitive stimulation between retinal and cortical neurons, the loss in sensitivity observed in cortical neurons is likely to arise as the neural signal propagates from the retina to the cortex although our results do not pinpoint the precise location or mechanism.

Some of the loss seen for low rates of stimulation may be attributable to band- or low-pass filtering of the visual pathway. Ridder reported that the amplitude of the VEP began to decrease in response to full field visual stimuli delivered at rates of 3 Hz while the ERG responded to higher frequencies (Ridder and Nusinowitz, 2006). By measuring VEPs from dark-adapted and light-adapted retinas, Ridder also showed that the rod and cone pathways had different sensitivities; the temporal tuning function of dark-adapted VEPs more closely matches the sensitivity to repetitive pulsatile stimulation seen here, raising the possibility that rods (or other retinal neurons that subserve the rod pathway) are activated by the pulses used here. This would not be entirely surprising given the mouse retina is strongly rod-dominated (97% of all photo receptors) (Carter-Dawson and LaVail, 1979; Jeon et al., 1998). Additional studies have shown that the sensitivity to repetitive stimulation varies for different types of visual stimuli, e.g., VEP amplitudes in response to sinusoidal gratings remain consistent at rates up to 5 Hz (Porciatti et al., 1999). This suggests that stimuli that activate spatially confined regions of the retina may result in better responsivity to higher frequencies and thus small, implantable electrodes may have better temporal responsivity than the large extraocular electrodes used here. Similarly, stimuli that preferentially target the cone pathway may also have improved sensitivity to higher rates of stimulation. While the temporal dynamics of the mouse and primate retinas are quite different, clinical reports consistently describe a limitation in the rate at which stimuli can be effectively delivered (Perez Fornos et al., 2012) and thus, the ability to better control the spread of activation and/or the specific cell types activated may help to improve the temporal responsiveness of clinical devices.

It is important to note also that the long-duration stimuli used here (2 ms/phase) were designed to activate outer retinal neurons which in turn activate RGCs (referred to as indirect activation). In addition to producing one or more robust bursts of spiking, this approach also typically results in strong activation of inhibitory neurons that contributes to desensitization. Stimuli that activate RGCs directly (e.g., short-duration pulses), elicit only a single, short-latency spike per pulse. While direct activation can produce very high rates of spiking (Fried et al., 2006; Sekirnjak et al., 2006), we were not able to evaluate whether this approach could improve the temporal responsiveness of cortical neurons. This is because the electrical artifact from short-latency pulses blocked the short-latency responses that we were trying to measure (not shown). The ability to reliably remove the artifact would be of great help for pursuing this line of investigation in the future. This may be possible via the use of small electrodes implanted in the retina as they will greatly reduce the amplitude required for activation. Alternatively, other forms of activation can reduce or eliminate the artifact (Tomita et al., 2010; Nirenberg and Pandarinath, 2012; Lee et al., 2016; Lee and Fried, 2017), thereby allowing unobstructed visualization of all responses.

Sinusoidal Stimulation Creates Temporal Offsets in ON vs. OFF Cells

While the timing of the responses to pulsatile electric stimulation were similar for both ON and OFF neurons in the visual cortex, the use of low frequency sinusoidal stimulation resulted in a temporal offset between the two (Figure 8). Consistent with earlier work in the rabbit (Twyford and Fried, 2016), we first showed that ON RGCs in the mouse responded strongly during the anodal phase of low-frequency sinusoidal stimulation while OFF RGCs remained quiet (Figures 8A–D). During the cathodal phase OFF cells responded strongly while ON cells were quiet. This temporal offset in response timing is thought to arise because photoreceptors are activated by long, slowly changing stimuli and thus the sign-inverting synapses between photoreceptors and ON bipolar cells alters the sensitivity to stimulus polarity (and timing) for the ON and OFF cell types. When we subsequently recorded from ON and OFF cells in visual cortex, we found a similar offset in phase: OFF cells responded during the cathodal phase of stimulation while ON cells responded during the anodal phase (Figures 8E–H). This result is encouraging because it not only indicates that the response timing is maintained as the electrically induced signal propagates from the retina to the visual cortex but also suggests that the use of stimulation strategies that better replicate physiological patterns of spiking in the retina may also lead to patterns of spiking in the cortex that better resemble natural physiology. It is tempting to speculate that because cortical activity better reflects psychophysical percepts (Salzman et al., 1990; Knierim and van Essen, 1992), the use of low-frequency sinusoidal stimulation might improve contrast sensitivity (or other elements of artificial vision). However, it is important to point out that earlier attempts to evoke more natural signaling patterns, e.g., the use of stochastic resonance with cochlear prostheses, did not always lead to improved clinical outcomes unless optimized parameters, such as the level of added noise to enhance detectability, or the information content of a signal (e.g., trains of action potentials) (Moss et al., 2004) were incorporated. Thus, the clinical benefits associated with better matches to retinal signaling, e.g., with low-frequency stimulation will need to be verified in future testing. Also, it is far from certain that strategies that target photoreceptors will be of use in the degenerate retina, although there is some evidence to suggest that parts of photoreceptors can still be harnessed for at least some forms of degeneration (Busskamp et al., 2010). An additional concern is that the low-frequency sinusoidal waveforms described here require a large amount of charge delivery and thus increase the potential for electrochemical damage to the electrode. Any potential benefit of this approach will need to be evaluated in light of this risk. Nevertheless, other stimulation strategies have been proposed to selectively target ON vs. OFF RGCs that do not require intact photoreceptors (Jepson et al., 2014b; Twyford et al., 2014). It will be interesting to learn whether these strategies similarly result in cortical activity that better matches physiological signaling, and if so, whether they ultimately improve the quality of elicited percepts.
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Implantable neuroprostheses such as cochlear implants, deep brain stimulators, spinal cord stimulators, and retinal implants use charge-balanced alternating current (AC) pulses to recover delivered charge and thus mitigate toxicity from electrochemical reactions occurring at the metal-tissue interface. At low pulse rates, these short duration pulses have the effect of evoking spikes in neural tissue in a phase-locked fashion. When the therapeutic goal is to suppress neural activity, implants typically work indirectly by delivering excitation to populations of neurons that then inhibit the target neurons, or by delivering very high pulse rates that suffer from a number of undesirable side effects. Direct current (DC) neural modulation is an alternative methodology that can directly modulate extracellular membrane potential. This neuromodulation paradigm can excite or inhibit neurons in a graded fashion while maintaining their stochastic firing patterns. DC can also sensitize or desensitize neurons to input. When applied to a population of neurons, DC can modulate synaptic connectivity. Because DC delivered to metal electrodes inherently violates safe charge injection criteria, its use has not been explored for practical applicability of DC-based neural implants. Recently, several new technologies and strategies have been proposed that address this safety criteria and deliver ionic-based direct current (iDC). This, along with the increased understanding of the mechanisms behind the transcutaneous DC-based modulation of neural targets, has caused a resurgence of interest in the interaction between iDC and neural tissue both in the central and the peripheral nervous system. In this review we assess the feasibility of in-vivo iDC delivery as a form of neural modulation. We present the current understanding of DC/neural interaction. We explore the different design methodologies and technologies that attempt to safely deliver iDC to neural tissue and assess the scope of application for direct current modulation as a form of neuroprosthetic treatment in disease. Finally, we examine the safety implications of long duration iDC delivery. We conclude that DC-based neural implants are a promising new modulation technology that could benefit from further chronic safety assessments and a better understanding of the basic biological and biophysical mechanisms that underpin DC-mediated neural modulation.
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INTRODUCTION

One of the earliest direct interactions with nervous system was conducted by Luigi Galvani in the late 1700s. In Galvani's experiments, isolated frog leg muscles, and the incoming nerves were depolarized with impulse-like delivery of electrical current. Galvani was confined to using a statically charged rod or metal rods attached with chains to Leyden jar capacitors to evoke a muscular response (Geddes and Hoff, 1971; Piccolino, 1998). Once Alessandro Volta developed a battery in the early 1800's, he tested the effects of delivering ~50 V of direct current (DC) to neurons by attaching the leads to various parts of his own body, including the ear, eye, and tongue. His famous observations of the sensations are well-known in the field of neuromodulation, with descriptions of crackling, pain, noise, and shocks. While the mechanism of electricity-to-nervous system interaction was not well-understood at the time, one interpretation of these early experiments is that both electrical pulses and direct current can both be used to successfully interact with the nervous system (Guleyupoglu et al., 2013).

The first fully implantable pacemaker was designed and implanted in 1958 by Rune Elmqvist and Åke Senning, at the Karolinska Hospital in Sweden (Aquilina, 2006). This device delivered regularly spaced electrical current to the heart. A 1.5 ms pulse initiated a heart compression, but continued heart activity was self-propagating for another 1 s with no output from the pulse generator. These electrical pulses were delivered to a metal electrode implanted in the heart muscle. The need to deliver a very short duration pulse to depolarize the cardiac tissue of the heart fortuitously coincided with the fact that one could not deliver longer duration electrical current to a metal electrode without creating potentially toxic electrochemical byproducts. The inventors were not necessarily considering this implication during the development process, but the device was safe largely because the pulses were short with long inter-pulse intervals.

The pacemaker was self-contained and battery powered, giving the patient the freedom to move around. In modern terminology, the pacemaker was the first implantable pulse generator (IPG). The invention of this IPG created a precedent that showed us how we could effectively evoke electrical activity in the body safely with a device that delivered short pulses. In the nervous system, pulsatile stimulation was in principle confined to evoking an action potential (AP) in response to a pulse. However, due to the gross spatiotemporal spike rate coding method of the peripheral nervous system, pulsatile stimulation offered such a broad realm of applications that IPG technology dominated the field of neuromodulation for many years and it is still the primary commercial technology for neuromodulation therapies (Loeb, 2018).

DC was nearly abandoned for the purposes of implantable neural stimulation due to the therapeutic success and broad validation of IPGs in various applications, and the technical barrier associated with the challenge of safely delivering electrical current for a prolonged duration to a metal electrode implanted in biological tissue (Merrill et al., 2005). The recent resurgence of this mode of neuromodulation is due to technical innovations that have allowed DC to be delivered for longer durations to neural targets, and the success of experiments conducted through electrodes positioned on the skin where safety concerns could be more easily mitigated (Ruffini et al., 2013; Bikson et al., 2016). The other reason that DC neuromodulation has gained interest in recent years is that the field of neuromodulation has become refined sufficiently to be faced with new challenges that are more difficult to address using pulsatile waveforms. Because DC directly controls membrane potential, it can increase or decrease firing rate, altogether block neural activity, control AP propagation velocity, and modulate synaptic connectivity (Goldberg et al., 1984; Bikson et al., 2004; Vrabec et al., 2017; Strang et al., 2018; Yang et al., 2018). DC also appears to maintain the stochastic properties of AP inter-pulse intervals on each neuron (Goldberg et al., 1984), in contrast to conventional pulsatile stimulation for which an evoked AP in phase with the stimulation pulse is the intended effect.

This review covers the recent technological advances to deliver direct current to neurons, our understanding of how DC electric fields interact with neurons, potential therapeutic applications of DC, and finally the safety considerations associated with delivering DC to neural tissue.



DC ENABLING TECHNOLOGY


The Tissue-Electrode Interface

The interface between an electronic neural implant and biological tissue is called an electrode. One side of the electrode surface is exposed to electrons, while the other is exposed to ions in the body fluids. If the electrons congregate temporarily on one side of this interface, on the other side they cause positive ions to move toward this interface and the negative ions to move away. If they are left there for a longer duration, some of these electrons will cross into the solution, causing a chemical reaction by breaking up or creating molecular bonds. On the opposing electrode, the opposite effect occurs, where lack of electrons will attract an electron from a negative ion in the solution. This general principle is one of the fundamental mechanisms behind electrochemistry (Zoski, 2007). Unless carefully and intentionally controlled, electrochemical reactions occurring at the metal-tissue interface are generally harmful to the body processes, causing pH changes, electrode corrosion with toxic byproducts, and bubble formation due to electrolysis (Brummer et al., 1983; Shannon, 1992; Merrill et al., 2005; Pour Aryan et al., 2014). For this reason, IPG designers are careful to avoid any unwanted electrochemical reactions when using bare metal electrodes to deliver current to the body. This can be accomplished in three ways: by decreasing the amount of time that the electrode is exposed to excess of electrons by reducing pulse duration; by limiting the amplitude of the current pulse that is delivered during this stimulation time and consequently the number of electrons that congregate at the electrode; and by increasing the surface area over which these electrons are distributed to reduce their density. IPGs typically use charge balanced biphasic pulses on the order of microseconds to milliseconds per phase to interact with neurons (Merrill et al., 2005; Pour Aryan et al., 2014). For the typical bare metal Pt electrodes, the safety criterion is 300 μC/cm2 (Shannon, 1992; Merrill et al., 2005; Pour Aryan et al., 2014). This type of safety criterion is referred to as the “charge injection criteria” and it is defined as the charge per electrode area necessary to cause electrolysis.



Improving Charge Injection Criteria

Delivering direct current using a metal-tissue interface designed to function with an IPG is not possible without violating charge injection criteria and thus causing electrochemical reactions at the surface of the electrode. Development of electrode design has focused on improving charge injection limits, either as a means to decrease electrode size and thus improve the resolution of stimulation, or to deliver electrical current for very long durations in applications for which short pulses are not as effective, such neural block (Vrabec et al., 2016, 2017). The gradual evolution of these technologies has helped to enable the development of devices capable of safe DC delivery.

Improvements to the charge injection criteria necessary to enable a decrease in the electrode size have been addressed primarily with improvements in electrode surface treatments that increase the electrode area (Won et al., 2018). Another approach is to coat the electrodes with a dielectric oxide, such as that used for the Ta-Ta2O5 electrode, which can be used to prevent electrons from crossing the boundary into the solution without increasing the surface area (Brummer et al., 1983). This benefit comes at the cost of increased voltage needed to deliver the same amount of current, since the capacitance of the electrode drops in proportion to the thickness of the oxide. These treatments are primarily designed to maintain the delivery of charge for a smaller electrode size and they increase charge injection capacity by as much as 4 mC/cm2 (Guyton and Hambrecht, 1973, 1974).

When the design goal is to deliver current for durations that are much longer than those needed to evoke an action potential (to maintain a neural block for example) the modifications to the electrode design must accommodate several orders of magnitude increase in charge injection criteria. One improvement over the surface treatment method is the use of polymer coatings. This method creates a three-dimensional analog of the two-dimensional electrode surface. These coatings are collectively referred to as hydrogel polymer coatings, with PEDOT:PSS as the most well-known of these (Nyberg et al., 2002; Ferlauto et al., 2018). These polymers conduct electronic current and have the property of absorbing the surrounding electrolyte (e.g., body fluid) that allows for a capacitive interface between ions and electrons to form on a molecular scale throughout the polymer chains. Hydrogel polymer coatings have been able to achieve safe charge injection capacities as high as 34 mC/cm2 (Nyberg et al., 2002).

Although electrode surface coating can improve charge injection capacities by orders of magnitude, they also introduce new complications. The addition of another material interface can create additional toxicity concerns: for example, carbon nanotube coatings can improve charge injection and impedance properties of metallic electrodes but may also increase cytotoxicity and inflammation at the electrode interface, either due to intrinsic properties of the material (Shvedova et al., 2003; Gilmour et al., 2013) or via chemicals generated as a result of coating deposition (De Volder et al., 2013). Roughened rigid surfaces generate mechanical tissue stress, and along with hydrogel based surfaces are potentially more brittle and thus less stable for chronic implantation (Aregueta-Robles et al., 2014). While none of these limitations are hard barriers to implementation, they prevent a “one-size-fits-all” approach to continued improvement of charge injection capacity in neural implants.



Ionic Direct Current Delivery

Further attempts to increase the duration of current delivery have come in two forms: creating a barrier between the body and the electrochemical byproducts at the electrode, and technology that eliminates or heavily mitigates toxic electrochemical reactions at the electrode while maintaining direct ionic current (iDC) flow. Both deliver DC to the tissue under the assumption that the electrochemical toxicity at the metal electrode is avoided for the duration of stimulation and the biological tissue is never exposed to the toxic chemical byproducts.

An electrochemical barrier can be accomplished by physically separating the electrode and the chemical corrosive byproducts with a column of electrolyte or electrolytic gel. One example of such an electrode is the Separated Interface Nerve Electrode (SINE). This concept introduced silicone tubing filled with an electrolyte between a syringe that contained a metal electrode and the target nerve (Ackermann et al., 2011; Vrabec et al., 2016, 2017). It is also possible to gel the electrolyte with Agar to mechanically stabilize it in the column and prevent the electrolyte from potentially leaking (Fridman and Della Santina, 2013a). Other methods involve complex chemical film coatings that “sequester” electrons in a chemical Faradaic reaction, whose products do not diffuse into the solution and are reversible. One example of such interface is activated iridium (Brummer et al., 1983; Beebe and Rose, 1988). In the case of activated iridium, the introduction or removal of an electron results in transitions between Ir3+ and Ir4+ ionization states within the coating achieve up to 25 mC/cm2 charge injection capacity at the interface of the coating (Merrill et al., 2005).

In contrast, another approach has been to develop a method by which ionic current can be delivered safely indefinitely (Fridman and Della Santina, 2013a,b; Ou and Fridman, 2017). The principle behind Safe Direct Current Stimulation (SDCS) is to rectify short, biphasic electronic pulses delivered to metal electrodes in the device into direct ionic current at the output of the device. This way the metal electrodes never undergo Faradaic reactions and there are no electrochemical byproducts generated within or external to the device. Conceptually, the SDCS delivers alternating current pulses to electrodes suspended at the opposite ends of a torus filled with ionic solution (termed “saline” in Figure 1). With each change in stimulation polarity the valves on either side of each electrode change from open-to-closed and closed-to-open, effectively modulating the path for ionic flow through the valves between low impedance and high impedance. Two extensions connected to the sides of the torus are directed into the body to complete the ionic current circuit. Figure 1 demonstrates this concept, comparing two states of the apparatus. In both panels of the figure, ionic current flows from left to right through the stimulated tissue. In this way, a continuous AC square wave controlling the apparatus will deliver DC ionic current (iDC) through the tissue from left to right. This system creates a closed-circuit path for the ions to flow, so that the anions that flow into the electrode tube on the right are replaced by the anions that flow out of the electrode tube on the left (Fridman and Della Santina, 2013a).

[image: Diagram of a circuit with saline and tissue, showing two configurations. The left side illustrates current flow through tissue with a red arrow, valves labeled with circles and arrows. The right side depicts a shut valve blocking current, indicated by no red arrow. Electrodes are marked as A1, A2, B1, and B2, with current flow paths in green.]
FIGURE 1. Principle of SDCS operation. The two diagrams indicate two states of the same device. The device converts electronic current delivered between electrodes eA and eB to ionic current delivered to the tissue. When the pulse switches current direction, the valves switch states and the ionic current is driven through the alternate paths of the bridge. In both cases the ionic current is driven from left to right. Figures adapted with permission from Fridman and Della Santina (2013a).

This concept originated from an attempt to develop a way to maintain endocochlear potential for hearing problems for people suffering from presbycusis, a common age related hearing disorder (Corbett and Clopton, 2004). This disorder disrupts the important ionic balance between endolymph and perilymph in the cochlea. The idea behind the system proposed by Spelman et al. was to create a mechanism by which electronic current delivered in the form of pulses could be rectified into ionic current flow. While this original application therapy was not developed further due to the advances in other treatments of age-related hearing loss, such as improved hearing aids and cochlear implants, this work did serve as an inspiration for developing the SDCS.

The SDCS has gone through several conceptual iterations and technological improvements. The original design shown in Figures 1, 2A, suffered from current flow interruptions due to valve transition timing. During state transitions, the valves would be closed or open simultaneously for a short duration at the same time, causing a short or an open circuit and resulting in interruptions in current flow at the output (Fridman and Della Santina, 2013a). The first solution to the problem of current flow interruption used two SDCS systems that worked in tandem shown in Figure 2B (Fridman and Della Santina, 2013b; Ou and Fridman, 2017). The system on the left would deliver the current to the tissue, while the system on the right would switch its valve states; the control of the current flow would switch electronically from the system on the left to the one on the right and the right system would change valve states, and then the process would repeat. Even though this solution solved the problem of current flow interruptions, the system suffered from high power requirements due to the need to operate eight independent valves.

[image: Diagrams and photographs of a microfluidic device system. (A) Schematic showing saline circuit. (B) Schematic of current flow with labeled sections A1 to D2. (C) Close-up schematic featuring discharging and driving current, electrodes, and a microfluidic valve around tissue. (D) Photographs of the actual device and a close-up of a coin for scale, with labeled electrodes and valves.]
FIGURE 2. (A) SDCS 1. (B) SDCS2 was designed to remove interruptions in current flow observed in SDCS1 construction. (C) SDCS3 is designed to remove the current flow interruptions, reduce power consumption and improve reliability. (D) SDCS3 microfluidic implementation. Figures adapted with permission from Fridman and Della Santina (2013a) and Fridman (2017).

The next design iteration addressed the problem of current flow interruption, and power consumption by reducing the number of valves to just two and requiring only one actuator to control these valves (Fridman, 2017). The basic construction is diagrammed in Figure 2C. Conceptually, this construction drives the current through the tissue using one current source, while the second discharges. During the valve switch, both valves are open for a short time, while the current sources ensure the proper amount of DC current flow through the tissue. The microfluidic prototype of this SDCS system is shown in Figure 2D. The valves are designed to be controlled on the PDMS chip using a shape memory alloy Nitinol muscle wire. The valves have been shown to operate for over 1 million cycles (Cheng et al., 2017, 2018; Fridman, 2017).

An alternative direction to mitigate electrical/biological interface concerns has been to develop an organic electronic ion pump (OEIP) that can deliver charged molecules directly from a reservoir to neural tissue via electrophoresis (Moulton et al., 2012; Arbring Sjöström et al., 2018). OEIP delivery of neurotransmitters has been shown to modulate neural activity both in-vitro- and in-vivo- (Isaksson et al., 2007; Simon et al., 2009, 2010, 2015), which could allow for OIEP-mediated neuromodulation to produce a more naturalistic control of neural activity. While OIEPs typically use DC current to drive electrophoresis, OIEPs are typically very low voltage and do not influence the membrane voltage of target neurons via a direct electric field effect, but rather by either the electrophoretic modulation of neurotransmitter or extracellular ionic concentrations (Simon et al., 2010; Larsson et al., 2013; Tarabella et al., 2013; Arbring Sjöström et al., 2018). Given the radically different mechanism of neural interaction that OIEPs employ compared to traditional or even ionic DC electrical stimulation, a full discussion of their mechanisms and potential applications is beyond the scope of this review. However, the reviews cited here discuss the development and function of OIEPs comprehensively (Svennersten et al., 2011; Moulton et al., 2012; Larsson et al., 2013; Arbring Sjöström et al., 2018).




ELECTRICAL STIMULATION—NEURON INTERACTION

With improvements to DC stimulation technology that reduce or even eliminate the safety concerns associated with toxic byproducts at the metal electrode-tissue interface, it becomes important to understand how the resulting focal iDC interacts with neurons. Unless explicitly mentioned, from here-on in the review it should be assumed that we are discussing only the effects of direct ionic current flow through the body and not the effects of undesirable electrochemical reactions at the tissue interface.


Current Flow Through Tissue

The electric field associated with current delivered to an electrode in contact with the body depends on the impedance of the tissue through which this current travels. Even though the impedances differ greatly between different types of body tissues (Geddes and Baker, 1967; Pethig, 1987), each individual type of tissue impedance can be loosely modeled as a parallel resistor/capacitor pair, with the capacitance of the tissue modeling the impedance associated with the cell membranes, and the resistive components modeling the interstitial spaces (Gudivaka et al., 1999; Kyle et al., 2004). More accurately, finite element models (FEM) often include realistic morphologies of tissue and electric properties that include both conductivity and permittivity (Grant and Lowery, 2010; Joucla and Yvert, 2012; Wongsarnpigoon and Grill, 2012; Joucla et al., 2014). Capacitive and even dispersive impedances (in which permittivity varies as a function of frequency) are important when current propagation through tissue is pulsed at sub-millisecond duration (Grant and Lowery, 2010). These considerations are simplified for electrical stimuli at low DC-like frequencies, and can be reduced to models of purely resistive current propagation and static electric fields (Plonsey and Heppner, 1967). Just as for pulsatile stimuli, electric field orientations can be modified by introducing multiple electrodes, whose resulting electric fields would add in a standard linear superposition.



Modeling the Effect of Direct Current on Neurons

Whereas, determining the electrical current propagation through the tissue is simpler for DC, the effect of DC electric field on neurons is more complicated when compared to the action potential (AP) evoked by a short biphasic pulse presentation.

The theory governing the effect of an extracellular electrode on neural membrane has been well-described using a compartmental cable equation that relates membrane-voltage to extracellular voltage and time-dependent membrane currents (McNeal, 1976; Rattay, 1986, 1999; Joucla et al., 2014). These equations were originally modeled on Hodgkin-Huxley or Frankenhaeuser-Huxley descriptions (Hodgkin and Huxley, 1952; Frankenhaueuser and Huxley, 1964), but the same compartmental model can be modified to rely on voltage-gated channel dynamics, based on the wealth of latest cellular electrophysiology literature—there are many types of voltage gated sodium and potassium channels, all with different temporal dynamics and expression densities, differentially expressed in the membranes of specific neural types (Vacher et al., 2008; Eijkelkamp et al., 2012; Toloza et al., 2018).

For a monopolar electrode in an isotropic medium such as one diagrammed in Figure 3A, that delivers current Iel through tissue with resistivity ρ, the extracellular voltage Vn at distance rn from the electrode is:

[image: Equation showing \( V_n = \frac{\rho I_{\text{el}}}{4 \pi R_n} \) followed by a parenthetical number indicating it is the first equation.]

[image: Diagram depicting a neuronal model. Panel A illustrates a neuron with labeled components, including input current (I_el) and voltage (V_a). Panel B shows an electrical equivalent circuit, representing the neuron’s transmission line with resistors and capacitors, spanning a distance L and divided into segments Δs.]
FIGURE 3. (A) Diagram of the single monopolar electrode distance rn from the center of the targeted neuron. Because current travels to the electrode from all directions, we can assume that Iel is distributed over a sphere indicated by short arrows in an isotropic medium. (B) Myelinated axon of diameter d of the targeted neuron is modeled by compartments length Δs between nodes of Ranvier, with L representing the length of exposed membrane. Figure adapted with permission from Joucla and Yvert (2012).

The relationship that then relates the currents crossing the membrane of the targeted axon depicted in Figure 3B is the cable equation:

[image: Capacitance \( C_m \) times the derivative of \( (V_{int,n} - V^n) \) with respect to time plus \( G_1(V_{int,n} - V^n - V_\gamma) + I_n \) plus \( G_2(2V_{int,n} - V_{int,n-1} - V_{int,n+1}) = 0 \).]

Where the membrane conductances, currents, and capacitances depend on the diameter of the fiber d, the length of the segment Δs, and the exposed length of the membrane L. Cm = cmπdL, Gl = glπdL, [image: Equation showing \(G_a = \pi d^2 / (4 \rho_i \Delta s)\), representing a mathematical expression involving constants and variables.], Ii,n = ii,nπdL. Cm is the compartment membrane capacitance, Gl the membrane leakage conductance, Ga the conductance along the axon, and Ii,n the total transmembrane inward current (such as due to voltage gated channels). Membrane voltage (Vm) can be expressed as the difference between the intracellular and the extracellular voltage Vm,n = Vint,n − Vn. For further simplification, we can introduce the time and space constants: [image: Equation presenting tau equals C sub m divided by G sub l.], [image: Mathematical equation showing λ equals Δs times the square root of G sub a divided by G sub b.] (Joucla and Yvert, 2012). The equation can now be written as:

[image: Equation showing a differential equation relationship: tau times dV sub m, n over dt equals lambda squared times the expression with V sub m, n minus 1, minus 2V sub m, n, plus V sub m, n plus 1, all over delta S squared. Plus V sub m, n, plus i sub n over g sub L, equals lambda squared times another expression with V sub n minus 1, minus 2V sub n, plus V sub n plus 1, over delta S squared. The equation is labeled as equation three.]

While the actual solution to this equation for a given stimulus is typically obtained by computational means it is possible to intuitively understand of the changes to the membrane potential Vm in response to a pulse presentation. Rattay introduced the concept of an Activating Function (AF) based on the cable equation (Rattay, 1986). For a rapid pulse presentation one can assume a dominant capacitive current across the membrane, negligible intracellular currents, and constant current through membrane channels. Under these conditions, he demonstrated that [image: Equation showing V subscript m is proportional to the second partial derivative of V with respect to s squared.]. That is, the membrane voltage is proportional to the second spatial derivative of the extracellular potential (Figure 4, second row). This approximation has been the primary tool used to predict the behavior of neurons in response to extracellular stimulation pulses (McIntyre et al., 2004). The drawback of this approximation is that it provides an intuitive description for the responses to very rapid sub-millisecond pulses, but not for the responses to long-duration stimuli such as those encountered during DC.

[image: Graphical illustration showing differences between anodic and cathodic extracellular voltage effects. Each side includes a graph labeled as extracellular voltage, activation function, and mirror estimate. Anodic shows a positive upward shape, while cathodic shows a negative downward shape. Activation function and mirror estimate follow similar patterns. Labels like "depolarization" and "hyperpolarization" indicate physiological responses.]
FIGURE 4. Anodic and cathodic stimulation model approximations. Top row is the extracellular voltage distribution along the fiber. Second and third rows are Activating Function (AF) and Mirror Estimate (ME) approximations of the resulting membrane potential changes. Anodic stimulation delivers a hyperpolarizing center, with short depolarized (shaded) side lobes. Cathodic stimulation delivers a strong depolarization near the electrode and hyperpolarization at the side lobes. The Activation Function is more accurate for short pulses. The Mirror Estimate is more accurate for long duration stimuli.

An alternative approximation, the Mirror Estimate (ME), was more recently proposed by Joucla and Yvert (2009). This approximation assumes a long-duration stimulus at which the capacitive currents become negligible and the membrane currents have reached a steady state. Using this approximation, it can be shown that the membrane voltage Vm(s) at any point s along the fiber is proportional to the negative of the extracellular potential V offset from its average along the fiber: [image: The formula shown is \( V_m(s) \approx \overline{V} - V(s) \).]. The authors demonstrated this approximation to be more accurate over longer duration stimuli (Joucla and Yvert, 2012). This approximation is more relevant for estimating the effects of DC on the neural membranes.

Figure 4 shows an illustration of the predictions made by AF and ME approximations of the neural membrane response to a pulse presentation. The top row shows the extracellular voltage distribution along the horizontal axon for an electrode positioned in the center above the horizontal axon. The middle row shows the AF approximation (i.e., proportional to the second spatial derivative of the extracellular potential) of the membrane potential in response to a short pulse. The bottom row shows the ME approximation that is better at estimating the response for a long duration stimulus presentation. While AF and ME approximations of membrane voltage appear similar in shape, the ME has a much wider center, with considerably longer side lobes.

The illustrations for AF provide important intuitive predictions of the neural responses to a short pulse presentation. For example, from the second row, one can predict that a neuron will have a higher threshold for evoking an action potential to an anodic pulse presentation rather than to a cathodic pulse. This prediction is based on the fact that the anodic pulse depolarizes at the side lobes rather than in the center and since the side lobes are much smaller than the center response, one would need a larger amplitude stimulus to evoke an action potential. It is also apparent that the AP will be generated at the side lobes for an anodic stimulus, but it would be generated in the center for a cathodic stimulus. One can also predict that if the cathodic stimulus is large enough, the side lobes of the cathodic response (second row left) would prevent the AP from propagating from the center (Rattay, 1987).



Predicting Neural Responses to Direct Current

Using the equations derived in the previous section, it is possible to make similar intuitive predictions about the types of neural responses generated in response to the long duration (DC-like) current as shown on bottom row of Figure 4. Here we present a set of predictions based on our examination of these ME approximations and in the subsequent section we explore the corresponding evidence from the empirical studies for DC effects on neurons. We describe the effects in terms of current amplitude, but these descriptions are equivalent if we describe the effects in terms of distance from the electrode as per Equation 1.

	1. (a) When presented with a gradually increasing anodic stimulus, we would expect the membrane potential in the center of the axon to hyperpolarize enough that it would block or reduce the probability of AP propagation from its far distal end. (b) As the anodic stimulus amplitude increases further, we would expect to start depolarizing the side lobes enough to bring those parts of the membrane close to AP generation threshold and start to evoke its own action potentials.
	2. (a) When presented with a gradually increasing cathodic stimulus, we would expect the membrane in the center to gradually become more depolarized, moving Vm closer to AP generation threshold, which will start evoking more action potentials from the center. (b) As the stimulus amplitude is further increased, we would expect that the side lobes will become sufficiently hyperpolarized to block or reduce the probability of AP propagation.
	3. (a) We would expect the action potential propagation along the neuron to slow down during cathodic DC and (b) to speed up during anodic DC. The AP propagates from one segment (node of Ranvier) along the axon to the next by causing membrane voltage depolarization in the latter segment as a consequence of AP occurring at the previous neighboring segment. During the cathodic stimulus, the chronic hyperpolarization along the side lobes would require a longer time to force the membrane potential at each segment from their now more hyperpolarized state to AP generation threshold potential. The opposite would be expected from an anodic stimulus presentation.
	4. In the low-cathodic or high-anodic DC delivery we would expect a more “natural” increase in neural firing rate. Because DC depolarization does not occur as a discrete event like a pulse, but instead creates a gradual persistent change in membrane potential, one would expect the resulting increase in firing rate to maintain the stochastic properties of the neuron's normal firing pattern. That is, for example if the neuron's action potentials are evoked distally as the result of excitatory postsynaptic potentials (EPSPs), we would expect increased AP generation because the new “resting” membrane potential is closer to threshold due to the extracellular DC delivery.
	5. Steady state membrane potential should be significantly affected by the behavior of the membrane's ion channels during DC presentation. From this it follows that the specific types and densities of ion membrane channels are important to the membrane voltage change in response to the extracellular DC field. These considerations are typically ignored when the AF is used to predict the AP generation in response to a pulse presentation. This is because the sub-millisecond pulses are shorter than the changes needed to affect membrane channel conductances which occur on the order of milliseconds and longer.



Experimental Observations of DC Neural Interaction

Because DC-based stimulation has not been on the forefront of neuromodulation research, relatively few electrophysiology experiments that assay single fiber responses to DC stimuli have been conducted. There is confirmation that low-anodic DC causes neural block and that low cathodic DC causes excitation. Figure 5A shows the anodal block and cathodal excitation at low amplitudes (10's of μA) in support of predictions 1a and 2a (Hopp et al., 1980). In this experiment, DC stimulation was delivered in-vivo to the middle of a dog vagal nerve axon while AP propagation was assayed via periodic distal depolarization. Further support for predictions 1a, 2a, and prediction 4 was obtained in a chinchilla vestibular nerve experimental results shown in Figure 5B (Goldberg et al., 1984). Vestibular afferents normally maintain spontaneous activity at ~60–100 spikes/s. In this experiment, vestibular afferents were being recorded during application of chronic DC stimulus. In this plot, the responses of two types of afferents are shown. The regular fiber maintains nearly constant inter-spike intervals (lower stripe), while the irregular fiber (upper stripe) does not. As expected from prediction 2a, cathodic stimulus (black dots) increased the firing rate [shown as decrease in the inter-spike interval (ISI)] of the afferent neuron. Also, in agreement with prediction 1a, Anodic stimulus (open circles) decreases firing rate. Furthermore, illustrating prediction 4, the coefficient of variation (CV) that describes the regularity of inter-spike intervals is maintained during DC stimulation when compared to those from behaviorally (not electrically) modulated spike rates (Goldberg et al., 1984).

[image: Graph A shows neuronal activity under anodic and cathodic conditions with various layers. Graph B plots coefficient of variation (CV) against mean inter-spike interval (ISI) with different conditions marked. Diagram C depicts neuronal structures across layers. Diagram D illustrates action potential thresholds and latencies. Graph E correlates axon length with threshold latency, indicating hyperpolarization, depolarization, or parallel states. Graph F presents a waveform showing stimulus artifact, monosynaptic field excitatory postsynaptic potential (EPSP), inhibition, and facilitation over time.]
FIGURE 5. Experimental evidence for the predictions of DC effect on neurons adopted here with permission from the original publications. (A) Small cathodic (–) DC excites and small anodic (+) DC suppresses (Hopp et al., 1980). (B) Small cathodic DC excites and small anodic DC inhibits and the stochastic properties of each neuron are maintained as shown in the coefficient of variance (CV) measurement during DC for both cathodic and anodic stimuli (Goldberg et al., 1984). (C) Cortical neural responses to the direction of the DC field is consistent with a monopolar stimulation effect. Cathodic proximity excites (DEP) and anodic suppresses (HYP) (Rahman et al., 2013). (D) The timing of AP generation is affected by the DC field. Dark lines represent voltage changes during the application of the extracellular DC field (Radman et al., 2007). (E) Axonal latency of AP propagation plotted when the axon is parallel to the applied DC field. Red is cathodic, blue is an anodic stimulus. Slope of each fitted line corresponds to the conduction velocity in each condition (Chakraborty et al., 2018). (F) DC has a clear effect on the potentiation and depression of synapses as assayed here with an excitatory postsynaptic potential (EPSP) after exposure to the corresponding polarity DC fields (Rahman et al., 2013).

An increase and decrease of neural activity using correspondingly small cathodic and anodic currents (predictions of 1a and 2a) is further supported by a functional demonstration of DC neuromodulation, also conducted in the vestibular system (Aplin et al., 2018). The results of this work also suggest that DC modulation does not cause entrainment of activity, consistent with prediction 4. Previous experiments implicated phase-locked synchronized multi-neuronal responses to the vestibular nerve pulse-train presentations in the subsequent long-term depression of the synapses in central nervous system (Mitchell et al., 2016, 2017). In contrast to pulsatile train modulation of the nerve, DC modulation did not appear to cause the same depression of sensitivity, although these results are not directly comparable (Aplin et al., 2018).

The effect of anodic and cathodic block on efferent peripheral fibers has been investigated more thoroughly (Bhadra and Kilgore, 2004; Vrabec et al., 2016, 2017), and have concluded that monopolar block can be achieved with both DC polarities in support of predictions 1a and 2b, and 5. A surprising finding in these investigations is that a cathodic block could occur at the center part of the axon closest to the monopolar source, which should be depolarized as seen in Figure 4 bottom row right. The authors' explanation for how this block could occur is that during cathodic DC application, the voltage gated sodium channels are held in their inactivated states, preventing AP propagation (Bhadra and Kilgore, 2004). This argument is further supported by the investigation of the peripheral afferent cathodic block (Yang et al., 2018).

In agreement with predictions 3a and 3b, the timing and shape of AP generation is affected by DC fields (Shu et al., 2006; Radman et al., 2007). The timing of action potential propagation is affected with DC fields as shown in Figures 5D,E. Figure 5D shows the action potential being generated more rapidly due to increased membrane voltage slope affected by the DC field. Figure 5E shows the latency associated with AP propagation when anodic or cathodic DC stimulation is applied. The slopes of the lines indicate conduction velocity. Anodic DC increases the speed of AP propagation and cathodic DC decreases it (Chakraborty et al., 2018).

Transcranial direct current stimulation (tDCS) has been shown to have significant clinical implications for psychiatric disorders, epilepsy, stroke, Parkinson's disease, and pain suppression (Jackson et al., 2016). While the mechanisms are not well-understood, it is clear that cortical neurons subjected to typical tDCS electric fields experience only very subtle sub-millivolt changes to their membrane potentials—much lower than the 10 s of millivolts necessary to evoke action potentials. The effects of DC are therefore much more subtle and likely involve synaptic modifications through controlling spike propagation timing and consequently spike-timing dependent plasticity (Radman et al., 2007). Isolated hippocampal slice experiments that exposed neurons to weak directional DC fields identified several important effects of DC on neural signaling. One key finding in these experiments is that orientation of the electric field matters. This field orientation is consistent with the monopolar stimulation concept that we described earlier. The part of the axon closest to the anodic (positive) electrode will be more hyperpolarized than the parts that are farther away (Figure 5C). If the electric field is oriented parallel to the fiber, the fiber's response is affected. If it's perpendicular, there's no effect on the fiber's membrane potential (Bikson et al., 2004; Rahman et al., 2013; Jackson et al., 2016; Chakraborty et al., 2018).

When synaptic transmission is occurring, the synaptic connections are potentiated or depressed depending on the orientation of the electric field. The effect of DC fields on synapses is shown in Figure 5F with the size of the excitatory postsynaptic potential after cathodic and anodic DC fields are applied to the synapse. If the field is oriented such that the cathode is on the postsynaptic end of the synapse, it will be depressed. Conversely, if the anode is positioned toward the postsynaptic end of the synapse, it will be potentiated (Bikson et al., 2004; Kabakov et al., 2012; Rahman et al., 2013; Jackson et al., 2016).

In support of prediction 5, ionic channel conductances during DC presentation appear to critically influence the neural response (Yang et al., 2018). This was indicated with a neural block experiment in which a cathodic block exhibited different thresholds on different neuronal fiber types, which could not be explained entirely via differences in fiber diameter. Additional evidence for the strong effect of membrane channel dynamics in a DC field comes from an examination of network responses: the modeled effect of DC on neural network responses matches the observed effect only when hyperpolarization activated cation current dynamics (Ih) are included in the model (Magee, 1998; Toloza et al., 2018).




POTENTIAL APPLICATIONS FOR DC MODULATION

As discussed in the previous section and summarized in Table 1, DC can increase or decrease firing rate, block AP propagation, potentiate and depress synaptic connections, and increase or decrease neural conduction velocity. The parameters that control how DC interacts with neurons are the position, polarity and the amplitude of the electric field. It is clear that DC modulation offers the ability to interact with the nervous system in many new ways.



Table 1. Summary of DC effects on neurons from both intuitive predictions suggested by the Mirror Estimate model and experimental evidence.

[image: Table detailing the effects of DC on neural signaling. It includes predictions such as blocking AP propagation and increased firing rate, neurophysiological applications like pain control and synaptic connectivity, and supporting experimental evidence with citations from various studies.]




In the following discussion we focus on potential applications for DC neuromodulation in systems that can potentially stand to benefit from the unique aspects of DC modulation.


DC for Inhibition/Block of Peripheral Pain

Electrical neuromodulation is a clinical intervention used to treat pain after unsuccessful pharmacological therapy. Although there are multiple approaches to the electrical modulation of pain, typically varying by the location of current delivery, they all rely on pulsatile electric stimuli to disrupt afferent pathways delivering nociceptive information to the brain (Gofeld, 2014; Geurts et al., 2017; Krames et al., 2018). The ultimate aim of neuromodulation of pain is to block undesirable nociceptive input; this is problematic for pulsatile stimulation as it cannot directly suppress neural firing and must indirectly suppress nociceptive circuits via lateral inhibition or disrupt them via the delivery of high-frequency modulation. Trials assessing the efficacy of pulsatile electrical neuromodulation of pain relief have mixed results and report side effects such as undesirable hypersensitivity or somatosensory sensation (Nnoaham and Kumbang, 2008; Geurts et al., 2013, 2017; Shamji et al., 2017). Direct current modulation may hold a potential solution for these issues. DC can suppress or completely block nociceptive fibers directly, in principle foregoing the need for indirect or alternative approaches for suppression of the target neurons (Bhadra and Kilgore, 2004; Vrabec et al., 2017). DC fields may also be able to better target the thin myelinated Aδ fibers and unmyelinated, small-diameter C fibers that are the primary transmitters of the nociceptive signal in the periphery (Yang et al., 2018).

There have been several approaches to the development of DC-mediated pain suppression. Charge balanced DC delivery via an implanted microfluidic device (Fridman and Della Santina, 2013a; Cheng et al., 2017; Ou and Fridman, 2017) could potentially deliver chronic inhibition or block to peripheral nerves (Yang et al., 2018). High capacitance electrodes for sustained DC block and a separated interface system could be used to more efficiently deliver temporary DC pain suppression (Ackermann et al., 2011; Vrabec et al., 2016, 2017). An alternative percutaneous approach has also been developed to both suppress pain and potentially encourage wound healing in traumatic injury (Molsberger and McCaig, 2018). These technologies remain in pre-clinical development but have promising results and are likely to be among the first DC-based neuromodulation therapies to attempt clinical translation.



DC for Modulation of the Vestibular Periphery

Another system that could benefit from the ability of DC modulation to inhibit neural activity is the vestibular system. In a normally functioning system, the semicircular canals of the vestibular labyrinth encode the direction and magnitude of head rotational velocity by increasing or decreasing firing rate from a spontaneous baseline of approximately 100 spikes per second in primates (Miles and Braitman, 1980; Sadeghi et al., 2009). In patients with bilateral loss of vestibular function it becomes debilitatingly difficult to maintain stable vision, balance or locomotion (Curthoys and Halmagyi, 1995). Vestibular prostheses modeled on the cochlear implant are in development to address a therapeutic need in patients with vestibular pathologies (Della Santina et al., 2007; Valentin et al., 2013; Hageman et al., 2016; Lewis, 2016). To generate bidirectional encoding of motion, these implants artificially elevate the spontaneous rate of the vestibular afferents via adaptation to a constant pulse rate and then modulate around this increased baseline. This approach has two main limitations: the first is that an increased baseline rate reduces the dynamic range of encodable head rotations (Davidovics et al., 2011, 2012; Lewis, 2016) and the second is that entrained firing of the vestibular nerve (a natural consequence of pulsatile stimuli) is thought to result in long-term depression of post-synaptic neurons in the vestibular nuclei (Lewis, 2016; Mitchell et al., 2016). Direct current can address both of these limitations, as it can both excite and inhibit neural activity as well as deliver “naturalistic” changes in firing rate that retain stochastic variability (Goldberg et al., 1984). iDC modulation using ionic conduits implanted into the semicircular canals of the chinchilla can produce a greater dynamic range of reflexive eye rotations when compared to a pulsatile stimulus, without suppression at higher current baselines (Aplin et al., 2018). Further work will be necessary to test mechanism of action and to demonstrate chronic efficacy and safety of an ionic DC-based vestibular implant.



DC Stimulation for Bladder Control

A common consequence of spinal cord injury is difficulty controlling micturition (urination) reflexes (Krause et al., 2004). Typically, patients suffer from an inability to fully void the bladder, which can lead to severe complications including kidney failure (Krause et al., 2004; Biering-Sørensen et al., 2008). Non-invasive DC modulation of the spinal cord has had some success restoring micturition function in humans (Flamm et al., 1977; Radziszewski, 2013; Stewart et al., 2016; Zhu et al., 2016). The mechanism of action is thought to be subthreshold modulation of spinal circuits rather than the result of DC-evoked spike trains (Kerns et al., 1996; Ahmed and Wieraszko, 2012; Ahmed, 2013, 2017). The current focus has been on non-invasive DC delivery due to the historical inaccessibility of invasive DC delivery. This field might thus stand to benefit from the development of safer DC delivery in-vivo-: in the human, non-invasive trans-spinal DC affects a relatively large and non-uniform area (Kuck et al., 2017), while invasive trans-spinal DC has the potential to deliver current to a much more confined target. DC delivery closer to the target tissue could improve effect thresholds and reduce current spread to non-target tissues. Additionally, non-invasive DC still must contend with toxic electrochemical reactions generated at the metal-electrolyte interface, and is typically only delivered therapeutically for relatively short periods (Radziszewski, 2013). An implantable system capable of delivering chronic DC could provide tonic active therapy for cases where short-duration therapy is not efficacious.



Cortical Modulation Using Invasive DC

The potential for non-invasive (trans-cranial) DC to influence cortical firing via diffuse, sub-threshold electric fields has seen a great deal of recent interest and active research (Ruffini et al., 2013; Bikson et al., 2016; Jackson et al., 2016). Invasive DC has the advantage of being able to deliver higher and much more locally directed electric fields, but the use of invasive electrotherapy in the brain is harder to justify given the difficulties and significant safety concerns associated with invasive penetration into the CNS. As invasive DC technology matures, there may be opportunities to address neural targets within the brain, particularly where pathological conditions occur as a result of hyperexcitability, such as in epilepsy. Locally delivered DC modulation can down-modulate neural activity and has been shown in-vitro to suppress epileptiform activity in the rat hippocampus (Lian et al., 2003). Invasive electrotherapy is already used for suppression of epileptic activity when other treatments have failed (Stefan and Lopes da Silva, 2013; Mina et al., 2017) and non-invasive DC is an emerging therapy for epilepsy although the extent of efficacy is controversial (San-juan et al., 2015). However, invasive DC modulation will first have to prove significant potential benefit over preexisting non-invasive therapies for epilepsy to be considered as a viable alternative approach.

Another potential cortical target for invasive DC is the treatment of chronic tinnitus. Tinnitus is characterized by persistent auditory illusion and is widespread with limited available treatment options (Møller, 2007b). Etiology in tinnitus is extremely varied, but some forms of the condition are thought to arise due to corruption of auditory processing at the cortex (Møller, 2007a,b; De Ridder et al., 2014). Some of the primary effects of tonic, subthreshold DC fields are changes in excitability and conduction velocity, which can create plastic changes in cortical networks (Radman et al., 2007; Jackson et al., 2016). Non-invasive DC has been explored as a potential therapy for tinnitus, but existing evidence suggests it is not consistently efficacious at reducing symptoms for most patients (Song et al., 2012; Santos et al., 2018). One problem is that neural changes in tinnitus may be highly heterogeneous across local cortical regions (Møller, 2007a; De Ridder et al., 2014). We hypothesize that locally delivered DC has the potential to deliver much more constrained electric fields and thus might provide extra benefit over diffuse non-invasive fields, but studies on animal models of tinnitus will be necessary to test the validity of this hypothesis.



Cochlear Implants

Cochlear implants (CI) are the great success story of the field of neuromodulation. Neuromodulation via CI is now a common treatment for severe hearing loss, with bilateral implantation becoming almost routine. Most people hear with the CI well-enough to talk on the phone in a quiet room. While there's no debate regarding the usefulness of these devices in everyday life, significant hearing deficiencies with the CI in presence of noise, tonal language speech perception (such as Mandarin Chinese), and poor music perception still remain as issues to be addressed (Wilson and Dorman, 2008; Prevoteau et al., 2018).

One potential explanation for the difficulty to convey musical melody is that the cochlear implants typically deliver pulses using some variant of a continuous interleaved stimulation (CIS) paradigm. This method of stimulation delivers pulses in a round-robin sequence to each electrode along the implanted array. With the traditional CIS, each electrode is pulsed at approximately 250–1,000 pps (An et al., 2007; Wilson and Dorman, 2008). Sound information is introduced by varying the amplitude of the delivered pulses proportional to the power of the sound localized by its frequency band. This stimulation method is preferred in cochlear implants because it clearly reduces hearing noise due to channel interaction by allowing targeted populations of neurons to respond without interference from the neighboring channels (Wilson et al., 1991).

In normal hearing, the afferents that carry the sound information to the brain can be divided by their spontaneous activity profile. There are the high spontaneous, and low spontaneous activity neurons. All of these neurons modulate their firing rate depending on the amplitude of the signal within the band. High spontaneous fibers have lower thresholds and sharp rise in firing rate with increased sound amplitude. The low spontaneous fibers have a higher threshold and a very slow-rise linear relationship between firing rate and sound amplitude (Kiang et al., 1976; Liberman, 1978).

From the perspective of neural firing, while the CIS coding scheme recruits different populations of neurons depending on the amplitude of the pulse, recruited neurons all respond in synchrony with high spike rates that correspond to the constant pulse rate delivered from the pulse generator. Thus, the louder the sound within the frequency band, the more neurons fire at high constant spike rate.

This method of stimulation bypasses the linear relationship between firing rate and sound amplitude and compresses the entire range of response to an almost a binary signal for each responding neuron. Using cathodic DC amplitude to encoding sound could reintroduce the more natural recruitment of firing rates in proportion to sound amplitude.




NON-METAL-ELECTRODE BASED DC SAFETY CONSIDERATIONS

As DC-enabling technology progresses toward chronic implantation, it will become increasingly important to characterize how DC fields affect the physiological and electrochemical environment to which they deliver their charge. Emerging technologies provide a potential means to mitigate or eliminate the build-up of toxic electrochemical reactions associated with DC stimulation due to a lack charge recovery at the metal-tissue interface (Ackermann et al., 2011; Fridman and Della Santina, 2013a). However, even charge balanced current delivery is capable of damaging tissue when the total charge or charge-per-phase is large (Brummer and Turner, 1977; McCreery et al., 1990; Merrill et al., 2005; Cogan et al., 2016). Many of the safety limitations for a DC-based implantable device, such as electroporation thresholds, are likely to be a function of total charge delivered (Merrill et al., 2005; Nakauchi et al., 2007; Cogan et al., 2016) and thus similar to those of an IPG-based device. Given that there are already many reviews addressing safe charge densities in IPGs, this section will instead focus on potential safety considerations that have a unique aspect specific to tonic DC delivery.


Temperature

Biological tissue has an impedance associated with it which varies depending on the current path through the tissue (Foster and Schwan, 1989; McAdams and Jossinet, 1995; Gabriel et al., 1996). When electricity travels through a resistance, some of the energy of the current is converted into heat via a process called joule heating, with power as a function of the resistance and current: P = I2R. Even relatively small changes in temperature can impact neural function (Hodgkin and Katz, 1949) with an increase of 4–5°C resulting in rapid neuronal death (Wang et al., 2014). Like any other device that passes current through the body, implantable DC devices must therefore consider the effect of joule heating on both acute and chronic device safety. It might seem intuitive to consider tDCs safety margins as a close analog to an implantable DC device, but joule heating effects are not comparable between the two methodologies: tDCs must address larger currents and dermal resistances but also benefits from a greater surface area and distance from the target tissue (Datta et al., 2009; Bikson et al., 2016; Gomez-Tames et al., 2016). Implantable devices using DC in the body differ from IPGs due to the lack of phase associated with DC. This has two primary effects: the first is that, for a given current amplitude, DC can potentially deliver a greater charge density, which directly impacts the amount of joule heating produced per unit time. The second effect is that tissue impedances are a function of both the resistance and capacitance of the tissue (typically visualized as a resistor and capacitor in parallel) and, because DC has no frequency, impedances are thus typically higher for DC delivery than for an equivalent high frequency AC waveform (Foster and Schwan, 1989; McAdams and Jossinet, 1995; Faes et al., 1999). In contrast, lower amplitude thresholds for implantable DC devices may offset the higher durations of delivery. For example, a recent comparison of behavioral responses for DC and AC stimulation waveforms of the peripheral vestibular system (Aplin et al., 2018) found that amplitudes for DC waveforms are typically less than for AC waveforms. Similar impedances and peak behavioral responses could be achieved using either 40 μA DC or 420 Hz, ~175 μA/phase, 400 μs/phase biphasic pulses. The total charge delivered per second for both waveforms is comparable: 40 and 29.4 μC/s for DC and AC waveforms, respectively. As with any electrically active device implanted in tissue, invasive devices that deliver DC will have to show that local thermal changes remain in a range (< ~2°C) where the effects on neuronal activity are comparatively mild (Wang et al., 2014).



Electroporation

Electroporation is the process of pore formation in the lipid bilayer of cells membranes when subjected to an electric field (Bramlet, 1998). Irreversible electroporation occurs when this process leads to formation of permanent fenestrations in the membrane and subsequent loss of ion homeostasis and cell death (Rubinsky, 2010). Electroporation thresholds are a function of field density with thresholds in the range of 1 kV/cm and can be achieved by both pulsed and DC fields (Bramlet, 1998; Kim et al., 2007). Cell death due to irreversible electroporation can occur as an unintended side-effect of pulsatile electrical stimulation with a threshold relating to both the total charge density and the charge delivered per pulse phase (Butterwick et al., 2007). Electroporation thresholds are typically well above the range of functional IPG stimulation (Merrill et al., 2005; Butterwick et al., 2007; Nakauchi et al., 2007; Boinagrov et al., 2010). There is a non-linear relationship between pulse width and amplitude threshold for electroporation thresholds, with charge delivered over a longer unit time resulting in higher thresholds when compared to the same charge delivered over a short period (Butterwick et al., 2007; Nakauchi et al., 2007; Boinagrov et al., 2010). This may lead to comparatively higher electroporation thresholds for DC because, even though charge delivery per second might be higher, peak charge is much lower.

For example, an implantable DC neuromodulation for pain would be expected to be delivered at a maximum 10 mA (Vrabec et al., 2016, 2017; Yang et al., 2018). The worst-case assumption is that the current is driven in a straight line through a nerve, rather than spread through a homogeneous environment like the brain. Ten milliampere current driven through nerve tissue of 1 kΩcm specific resistance will produce only 10 V potential over a cm of tissue. This voltage is 100 times lower than the typical 1 kV/cm electroporation threshold. It is therefore unlikely that electroporation would result from DC neuromodulation.



pH Changes

IPGs typically only generate transient pH changes (<1 unit) within a small (~1 μm) radius at the tissue-electrode interface (Ballestrasse et al., 1985; Huang et al., 2001; Chu et al., 2004) and, unless the device is malfunctioning, are not considered to be a significant safety concern (Merrill et al., 2005). While DC electrolysis will, by definition, generate large pH changes between the cathode and anode, proposed DC implantable technologies mitigate this by reversing electrolytic reactions via charge balancing the metal electrodes (Fridman and Della Santina, 2013a) or by chemically and physically buffering the electrode/tissue interface (Ackermann et al., 2011). Ionic DC delivery could still influence pH at the microfluidic/tissue interface as sustained ionic current acts as an ion pump that over time might change the H+/OH− concentrations at the tissue/device interface, and a locally sustained electric field can create a pH gradient even in the absence of electrolysis (Macounová et al., 2000; Berkelman, 2005). Given that these effects have historically been masked by pH changes from DC electrolysis there has not yet been an exploration of their significance in-vivo. We hypothesize that the theoretical pH gradients generated by ionic DC would be mild and easily compensated for by e.g., natural diffusion and acid-base homeostasis (Hamm et al., 2015) particularly given that neurons are resistant to small (<1 unit) changes in pH (Goldman et al., 1989). Ultimately, the magnitude of potential pH changes in ionic DC fields will have to be confirmed in preclinical safety experiments.



Electrophoresis

Electrophoresis is the movement of charged particles in a fluid as the result of an electric field. In fluids, current is propagated via the physical movement of charged species (ions) through the conductive media. In biological tissue, these species are predominantly Na+, K+ and Cl+, but also any other charged molecule including large protein complexes—this has long been exploited by biologists to separate proteins on the lab bench (Abramson et al., 1942). The movement of ions is dependent on the size and mass of the ion, the density of the media, the charge of the ion and the strength of the electric field, with typical flow speeds of small ions in the range of ~100 μm/s for a 100 V/cm field in an unobstructed media. Electrophoresis is not normally a consideration for neural stimulators: during pulsatile stimulation, charge balanced waveforms ensure virtually no net movement of charged molecules. In contrast, DC waveforms are not charged balanced and will cause electrophoretic transport of ions over time. It is known that the body utilizes electrochemical gradients to transport charged proteins (Jaffe, 1977) and it has been proposed that non-invasive DC may have electrophoretic effects on neural tissue (Rae et al., 2013), so there is at least some evidence to suggest that electrophoretic mechanisms should be considered when designing chronically stimulating DC devices. For example, if the ionic composition at the cathode/anode are not identical to the physiologic medium it might be possible to locally deplete a charged protein or ion by “pumping” ions from the microfluidic device to the tissue and displacing preexisting ionic concentrations. This can be mitigated by ensuring that the microfluidic system supplying ionic DC to the tissue has an ionic composition similar to the extracellular medium, and by placing the anode/cathode in locations with similar interstitial ionic concentrations.




TISSUE EFFECTS OF SUSTAINED ELECTRIC FIELDS

Neural tissue is the most electrically active tissue in the body and the typically the primary target for therapies involving electrical stimulation, including those discussed in this review. Endogenous electric fields also occur naturally within other tissues in the body, and these tissues can have electric-field mediated responses, particularly for directing cell migration during development or wound healing (Bramlet, 1998; McCaig et al., 2005). Sustained electric fields may also influence the distribution of charged proteins, membrane potentials and pH gradients in otherwise electrically inactive tissues (Abramson et al., 1942; Jaffe, 1977; Funk, 2015). Locally delivered DC fields via an invasive device may avoid some of these considerations due to a finer control of field distribution, but as the intention may be to deliver chronic DC current over the lifetime of the device, focal effects may be stronger than what might be expected in e.g., tDCs where treatment times are typically very short (5–30 min vs. potentially years or decades for an implanted device). This section briefly outlines several effects of DC electric fields on non-neural tissue and discusses their potential relevance to chronic DC neural stimulation.


Neural Migration and Axonal Growth

Endogenous electric fields are an important mechanism in the developing nervous system to facilitate differentiation and stratification of nervous tissue, and in the mature animal in response to nervous tissue damage (Mccaig and Rajnicek, 1991; McCaig et al., 2005). Artificially generated electric fields have been shown both in-vivo and in-vitro to direct stem cell migration (Yao and Li, 2016; Feng et al., 2017), axonal growth (Yamashita, 2015), and may also influence stem cell differentiation (Zhao et al., 2015). Typically, in a DC field, axonal growth or cell migration is attracted toward the cathode and repelled away from the anode, although this can vary depending on the neural type and substrate (Mccaig and Rajnicek, 1991). Axonal and cell growth can be influenced in-vitro with sustained electric fields on the order of ~10–100 mV/mm (Mccaig and Rajnicek, 1991).

The effect of polarity-dependent axonal growth is an important consideration for the functional modulation of nervous tissue with DC. If the modulated field is excitatory it might encourage axonal growth near the implantation site (Fehlings et al., 1989). An inhibitory field may have an opposite effect—which could be beneficial if the aim is to reduce overall connectivity in the area but could also potentially cause axonal retraction and thus increased stimulation thresholds. It is difficult to predict how these effects may interact with ongoing degeneration of a neural substrate or the regions of inflammation and glial scar formation that tend to surround implanted neural stimulators in-vivo and reduce their efficacy over time (Szarowski et al., 2003; Cicchetti and Barker, 2014; Groothuis et al., 2014). Careful consideration of these effects will be an important component of any long-term histological assessment of implantable DC stimulators aiming to deliver tonic DC fields.



Vascular Changes

Neural tissue is often extensively vascularized due to the high energy requirements of neurons. Externally applied currents can potentially influence ionic movement across the blood-brain barrier via electroporation, electrophoretic or electro-osmotic mechanisms (Bonakdar et al., 2017; Brinton et al., 2018). There has been compelling evidence both in-vivo and -in-vitro to suggest that both sustained direct current and pulsed electric fields in the brain can transiently modify blood vessel permeability without cell death or electroporation at field strengths relevant to electrical stimulation of neural tissue (Hladovec, 1971; Lopez-Quintero et al., 2010; Brinton et al., 2018). Changes in vascular permeability have been proposed as a possible mechanism contributing to the sustained effects of transcranial DC (Cancel et al., 2018). Locally delivered DC for neural stimulation may output much greater field strengths than in non-invasive DC delivery and proposed uses of invasive DC stimulation involve continuous or near-continuous delivery of DC. Given this, it is important to consider vascular permeability when addressing potential mechanisms for any observed chronic effects of focal DC delivery in the cortex.



Epithelial Migration and Bone Growth

When the body is injured via physical trauma, a complex host of signaling ques inform surviving tissue to direct cell proliferation and orientation (Singer and Clark, 1999; Gurtner et al., 2008). One of these signaling pathways involves endogenous electric fields, that are thought to direct cells to migrate toward the injured site during wound healing (Jaffe and Vanable, 1984; Zhao, 2009). Endogenous field strengths can be relatively strong, ranging from 40 to 140 mV/mm at the wound edge in epithelial tissue (Jaffe and Vanable, 1984; Chiang et al., 1992); several orders of magnitude larger than in uninjured tissue. These voltages are thought to be generated via ionic currents both as a direct result of the injury (non-ion-specific leakage currents) and as a sustained effect in the surviving tissue, typically via active Na+/Cl− transport (Reid et al., 2005; Zhao et al., 2006). The delivery of artificially generated, tonic electric fields at physiologic field strengths could result in an override of endogenous field activity and subsequent cell migration (Zhao et al., 2006).

An invasive device requires a wound for the device to be surgically implanted in the body. Neural implants using DC may also be interfacing with target neural epithelia that has undergone some previous or ongoing degeneration or injury. Given the relative infancy of DC-mediated in-vivo neural stimulation there is currently no indication as to the effect of implanted DC stimulation on surrounding tissue response. We might, for example, expect the insertion site of a DC interface to exhibit different tissue responses when it is primarily delivering cathodal vs. anodal constant current. Like with any invasive neural implant, potential tissue reaction will have to be assessed histologically following in-vivo implantation and chronic stimulation studies.

Endogenous electric fields also play a similarly important role in bone growth and repair (Fukada and Yasuda, 1957; Konikoff, 1975; McDonald, 1993). Constant current electric stimulation can reliably induce ossification at the cathode, particularly in conjunction with the placement of tissue engineering scaffolds (O'Connor et al., 1969; Buch et al., 1984; Kuzyk and Schemitsch, 2009; Victoria et al., 2009; Griffin and Bayat, 2011; Leppik et al., 2018). DC electric fields are thought to influence ossification primarily via local electrochemical/pH changes at the electrode interface (Brighton et al., 1975; Griffin and Bayat, 2011). Devices that deliver DC for chronic stimulation of neural tissue are unlikely to influence ossification mechanisms as they must mitigate these electrochemical changes in order to function.




CONCLUSION

The development of implantable neuromodulation therapies has been historically constrained by the need to deliver short, biphasic pulses to prevent toxic electrochemical reactions forming at the tissue interface. More recent technological advances have enabled the safe delivery of ionic direct current to neural targets. This method of neuromodulation has the potential to significantly diversify our ability to interact with the nervous system by not only being able to excite neural targets, but also being able to suppress neural activity, control AP conduction velocity, and remodel synaptic connections to affect neural processing. Devices that locally deliver DC modulation could greatly expand the range of applications available to neuromodulation therapies beyond what is achievable with standard IPG waveforms.

While pulsatile neuromodulation methods have been thoroughly investigated for safety limitations, the exploration of DC safety is sparse. This is primarily due to the historic inability to deliver DC in an implantable device without violating charge-injection-criteria. As new technology eliminates the problem of metal-tissue stimulation toxicity for ionic DC delivery, new complications will likely be uncovered.

Future applications could use a combination of DC and pulsatile stimuli to even further enhance our ability to modulate the nervous system. Pulsatile delivery methods have an advantage over DC sources in that pulses can be delivered through very small interfaces such as ~10 μm diameter metal electrodes. DC requires larger interfaces (currently the smallest is 200 μm in diameter). One could therefore envision cortical arrays of DC stimulation ports and pulsatile stimulation and recording probes. DC arrays would create localized electric fields that control synaptic connectivity and information flow and implantable recording and stimulation electrodes would take advantage of the modified neural network connections to record from or convey information to the brain in a more controlled fashion.

While DC neuromodulation must address previously un-encountered safety challenges, it offers an exciting possibility of improving machine-neural interfaces in ways that may be difficult or even impossible to achieve otherwise.
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Real-time visualization of large-scale neural dynamics in whole mammalian brains is hindered with existing neuroimaging methods having limited capacity when it comes to imaging large tissue volumes at high speeds. Optoacoustic imaging has been shown to be capable of real-time three-dimensional imaging of multiple cerebral hemodynamic parameters in rodents. However, optoacoustic imaging of calcium activity deep within the mammalian brain is hampered by strong blood absorption in the visible light spectrum as well as a lack of activity labels excitable in the near-infrared window. We have developed and validated an isolated whole mouse brain preparation labeled with genetically encoded calcium indicator GCaMP6f, which can closely resemble in vivo conditions. An optoacoustic imaging system coupled to a superfusion system was further designed and used for rapid volumetric monitoring of stimulus-evoked calcium dynamics in the brain. These new imaging setup and isolated preparation’s protocols and characteristics are described here in detail. Our new technique captures calcium fluxes as true three-dimensional information across the entire brain with temporal resolution of 10 ms and spatial resolution of 150 μm, thus enabling large-scale neural recording at penetration depths and spatio-temporal resolution scales not covered with any existing neuroimaging techniques.
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INTRODUCTION
Each neuron’s output in a mammalian brain can be connected to up to 10,000 other neurons, relaying signals between each other via as many as 1015 synaptic connections (Azevedo et al., 2009). These highly interconnected basic working units of the brain form specialized neuronal sub-circuits, which functionally connect into a larger network, defining the overall brain architecture (Carpenter and Sutin, 1983). Neuronal activity occurs simultaneously and in a highly coordinated fashion in many different areas across the brain, serving as a fundamental representation of information processing and transmission within the nervous system. Understanding the brain’s circuit and network activity and to spatio-temporally map patterns of neuronal activity across large neuronal populations, distributed over the entire brain, is one of the most fundamental goals of neuroscience. For this, a number of approaches are being explored towards developing imaging systems that allow non-invasive observations of larger neuronal networks with high spatio-temporal resolutions, deep inside the brain.
Blood oxygen-level dependent functional magnetic resonance imaging is one of such functional neuroimaging techniques that detects blood flow and blood oxygenation changes in the brain (Huettel et al., 2004). Such cerebral hemodynamic changes are closely linked to neural activity via neurovascular coupling, (Logothetis et al., 2001) hence fMRI can be used to deduce observations of brain activity. This, however, is also the biggest caveat of fMRI as it can only indirectly assess neuronal activity. Electroencephalography (EEG) is another established method and a valuable tool for research and diagnosis, measuring voltage fluctuations resulting from ionic currents within neurons (Niedermeyer and da Silva, 2005). Non-invasive EEG allows recording of neuronal activity using electrodes placed along the scalp, and boasts millisecond-range temporal resolution (Hämäläinen et al., 1993). A very poor spatial resolution is, however, the critical limitation of EEG, and it can only record signals generated in the superficial layers of the cortex, while neuronal activity from deeper brain areas has far less contributions to the EEG signal (Srinivasan, 1999). A more recently published study also presented a paradigm for pure ultrasound imaging able to visualize stimulus-evoked brain activation in the somatosensory cortex of the rat brain with high spatiotemporal resolution, while also recording data on cerebral blood volume and flow (Macé et al., 2011). The need for an invasive approach using a cranial window and its inability to capture differences in blood oxygenation, however, limit the utility of this ultrasound-based method.
A variety of optical imaging methods that emerged during the last two decades are also becoming alternative approaches to observe the activity of large, distributed neuronal populations (Devor et al., 2012; Adesnik et al., 2014). Among them, macroscopic optical imaging techniques like diffuse optical tomography or near-infrared spectroscopy enable the monitoring of cerebral hemodynamics and measurements of cytochrome redox states across large neuronal populations and whole brains (Durduran et al., 2010). However, these methods again lack the necessary spatio-temporal resolution required for detailed analysis of fast-paced neuronal events. Furthermore, strong light scattering in the brain prevents deep brain imaging and thus only superficial regions can be examined using pure optical methods, preventing observations of deep neural activity (Devor et al., 2012; Liao et al., 2013).
Optoacoustic imaging methods have now emerged as a powerful alternative approach for imaging optical absorption in tissues and in the brain in particular. By combining the benefits of both ultrasound and optical imaging, the optoacoustic approach overcomes the limitations of pure optical methods, allowing for very specific, non-invasive molecular imaging up to several centimeters deep in tissue, picking up at depths where state-of-the-art optical microscopy techniques fail to penetrate (Dean-Ben et al., 2017). Novel optoacoustic imaging systems now also allow the non-invasive acquisition, processing and visualization of five-dimensional optoacoustic data (Dean-Ben and Razansky, 2014; Gottschalk et al., 2017). Functional optoacoustic brain imaging has been shown to deliver real-time, volumetric and spectrally enriched tomography recordings, (Gottschalk et al., 2015b) offering unique imaging performance in comparison to other neuroimaging modalities. Until recently, optoacoustic brain imaging focused on blood oxygenation variations and hemodynamics due to the strong and spectrally distinctive optoacoustic contrast provided by oxygenated and deoxygenated hemoglobin (Yao et al., 2014). The strong intrinsic contrast provided by blood has allowed for label-free visualizations of tissue hemodynamics, (Gottschalk et al., 2015b) stimulus-induced brain function (Liao et al., 2012) and seizure activity in mice (Tsytsarev et al., 2013; Gottschalk et al., 2017). Yet, hemodynamic changes only indirectly reflect neuronal activity.
Genetically encoded calcium indicators (GECIs) that modulate their fluorescence intensity as a function of intracellular calcium concentrations are potent tools for the direct observation of rapid activity in large neuronal networks. Functional optoacoustic neuro-tomography (FONT) has recently been shown capable of imaging fast calcium activity in zebrafish brains labeled with the GCaMP-family of GECI proteins (Deán-Ben et al., 2016). However, GCaMP excitation is usually done at 488 nm wavelength, which cannot be used for imaging deep inside living mammalian brains due to the high absorption by blood and limited light penetration at this wavelength.
In order to demonstrate the fundamental capacity for calcium imaging in whole rodent brains using FONT, we developed and validated an isolated-brain preparation from GCaMP6f-expressing mice and a custom imaging setup continuously perfused with artificial cerebrospinal fluid (ACSF). The model is subsequently shown to closely resemble in vivo conditions, exhibiting high viability and functional activity for several hours, while also preserving the indicator responses and a realistic optical light scattering environment. Once cleared from highly absorbing blood background, large-scale optoacoustic neural recording from mouse brains is enabled at penetration depths and spatio-temporal resolution scales not covered with the existing neuroimaging techniques.



RESULTS

Validation of Brain Viability

Swift extraction of an undamaged brain was vital for the viability of the isolated brains. The procedure was performed at 4°C and it took less than 10 min from the beginning of the intracardiac perfusion until commencement of the imaging experiments (Figure 1). Neuronal functionality of the isolated brains was first evaluated by intracortically injecting 0.5 μl of 10 kD dextran coupled with Texas red. This is a commonly used neuronal tracer that allows for assessment of both anterograde and retrograde transport and can only be transported by living neurons via a specialized channel (Schmued et al., 1990). The injection was carried out in the cortical area of excised CD-1 mouse brains (Figure 2). Clear signs of neuronal uptake in and around the injection site were detected with the Texas red fluorescence. As a negative control, Texas red without dextran was injected in another excised CD-1 mouse brain, and no signs of uptake on the cellular level were observed (data not shown). Brains fixated immediately after the injection showed no neuronal transport past the injection site (Figure 2B), while those fixated with paraformaldehyde after 1 h of incubation time post-injection revealed structures stained by the tracer up to 2 mm away from the injection site (Figure 2C), thus clearly indicating transport of the tracer molecules in the neurons. Notably, the injection location cannot precisely be selected since the commonly used reference point Bregma is no longer available in the isolated brains. However, similar labeling patterns were observed when comparing our results with tracer data from the publicly available mouse connectivity Allen Brain Atlas1.
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FIGURE 1. The brain extraction procedure. (A) After euthanasia, the surgery began with an incision from the mid abdomen to the sternum (left image). The ventral part of the ribcage was removed to allow unhindered access to the heart. Intracardiac perfusion was then carried out by insertion of a 25G butterfly needle into the left ventricle of the heart followed by an incision to the right atrium. Images are used under the Creative Commons Attribution 3.0 International License from reference (Gage et al., 2012). Incision markers, intestinal outlines and red color around the ribcage were added and images were cropped. (B) After decapitation, all tissue and skin surrounding the skull was removed and the skull was rinsed with ice-cold PBS to remove any remaining debris. Using a bone scissor, the skull plate was removed after cutting along the indicated red lines. Skull image from www.digimorph.org adapted with permission from T.B. Rowe. (C) Color photograph of an extracted brain after it has been separated from the skull.
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FIGURE 2. Validation of neural transport in excised brains. (A) Experimental setup used for injecting dextran neural tracer coupled to Texas-red directly into the cortex of excised brains under artificial cerebrospinal fluid (ACSF) and oxygen perfusion. For intra-brain injection a wireless robotic injection system with glass micro-capillary was utilized. (B) Compound microscopic images of a 50 μm-thick coronal brain slice fixated immediately after the injection showed no neuronal transport past the injection site. No labeled neurons could be detected in the square labeled areas. (C) Slice from a brain fixated after 1 h incubation time post-injection revealed structures stained by the tracer up to 2 mm away from the injection site, thus clearly indicating active transport of the tracer molecules in the neurons.

To further evaluate the functionality of the neurons in the isolated brain preparation, EEG-recordings during application of the epileptic drug pentylenetetrazol (PTZ) were carried out (Figure 3). For this, EEG-data was acquired from the cortex of isolated CD-1 mouse brains and compared to in vivo recordings from the cortex of an anesthetized CD-1 mouse. The excised brains were either placed in oxygenated ACSF and immediately measured, or kept in PBS for 1h to ensure brain death and serve as a negative control. Figures 3B–D show the recorded EEG signals along with their power spectrum representing the frequency distribution of the brain activity. Low frequency signal variations of 3–7 Hz were most prominent during baseline recordings, corresponding to the anesthetized state of the brain. The noise levels of the EEG-recordings in isolated brains were higher than those in the in vivo experiments. The additional background noise can be ascribed to the presence of bubbles produced during oxygenation of the ACSF-solution as well as the necessity of placing a grounding electrode inside the isolated brain. Following a baseline recording, neuronal stimulation was induced by PTZ injection (100 μl into the tail vein for the in vivo recording and 5 μl of PTZ intracortically for the excised brains). The EEG signal amplitude visibly increased and higher frequency signals in the range of 10–20 Hz appeared in the frequency distribution in both in vivo (Figure 3B) and isolated brains (Figure 3C), while no change could be detected in the negative control (Figure 3D). Overall, activity in the EEG-data lasted for up to 30 min in the isolated brain preparations.

[image: Diagram illustrating an EEG setup and results. A: EEG setup with a brain slice chamber connected to a laptop via a microinjection system, electrodes, DAQ, and amplifier. B-D: EEG recordings showing amplitude and frequency changes over time in different conditions. B: In vivo samples with noticeable EEG activity at three minutes. C: Isolated brain samples showing EEG activity changes post three minutes. D: Control samples with minimal EEG activity observed. Time in minutes is marked from zero to nine with a PTZ injection at around three minutes. Color gradients indicate varying levels of EEG activity.]
FIGURE 3. Validation of the isolated brain viability with electroencephalography (EEG) recordings. (A) The EEG activity was measured using two custom-made needle electrodes connected to a differential amplifier. In order to induce widespread brain activity, an epileptic agent pentylenetetrazol (PTZ) was injected intraperitoneally. (B) EEG signals recorded from mouse brains in vivo during injection of PTZ. The signal power spectra represent the frequency distribution of the brain activity. (C) The corresponding EEG responses recorded from isolated brains. (D) No EEG activity could be detected in negative controls, i.e., brains that were kept in PBS for 1 h to ensure cell death.

Additionally, excised brains were labeled with the calcium-indicator dye Fluo-3 in order to validate neuronal functionality (Figure 4). For this, freshly isolated CD-1 mouse brains were stained with Fluo-3-AM and a subsequent intracortical PTZ-injection was used to induce widespread neuronal activity. While only superficial labeling with Fluo-3 was achieved, an increase in calcium-dependent neuronal activity could be observed around the injection site (Figure 4B), thus further demonstrating viability and functionality of the isolated brains.

[image: Diagram of calcium-dye staining setup and data graphs. Panel A shows a microinjector, camera, and laser setup with a brain slice chamber. Panel B displays an image with labeled injection sites. Three graphs show fluorescence changes over time, each corresponding to a labeled site from the image.]
FIGURE 4. Validation of neuronal functionality based on activity of the calcium-sensitive dye Fluo-3 in the isolated brain preparations. (A) Experimental setup used for fluorescence imaging of freshly excised CD-1 mouse brains labeled with the Fluo-3 dye-based calcium indicator. (B) Planar (wide-field) fluorescence image of the brain and signal changes in three representative areas show up to 20% increase of the fluorescence intensity following intracortical injection of the epileptic drug pentylenetetrazol.

Volumetric FONT Imaging

A schematic of the imaging setup consisting of a spherical array, 3D-printed superfusion chamber and fluorescence camera is displayed in Figure 5A. To facilitate imaging experiments and provide appropriate experimental and environmental conditions for the isolated brain, a 3D-printed superfusion chamber was developed, as shown in Figure 5B. This allowed for simultaneous planar fluorescence and volumetric optoacoustic imaging of stimulus-evoked brain responses. Nine optical fibers, coupled to an optical parametric oscillator (OPO laser), illuminated the brain from multiple directions to create nearly uniform illumination conditions on its surface. Superfusion inlet and outlet ports were incorporated into the design to establish a physiological environment for the isolated brain by pumping oxygenated ACSF at 37°C around the isolated brain. The spherical ultrasound detection array was designed to provide a field-of-view (FOV) of ∼2 cm3 efficiently covering the entire mouse brain with nearly isotropic three-dimensional (3D) resolution of ∼150 μm. This corresponds to about one million individual voxels that can be visualized within the FOV at a volumetric imaging rate of 100 Hz (see section “Materials and Methods” for details of the FONT setup).

[image: Diagram illustrating a setup for an experiment. Panel A shows a schematic with components including a PC, data acquisition system (DAQ), camera, laser, chamber with transducer array, heat exchanger, water bath, artificial cerebrospinal fluid (ACSF), pump, and a carbogen gas bottle, connected by various lines indicating trigger, control, data/signal, and tube connections. Panel B shows a detailed view of a chamber with labeled components: superfusion inlet, ring stage, light guide, transducer array, superfusion outlet, and fiber bundle surrounding a central area.]
FIGURE 5. Experimental Layout and system design. (A) Layout of the experimental setup used for simultaneous recording of fluorescence and optoacoustic responses from the isolated mouse brains. ACSF, artificial cerebrospinal fluid; DAQ, data acquisition unit; PC, personal computer. (B) 3D-rendering of the experimental chamber accommodating the light illumination arrangement, spherical transducer array, superfusion system, and the imaged sample. The isolated brain is placed on top of a transparent polyethylene foil (not shown for simplicity).

Figure 6A shows an isolated GCaMP6f-brain as seen under wide-field fluorescence imaging. Naturally, planar fluorescence can only visualize the brain in 2D along the transverse plane. Whilst some anatomical features can be distinguished, the fluorescence images have a very diffuse appearance making it impossible to discriminate signals originating from different depths due to the intense scattering of light in the brain. As a result, quantification of the measurements is severely compromised since the true origin of the signal cannot be accurately determined. In contrast, FONT is readily capable of imaging the entire volume of the isolated brain along the transverse, sagittal and coronal planes, at a high spatial resolution and in 3D (Figure 6B). A range of anatomical features can clearly be determined, including complete cortices, the cerebellum, the olfactory bulb and the medulla (Figure 6C), thus showcasing the high-resolution volumetric imaging capabilities of FONT and its ability to capture detailed information from the entire isolated brain measuring ∼15 mm along its long axis. Figure 6D further shows single transverse slices of the brain further highlighting the high effective penetration depth of FONT not achievable with other optical imaging modalities.

[image: Four-panel figure showing brain imaging. Panel A: Grayscale brain with red outlines indicating major regions. Panel B: 3D renderings of the brain with a heat map scale. Panel C: Red-tinted, segmented brain images side-by-side. Panel D: Stack of seven horizontal brain slices, each highlighting varying internal sections.]
FIGURE 6. Fluorescence and optoacoustic images of excised brain. (A) Planar (wide-field) fluorescence image of an isolated GCaMP6f-labeled mouse brain. For abbreviations see (C) below. (B) The corresponding volumetric FONT images of the brain. (C) Maximum intensity projections of the FONT image. Cb, cerebellum; M, medulla; OL, olfactory bulb; R/LC, right/left cortex. (D) Single transverse slices through the brain to highlight the high effective penetration depth of FONT.

Simultaneous Fluorescence and FONT of Stimulated Calcium Activity

Concurrent fluorescence and FONT imaging of stimulus-evoked calcium activity was used to verify neural activity in the isolated brain model and to validate that signals related to neural calcium dynamics only originate from the GCaMP6f-protein. For this, the neuro-activating agent pentylenetetrazol was injected into the cortex of isolated mouse brains. PTZ is known to interfere with GABAergic signaling thus actuating fast seizure-like activity in the nervous system (Dhir, 2012). Experiments were performed on excised brains from GCaMP6f-expressing mice and CD-1 mice injected with PTZ, with both brains from CD-1 mice injected with PTZ and GCaMP6f-expressing brains injected with PBS, serving as negative controls (Figures 7A,C,G,I). Intracortical injection of PTZ resulted in an increase of fluorescence signals of up to 50% over baseline levels in the GCaMP6f-brains (Figures 7E,F and Supplementary Video S1), while no significant changes could be detected in either of the controls (Figures 7A–D). Notably, the time course of the GCaMP6f fluorescence signal is different from Fluo-3 (Figure 4B), which can be attributed to the different distribution patterns of the two reporters inside the tissue and cells (Dana et al., 2014a; Johnson and Spence, 2010). The molecular reporter Fluo-3 is also more prone to bleaching when compared to protein-based reporters (Gottschalk et al., 2015a). FONT can be used to three-dimensionally map stimulated calcium activity in the whole isolated mouse brain following PTZ injection (Figures 7G,H,K,L). The simultaneously recorded FONT data can directly be compared to the fluorescence results. Injection of PTZ into CD-1 mouse brains (n = 3) and injection of PBS into GCaMP6f-brains (n = 3) resulted in no significant changes in the optoacoustic signals anywhere inside the brain (Figures 7G–J). On the other hand, neuronal activation by PTZ and hence calcium changes could readily be observed in the GCaMP6f-expressing brains that were stimulated with PTZ (n = 4, Figures 7K,L and Supplementary Video S1). Analysis of small volumes of interest (3∗3∗3 voxels) located 1 mm deep inside the brain again revealed signal increases up to 70% over baseline levels prior to the PTZ injection. Note that the detected OA signal variations were stronger than the corresponding GCaMP6f fluorescence changes, most likely due to the diffuse nature and higher background signal levels of the planar fluorescence modality.

[image: Composite image showing fluorescence imaging of cells with corresponding line plots. Panels A, C, E, G, I, K show images with highlighted regions, possibly indicating areas of interest or treatment effects. Panels B, D, F, H, J, L display line graphs with red and blue lines, possibly representing different treatment conditions or measurements, labeled as PBS injection or FX2 injection. The x-axis represents time in minutes, and the y-axis indicates radiance levels. The rightmost images feature a color scale bar, likely indicating intensity levels.]
FIGURE 7. Simultaneously recorded fluorescence and FONT responses in isolated GCaMP6f-brains. (A) Planar (wide-field) fluorescence image of an isolated control brain from a CD-1 mouse. (B) Normalized time plots from two representative areas of the control brain (20∗20 pixels, blue and red circles) reveal no fluorescence activity during injection of the epileptic drug pentylenetetrazol (PTZ) into the brain (injection site indicated by red arrowhead). (C) A GCaMP6f-labeled brain exhibits higher background fluorescence levels. (D) No activity is detected after injection of phosphate buffered saline (PBS) into the GCaMP6f-labeled brain. (E) Planar fluorescence image of a GCaMP6f-labeled brain at ∼40 s post-injection of PTZ. (F) The corresponding time trace. (G) A 1 mm deep slice of the volumetric FONT image reconstructed from a control CD-1 mouse brain. (H) Injection of PTZ into CD-1 mouse brains without GCaMP6f-expression results in no detectable optoacoustic signal variations. (I) The FONT slice from a GCaMP6f-expressing brain injected with PBS. (J) The corresponding temporal trace reveals no activity. (K) Neuronal activation and hence calcium changes are readily observed in the FONT image of GCaMP6f-expressing brains at ∼40 s post PTZ injection. (L) Analysis of small volumes of interest in the GCaMP6f-expressing brains (3∗3∗3 voxels, indicated by blue and red circles) revealed signal increases up to 70% over baseline levels prior to the PTZ injection.



DISCUSSION AND CONCLUSION

Optoacoustic imaging has recently emerged as a new method for functional brain imaging, enabling non-invasive visualization and quantification of cerebral hemodynamic changes related to functional activity deep in mammalian brains, inaccessible by common high-resolution optical microscopy methods. Yet, strong absorption of light by hemoglobin remains the main limitation for direct visualization of calcium activity in the whole brain. While other blood-free preparations exist, including cell cultures (Pampaloni et al., 2007; Dana et al., 2014b) or brain slices, (Mainen et al., 1999; Llinás et al., 2002) such models fail to represent long-ranging neuronal interactions and network context at a whole brain level. Our study is the first to demonstrate the possibility and validity of a functional excised mouse brain cleared of blood for direct optoacoustic tracking of calcium dynamics associated with neuronal activity in real time in the whole mammalian brain.

In previously reported studies, guinea-pig brains were isolated and perfused through the cortical vasculature, exhibiting a reaction to electrical stimuli for up to 8 h (Mühlethaler et al., 1993). Smaller isolated zebra-fish brains retained functionality for up to 7 days, as verified by the ability to transport horseradish peroxidase and required no perfusion, relying on diffusion to supply the brain with nutrients (Tomizawa et al., 2001). Another study using excised mouse brains also successfully verified recordings of extracellular field potentials and neuronal tracer transport up to 24 h after extraction without the need for vascular perfusion (Von Bohlen and Halbach, 1999). In our own isolated brain preparation, brain viability was validated by Dextran transport experiments while results of the EEG recordings further indicated the presence of neuronal activity for at least 30 min after brain extraction. Since the total imaging experiment duration did not exceed this time, the data acquired in our experiments can be assumed to reflect in vivo-like neuronal functionality.

Considering ethical implications, the use of a ketamine/xylazine mixture is an established form of anesthesia, with sedation lasting up to ∼120 min (Erhardt et al., 1984; Gleed and Ludders, 2001). Ketamine produces anesthetic, dissociative, hallucinogenic, amnesic and analgesic effects in the central nervous system by functioning as an NMDAR antagonist (Kohrs and Durieux, 1998; Quibell et al., 2011). In the current study, by employing relatively high ketamine doses and restricting the total experiment duration to 30 min from the start of perfusion, we ensured the excised brain would remain anesthetized throughout the procedure. At the same time, this could affect neuronal transmission functionality by dampening responses to stimuli and the associated calcium fluxes, the extent of which should be addressed in future experiments. Nonetheless, FONT allowed for an unambiguous detection of calcium fluxes as true high resolution 3D-information not affected by intense light scattering in the brain. In contrast, epi-fluorescence recordings failed to provide high resolution maps of depth-resolved calcium dynamics.

In conclusion, we have developed a novel isolated mouse brain preparation and an accompanying imaging setup to optoacoustically monitor calcium dynamics under blood-free conditions. The developed methodology could readily be adapted to work with future generations of far-red- and near-infrared GECIs. Yet, our current results utilizing GCaMP-proteins in the visible range clearly show that deep brain optoacoustic visualization of activity-related calcium signals is achievable in whole rodent brains.



MATERIALS AND METHODS

Isolated Brain Preparation

CD-1 mice aged between 6 and 36 weeks (Envigo, Rossdorf, Germany) were used in these experiments as well as C57BL/6J-Tg(Thy1-GCaMP6f)GP5.5Dkim/J mice aged between 36 and 68 weeks (The Jackson Laboratory, Bar Harbor, ME, United States; stock number 024276) (Dana et al., 2014a). This study was carried out in accordance with the recommendations of the Institute for Biological and Medical Imaging. The protocol was approved by the Government District of Upper Bavaria.

The brain slice chamber (Scientific Products GmbH, Hofheim, Germany) surrounded by ice, was filled with ice-cold oxygenated ACSF and further supplied with freshly oxygenated ACSF (Figures 2A, 3A, 4A). For cardiac perfusion (Figure 1A) ACSF was circulated at a rate of 10 ml/min through a bubble trap and a 25G butterfly infusion set. Mice were anesthetized via a lethal dose of a Ketamine/Xylazine-mixture, administered via an intraperitoneal injection. Surgery commenced once the animal was completely anesthetized as determined by the absence of a toe-pinch reflex at one of the hindpaws. As shown in Figure 1A, surgery began with an incision from the mid abdomen to the sternum. The ventral part of the ribcage was removed to allow unhindered access to the heart. Intracardiac perfusion was carried out by the insertion of a 25G butterfly needle into the left ventricle of the heart followed by an incision into the right atrium. A perfusion pump (Cole-Parmer, Vernon Hills, IL, United States) was used to ensure continuous flow and appropriate pressure of blood and perfusion fluid until both the liver and lungs turned white.

At this stage, decapitation was performed. All tissue and skin surrounding the skull was removed and the skull was rinsed with ice-cold PBS to remove any remaining debris. A cut was then made between the skull and the first cervical vertebra exposing the brain stem (Figure 1B). Using a bone scissors, a second cut was made on both sides of the skull. This cut extended from the foramen magnum to the external auditory meatus, and then from the molar process up to the lachrymal dorsal aspect of the skull. Using forceps, the upper skull plate along with the brain were separated from the lower skull and placed into a Petri dish filled with ice-cold oxygenated ACSF. The brain was separated from the skull using a forceps and placed in a Petri dish filled with fresh ice-cold oxygenated ACSF. Any remaining hair, debris or blood vessels were removed using a fine forceps and pipette. This isolated brain was then directly used for further experiments.

Dextran Tracing

Axonal tracer transport requires intact, functioning neurons and dextran-amines coupled to fluorescent molecules are known for being transported in both the anterograde and retrograde direction (Vercelli et al., 2000). In order to validate the functionality of axonal transport in the isolated brain preparations, 10 kDa dextran coupled to Texas-red (Thermo Fisher Scientific, Waltham, MA, United States) was injected directly into the cortex of excised brains (Figures 2B,C). For this, freshly isolated brains were placed in a brain slice chamber (Scientific Products GmbH, Hofheim, Germany) filled with ACSF and with constant supply of a mixture of 95% O2/5% CO2 (Carbogen LAB, The Linde Group, Muenchen, Germany) to keep the solution oxygenated. For intra-brain injection a wireless robotic injection system (Neurostar, Tübingen, Germany) using a 15 to 25 μm diameter pulled glass micro-capillary was utilized. Injections of 0.5 μL volumes were made ∼1 mm deep inside the cortex (n = 4). As controls, either PBS or Texas red without Dextran were injected under the same conditions (n = 3). Afterward, the brains were fixated in 4% paraformaldehyde either immediately after injection, or after being kept in oxygenated ACSF at 4°C in the dark for 1 h. For evaluation of axonal transport, fixed brains were then sliced into 50 μm-thick sections. For this, the brains were first dehydrated in a solution of 30% sucrose at 4°C for 48 h, to remove water and to prevent ice-crystal formation during cryoslicing. Subsequently, the brains were embedded into an optimal cutting temperature compound (Tissue-Tek®, Sakura Finetek, Alphen an deen Rijn, Netherlands) and sliced with a CM 1950 Cryo-slicer (Leica Mikrosysteme, Wetzlar, Germany) along the coronal plane. The slices were then mounted onto microscope slides, air-dried for 20 min in the dark and a coverslip was placed on top of the slices and sealed with Vectashield containing DAPI (Vector Laboratories Inc., Burlingame, CA, United States). DAPI stains the DNA and RNA of cells, hence outlining cellular anatomy. Compound brain slice images were captured using an Axio Imager M2 microscope (Carl Zeiss AG, Oberkochen, Germany) fitted with shift-free DAPI and Texas red filter sets (EX TBP 400+495+570, BS FT 410+505+585, EM TBP 460+530+625, Carl Zeiss AG, Oberkochen, Germany). Image acquisition and analysis was done using the Zeiss Zen 2 microscope software.

Electroencephalography Recording

The experimental setup for Electroencephalography (EEG) recordings is depicted in Figure 3A. EEG-signals were recorded via two custom-made needle electrodes, connected to a DP-311 differential amplifier (Warner Instruments, LLC, Hamden, CT, United States) and the amplified signals were digitized by means of a PowerLab26T data acquisition module (AD Instruments, Sydney, Australia), controlled through a host PC running the Labchart 8 software (AD Instruments, Sydney, Australia). For comparison, in vivo EEG-data of CD-1 mice (n = 3) was also recorded as described previously (Gottschalk et al., 2017). In order to induce widespread brain activity the epileptic drug PTZ was injected intraperitoneally (IP) (Tang et al., 2015). For in vivo EEG-recordings the differential amplifier was set to a high pass of 10 Hz, a low pass of 100 Hz and a gain of 100. After baseline recording, 100 μL of PTZ (100 mg/ml in saline) was injected IP and the mouse was euthanized under anesthesia at the end of the experiment. For recordings in isolated brains (n = 3), freshly excised brains were placed in a brain slice chamber (Scientific Products GmbH, Hofheim, Germany) filled with oxygenated ACSF at room temperature (RT). To induce brain activity, 5 μL of PTZ (100 mg/ml in ACSF) was directly injected into the cortex using a pulled glass capillary and a robotic injection system (Neurostar, Tübingen, Germany). For all ex vivo EEG-recordings (n = 4 for control), the amplifier settings were the same as for the in vivo recordings. The recorded EEG signals were processed using MatLab (MathWorks, Natick, United States) to identify periods of elevated brain activity. For this, the EEG spectrogram was calculated as the short-time Fourier transform with a window of 20 s, sufficient for detecting higher frequency components in the 10–20 Hz range corresponding to seizure-like activity caused by PTZ.

Calcium-Dye Staining

Fluo-3-AM is a fluorescent dye-based calcium indicator that can be used to investigate spatial dynamics of many calcium-dependent signaling processes (Lambert, 2006). Freshly excised CD-1 mouse brains were labeled with Fluo-3 (10 mM Fluo-3-AM and 1 mM Probenecid in oxygenated ACSF) for 20 min in the dark at RT (n = 4). After labeling, the brains were washed twice with ACSF, left to rest in oxygenated ACSF for another 15 min in the dark at RT, and were then placed into the experimental setup for fluorescence imaging, as depicted in Figure 4A. A custom-made fiber bundle (CeramOptics GmbH, Bonn, Germany) was used to guide excitation light to the brain from a nanosecond-pulsed optical parametric oscillator laser source (Innolas GmbH, Krailling, Germany). In order to stimulate brain activity, 5 μL of PTZ (100 mg/ml in ACSF) was injected at ∼1 mm depth in the cortex using a pulled glass capillary connected to a robot injection system (Neurostar, Tuebingen, Germany). Fluorescence was recorded during the entire procedure, before and after injection of PTZ.

Imaging Set-Up

A layout of the imaging set-up used for the simultaneous recording of fluorescence and optoacoustic readings of the excised mouse brain is depicted in Figure 5. Optoacoustic imaging was performed with a custom-made spherical transducer array (Imasonic SaS, Voray, France) with 40 mm radius consisting of 512 piezocomposite elements covering an angle of 140° (1.3π solid angle). The elements have 2.5 mm diameter, 5 MHz central frequency and 100% -6 dB bandwidth, providing an almost isotropic resolution of 150 μm over an approximate FOV of ∼2 cm3. The array was held pointing upward via a 3D-printed chamber attached to a X-Y positioning platform (Figure 5B). In the experiments, oxygenated ACSF was pumped through an inlet and an outlet in the holder. ACSF is needed for preserving the brain functional and further provides acoustic coupling for the optoacoustically generated ultrasound waves. The whole chamber was made waterproof by smoothening with a sand paper and applying a silicone finish. Further sealing was ensured with the addition of rubber “O-rings” at all openings including two larger “O-rings” surrounding the transducer array. The excised brain was placed approximately at the center of the FOV of the spherical matrix transducer array lying upon a ∼10 μm transparent polyethylene foil glued to a 3D-printed ring stage. Brain illumination was done via a self-developed fiber bundle consisting of nine fibers with a core diameter of 600 μm. One of the fibers was inserted into a cylindrical cavity of the spherical array to illuminate the bottom part of the brain while the other 8 were embedded in apertures in the array holder equally spaced at 90° in azimuth and with polar angles of 5.7° and 37° (Figure 5B). The illumination source was an optical parametric oscillator (OPO)-based laser (Innolas GmbH, Krailling, Germany) providing short (<10 ns) pulses at 25 Hz with optical wavelength set to 488 nm. The 512 optoacoustic signals detected by the array elements were simultaneously digitized with a custom-made data acquisition system (Falkenstein Microsystem GmbH, Taufkirchen, Germany) triggered with the Q-switch output of the laser. The digitized signals were transferred to a PC via 1 Gbit/s Ethernet for further processing. A high speed EMCCD camera (Andor Technology Ltd., Belfast, United Kingdom) located on top of the chamber (pointing downward) was used to record the fluorescence responses of the isolated brains being illuminated with the laser source. The camera was equipped with a 105 mm Nikon F mount objective (Nikon, Chiyoda, Tokio, Japan) and a one-inch emission filter with 525 nm center wavelength and 39 nm bandwidth (MF525-39, Thorlabs Inc., Newton, United States). The acquisition time of the camera was set to 200 ms, corresponding to the integration of five laser pulses. The relative positions of the transducer array and the camera were manually adjusted with the X-Y positioning platform holding the transducer array.

Data Analysis and Processing

The relative fluorescence signal changes (ΔF/F0) were calculated from the recorded images as changes in signal intensity following the PTZ injection. These changes correspond to the calcium responses evoked by neural activity. The baseline fluorescence signal level F0 was calculated as the average of frames over 5 s preceding the injection. Volumetric (3D) optoacoustic images were reconstructed from the acquired signals using a graphics processing unit based implementation of a back-projection formula (Dean-Ben et al., 2013). Before reconstruction, the signals were deconvolved with the impulse response of the transducer array elements and a band-pass filter with cut-off frequencies of 0.1 and 6 MHz was applied. The reconstruction of the optoacoustic data was performed on a grid of 150 × 150 × 100 voxels3 (equivalent to 15 × 15 × 10 mm3) to match the spatial resolution of the system.
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VIDEO S1 | Video of a concurrent fluorescence and optoacoustic recording of a GCaMP6f-brain. The video shows the changes in fluorescence (planar image) and the optoacoustic signal (MIP, maximum intensity projection) upon injection of the epileptic drug pentylenetetrazol (PTZ, injection at time 0). Clear neuronal activation by PTZ as reflected by calcium changes can be observed in both fluorescence and optoacoustic data. CB, cerebellum; L/RC, left/right cortex; OL, olfactory bulb.
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The safe charge injection capacity and charge density of neural stimulating electrodes is based on empirical evidence obtained from stimulating feline cortices. Stimulation induced tissue damage may be caused by electrochemical or biological mechanisms. Separating these mechanisms requires greater understanding of charge transfer at the electrode-tissue interface. Clinical devices typically use a biphasic waveform with controlled current. Therefore, the charge injection mechanism and charge injection capacity of platinum was assessed on a commercial potentiostat by chronopotentiometry (controlled current stimulation). Platinum is a non-ideal electrode, charge injection by chronopotentiometry can be passed via capacitive and Faradaic mechanisms. Electrodes were tested under a variety of conditions to assess the impact on charge injection capacity. The change in electrode potential (charge injection capacity) was affected by applied charge density, pulse length, pulse polarity, electrode size, polishing method, electrolyte composition, and oxygen concentration. The safe charge injection capacity and charge density could be increased by changing the electrode-solution composition and stimulation parameters. However, certain conditions (e.g., acid polished electrodes) allowed the electrode to exceed the water electrolysis potential despite the stimulation protocol being deemed safe according to the Shannon plot. Multiple current pulses led to a shift or ratcheting in electrode potential due to changes in the electrode-solution composition. An accurate measure of safe charge injection capacity and charge density of an implantable electrode can only be obtained from suitable conditions (an appropriately degassed electrolyte and clinically relevant electrode structure). Cyclic voltammetric measurement of charge storage capacity can be performed on implantable electrodes, but will not provide information on electrode stability to multiple chronopotentiometric pulses. In contrast, chronopotentiometry will provide details on electrode stability, but the minimum time resolution of typical commercial potentiostats (ms range) is greater than used in a clinical stimulator (μs range) so that extrapolation to short stimulation pulses is required. Finally, an impedance test is typically used to assess clinical electrode performance. The impedance test is also based on a biphasic chronopotentiometic waveform where the measured potential is used to calculate an impedance value. Here it is shown that the measured potential is a function of many parameters (solution composition, electrode area, and surface composition). Subsequently, impedance test results allow electrode comparison and to indicate electrode failure, but use of Ohm’s law to calculate an impedance value is not valid.

Keywords: platinum, chronopotentiometry, cochlear implant, impedance test, charge transfer mechanism


INTRODUCTION
Electrodes are used to stimulate excitable cells in cell culture and in the body (Normann and Fernandez, 2016). Electrical stimulation in humans has been used to: provide sensory input, as in the cochlear implant or bionic eye (Christie et al., 2016; Dhanasingh and Jolly, 2017); control body function, such as deep brain stimulation to reduce body tremor (McIntyre et al., 2015); or to affect or influence behavior, including treatments for depression (Kennedy et al., 2011). Sufficient charge must be ejected from the electrode into tissue to induce the desired clinical outcomes without damaging the electrode or the surrounding tissue. Some issues associated with electrical stimulation include off-target stimulation (Lukins et al., 2014), glial cell or fibrous tissue encapsulation (Niparko et al., 1989) and electrode corrosion (Clark et al., 1983; Robblee et al., 1983). As a result of these factors, implants can induce cell death, show an increase in power usage over time, or fail completely.
The safe stimulation parameters of an electrode are currently defined by the Shannon plot which relates the charge density and charge per phase of an electrical pulse (Shannon, 1992). This is based on electrical stimulation of a feline cortex using platinum or tantalum pentoxide electrodes with a limited stimulation protocol. Clinical electrodes use a variety of stimulation waveforms, typically involving a biphasic reduction and oxidation pulse of varying length, amplitude, repetition rate, and interphase gap that may not be covered by the Shannon plot (McCreery et al., 1992). More recent work has also indicated the Shannon plot may not be valid when applied to microelectrodes (Cogan et al., 2016). The validity of the Shannon plot for different electrode materials and in different tissue also needs to be addressed in more detail. These limitations raise questions about what chemical and biological mechanisms determine safe charge densities, and how safe charge injection capacity and density should be measured and reported.
It is assumed that increasing the charge injection capacity of an electrode will increase its safe charge density by preventing unwanted reactions occurring at the electrode-tissue interface. Significant effort has been spent developing novel electrode materials and geometries to increase the charge injection capacity of an electrode (Wang et al., 2017; Harris and Wallace, 2018). The charge injection capacity of an electrode is typically assessed by electrochemical methods, but with limited theoretical basis, the methods used differ across laboratories and lack sufficient controls. This has resulted in poor correlation between in vitro and in vivo performance (Prasad and Sanchez, 2012). Subsequently, new materials and geometries demonstrating high charge injection capacities have had poor translation to clinical use. A stronger theoretical understanding of how charge transfer occurs at the electrode-tissue interface is needed to define how electrodes should be tested and what are safe charge densities across different electrode and tissue parameters (Kumsa et al., 2016a). This will reduce concerns of platinum dissolution, changes in pH and generation of gas occurring at the electrode surface (Robblee et al., 1983; Agnew et al., 1986; Merrill et al., 2005). It will also help translate the safe stimulation parameters measured in feline cortex to other devices and tissues such as cochlear implants and the bionic eye.
The safe potential window and charge storage capacity of implantable electrodes are often assessed by cyclic voltammetry. However, stimulation of excitable cells with an electrode requires altering the potential across a cell membrane and is usually achieved with electrical pulsing rather than a potential sweep. When performing electrical pulsing, either the potential or current can be controlled while the other parameter varies with time. The response of a platinum electrode under various biologically relevant conditions during controlled potential pulsing (chronoamperometry) was recently investigated (Harris et al., 2018a). Using chronoamperometric pulsing, the electric field decreases rapidly with distance from the electrode; so the charge delivered may not induce sufficient change in membrane potential to excite a cell. The amount of charge delivery also depends on conditions and decreases rapidly with time. In bionics applications, the electrode is normally used in controlled current mode (chronopotentiometry). For instance, modern cochlear implants use a biphasic waveform composed of a μs timescale chronopotentiometic reduction pulse followed by an interphase gap and oxidation pulse. Using chronopotentiometic pulsing, charge delivery will be constant, but the electrode potential is uncontrolled. Furthermore, the in vivo performance of the electrode/tissue interface is often assessed by an impedance test (Newbold et al., 2004, 2010, 2011). This is not to be confused with electrical impedance spectroscopy (EIS), or the unit of impedance (Z). The impedance test also applies a biphasic chronopotentiometic pulse through each electrode measuring the change in potential, which is then used to calculate an impedance value using Ohm’s law.
Electrodes used for neural stimulation are often referred to as capacitive (ideally polarizable) or Faradaic (ideally non-polarizable) (Cogan, 2008). When analyzing a chronopotentiometic measurement, an ideally polarizable electrode only passes current (ic) through charging of the double-layer capacitance per unit area (Cd) across the electrode surface with area (A) according to
[image: Equation depicted: \( i_c = -AC_d \frac{dE}{dt} \) labeled with number one on the right.]
supplying capacitance current requires a constantly changing potential (E) over time (t). An ideally non-polarizable electrode only delivers charge via a Faradaic reaction, in which case the electrode potential would not change with an applied current.
In practice, no electrode is ideal, with current supplied by capacitance and Faradaic reactions at different potentials and mass transport affects the Faradaic current. When mass transport is present, the current of a Faradaic reaction (if) is controlled by the flux conditions
[image: If equals n multiplied by F, A, D, and the partial derivative of C with respect to x, evaluated at x equals zero, with the equation labeled as 2.]
where n is the number of electrons transferred, F is Faraday’s constant, D is the diffusion coefficient, C is the concentration and x is the distance from the electrode (for the simple one dimensional case). These conditions are further affected by electrode geometry and the reversibility of the Faradaic reactions. The total current at a non-ideal electrode, i = ic + if, therefore has varying proportions of capacitance and Faradaic current over time (De Vries, 1968).
To ensure safe stimulation of cells and to prevent degradation of the electrode, the charge delivery mechanisms must not be damaging or create toxic species. The electrode potential must be kept below levels that would corrode the electrode or cause water electrolysis. However, the composition of the electrode-tissue interface is very complex. An implanted platinum electrode is usually multicrystalline, can have varying amounts of oxide present, and the surrounding fluid is composed of various ions, biomolecules, and cells. Therefore, multiple mechanisms can be involved in charge transfer at the electrode-tissue interface, and the safe charge injection capacity will depend on the local conditions. A systematic analysis of changes in stimulation waveform and electrode-solution composition on the chronopotentiometric response of a platinum electrode under well-controlled conditions will help determine their potential impact on charge delivery mechanisms occurring during in vivo electrical stimulation.
To better understand the charge delivery mechanisms occurring during stimulation of excitable cells and the most appropriate way of testing implantable electrodes, this study investigated the use of chronopotentiometry to measure the performance of platinum electrodes under a variety of conditions. The impact of solution composition, oxygen concentration, electrode size, electrode polishing method, and applied potential on the chronopotentiometric response of platinum is reported. The possible charge transfer mechanisms occurring under these conditions and the implications for in vivo performance are discussed. The relationship between cyclic voltammetry, chronoamperometry, and chronopotentiometry using commercial potentiostats as methods for investigating implantable electrodes and the implication on impedance testing are explained.



MATERIALS AND METHODS

Chronopotentiometric Waveform and Analysis

Chronopotentiometic experiments were performed with repetitive oxidation and reduction pulses of opposing polarity but equal time and magnitude. This is equivalent to a biphasic pulse with no interphase gap. To investigate the stability of the electrode to repeated pulsing, eight reduction/oxidation (four biphasic) pulses were applied. The charge densities chosen were 3 and 10 μC cm-2, as they are the typical minimum and maximum limits used by modern cochlear implants. The current pulses in a cochlear implant are typically applied for 25 μs, however the shortest pulse achievable on a CH Instruments potentiostat is 5 ms. A 5 ms pulse (10 ms biphasic pulse) is equivalent to 100 pulses per second; doubling the pulse length to 10 ms is equivalent to 50 pulses per second. The applied charge (Q) was calculated by multiplying the charge density by the nominal electrode area (A); the current (i) for the 5 ms time pulse was then calculated from the total charge passed and the time (t), i = Q/t. For instance, achieving a current density of 10 μC cm-2 on a 600 μm diameter electrode with a 5 ms pulse, required an applied current of 5.65 μA, resulting in 28.3 nC phase-1, this charge density and charge per phase is considered safe according to the Shannon plot (Cogan et al., 2016). The current was adjusted to ensure the same charge density of 10 μC cm-2 was applied for each electrode size. By definition, the larger the change in potential measured during the chronopotentiometric pulse, the smaller is the electrodes charge injection capacity. The stability of the electrode to multiple pulsing was assessed by measuring the change in potential from the end of the second pulse to the end of the last pulse (cumulative six pulses).

Chemicals

Phosphate-buffered saline (PBS: 154 mM NaCl, 10 mM phosphate buffer, pH 7.4), sodium chloride, potassium chloride, sodium bicarbonate, calcium chloride, D-glucose (Sigma-Aldrich), magnesium chloride hexahydrate (Scharlau), monosodium phosphate (Biochemicals) and 98% sulfuric acid (RCI Labscan), were used as received. An artificial perilymph contained 125 mM NaCl, 3.5 mM KCl, 25 mM NaHCO3, 1.2 mM MgCl2, 1.3 mM CaCl2, 0.75 mM NaH2PO4, and 5 mM glucose (Salt et al., 2003). Unless indicated, test solutions were degassed with nitrogen for at least 10 min.

Electrodes

Electrodes were 2 mm, 0.6 mm, or 25 μm diameter platinum disks (CH Instruments) or a cochlear implant with 22 half band, 0.3 mm2 nominal area platinum electrodes (donated by Cochlear, Ltd.). One electrode of each type was tested. The electrodes were freshly polished before every experiment ensuring reproducible starting conditions. Disk electrodes were polished with 0.3 μm alumina slurry on Microcloth polishing cloth (Buehler), rinsed in deionised water and gently dried (Kimwipe) before use; the cochlear implant was not mechanically polished before use and had not been used for any in vivo studies. Acid polishing was achieved by cycling the electrode potential from 1.2 to -0.2 V at 50 mV s-1 for 50 cycles in 0.5 M H2SO4. Electrodes were tested in a 3-electrode configuration on a CHI660E potentiostat (CH Instruments) using a Ag/AgCl (3 M KCl) as reference electrode and Pt wire as counter electrode. The electrodes were connected to the potentiostat via alligator clips and placed into a beaker of solution.



RESULTS

Varying Chronopotentiometric Waveform

The voltammetric reduction sweep of a platinum electrode in 0.1 M NaCl displays a peak at -85 mV from reduction of platinum oxide and dissolved oxygen and increasing reduction current below -470 mV from hydrogen adsorption (Figure 1). On the oxidation sweep, broad peaks are seen around -700 to -400 mV from hydrogen stripping and above 0 V from platinum oxide formation. At potentials above and below the potential window of 800 to -800 mV, water oxidation, and reduction can occur.

[image: Graph showing cyclic voltammetry with current (microamperes) on the y-axis and potential (volts vs Ag/AgCl) on the x-axis. The curve illustrates hydrogen adsorption around -0.9 V and an oxide region near 0.6 V.]
FIGURE 1. Second cycle of a cyclic voltammogram in degassed 0.1 M NaCl of a mechanically polished 0.6 mm diameter platinum electrode at 100 mV s-1.

When the electrode is first placed into solution, it will be at an open circuit potential (OCP) or resting potential. This is the starting potential at t = 0 seen in the chronopotentiometry (Figure 2). The OCP varies with electrode and solution properties, but for a mechanically polished electrode in degassed 0.1 M NaCl, it was generally around -50 to -250 mV vs. Ag/AgCl (3 M KCl). Applying a current to the electrode drives electrochemical reactions that changes the electrode potential. A reductive current leads to more negative potentials, an oxidative current to more positive potentials. Increasing the current magnitude results in a larger change in potential.

[image: Chart A shows potential over time decreasing for two curves: black line at negative potential lower than gray line. Chart B shows potential over time increasing for both curves: black line rising higher than gray line. Potential is measured in volts against Ag/AgCl, time in milliseconds, with current densities of ten and three microcoulombs per square centimeter.]
FIGURE 2. Chronopotentiometric curves of a mechanically polished 0.6 mm diameter platinum electrode in degassed 0.1 M NaCl. (A) cathodic pulse, (B) anodic pulse. Black curve – current density of 10 μC cm-2, Gray curve – 3 μC cm-2.

Applying a -3 μC cm-2 pulse for 5 ms in degassed 0.1 M NaCl, the initial potential was -180 mV, and the final potential was -250 mV (Figure 2). The change in potential over time was curved, with decreasing gradient, no plateaus or steps in the curve were seen under any of the conditions tested. On clinical stimulators, a steep rise is seen at the start of the current pulse, called the access voltage, which lasts a few μs (Tykocinski et al., 2005; Mesnildrey et al., 2019), this was not seen on the commercial potentiostat as the minimum sampling time was 10 μs. Increasing the charge density to -10 μC cm-2, the initial potential was -220 mV, shifting to -380 mV after 5 ms. Applying positive current pulses, a 3 μC cm-2 charge density had an initial potential at -110 mV, ending at -50 mV. And a charge density of 10 μC cm-2 started at -70 mV and finished at 70 mV. This demonstrates the larger change in potential seen with higher applied charge densities.

The first pulse always displayed a smaller and more variable change in potential than subsequent pulses (Figure 3). To overcome the variability associated with this initial pulse, the charge injection capacity of the electrode was assessed by measuring the change in potential of the second pulse. A summary of the changes in electrode potential under different conditions is given in Table 1.

[image: Graph A shows potential versus time with six cumulative triangular pulses, each returning to baseline, labeled for six pulses and the second pulse. Graph B shows potential versus time with four similar triangular pulses, lacking labeled features. Horizontal axis: time in milliseconds. Vertical axis: potential in volts versus Ag/AgCl.]
FIGURE 3. Multiple pulse chronopotentiometry of a mechanically polished 0.6 mm diameter platinum electrode in degassed 0.1 M NaCl. (A) Cathodic, (B) anodic pulse first with a current density of 10 μC cm-2.

TABLE 1. Change in potential on a platinum electrode from different chronopotentiometric conditions.

[image: A table detailing experimental conditions and results for electrode testing. Columns include tested variable, electrode diameter, polish method, solution, degassing, initial applied charge density, pulse length, and change in potential for second and cumulative six pulses. Results are listed for different conditions such as type of electrode surface and solution composition, with electrode diameters ranging from 600 micrometers to 2 millimeters. Some results are indicated with standard deviation values noted as averages. Footnote explains that initial charge density is the first pulse's magnitude, with subsequent pulses having opposing polarity.]

When applying a reductive current as the first pulse, the electrode potential becomes more negative than the OCP. The subsequent oxidation pulse then increases the electrode potential above the OCP consistent with a non-ideal electrode. At the conclusion of the eight pulses, the final potential had shifted to more positive potentials than at the end of the previous oxidation pulses. When an oxidation current was applied initially, an opposite change in potential direction was seen. As a result, when using an initial reduction current, the electrode potential obtained more negative potentials then with an initial oxidation current.

The current pulse length was set as 5 ms due to the limitations of the potentiostat. To investigate the impact of pulse length on the change in potential, current pulses of 10 ms were applied. To achieve the same charge density of 10 μC cm-2, the applied current was also reduced. The impact of changing the pulse length is shown in Figure 4 and in Table 1. Both the change in potential of the second pulse and the cumulative six pulses were smaller when applying longer current pulses.

[image: Graph A and B show potential versus time (milliseconds) for 5 ms and 10 ms durations. Both graphs depict potential oscillations against Ag/AgCl reference. Graph A shows a range from -0.05 to -0.40 volts, while Graph B ranges from 0.10 to -0.25 volts. The black line represents 5 ms, and the gray line represents 10 ms.]
FIGURE 4. Multiple pulse chronopotentiometry of a mechanically polished 0.6 mm diameter platinum electrode in degassed 0.1 M NaCl. (A) Cathodic, (B) anodic pulse first with a current density of 10 μC cm-2. Black curve – 5 ms pulse, Gray curve – 10 ms pulse.

Varying Solution Composition

The solution composition was seen to affect the cyclic voltammetric and chronoamperometric response of a platinum electrode (Harris et al., 2018a,b). While electrochemical studies are often undertaken in simple 0.1 M NaCl; cell culture and testing of implantable electrodes are often performed in PBS; while a more accurate model solution for cochlear implants is an artificial perilymph. The OCP of platinum became more positive from 0.1 M NaCl to artificial perilymph to PBS (Figures 5A,B). The change in potential of the second pulse and the cumulative six pulses also decreased from 0.1 M NaCl > artificial perilymph > PBS (Table 1).

[image: Four graphs labeled A, B, C, and D depict potential versus time in milliseconds. Graphs A and B compare PBS and Artificial Perilymph with similar cyclic patterns. Graph C shows a lower range pattern, while Graph D illustrates a higher range pattern. All graphs share an x-axis labeled "Time /ms" and a y-axis labeled "Potential /V vs Ag/AgCl."]
FIGURE 5. Multiple pulse chronopotentiometry of a mechanically polished 0.6 mm diameter platinum electrode. (A) Cathodic, (B) anodic pulse first with a current density of 10 μC cm-2 in degassed solution. Black curve – PBS, Gray curve – artificial perilymph. (C) Cathodic, (D) anodic pulse first with a current density of 10 μC cm-2 in non-degassed 0.1 M NaCl.

The oxygen tension in the body is low, as it is mostly bound to hemoglobin, but it can vary. A higher oxygen concentration was tested by not degassing the solution with nitrogen before performing current pulsing. The OCP of the electrode without degassing was significantly more positive than after degassing (Figures 5C,D). With an initial positive pulse, the change in potential of the second pulse was smaller without degassing, while for an initial negative pulse the change in potential was smaller after degassing (Table 1). After multiple pulsing, the change in potential from the cumulative six pulses was smaller without degassing regardless of the initial potential polarity.

Varying Electrode Surface

There were no trends in OCP with electrode size (Figure 6). However, there was a significant effect on the change in potential with a decrease in magnitude with decreasing electrode size (Table 1).

[image: Two graphs labeled A and B show potential measured in volts versus Ag/AgCl over time in milliseconds. Both graphs compare two electrode sizes: 2 millimeters (black line) and 25 micrometers (gray line). The graphs depict oscillating waveforms with similar patterns, with the potential range in graph A being from -0.10 to 0.40 volts and in graph B from 0.15 to 0.65 volts.]
FIGURE 6. Multiple pulse chronopotentiometry of a mechanically polished platinum electrode in 0.1 M NaCl in degassed 0.1 M NaCl. (A) Cathodic, (B) anodic pulse first with a current density of 10 μC cm-2. Black curve – 2 mm diameter electrode, Gray curve – 25 μm diameter electrode.

A mechanically polished electrode has a heterogeneous surface with varying levels of oxide and impurities present and a multicrystalline structure. It is possible to clean the electrode surface by cycling the electrode potential in 0.5 M H2SO4 from 1.2 to -0.2 V at 50 mV s-1 for 50 cycles. The voltammetry of an acid-cleaned electrode shows more defined redox peaks associated with oxide formation and hydride adsorption (Figure 7A). Placing the acid-cleaned electrode straight into 0.1 M NaCl then shows a large change in voltammetric response compared to a mechanically polished electrode (Figure 7B). The large reduction peak at -420 mV and oxidation peak at -350 mV are most likely caused by adsorption of chloride to the electrode surface. The chloride adsorption blocks the electrode surface, affecting the Faradaic reactions associated with platinum oxide, hydride, and oxygen (Bagotzky et al., 1970; Li and Lipkowski, 2000; Garcia-Araez et al., 2005). The OCP of the acid-cleaned electrode was significantly more positive than the mechanically polished electrode (Figures 7C,D). The change in potential was also significantly larger for the acid-cleaned than mechanically polished electrode (Table 1). And when applying a 10 μC cm-2 anodic first pulse, the electrode potential was raised to 930 mV, well-above the water oxidation potential.

[image: A composite image with four graphs labeled A to D.   A: Cyclic voltammogram showing current vs. potential for 1st and 50th cycles, indicating a shift in current behavior over cycles. The 1st cycle is darker, and the 50th is lighter.  B: Cyclic voltammogram showing a single cycle of current vs. potential, illustrating a distinct peak pattern with increased currents at specific potentials.  C: Graph showing potential vs. time over several intervals, exhibiting a repeating triangular waveform from 0.2 to 0.8 volts.  D: Graph displaying potential vs. time similar to C, with a slightly higher range from 0.4 to 0.9 volts.]
FIGURE 7. (A) First (black) and fiftieth (gray) cycle of a mechanically polished 0.6 mm diameter platinum electrode in 0.5 M H2SO4 at 50 mV s-1. (B) First cycle of an acid polished 0.6 mm diameter platinum electrode in degassed 0.1 M NaCl at 100 mV s-1. Multiple pulse chronopotentiometry of an acid polished 0.6 mm diameter platinum electrode in degassed 0.1 M NaCl. (C) Cathodic, (D) anodic pulse first with a current density of 10 μC cm-2.

The change in potential on the cochlear implant electrode in degassed artificial perilymph was larger than an equivalent sized mechanically polished disk electrode (Figure 8 and Table 1). The relatively large standard deviation from five electrodes is most likely due to variations in electrode area and surface properties.

[image: Graph A shows a cyclic potential wave from -0.4 to 0.3 volts over 40 milliseconds. Graph B displays a similar wave from 0 to 0.7 volts. Graph C depicts the derivative potential with peaks around 1000 and valleys around -1000 volts. Graph D illustrates reciprocal derivative potential with smaller peaks and valleys. All graphs plot voltage against time in milliseconds.]
FIGURE 8. Multiple pulse chronopotentiometry of a non-polished cochlear implant platinum electrode (0.3 mm2 nominal area) in degassed artificial perilymph. (A) Cathodic, (B) anodic pulse first with a current density of 10 μC cm-2. (C) Derivative and (D) reciprocal derivative of curve (A).

To aid in visualization of reactions mechanisms occurring during chronopotentiometry, a derivative of the potential/time plot can be performed (Figure 8C). A capacitance current would then appear as a constant; and a Faradaic current would appear as a sharp dip. The reciprocal of the derivative would then transform any Faradaic current into a sharp peak (Figure 8D). The derivative of the cochlear implant chronopotentiometric curve has a larger noise level, but no significant dip in the curve was seen. On the reciprocal derivative curve, the reduction pulses showed an increase over time, while the oxidation current was stable over time; no peaks were seen to indicate a significant variation in the ratio of capacitance and Faradaic current was occurring.



DISCUSSION

Effect of Varying Chronopotentiometric Waveform on the Electrode/Tissue Interface

If chronopotentiometric pulsing of platinum in tissue was an ideally polarizable system, only capacitance current would flow. There would be a linear change in potential over time and increasing the current density would increase the rate of potential change (Eq. 1). During biphasic pulsing, an initial reduction pulse would result in a decrease in electrode potential and the following oxidation pulse of the same charge would return the electrode to the initial potential. Conversely, an initial oxidation pulse would raise the electrode potential, the following reduction pulse returning the electrode to the start potential. A different current magnitude (charge density) could be used for the oxidation and reduction pulses, but by adjusting the pulse length, the same charge could still be passed on each. At a truly ideal electrode, there would be no water electrolysis, and so there would be no defined safe potential limits.

At the other extreme, if chronopotentiometric pulsing at the platinum-tissue interface were ideally non-polarizable, only Faradaic current would flow. A reduction pulse would reduce a redox species and an oxidation pulse would oxidize the redox species. Assuming the concentrations of the oxidized and reduced species were minimally altered from the redox reactions, the electrode potential would not change. The use of a reduction or oxidation pulse initially, increasing the current density, pulse length or the inclusion of an interphase gap would have no impact on the electrode potential. An imbalanced charge from oxidation and reduction pulses would also not lead to a shift in electrode potential.

In reality, the platinum-tissue interface is non-ideal. Charge transfer mechanisms will include capacitance and a range of Faradaic reactions including platinum oxide formation and reduction, deposition and stripping of hydride and reduction of molecular oxygen. Capacitance may not be constant with varying electrode potential, and charge available from a Faradaic reaction may have slow kinetics or be exhausted, either by fully oxidizing or reducing the reactant, or due to mass transport limitations. Changes in current magnitude, polarity, number of pulses, and pulse length were all found to affect the change in electrode potential (Figures 2–4 and Table 1). This will be associated with different amounts of each charge transfer reaction occurring. For instance, a decrease in current pulse length would reduce the diffusion time and limit the amount of charge that can be supplied by a solution phase Faradaic reaction (reduction of oxygen). A reciprocal derivative was applied, but due to the complex platinum-solution interface, it was unable to distinguish specific Faradaic reactions (Figure 8). This limits the amount of analysis that can be performed with chronopotentiometry, and so a more general discussion will be made.

The charge transfer mechanisms during a biphasic pulse were affected by initial pulse polarity (Figure 3). For instance, in the presence of a redox active species that can be reversibly reduced, an initial reduction pulse could supply charge by capacitance and the Faradaic reaction (i.e., oxygen reduction and platinum oxide reduction). A subsequent oxidation pulse could also pass capacitance and Faradaic charge. However for an initial oxidation pulse, charge may only be supplied by capacitance. On a subsequent reduction pulse, charge could then be supplied by capacitance and the redox reaction. More complicated reaction mechanisms and mass transport conditions may also affect the oxidation and reduction reactions unequally. As a result, the charge transfer mechanisms from oxidation and reduction pulses may not be the same even with charge balanced pulsing. Multiple electrical pulses may then drive large changes in Faradaic reactions, affecting the concentrations of redox species. This can then shift the electrode potential according to the Nernst equation

[image: Equation displaying the Nernst equation: \( E = E^0 - \frac{kT}{nF} \ln \frac{[\text{Red}]}{[\text{Ox}]} \), labeled as equation three.]

where k is the Boltzmann constant, T is the absolute temperature, [Red] and [Ox] are the concentration of the reduced and oxidized species. Indeed, electrode potential changes were seen with just eight pulses (Figure 3) and has been termed ratcheting (Merrill et al., 2005). Ratcheting can lead to large changes in electrode potential, enabling greater platinum dissolution, so changes to the waveform have been attempted to reduce this effect (Kumsa et al., 2016b). This work demonstrates that the ratcheting of the electrode potential can also be controlled by changes to the electrode/solution interface including solution composition (Figure 5), electrode size (Figure 6), and surface structure (Figure 7).

On the cochlear implant (Figure 8), an initial reduction pulse will drive the electrode to more negative potentials. Charge will initially be supplied by capacitance and then platinum oxide and oxygen reduction. If the current density is large enough, hydride adsorption and then water reduction may occur. An oxidation pulse would drive hydride desorption, platinum oxide formation, and capacitance with a final potential higher than the original OCP. For an initial oxidation pulse, the electrode would move to more positive potentials with some platinum oxide formation and capacitance before water oxidation and platinum stripping occurred. And the following reduction pulse would drive capacitance and platinum oxide and oxygen reduction. An initial oxidation pulse may result in greater corrosion of the platinum electrode, but platinum dissolution may also occur through reduction of platinum oxide (Mitsushima et al., 2007).

Effect of Varying Solution Composition on the Electrode/Tissue Interface

The composition of the solution affected the change in electrode potential (Figure 5 and Table 1). The electrolyte concentration and composition affect the double layer capacitance. Specific adsorption of ions onto the electrode surface can also occur, such as the adsorption of anions onto platinum at positive potentials. Electrochemical studies are often performed in simple electrolytes such as 0.1 M NaCl and cell culture can be performed in PBS. However, these are poor models of the in vivo environment, an artificial perilymph displayed an intermediate change in electrode potential at the same charge densities compared to 0.1 M NaCl and PBS.

The oxygen tension in the body is relatively low as it is mostly bound to hemoglobin, but physical activity and changes in the atmosphere do affect the oxygen tension (Misrahy et al., 1958; Tsunoo and Perlman, 1965. Oxygen can be irreversibly reduced at the electrode surface. The initial potential polarity of a biphasic pulse, charge density and oxygen tension will affect the amount of charge supplied by oxygen reduction (Figure 5) (Musa et al., 2011). The presence of other redox active species, including proteins and small organics (e.g., Hemoglobin, dopamine, and amino acids) will also provide sources of Faradaic current. These redox active species will increase the charge injection capacity from a platinum electrode/tissue interface within the water electrolysis window (Donaldson and Donaldson, 1986). An accurate measure of safe charge injection capacity and charge density can only be obtained from an appropriate degassed solution.

Effect of Varying Electrode Surface on the Electrode/Tissue Interface

The nature of the electrode surface was also found to affect the change in electrode potential (Figures 6, 7). The capacitance of an electrode is dependent on its area. Larger electrodes and increased surface roughness can increase the charge available through capacitance (Tykocinski et al., 2001). For a surface confined redox reaction such as the formation and removal of platinum oxide, a larger electrode surface allows greater capacitance and Faradaic charge. Different crystal planes of platinum also allow a higher density of oxide and hydride adsorption. For a solution phase redox reaction, diffusion of the redox species to the electrode surface will be a planar diffusion profile at short times and on large electrodes. At longer times and smaller electrodes, a radial diffusion profile can be obtained. As a result, a microelectrode can pass a higher charge density before reaching the safe charge injection limit. Assessing the safe charge injection capacity and charge density of an implantable electrode must be made with the clinically relevant roughness, crystal plane, geometry, and size.

A highly clean electrode (planar single crystal with no oxide) would provide less capacitance and Faradaic charge, resulting in a lower charge injection capacity than a rough platinum electrode with oxide present. Here it was seen (Figure 7) that an acid cleaned electrode could enable its potential to rise above the water oxidation potential even though the applied current was well-below the Shannon limit. As implantable electrodes are not highly clean single crystals, an acid cleaned platinum electrode is a poor model for understanding in vivo charge transfer mechanisms and safe charge injection capacity. Acid cleaning of implantable platinum electrodes should not be performed before assessing their electrochemical properties.

Implications for Using Chronopotentiometry at the Electrode/Tissue Interface

Electrochemical analysis of neural electrodes is undertaken to predict the reaction mechanisms that can occur in vivo and define the safe charge injection limits and charge densities. The electrochemical methods can involve potential sweeps (cyclic voltammetry) or electrical pulsing (chronoamperometry of chronopotentiometry). Cyclic voltammetry can assist in determining the reaction mechanisms that can occur and their reversibility. However the charge measured from a cyclic voltmmogram must be made from both forward and backward sweeps, and the stability of the electrode under repeated electrical pulses will not be determined (Harris et al., 2018b). Comparison of electrodes must also be made at the same scan rate and over the same potential window. Chronoamperometry can be used to measure the charge passed with a controlled potential pulse, however the charge flux varies over time and this technique is not typically used in vivo (Harris et al., 2018a). Chronopotentiometry is the method typically used for stimulating tissue. The limitations of this technique in understanding the reaction mechanisms and defining safe charge density is discussed below. However, correlations can be made between each of these electrochemical techniques.

The safe charge density measured via cyclic voltammetry is obtained by integrating the current-time plot and dividing the charge by an electrode area. The safe charge density was seen to decrease with increased scan rate and increased electrode area; a higher oxygen concentration increased the reduction charge density and decreased the oxidation charge density; the safe charge density increased from 0.1 M NaCl < artificial perilymph < PBS; and acid cleaning increased the safe charge density. In chronopotentiometry, a larger change in potential is due to a lower charge injection capacity. The charge injection capacity measured by chronopotentiometry was similar to cyclic voltammetry, decreasing with shorter pulse length and larger electrode area; a higher oxygen concentration increased the charge injection capacity of an oxidation pulse and decreased the charge injection capacity of a reduction pulse; the charge injection capacity increased from 0.1 M NaCl < artificial perilymph < PBS; but acid cleaning decreased the charge injection capacity. An increase in charge injection capacity also resulted in less ratcheting of electrode potential during multiple pulses. While there are correlations between voltammetric and chronopotentiometric charge injection capacity and charge density, the specific values obtained were different (Harris et al., 2018b).

The chronopotentiometric experiments performed in this article were undertaken in a three-electrode configuration with a well-defined reference electrode isolated from a simple test solution using a commercial potentiostat. When electrical stimulation is performed in vivo, a two-electrode configuration is used and the tissue composition is far more complex. In a two-electrode configuration, the platinum reference electrode also functions as the ground electrode. The composition of the platinum/tissue interface is not well-defined and current passing through the reference/ground electrode will drive capacitance and Faradaic reactions, altering the reference/ground electrode potential. As a result, the potential of the platinum/tissue reference/ground electrode is not defined, so it is also difficult defining a safe potential window. In reality, for most cochlear implants, the reference/ground electrode is many times larger than the stimulating electrode so this effect is minimized.

As soon as the electrode array is inserted into tissue, biofouling processes and glial sheath or fibrous tissue encapsulation will begin (Michelson et al., 2018). This will further affect the reference/ground electrode potential and the reaction mechanisms that occur at the electrode. As a result, defining the working electrode potential to a standard potential is difficult, and it will also impact the in vivo safe charge injection limits and charge densities. The impact of biofouling and tissue encapsulation are currently not well-represented in in vitro studies and this limits the translation of electrochemical results to electrophysiological performance.

The pulse length of neural stimulators is typically around 25 μs with a shorter interphase gap. Most commercial potentiostats have minimum pulse and sample rates in the ms range, preventing measurement of access voltage (μs timescale). Shorter pulse lengths of the same charge density will also drive more capacitance than Faradaic reactions and ratchet the electrode potential further (Figure 4 and Table 1). So while comparison of safe charge density of different electrodes can be made with a commercial potentiostat, they must be tested under the same conditions (e.g., 5 ms pulse length), and great caution must be used when translating this to safe in vivo charge densities.

Overall, an accurate measure of safe charge injection capacity, safe charge density and degree of ratcheting must be made with clinically relevant electrodes and conditions. However, this work also demonstrates increased charge injection capacity and reduced ratcheting can be achieved by decreasing the electrode area, reducing the current magnitude, increasing the pulse length or by adding sources of Faradaic current. More detailed studies comparing the electrochemical, electrophysiological and histological response to electrode stimulation are required to define how much of the Shannon plot is due to electrochemical or biological mechanisms (Cogan et al., 2016; Michelson et al., 2018).

Implications for Impedance Testing of Electrodes

A biphasic chronopotentiometic pulse is also used in an impedance test to provide information on electrode performance. A lower measure from the impedance test should result in lower power usage, P = I2Z, and longer battery life. In a uniform conductor, current, and voltage are related through Ohm’s law, V = IR. In an AC circuit, Ohm’s law must be modified to account for changes in phase, V = IZ. The impedance is composed of a real and imaginary component (amplitude and phase angle)
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where j is used to denote a complex number ([image: Square root of negative one, representing the imaginary unit denoted as "i" in mathematics.]).

In an electrochemical system, the relationship between current and voltage is complex. The platinum-tissue interface is not a uniform conductor, so Ohm’s law can-not be used to calculate an impedance value from the applied current and measured potential (Tykocinski et al., 2005). This article has demonstrated that variations in chronopotentiometic response may be due to changes in electrode area, capacitance, resistance, topography, and chemical functionality; changes to the surrounding fluid including concentration of redox species and cell encapsulation; electrical noise, movement of the electrodes, or anatomical changes. Many of these factors were seen to affect the potential of a biphasic current pulse (Table 1), so that use of Ohm’s law to calculate an impedance value from the impedance test is not valid. Large variations in response from the impedance test may be caused by insulation failure, electrode shorting or lead wire breakage. Comparisons of impedance over time and across an electrode array may indicate certain mechanisms. However, the complicated nature of the electrode-tissue interface makes it difficult to determine the origins of these effects with just with an impedance test.



CONCLUSION

Implantable electrodes stimulate cells with a constant current while the electrode potential changes over time. Charge is supplied by capacitance and Faradaic reactions, the proportions of each depending on conditions at the electrode-tissue interface. In general, a higher charge storage capacity and charge density measured by integrating a cyclic voltammogram results in a smaller change in potential during a chronopotentiometic pulse. Changes to a biphasic pulse waveform (charge density, pulse length and interphase gap) can also affect the charge transfer mechanisms. The charge injection capacity decreased with shorter pulse length and larger electrode area; a higher oxygen concentration increased the charge injection capacity of an oxidation pulse and decreased the charge injection capacity of a reduction pulse; the charge injection capacity increased from 0.1 M NaCl < artificial perilymph < PBS; acid cleaning decreased the charge injection capacity. An increase in charge injection capacity also resulted in a more stable electrode potential after multiple pulses. Understanding charge transfer at an electrode-tissue interface must be obtained from clinically relevant electrodes and conditions (e.g., a cochlear implant in a degassed artificial perilymph). Safe stimulating limits for the same electrode may vary with location in the body. Modification of stimulating method and conditions can be used to increase the charge injection capacity and reduce the ratcheting of an electrode. An impedance test used to assess electrode function is affected by several parameters, and deconvoluting their impact is difficult.
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Extensive research using penetrating electrodes implanted in the central and peripheral nervous systems has been performed for many decades with significant advances made in recent years. While penetrating devices provide proximity to individual neurons in vivo, they suffer from declining performance over the course of months and often fail within a year. 2D histology studies using serial tissue sections have been extremely insightful in identifying and quantifying factors such as astroglial scar formation and neuronal death around the implant sites that may be contributing to failures. However, 2D histology has limitations in providing a holistic picture of the problems occurring at the electrode-tissue interface and struggles to analyze tissue below the electrode tips where the electrode tracks are no longer visible. In this study, we present 3D reconstruction of serial sections to overcome the limitations of 2D histological analysis. We used a cohort of software: XuvStitch, AutoAligner, and Imaris coupled with custom MATLAB programming to correct warping effects. Once the 3D image volume was reconstructed, we were able to use Imaris to quantify neuronal densities around the electrode tips of a hybrid microelectrode array incorporating Blackrock, Microprobes, and NeuroNexus electrodes in the same implant. This paper presents proof-of-concept and detailed methodological description of a technique which can be used to quantify neuronal densities in future studies of implanted electrodes.

Keywords: serial section, image registration, 3D reconstruction, intracortical microelectrode, histology, foreign body response, confocal microscopy, dewarping


INTRODUCTION
Numerous studies have implanted electrodes chronically into the brain to stimulate neurons and record neural activity (Wessberg et al., 2000; Santhanam et al., 2006; Collinger et al., 2013; Downey et al., 2016; McCreery et al., 2018). These studies have produced basic neuroscience discoveries and demonstrated proof-of-concept for brain-machine interfaces such as those restoring upper limb control (Collinger et al., 2013; Downey et al., 2016). However, the electrodes that interface with brain tissue tend to decline in performance over the course of months and in most cases stop recording any single unit action potentials within a year (Liu et al., 1999; Barrese et al., 2013).
Therefore, many investigators have sought to identify the failure modes of microelectrodes in the brain. Breakage of connectors and delamination of insulating materials are significant failure modes, but many failures occur despite a seemingly functional implant, indicating that problems exist on the biological side of the interface as well (Prasad et al., 2012, 2014; Barrese et al., 2013; Nolta et al., 2015; Black et al., 2018; Cody et al., 2018). Several mechanisms have been proposed including: glial encapsulation increasing the distance and impedance between neurons and electrodes (Edell et al., 1992; Liu et al., 1999; Turner et al., 1999); encapsulation, scarring, tissue loss, or tethering forces causing the electrode to move away from its intended position or to tilt within tissue (Liu et al., 1999; Barrese et al., 2013; Nolta et al., 2015; Cody et al., 2018); and death, degeneration, or rewiring of neurons causing them to become silent (Biran et al., 2005; McCreery et al., 2016; Eles et al., 2018).
The primary tool for testing these hypotheses has been histological analysis of tissue near the electrodes. Typically, tissue is sectioned, immunohistochemically-labeled, and analyzed quantitatively as a series of 2D images (Shain et al., 2003; Biran et al., 2005; McConnell et al., 2009; Kozai et al., 2012; Potter et al., 2012). Even when confocal microscopes are used, the 3D images of individual sections are projected into 2D images before analysis. 2D histological approaches have had some success correlating histological features with chronic performance of individual electrodes on large, multi-electrode devices (Freire et al., 2011; Prasad et al., 2012, 2014; Kozai et al., 2014; Nolta et al., 2015; McCreery et al., 2016); however, in these studies, it was not always possible to determine why a particular electrode failed, and teasing apart multiple confounding failure modes proved challenging.
2D histological analysis has significant limitations. The “recording zone” in which neural action potentials can be detected extends approximately 100 μm from the electrode recording sites (Henze et al., 2000), so in 2D histology, this is taken as a 100-μm-radius circle in a tissue section at a depth corresponding to the recording site. However, the recording zone is actually a 3D sphere, including tissue 100 μm below the recording site in sagittal or coronal view. This means the tissue below the recording site is being ignored. For tip-based microelectrodes, the tissue below is of particular interest since this tissue has been less disrupted by the electrode. This cannot be rectified by simply looking at more sections, because in 2D histology, the location of the recording site is unknown once the electrode track is no longer visible. Hence, some healthy neurons in the tissue below the tip contributing to the recordings may go uncounted, which could lead to inaccurate correlation of neuronal density with recording data. This aspect also has ramifications in stimulation applications because virtually all data related to the Shannon-McCreery curve for safe limits of charge injection were collected based on 2D histology (Shannon, 1992).
Another limitation of 2D histology is the difficulty of visualizing and understanding the large scale, depth-dependent features of the biological response, such as the location or tilt of the device within cortical layers, when looking at a series of 2D images. These changes in location or tilt can be very significant due to the forces exerted by connective tissues and stiff tethering cables (Karumbaiah et al., 2013; Nolta et al., 2015). A holistic, 3D view of these problems could provide new insights.
A few recent studies have conducted 3D analysis of tissue near electrodes. One group cleared, stained, and imaged thick sections with the electrode in place, although the imaging depth was limited to about 300 μm (Woolley et al., 2011, 2013; Lee et al., 2018). 3D regions of tissue loss were reconstructed at low resolution from 2D serial sections (Nolta et al., 2015). Micro-CT has been employed to localize electrodes before sectioning (Cody et al., 2018). Finally, 3D two-photon imaging was used to study the chronic biological response in vivo, although this required implanting the device at an oblique angle and installing a cranial window (Kozai et al., 2016; Eles et al., 2018).
An alternative approach would be to use software to reconstruct a 3D dataset from confocal images of every section. This would enable 3D analysis of the full implant area without having to alter established histological procedures, and also allow analysis of already-scanned tissues. The main challenge is in aligning consecutive sections. Fully-automated alignment is possible with advanced software and adequate fiducials (Arganda-Carreras et al., 2010) or if there are fine details that can be correlated between sections (Mathiisen et al., 2010). Unfortunately, in our case, our available fiducials, such as electrode tracks, blood vessels, and brightly-staining regions of tissue, were not recognizable by a professional automatic alignment software package Voloom (Bitplane AG, Zurich, Switzerland). It was also clear that minor blade losses during sectioning and significant deformation of individual sections during processing precluded the use of alternative programs operating on the correlation of fine details between sections. Our strategy instead was to use the electrode tracks as fiducials and perform alignment manually. Our device had electrode sites at the tips of 1-mm-long electrodes, so we were able to reconstruct the tissue above and below the tips of all the 1-mm electrodes using the 2-mm electrodes as fiducials. Our technique was similar to that of a group performing midbrain mapping studies (Markovitz et al., 2012) but different in that it used 3D confocal images, achieved alignment accuracy much better than 100 μm, and did not require adding artificial fiducials. In addition, we developed and employed a simple dewarping algorithm to help reduce the effects of tissue deformation. Finally, we were able to quantify the density of neuronal nuclei in 3D regions around recording sites, which to our knowledge has not yet been accomplished in our field. This work describes our technique in detail and demonstrates its potential to improve the understanding of biological failure modes of chronically implanted electrodes.



MATERIALS AND METHODS

Devices, Surgery, Immunohistochemistry, and Image Acquisition

Raw images were from an unpublished study by our group using “hybrid” electrode arrays in cats. Hybrid electrode arrays (Figure 1A) consisting of eight 1 mm long Blackrock electrodes (Blackrock Microsystems, Salt Lake City, UT, United States), four 1.5 mm long planar silicon probes (NeuroNexus, Ann Arbor, MI, United States), and four “short” 1 mm long and four “long” 2 mm long microwires (Microprobes, Gaithersburg, MD, United States) were implanted in the post-cruciate gyri of male cats. All electrodes had an active site at 1 mm depth. The implantation duration for the cat whose histological data was analyzed in this study was 371 days, after which the cat was fully anesthetized and transcardially perfused as described previously (Han et al., 2012). After post-fixation, the implanted device was carefully removed (Figure 1B), and a tissue block 6 mm × 8 mm × 10 mm was punched out. Horizontal serial sections 50 μm thick were sectioned perpendicular to the electrode shanks to a depth of 3 mm below the brain surface, encompassing the full length of all the electrode shanks, for a total of 60 sections. The tissue sections were stained using immunofluorescence labeling procedures as described previously (Duong and Han, 2013). Briefly, free-floating sections were subjected to 24 h high-intensity LED photoirradiation in citrate buffer to reduce autofluorescence, followed by 1 h antigen retrieval at 83°C, cooling to room temperature, 2 h blocking with 5% normal goat serum, 48 h incubation at 4°C with constant agitation with primary antibodies, then the same incubation for secondary antibodies (Alexa Fluor, Life Technologies, Carlsbad, CA, United States). All tissue sections were multiple-labeled with rabbit anti-IBA-1 (Wako Chemical, Richmond, VA, United States), biotinylated mouse anti-NeuN (EMD Millipore, Billerica, MA, United States), chicken anti-MAP-2 (EMD Millipore, Billerica, MA, United States), rat anti-GFAP (Life Technologies, Carlsbad, CA, United States), and DRAQ-5 nuclear stain (eBioscience, San Diego, CA, United States). IBA-1, MAP-2, GFAP, and DRAQ-5 were used for alignment purposes only. Only NeuN was quantified in this study. Sections were mounted in mounting media on glass slides with 50-μm-thick square-shaped polyimide spacers cut from adhesive film (Product No. 2271K69, McMaster Carr, Los Angeles, CA, United States) placed between the slide and the coverslip to avoid compressing the sections. The slides were imaged using an LSM 510 Meta laser scanning system attached to a Zeiss Axiovert 200 M inverted microscope with an Olympus 20× objective (N.A. = 0.5). A 10 × 10 grid of images spanning about 3.5 mm × 3.5 mm with 10% overlap was obtained at each z-depth or “optical slice.” All electrode tracks were included in the scanned area. Optical slices were collected from slightly above the top to slightly below the bottom of the section in order to capture all of the tissue. Constant laser power was used. The voxel dimension was 0.89 μm × 0.89 μm × 3 μm. The scan time was approximately 5 h per section. All of the above was carried out at our group’s previous institution, Huntington Medical Research Institutes (HMRI), in Pasadena, CA, United States. All procedures involving animals were approved by the HMRI Institutional Animal Care and Use Committee.

[image: Panel A shows a scanning electron microscope image of a 2x4 Blackrock array with different types of probes, including the NeuroNexus planar silicon probe, long (2 mm) and short (1 mm) MicroProbes microwire electrodes. Panel B displays a photograph of Blackrock electrodes and long (2 mm) MicroProbes microwire electrodes embedded in fibrotic tissue. A scale bar indicating 1 mm is present in both images.]
FIGURE 1. (A) SEM of fully-assembled hybrid array before implantation showing four types of commercial microelectrodes assembled in a mixed fashion. The overall footprint of the array is approximately 1.7 mm × 2.2 mm. (B) Photograph of the explanted hybrid array from the animal used in this study. The base of the array was covered with fibrotic tissue, but the majority of the length of the electrodes appeared free of tissue. Also, the long microwire and NeuroNexus probes were tilted at an angle.

Image Processing and 3D Reconstruction

Overview

Figure 2 is a schematic of the steps involved in the 3D reconstruction process. The confocally-scanned images (Figure 2A) were first stitched. This created a 3D stack 50 μm thick for each section (Figure 2B). Then, all of these were cropped to the same x-y size (Figure 2C) and stacked consecutively to form one 3D volume (Figure 2D). The stacks were not aligned at this point, but putting them in one file streamlined the subsequent steps. Dewarping, intensity normalization, and alignment were then performed to reconstruct the volume of tissue (Figure 2E). Finally, electrode tips were drawn, neurons were identified, and quantifications of neuronal density at various distances from the electrode tip were obtained. All these steps are described in detail in the succeeding sections. The computer used was a PC running 64-bit Windows 10 with 176 GB RAM, two quad-core Intel Xeon 2.13 GHz processors, and an ATI FirePro V7800 graphics card.

[image: Diagram showing the process of creating confocal image stacks. Section A shows individual image tiles. Section B shows these tiles stitched into Z-stacks. Section C displays cropped Z-stacks. Section D illustrates multiple Z-stacks stacked together. Section E details the final processing steps: dewarping, intensity normalization, and alignment.]
FIGURE 2. Schematic of workflow for 3D image reconstruction, illustrating (A) confocal image tiles, (B) stitched confocal z-stacks, (C) confocal z-stacks cropped to the same x and y dimensions, (D) stacked confocal z-stacks, and (E) the final 3D volume after dewarping, intensity normalization, and alignment.

Stitching, Cropping, and Stacking

Stitching was performed in XuvStitch (Emmenlauer et al., 2009) (Figures 2A,B). Individual image tiles were stitched using automatic mode with ten percent overlap and ninety-five percent similarity threshold. Manual stitching was seldomly used only when automatic mode was not adequate. The x-y size of the largest individual section for stacking was 4553 × 4658 pixels. Differences in the x and y dimensions of each section were eliminated by cropping them to equal x and y values, i.e., 4,093 × 4,184 (Figure 2C) before stacking them in one 30-GB file (Figure 2D). For the dataset shown in this paper, fourteen consecutive physical sections were stacked, because they had all electrode tips and easily-identifiable tracks that could be used later on for alignment. Figure 3A shows the image data after cropping and stacking. At this point, the physical sections are totally un-aligned.

[image: Three-dimensional microscopy visualization shows densely packed cell structures colored in vibrant purple and green hues. The image includes a scale bar indicating 300 micrometers. Axes are labeled with measurements in micrometers, providing spatial context.]
FIGURE 3. (A) 3D volume rendering of GFAP (green) and NeuN (magenta) after stitching, cropping, and stacking. Dewarping, alignment, and intensity normalization have not yet been performed. (B) Vertical cross section through the 3D volume. The dark bands are dark, out-of-focus optical slices above and below the actual tissue in each section.

Dewarping and Intensity Normalization

Dark bands between sections in the stack were observed (Figure 3B). Most of this was from imaging extra optical slices above and below the tissue to ensure that no data was missed, and could be corrected by simply deleting the extra slices. However, many sections were tilted relative to the imaging plane or had significant curvature or wrinkles from mounting, so deleting slices would have resulted in either losing data or including dark areas. To remedy this problem, we developed a custom dewarping program (Supplementary File 1) in MATLAB (The MathWorks, Inc., Natick, MA, United States) that interfaced with Imaris (Bitplane AG, Zurich, Switzerland) via the ImarisXT feature. ImarisXT causes MATLAB m-files stored in specific folders to appear as available actions in the Imaris menus. Clicking on one of these actions starts MATLAB and executes the m-file. A Java library provided by Bitplane provides extra functions that can be written into the MATLAB code to perform various operations such as transferring data between the two programs.

When executing the dewarping program, the user is first prompted to input the number of optical slices per section the user wants to keep. We chose sixteen slices per section because the tissue block was sectioned at 50 μm thickness. Each optical slice is 3 μm thick, hence 16 μm × 3 μm = 48 μm (approximately 50 μm).

The algorithm then chooses the brightest contiguous subset of voxels in each z-column and retains them, while discarding the low intensity voxels at the top or bottom (Figure 4). The dark slices with no useful information encompassing dark, out-of-focus voxels are removed, and because each column of voxels is dealt with separately, any tissue tilt, curvature, or wrinkling is also fixed. The x-y data are not modified, so there is neither addition nor removal of horizontal distortions, and no alignment is performed at this stage. An additional step of intensity normalization using an in-built function in Imaris was also applied to correct differences in staining intensity from section to section, assisting in qualitative analysis and improving segmentation of nuclei. Intensity-based quantification was not performed in this study, but if it was, the intensity normalization step would have been skipped to avoid introducing systematic error.

[image: Diagram with three panels labeled A, B, and C. Panel A shows a grid with pixels colored purple, labeled "Pixels kept," and black for "Discarded Pixels," outlining tissue. Panel B depicts a condensed version of the kept pixels in a rectangular block. Panel C displays two images of tissue sections with markings for 300 micrometers, highlighting tissue structure.]
FIGURE 4. (A) Schematic of the dewarping algorithm. The brightest contiguous subset of voxels in z is retained while the rest are discarded, resulting in a flatter section. (B) Vertical cross section through a section before dewarping with height scaled 10×. The section is tilted, has a large wrinkle, and has a stitching artifact. (C) After dewarping the tissue is nearly flat (height still scaled 10×).

Alignment

Next, manual alignment of the stacked, dewarped image dataset was done using AutoAligner (Bitplane AG, Zurich, Switzerland). This software has both automatic and manual alignment mode. However, automatic alignment works best for image data having very large and obvious fiducials, such as the outer boundary of the tissue sample, which we did not have in our dataset. Instead, we applied manual translational and rotational transformations by using the Microprobes and Blackrock electrode tracks that we intended to perform quantification and analysis on as fiducials. The electrode tracks were identified as holes devoid of staining and with characteristic size and arrangement. Figure 5 shows the alignment process, which involved overlaying the bottom optical slice of one section with the top optical slice of the next vertically-consecutive section in two different colors. By aligning adjacent optical slices, rather than whole sections, the impact of angled or curved fiducials is greatly reduced: horizontal displacement of an angled fiducial will still occur throughout the 16 optical slices of the section, even if it does not occur between the optical slices that are aligned. AutoAligner’s manual alignment interface was very useful, but the program crashed when attempting to apply the planned translations and rotations to datasets larger than about 12 GB. Therefore, we created a custom software program in MATLAB that would take saved alignment data (.aln files) from AutoAligner and apply the specified translations and rotations to a dataset in Imaris, using the ImarisXT feature to allow communication between MATLAB and Imaris (Supplementary File 2). The program accomplishes the same rotations and translations as AutoAligner, but does not run into file size problems. Briefly, the .aln file must be renamed with the .txt extension, then MATLAB opens and reads the text file, calculates the rotations and translations to be performed in MATLAB (which uses different conventions), orders Imaris to pad (add black space) the margins of its dataset to the exact minimum extent necessary, then loads, rotates, translates, and sends back each optical slice one at a time to Imaris. Sending one slice at a time is necessary because while Imaris and MATLAB have extremely large memory limits, the Java interface handling data transfer does not.

[image: Three microscopy images labeled A, B, and C. Image A shows a green-stained area with scattered dark spots. Image B displays a similar pattern in red. Image C overlays the green and red images, resulting in a yellow composite with visible dark spots and overlapping areas. Each image includes a scale marker labeled "200."]
FIGURE 5. (A,B) Two optical slices from vertically-consecutive sections. One is shown in green, the next in red. (C) During alignment, the red and green images are overlaid, allowing fiducials (electrode tracks) to be manually aligned.

Drawing Recording Sites and Quantification

The data set was first converted from 16-bit to 32-bit and down-sampled by fifty percent before drawing the shanks. This is a requirement for the distance transform in Imaris. Artificial recording sites were manually drawn using the “surfaces” feature in Imaris (Figure 6). Electrode tip lengths, i.e., lengths of the active electrode sites, for the Blackrock electrodes and the 1-mm microwire electrodes were previously measured under an optical microscope during device assembly. Using this information, the section where the recording site begun was determined by measuring the distance backward from the deepest point of the electrode track. The “circle” drawing mode was used to draw the recording sites and 100 vertices were chosen to provide smoother zones. Once the contours were drawn on sequential slices, Imaris built the recording site by connecting the contours. Care was taken to ensure that adequate contours were drawn to allow the formation of a smooth surface.

[image: Image A shows a 3D model with concentric layers in purple shades indicating distances from the center: 0–25 micrometers, 26–50 micrometers, and 51–75 micrometers. Image B depicts a histological slice with neurons; a vertical axis aligns with neural recording zones marked by dotted lines labeled horizontal and below the tip.]
FIGURE 6. (A) Electrode tip (blue) and distance bins (magenta) for quantification of neurons. (B) Illustration of neurons located horizontal to the electrode tip versus those located below the electrode tip.

Distance transformations were applied to each shank in Imaris. This computes the distance from each voxel in the image to the nearest point on the shank surface. Then, surfaces were created around the shank to define distance bins in increments of 25 μm up to a distance of 200 μm (Figure 6A). These distance bins could be further subdivided by depth, as shown schematically in Figure 6B.

The automatic spot detection feature of Imaris was used to identify neurons. Neuronal nuclei are distinguishable as high-intensity spheroids in the NeuN channel having a diameter of about 10 μm. This diameter was obtained by measuring multiple NeuN spheroids in 2D slice views (Figure 7). The size requirement also helps avoid double-counting of the same neuron in two vertically-adjacent sections when it is cut in half by the vibratome blade. Intensity mean thresholds were applied to include spots only in a certain range of intensity values. False negatives were manually removed after automatic detection. Neurons in various distance bins surrounding three Blackrock electrode tips are shown in 3D space in Figure 8. Neuron counts were then converted into neuronal density by dividing by the volume of the bin.

[image: Microscopic image showing numerous magenta-colored cells or particles scattered on a black background. A measurement line, indicated by a white arrow, spans 14.9 micrometers. A scale bar measuring 50.0 micrometers is located in the bottom left corner. An interface panel on the right displays measurement options.]
FIGURE 7. Top-down slice view of NeuN-stained tissue showing one measurement of a typical neuron’s diameter.

[image: Visualization of a 3D space with magenta dots and blue columns representing data points and structures, respectively. A scale bar indicating one hundred micrometers is present. The background is black, enhancing contrast.]
FIGURE 8. A view of three Blackrock shank tips (blue) with neurons (magenta) detected in the 3D reconstructed volume.



RESULTS

Qualitative Analysis of 3D Reconstructed Tissue Volume

A 3D view of the reconstructed tissue volume is shown in Figure 9. Several electrode tracks appear as a series of concentric rings (due to inconsistent staining intensity, even after intensity normalization). The quality of alignment was sufficient for large-scale overall viewing as well as close-up viewing and quantification near the electrode tracks. The alignment was within about 40 μm, as shown in Figure 10. In order to achieve perfect alignment, local stretching of the image will be necessary to undo the non-uniform stretching, compression, and angling of tissue during immunohistochemistry and mounting.

[image: Three-dimensional confocal microscopy image showing a fibroin matrix with fluorescent markers. Bright green areas indicate specific regions of interest, highlighted by white arrows. The background is dark, with micron measurements along the axes, indicating size and scale.]
FIGURE 9. Volume rendering of GFAP (green) and IBA-1 (red) after alignment. Four Blackrock electrode tracks are highlighted with white arrows. The astroglial sheath stained brighter in some sections than others and looks like a series of rings.

[image: Microscopic image showing a cellular structure with red and green fluorescence. Black and white arrows indicate specific points of interest on the cells. The scale bar in the lower right corner measures 300 micrometers.]
FIGURE 10. Imperfect alignment of two sections. Black arrows indicate well-aligned fiducials whereas white arrows indicate fiducials that could not be aligned presumably due to distortions in the tissue. The magnitude of the misalignments indicated are 30, 42, and 38 μm.

The 3D reconstruction appeared relatively seamless when viewed from the side except for thin dark bands between sections. It is likely that the thickness of each section during imaging was less than the thickness after sectioning due to shrinkage and/or compression of the section during immunohistochemistry and mounting. In the future this could be corrected by keeping fewer optical slices during dewarping and then scaling the image up to its actual dimensions. This artifact would not affect quantification, however, because the same numbers of neurons are present in each section.

A significant tilt of the electrodes was observed. Since the tissue punch was inserted perpendicular to the brain surface and the block of tissue was then sectioned horizontally, this observed tilt represents the actual angle of the device in tissue. The device was observed to be tilted and sunken down into cortex at necropsy. Tethering forces and the build-up of fibrotic tissue have been reported to tilt electrodes over time (Barrese et al., 2013; Nolta et al., 2015; Cody et al., 2018). Being able to observe this tilt so clearly is a significant advantage of 3D vs. 2D analysis. It was also noted for this explanted device that the Blackrock and short microwire electrode shanks were still straight while the NeuroNexus and long microwire electrodes had been bent to an angle different from their original position (Figure 1B).

The superficial cortex near the base of the array was not included in the reconstruction because the electrode tracks were not visible in this area. As can be seen in Figure 1B, fibrotic tissue had encapsulated the base of the array and remained adhered to it during explantation, similar to other reports using Blackrock arrays (Barrese et al., 2013; Cody et al., 2018). However, very little, if any, tissue adhered to most of the length of the shanks, and there were no missing chunks of tissue in the deeper histological sections. Also, the brain did not appear to be torn or stretched as a result of removing the array.

To evaluate the consistency of manual alignment across users, the alignment rotations and translations of two users were compared. When each user performed the alignment according to their own judgment, the average absolute difference was 4.4 ± 4.6° rotation, 170 ± 81 μm translation in x, and 102 ± 44 μm in y. When each user was instructed to use the same set of features as fiducials, the average absolute difference was 0.4 ± 0.6° rotation, 9 ± 16 μm translation in x, and 13 ± 21 μm in y.

Quantitative Analysis of Neuronal Density Near Recording Sites

Manually validating the accuracy of our neuron counting technique for N = 4 electrodes showed that automatic neuron counting slightly underestimates the number of neurons in the first 200 μm near an electrode by an average of 2.8%. Figure 11 shows the numbers counted in each bin manually vs. automatically. As another check on quantification accuracy, and to provide a reference point for neuron quantification near electrode tips, we automatically counted neurons in large regions of healthy neural tissue at the same depth as the electrode tips but far away horizontally. By this method we calculated a density of 48,000 neurons/mm3 in healthy tissue.

[image: Bar graph comparing manual (red) and automated (blue) neuron counts across distances from an electrode tip. Distances range from zero to two hundred micrometers, showing varying neuron counts with automated counts generally higher. Labels indicate statistical significance values above bars. Total counts show a minimal difference between methods.]
FIGURE 11. Manual validation of automatic neuron counting protocol. From four electrodes analyzed, on average, manual counting labeled 2.8% more neurons than automatic counting. The greatest errors were seen in the 0–25, 75–100, and 100–125 μm bins. Asterisk denotes statistical significance (p < 0.05) using one-tailed paired t-tests.

Neuronal density was then quantified for three Blackrock electrodes and one short microwire electrode as a proof-of-concept (Figure 12). No statistical inferences were attempted due to the small N. For the Blackrock electrodes, neuronal density was lowest 0–25 μm from the electrode surface, increased by more than two-fold by 76–100 μm, then generally leveled off to a constant value somewhat below healthy tissue by 126–150 μm. Substantial variability was present even in this small sample. Meanwhile, the short microwire electrode had a higher density than the Blackrock electrodes in the first 50 μm, then decreased until it was less than the Blackrock electrodes from 100–200 μm. Future investigations of more microwires will be necessary to elucidate whether this pattern is typical of microwires or was an outlier. Actual neuron counts for the Blackrock electrodes were approximately 10 in the 0–25 μm bin, 200 total in the four bins from 0–100 μm, and 1000 total in the four bins from 100–200 μm.

[image: Line graph showing neuronal density versus distance from the electrode tip. Neuronal density is measured in thousands per cubic millimeter on the Y-axis, with distance bins in micrometers on the X-axis. Four lines represent BR14, BR13, BR15, and MS4. MS4 peaks near the 51-75 micrometer bin and then declines, while other lines show varying trends, with BR15 generally increasing. A dashed line marks healthy tissue density at approximately 50 x10^3/mm³.]
FIGURE 12. Neuronal density for three Blackrock electrode tips and one short microwire electrode tip. For Blackrock electrodes (BR), neuronal densities increased with distance from the electrode surface. For the microwire electrode (MS), neuronal density was higher than the Blackrock electrodes in the first 50 μm, then decreased until it was less than the Blackrock electrodes from 100–200 μm. Dashed line represents the neuronal density measured in healthy tissue far from the electrode tracks at the same depth.

Finally, we compared counts of neurons found in areas horizontal to the electrode tip (which could have been counted using traditional 2D analysis) versus counts in areas below the electrode tip (which can only be counted using 3D analysis). These regions are shown schematically in Figure 6B. Figure 13 shows the average number of neurons counted around four Blackrock electrode tips in the tissue horizontal to vs. below them. A substantial portion of neurons are found below the electrode tips, especially at farther distances. Combining counts for 0–100 μm, 36% of neurons were found below the tips, and for the whole 0–200 μm, 52% were below the tips.

[image: Bar chart comparing average counted neurons at different distances from an electrode tip. Yellow bars represent horizontal neurons, and green bars represent neurons below the tip. Neuron counts increase with distance, peaking at 175-200 micrometers. Error bars indicate variability.]
FIGURE 13. Average neuron counts surrounding four Blackrock electrodes, split in two different depths: horizontal to the electrode tip, or below the electrode tip. Error bars show standard deviation.

Total Time Required

For an experienced user performing this analysis on a typical-sized stack (∼15 sections), the process required 2.5 h for stitching, 1 h for cropping, 8 h unattended process time for dewarping, 1.5 h for manual alignment, and 12 h unattended process time to apply the alignment, for a total of 5 h labor plus two overnight steps. For the quantification steps, each electrode tip required 0.5 h to draw the tip, 4 h to create distance bins (mostly unattended process time), and 2.5 h to detect and quantify neurons, for a total of 3 h labor plus 4 h mostly unattended process time. Scaled up to an array of 20 electrodes, the entire process would take 65 h of labor, 80 h mostly unattended process time, and 20 h completely unattended process time.



DISCUSSION

Confocal images of 50 μm serial sections of cat cortex were successfully dewarped, aligned, reconstructed in 3D, and quantified in terms of neuronal density at various distances from electrode tips. To our knowledge, this is the first time that serial sections have been reconstructed around an implanted electrode array. This technique has the advantage of providing a holistic view of the entire implant area and allowing for quantification in more accurate, 3D representations of electrode recording zones. Specifically, electrode tilt was easily visualized (which is not the case in 2D histology) and neurons were quantified below the tips of the electrodes (which is not possible in 2D histology). Within the first 200 μm, 52% of neurons were found below the tips; in 2D histology, these neurons would have been left out. This may have ramifications in correlation of recording quality with tissue response metrics, especially since neurons below the tip are presumably healthier. Our dewarping algorithm and pipeline for manual alignment is not specific for neural electrodes and could also readily be applied to other datasets which require relatively precise alignment of fiducials that are difficult or impossible for software to align automatically.

Our measurement of 48,000 neurons/mm3 in healthy tissue is plausible. This value is only slightly higher than the average density in the farthest distance bin (175–200 μm) of 39,000 neurons/mm3, indicating that there may be some loss of neurons 200 μm from the electrode shanks. Alternatively, the brain under the array may have been compressed such that the tissue horizontal to the tips was actually a different cortical layer. Neuronal density varies by brain region, cortical depth, and animal species. From an earlier study, averaging the neuronal density of 72 non-stimulating electrode tips in nine cats in the farthest bin (120–150 μm) in the same region of cat cortex (post-cruciate gyrus), one obtains a neuronal density of approximately 570 neurons/mm2, which can be divided by the thickness (three 7-μm sections) to get an estimate of 27,000 neurons/mm3 (McCreery et al., 2010). That number is roughly similar but substantially smaller than our measurement, even when compared to the average density we measured in the 125–150 μm in our study, 41,000 neurons/mm3. Differences in depth (1 mm vs. 1.1–1.2 mm), differences in histological method (free-floating vs. paraffin), or large-scale effects of the devices (hybrid vs. microwire arrays) may explain this discrepancy.

An alternative to using our technique is tissue clearing. Tissue clearing allows staining and imaging of very thick (greater than 1 mm) samples, eliminating the need for digital reconstruction, and eliminating the risk of mishandling/losing one section and having to interpolate its alignment and quantification. However, tissue clearing techniques require specialized equipment (Chung et al., 2013), multi-week processing (Yang et al., 2014), or outsourcing to private companies. Special long-working-distance objectives are also required. In addition, although digital reconstruction introduces minor distortions, clearing can cause major expansion, contraction, reductions in fluorescent signal, or changes in ultrastructure that need to be characterized and troubleshot (Richardson and Lichtman, 2015; Azaripour et al., 2016). This is especially problematic for quantification, where accurate absolute dimensions and consistent staining are important. The presence of electrode tracks, voids, dense fibrotic tissue, or a device left in place may create further complications in achieving uniform dimensions, clearing, and staining. Therefore, for labs that have not yet mastered tissue clearing, the ability to produce 3D reconstructed datasets using standard immunohistochemical methods is still appealing.

There are many areas for improvement in our technique. Neurons near the NeuroNexus probes were not quantified in this study. To do so, it will be necessary to measure backward from the tip of the shank to the known locations of the recording sites. The dewarping algorithm could be improved by using a physical model of the section as an elastic material, so that it is stretched realistically in x and y whenever z is adjusted. Physical models such as thin-plate splines have been used in automatic reconstruction strategies (Anderson et al., 2009; Wang et al., 2014). Even if this is done, distortions may persist due to anisotropic shrinkage or expansion of tissue during immunohistochemistry and mounting. In this case, it may be necessary to allow local stretching and compression during alignment as well. Addressing these distortions would be likely to improve alignment consistency – since the distortions make it impossible to align all fiducials simultaneously, the user has to decide which fiducials to prioritize, leading to high variability in alignment unless the same fiducials are used. Our method could also benefit from making the alignment and tip-drawing steps at least semi-automated to improve consistency and save time. Optimizing the software could also save time. Profiling the execution time of the MATLAB code revealed that the ImarisXT functions passing data between Imaris and MATLAB account for the majority of the code’s execution time and cause large files to take several hours to process. A software solution that does not rely on ImarisXT could be much faster. Finally, it is difficult to understand what is happening in complex, multi-channel, 3D histological datasets when they are simply volume rendered and displayed on a flat screen. It may be worthwhile to explore derived data such as intensity averages or use tools to explore the data in virtual reality.

In the future, we intend to analyze the full cohort of cats implanted with hybrid electrode arrays. This cohort has chronic neural recording data and explanted device SEM images, so the correlations and connections between these data sets are likely to provide new insights into chronic failure modes and how they differ among different types of electrodes.
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Decoding laminar information across deep brain structures and cortical regions is necessary in order to understand the neuronal ensembles that represent cognition and memory. Large animal models are essential for translational research due to their gyrencephalic neuroanatomy and significant white matter composition. A lack of long-length probes with appropriate stiffness allowing penetration to deeper structures with minimal damage to the neural interface is one of the major technical limitations to applying the approaches currently utilized in lower order animals to large animals. We therefore tested the performance of multichannel silicon probes of various solutions and designs that were developed specifically for large animal electrophysiology. Neurophysiological signals from dorsal hippocampus were recorded in chronically implanted awake behaving Yucatan pigs. Single units and local field potentials were analyzed to evaluate performance of given silicon probes over time. EDGE-style probes had the highest yields during intra-hippocampal recordings in pigs, making them the most suitable for chronic implantations and awake behavioral experimentation. In addition, the cross-sectional area of silicon probes was found to be a crucial determinant of silicon probe performance over time, potentially due to reduction of damage to the neural interface. Novel 64-channel EDGE-style probes tested acutely produced an optimal single unit separation and a denser sampling of the laminar structure, identifying these research silicon probes as potential candidates for chronic implantations. This study provides an analysis of multichannel silicon probes designed for large animal electrophysiology of deep laminar brain structures, and suggests that current designs are reaching the physical thresholds necessary for long-term (∼1 month) recordings with single-unit resolution.

Keywords: large animals, pigs, multichannel silicon probes, laminar hippocampal electrophysiology, awake chronic recordings, single units, oscillations


INTRODUCTION
Spatiotemporal neuronal ensembles distributed throughout laminar structures in the brain such as the cortex and hippocampus are presumed to be the substrate for cognition and memory. Oscillatory activity and resulting power bands are transmitted throughout the layers of laminar structures as different inputs are driven at different frequencies depending on their area of origin (Buzsáki, 1989, 2015; Bragin et al., 1995a,b; Buzsáki et al., 2003). Laminar analyses of oscillatory activity have proven valuable for elucidating circuit dynamics as well as changes between states in both cortex and hippocampus (Buzsáki et al., 2003; Lewis et al., 2015). Traditionally, single neurons have been analyzed independently on the basis of their tuning to sensory stimuli or movement. Although accuracy of tuning curve approaches is unaffected by growing numbers of simultaneously recorded neurons, newly developed pair-wise interaction models that make predictions based on the activity of the multiple simultaneously recorded neurons become more complex but also more accurate as the number of recorded neurons increases (Stevenson and Kording, 2011). For spike-field entrainment analyses as well as for neuromodulation-based approaches, it is also important to know where inputs that drive the cells originate and how they interact locally. Cell types, dendritic arborization, local and long-range axonal projections are all distributed unevenly across layers, shaping the integration and segregation of neural signals. Ultimately, we must decode laminar information across different structures to understand the spatiotemporal ensembles that represent cognition and memory. Thus, measuring the coordination of spiking activity of large numbers of neurons, and specifically those thought to give rise to distributed functional networks, is critical for understanding neural information processing underlying cognition and behavior (Lewis et al., 2015).
The hippocampus is an example of a deep laminar structure that is highly involved in encoding episodic memory formation presumably via spatiotemporal ensembles of neurons (Carr et al., 2011; Buzsaki and Moser, 2013). Once multichannel silicon probes were developed, they quickly became a standard tool for awake hippocampal neurophysiological recordings in rodents (Vetter et al., 2004). Increasing the density of laminar contacts in deep structures allows researchers to gain more information about these structures and more recently, study the potential effects of neurological disease states on single unit activity (Fernández-Ruiz et al., 2017; Hainmueller and Bartos, 2018; Kee et al., 2018). Although the rodent hippocampus has been studied in great detail, the transition to large animal models has been slower. One of the major obstacles to addressing the research questions and approaches currently accessible in rodents are technical limitations in laminar silicon microelectrodes. While translational models have been actively utilized for neuromodulation studies (Min et al., 2012; Kim et al., 2013; Gibson et al., 2016; Orlowski et al., 2017; Christensen et al., 2018), much of the large animal brain is still inaccessible due to insufficient length of available silicon probes. In large animals and humans, the hippocampus is located sub-cortically and therefore difficult to study electrophysiologically using multi-channel probes. Even many cortical targets cannot be reached with the current technology including those typically utilized for brain machine interface (BMI) such at the Utah electrode. In addition, laminar structure cannot be detected with single wire or tetrode recordings. Existing non-laminar solutions can scale to high density, but have single contacts at the tip, limiting the ability to differentiate single units or localize them within the laminar circuitry (Killian et al., 2012). Therefore, current technology is not suitable for understanding neuronal oscillations and their interaction within and between laminar structures.
Recent advances in high-density linear electrode arrays and wireless recording technology could tremendously enhance translational research studies of large-scale networks in species with large, gyrencephalic brains (Ulyanova et al., 2018). Ideally, the probes for electrophysiological recordings from deep brain structures must resolve laminar local field potentials (LFPs) and provide proper sampling densities to resolve single-units across channels for single unit spike-sorting and minimize damage to the neuro-electric interface (for review, see Kook et al., 2016). For instance, multi-channel silicon probes with many contacts in a linear configuration can isolate units in a 2–300 μm “sphere” around each electrode (Buzsáki, 2004; Blanche et al., 2005). Layer-specific fields can convey information transmitted from other regions, while direct, local spiking activity can be measured simultaneously. Silicon probes also need to be long enough to reach these structures. With little damage to the neural interface, insertion of silicon into multiple brain regions probes could also provide highly detailed information about local and long-range circuit computations (Lewis et al., 2015).
Technology necessary to produce finer features at longer length has only recently became available, including stitching across the dye in the photomask process to utilize smaller feature processes. New multichannel silicon probes designed for large animal electrophysiology allow for simultaneous recordings of fields and spikes from multiple layers of laminar structures such as cortex and hippocampus, and we therefore tested various designs of laminar silicon probes suitable for large animals. Across probe designs, we compared neurophysiological characteristics and biomechanical compatibility based on the variables such as electrode site layout and probe thickness. Current technology in silicon probes appears to have reached the critical size/feature dimension while maintaining insertion stiffness, proving that single units in deep brain structures can be recorded for chronic periods without extensive damage to the neural interface. Further refinement of these probe technologies in combination with chronic drives and wireless technology may usher in a new high-density era for previously unexplored regions of cortex, hippocampus and other non-laminar deep structures in large animals and potentially humans.



MATERIALS AND METHODS

Animals

Male Yucatan miniature pigs were purchased from Sinclair (NSRRC, Catalog # 0012, RRID: NSRRC_0012) and underwent the current studies at the approximate age of 5–6 months at a mean weight of 38 ± 3 kg (n = 17, mean ± SEM). At this age Yucatan pigs are considered post-adolescent with near-fully developed brains, while young enough to be of a manageable weight for procedures and behavior (Pampiglione, 1971; Flynn, 1984; Duhaime et al., 2000). All pigs were pair housed when possible, and were always in a shared room with other pigs. All animal procedures were performed in accordance with the University of Pennsylvania animal care committee’s regulations, an AALAC accredited institution.

Surgical Procedure

Yucatan miniature pigs were fasted for 16 h then induced with 20 mg/kg of ketamine (Catalog # NDC 0143-9509-01, West-Ward, Eatontown, NJ, United States) and 0.5 mg/kg of midazolam (Catalog # NDC 0641-6060-01, West-Ward, Eatontown, NJ, United States). Animals were intubated with an endotracheal tube and anesthesia was maintained with 2–2.5% isoflurane per 2 liters O2. Each animal was placed on a ventilator and supplied oxygen at a tidal volume of 10 mL/kg. A catheter was placed in an auricular vein to deliver 0.9% normal saline at 200 mL per hour. Additionally, heart rate, respiratory rate, arterial oxygen saturation, end tidal CO2 and rectal temperature were continuously monitored, while pain response to pinch was periodically assessed. All of these measures were used to titrate ventilation settings and isoflurane percentage to maintain an adequate level of anesthesia. A forced air warming system was used to maintain normothermia throughout the procedure.

All animals underwent implantation of multi-channel silicon probes under sterile conditions similar to acute implantation procedure described previously (Ulyanova et al., 2018). Briefly, pigs were placed in a stereotactic frame, with the surgical field prepped and draped, and a linear incision was made along the midline. A 13-mm diameter burr hole was centered at 7 mm lateral to the midline and 4.5 mm posterior to bregma, and the bony opening was subsequently expanded using Kerrison punches. Skull screws were placed over the occipital ipsilateral and contralateral cortex as a ground and alternate reference signal. The dura was opened in a cruciate manner and the brain was mapped in the sagittal plane with a tungsten electrode (impedance = 0.5 MΩ, measured at 1 kHz; Catalog # UEWSEGSEBNNM, FHC, Bowdoin, ME, United States), utilizing observed spiking activity to generate a two-dimensional map. Based on this map, a silicon probe was inserted so that the spread of electrode sites would span the laminar structure of the dorsal hippocampus at its maximal thickness in the dorsal–ventral plane, perpendicular to the individual hippocampal layers (Ulyanova et al., 2018). The multichannel silicon probe was stabilized inside the craniectomy using Tisseel (Catalog # 1504514, Baxter Healthcare, Wayne, PA, United States), creating a semi-floating interface between the silicon probe and the animal’s skull. The probe cables were fed through the head cap chamber and attached to a custom electrode interface board (EIB) adapter. The head cap chamber, which covered all necessary electronic connections, was attached to the pig skull using anchor screws and secured with Palacos bone cement and Geristore. Once the quality of signals from multichannel silicon depth probes were confirmed, hippocampal signals were first recorded under anesthesia using a QC-72 amplifier and referenced to both internal and skull references. This recording was later used as a baseline for awake recordings and to monitor silicon probe’s position over time for possible drift.

Multichannel Silicon Probes

Chronic 32-channel silicon probes for large animal electrophysiology were designed with ATLAS Neuroengineering (Leuven, Belgium) and NeuroNexus (Ann Arbor, MI, United States). In addition, acute 64-channel silicon research probes were developed in a collaboration with SB Microsystems (Glen Burnie, MD, United States) and Cambridge NeuroTech (Cambridge, United Kingdom). Designs of multichannel silicon probes are shown in Figure 1. Specific parameters of silicon probes are summarized in Table 1.
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FIGURE 1. Design of multichannel silicon probes for chronic hippocampal recordings in pigs. (A) The arrangement of the individual electrode sites is shown for chronic 32-channel silicon probes [ATLAS32/TET (yellow), NN32/TET (green), NN32/EDGE150 (magenda), and NN32/EDGE80 (purple)] and acute 64-channel silicon probes (CAMB64/EDGE and CAMB64/POLY-2, orange). The vertical offset for CAMB64 silicon probes is also shown magnified (inset). Silicon probes are shown overlaid on a representative sagittal section of dorsal hippocampus stained with LFB/CV to identify individual layers. Cross-sectional area of each silicon probe (measured at the top electrode site) is shown at the top. (B) Widths and thicknesses of multichannel silicon probes (also referred to as probe area) are shown overlaid on each other for comparison (colors are the same as in A). The corresponding widths are 215 μm for ATLAS32/TET (yellow), 150 μm for NN32/EDGE150 (magenda), 80 μm for NN32/EDGE80 (purple), 225 μm for NN32/TET (green), and 151 μm for CAMB64/EDGE/POLY-2 (orange) silicon probes. NN32/EDGE150 is shown as a continuation of NN32/EDGE80. The thickness of silicon probes is 100 μm for ATLAS32/TET, 50 μm for NN32/EDGE150, NN32/EDGE80, NN32/TET, and 35 μm for both CAMB64/EDGE and CAMB64/POLY-2 probes (orange).

TABLE 1. Multi-channel silicon probes for chronic hippocampal recordings in pigs.
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All multichannel silicon probes were designed with one low-impedance channel placed 1–2 mm above the adjacent proximal channel, which was recorded for use as an internal reference (Supplementary Figure S1). For dorsal hippocampal targeting in pigs, this design provides 31 (or 63) channels for intra-hippocampal recordings with the reference channel being positioned within the temporal horn of the lateral ventricle dorsal to the hippocampus. Detailed information on multichannel silicon probes used in the study is as follows:

ATLAS32/TET (Catalog # E32T7-R-275-S01-L25)

32-channel silicon probes had custom designed individual sites arranged in groups of four closely spaced sites or tetrodes (Figure 1A). Three electrode sites were added in between groups of tetrodes to cover porcine hippocampal layers of strata radiatum, lacunosum-moleculare and moleculare. The top four tetrodes were designed to be positioned in the pyramidal CA1 layer, with the bottom three tetrodes positioned in the granular cell layer. The top site on each tetrode, along with linear sites were placed 275 μm apart forming 10 equally spaced sites for laminar hippocampal recordings. The total coverage of ATLAS32/TET silicon probe was set to 2,750 μm. The cross-sectional area of the probe, measured at the top site was 21,500 μm2 (Figure 1B). The individual electrode sites of 962 μm2 were coated with Pt (Maas et al., 2017). The average site impedance, measured at 1 kHz was 1.29 ± 0.21 MΩ (mean ± SEM, nsites = 155).

NN32/TET (Catalog # V1x32-80 mm-275-tet-177-HP32)

32-channel silicon probes had custom designed individual sites arranged in groups of four closely spaced sites or tetrodes (Figure 1A). Three electrode sites were added in between groups of tetrodes to cover porcine hippocampal layers of strata radiatum, lacunosum-moleculare and moleculare. The top four tetrodes were designed to be positioned in the pyramidal CA1 layer, with the bottom three tetrodes positioned in the granular cell layer. The top site on each tetrode, along with linear sites were placed 275 μm apart forming 10 equally spaced sites for laminar hippocampal recordings. The total coverage of NN3232/TET silicon probe was set to 2,750 μm. The cross-sectional area of the probe, measured at the top site was 11,250 μm2 (Figure 1B). The individual electrode sites of 312 μm2 were coated with IrOx. The average site impedance, measured at 1 kHz was 1.68 ± 0.20 MΩ (mean ± SEM, nsites = 403).

NN32/EDGE150/NN32/EDGE80 (Catalog # V1x32-Edge-10 mm-200-312-Ref)

32-channel silicon probes had a linear site layout, with the electrode sites placed 200 μm apart. The individual electrode sites were also strategically positioned at the edge of the probe (Figure 1A). The total coverage of NN32/EDGE150 and NN32/EDGE80 probes was set to 6,200 μm. The cross-sectional area of the probe, measured at the top site was 7,500 μm2 for NN32/EDGE150 and 4,000 μm2 for NN32/EDGE80 (Figure 1B). The individual electrode sites of 312 μm2 were coated with IrOx. The average site impedance, measured at 1 kHz was 1.68 ± 0.20 MΩ (mean ± SEM, nsites = 403).

CAMB64/EDGE

64-channel silicon probes had a linear site arrangement, with the individual electrode sites positioned at the edge of the silicon probe (Figure 1A). The electrode sites were placed 100 μm apart (Figure 1A, inset). The total coverage of CAMB64/EDGE silicon probe was set to 6,300 μm. The cross-sectional area of the probe, measured at the top site was 5,180 μm2. The individual electrode sites were 165 μm2 (Figure 1B). The individual electrode sites were coated with Au and a conducting organic polymer. The average site impedance, measured at 1 kHz was 0.063 ± 0.001 MΩ (mean ± SEM, nsites = 63).

CAMB64/POLY-2

64-channel silicon probes had individual electrode sites arranged in poly-2 style (Figure 1A). The individual electrode sites were placed 100 μm apart, with a 21 μm off-set (Figure 1A, inset). The total coverage of CAMB64/POLY-2 silicon probe was set to 6,300 μm. The cross-sectional area of the probe, measured at the top site was 5,390 μm2. The individual electrode sites were 165 μm2 (Figure 1B). The individual electrode sites were coated with Au and a conducting organic polymer. The average site impedance, measured at 1 kHz was 0.064 ± 0.001 MΩ (mean ± SEM, nsites = 63).

Neural Data Collection and Analysis

Electrophysiological recordings with 32-channel silicon probes (ATLAS32/TET, NN32/TET, NN32/EDGE150, and NN32/EDGE80) were performed in awake behaving animals at various time points at up to 6 months post implantation. Wide bandwidth neural signals were acquired continuously, sampled at 30 kHz with FreeLynx digital acquisition system, amplified and either wirelessly transmitted to Digital Lynx 4SX acquisition system with Cheetah recording and acquisition software during behavioral space recordings or stored to an on-board microSD memory card during home cage recordings (Neuralynx, Inc., Bozeman, MT, United States). Electrophysiological recordings with 64-channel silicon probes (CAMB64/EDGE and CAMB64/POLY-2) were performed acutely under isoflurane anesthesia, with wide band neural signals continuously acquired, sampled at 32 kHz and amplified with Digital Lynx 4SX acquisition system with Cheetah recording and acquisition software (Neuralynx, Inc., Bozeman, MT, United States).

Spike Detection and Analysis

Neural signals acquired from the 32 or 64 channels on the silicon probes were bandpass filtered (0.1 Hz to 9 kHz) in real time prior to sampling. Off-line spike detection and sorting was performed on the wideband signals using the Klusta package1 (RRID: SCR_014480), which was developed for higher density electrodes, and manually refined with KlustaViewa2, or phy3 software packages. The Klusta packages are designed to construct putative clusters from all probe channels simultaneously by taking advantage of spike timing and the spatial arrangement of electrode sites (Rossant et al., 2016). After manual refinement, resulting single-unit clusters were then imported into Matlab software, version R2017a for visualization and further analysis using custom and built-in routines (MATLAB, RRID:SCR_001622).

Analysis of Local Field Potentials (LFPs)

Acquired wideband LFPs recorded from all channels of the silicon probe were down-sampled to 2 kHz for further analysis. Signals were imported into Matlab software, version R2017a(MATLAB, RRID:SCR_001622) and processed using a combination of custom and modified scripts from the freely available Matlab packages FMAToolbox (FMAToolbox, RRID:SCR_015533), Chronux (Chronux, RRID:SCR_005547), and EEGLAB (EEGLAB, RRID:SCR_007292) (Hazan et al., 2006; Mitra and Bokil, 2007).

Tissue Handling and Histological Examinations

Histological analyses were performed to identify electrode tracks on brain tissue from male Yucatan miniature pigs. At the study endpoint, transcardial perfusion was performed under anesthesia using 0.9% heparinized saline followed by 10% neutral buffered formalin (NBF). After further post-fixation for 7 days in 10% NBF at 4°C, the brain was dissected into 5 mm blocks in the coronal plane and processed to paraffin using standard techniques (Johnson et al., 2016, 2018). Eight micrometer sections were obtained at the level of the hippocampus and standard hematoxylin and eosin (H&E) staining was performed on all animals to identify electrode tracks. The following additional stains were performed:

Luxol Fast Blue/Cresyl Violet (LFB/CV) Staining

Tissue sections were dewaxed in xylenes and rehydrated to water via graded ethanols before being immersed in 1% LFB solution (Sigma, S3382) at 60°C for 4 h. Excess stain was then removed by immersion of sections in 95% ethanol. Differentiation was performed via immersion in 0.035% lithium carbonate for 10 s followed by multiple immersions in 70% ethanol until the gray and white matter could be clearly distinguished. Slides were rinsed and counterstained via immersion in preheated 0.1% CV solution (Sigma, C5042) for 5 min at 60°C. After further rinsing, slides were differentiated in 95% ethanol with 0.001% acetic acid, followed by dehydration, clearing in xylenes and cover slipping using cytoseal-60.

Van Gieson’s Staining

Tissue sections were dewaxed in xylenes and rehydrated to water via graded ethanols before being immersed in Weigert’s Working Hematoxylin solution, prepared by mixing equal parts of Weigert’s Iron Hematoxylin A (EMS, Catalog # 26044-05) and Weigert’s Iron Hematoxylin B (EMS, Catalog # 26044-15) for 10 min. After rinsing in distilled water, tissue sections were stained for 3 min in Van Gieson’s solution (EMS, Catalog # 26046-05). After further rinsing, slides were differentiated in 95% ethanol with 0.001% acetic acid, dehydrated, cleared in xylenes and coverlipped.

Immunohistochemistry (IHC)

Immunohistochemistry (IHC) labeling was performed according to previously published protocols (Johnson et al., 2013, 2016, 2018). Briefly, tissue sections were dewaxed and rehydrated as above, followed by immersion in 3% aqueous hydrogen peroxide for 15 min to quench endogenous peroxidase activity. Antigen retrieval was achieved via microwave pressure cooker at high power for 8 min, submerged in Tris EDTA buffer (pH 8.0). Sections were then incubated overnight at 4°C using antibodies specific for the N-terminal amino acids 66–81 of the amyloid precursor protein (APP) (Millipore, Burlington, MA, United States, clone 22C11 at 1:80K), GFAP (Leica, Biosystems, Buffalo Grove, IL, United States, GA5 clone at 1:10K), and IBA1 (Wako Chemicals USA Inc., Richmond, VA, United States, at 1:7K). Slides were then rinsed and incubated in the relevant species-specific biotinylated universal secondary antibody for 30 min at room temperature. Next, application of the avidin biotin complex (Vector Laboratories, Catalog # PK-6200, Lot # RRID: AB_2336826) was performed for 30 min, also at room temperature. Lastly, the 3,3′-diaminobenzidine (DAB) peroxidase substrate kit (Vector Laboratories, Catalog # SK-4100, Lot # RRID: AB_233638) was applied according to manufacturer’s instructions. All sections were counterstained with hematoxylin, dehydrated in graded ethanols, cleared in xylenes, and cover slipped.

Statistical Analysis

The data was analyzed using Graphpad Prism software, version 7 (GraphPad Prism, RRID:SCR_002798). Single unit waveforms recorded with silicon laminar probes are displayed as mean ± SD. Amplitudes of single units are displayed as mean ± SEM. Impedance of silicon probes is shown as mean ± SEM.



RESULTS

Multichannel Silicon Probes Designed for Chronic Implantation in Large Animal

Multichannel silicon probes designed for large animal electrophysiology were evaluated for their ability to continuously record neurophysiological signals (laminar oscillatory and single unit activity) in awake behaving pigs, and for neuropathological changes induced by their placement in the porcine hippocampus over time.

Awake Hippocampal Recordings in Large Animals

Using silicon probes of various designs, the laminar structure of pig dorsal hippocampus was examined electrophysiologically under awake behaving conditions (Figure 2). Since the hippocampal region of interest (at our standard recording coordinates in medial-lateral (ML) and anterior-posterior (AP) planes) is about 1,600 μm (see Ulyanova et al., 2018 for more details), silicon probes with 200 μm site spacing provide good coverage for the laminar structure with enough resolution to identify most layers (Figure 1A). Oscillatory activity of the porcine hippocampus recorded with NN32/EDGE80 silicon probe is shown in Figure 2 (Site Spacing = 200 μm, Probe Length = 6,200 μm). Neurophysiological features of the awake porcine hippocampus such as a sharp-wave ripple (SPW-R) and the polarity inversion of the LFPs across stratum radiatum are shown (Figure 2). While this silicon probe allowed us to examine the porcine hippocampus in its entirety (including the deeper layers such as hilus), some of the laminar layers (such as L-M) could have easily been poorly sampled using 200 μm resolution (Ulyanova et al., 2018).
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FIGURE 2. Chronic hippocampal recordings in awake behaving pigs. Hippocampal recording with NN32/EDGE80 silicon probe (site spacing = 200 μm) is shown for an awake behaving animal. The silicon probe was placed in the dorsal hippocampus so that it covers hippocampal layers of stratum oriens (O), pyramidale (P), radiatum (R), lacunosum-moleculare (L-M), moleculare (M), granulosum (G), and hilus (H). A representative hippocampal section stained with LFB/CV is overlaid on laminar oscillatory activity to match representative layers as described previously (Ulyanova et al., 2018). A single sharp-wave ripple event (SPW-R) can be seen in CA1 layer (arrow). The polarity inversion of LFPs across stratum radiatum hippocampal layer can also be seen.

Neurophysiological signals recorded from deep brain structures such as the hippocampus may confer noise from the electrical environment by using an electrically inactive but conductive structure such as the cerebrospinal fluid (CSF) of the ventricle. Designing silicon probes with an internal reference for intra-hippocampal (or other deep brain structures) recordings may help to reduce noise and improve the signal quality over time. We estimated how an introduction of the internal reference affects the noise during awake and anesthetized hippocampal recordings by comparing power of hippocampal oscillations at the level of the pyramidal CA1 layer referenced to either an internal or skull screw reference (Supplementary Figure S1). All multichannel silicon probes used in the study were custom-designed to have the top electrode site substituted for a low-impedance reference site (Site Area = 4,200 μm2) placed 1–2 mm above the most-proximal probe site (depending on the silicon probe design) (Supplementary Figure S1A). For dorsal hippocampal targeting in pigs, these designs provide 31 channels for laminar recordings and results in the reference channel being positioned within the temporal horn of the lateral ventricle sitting just above the hippocampus. During awake behaving recordings in pigs, the internal reference eliminated noise associated with movement artifacts (Supplementary Figures S1B,C). Under an anesthetized preparation, the internal reference on silicon probes eliminated most of the slow “drift” oscillations as well as the 60 Hz frequency peak, presumably from AC noise during acute recordings, with tether used to record electrophysiological signals (Supplementary Figure S1D). The skull screw reference used for large animal awake recordings allows for comparative analysis with the rodent awake behaving literature. In addition, an internal reference may also be beneficial for chronic recordings if a skull screw loses its connection to the CSF due to a growth of the animal’s skull over time (months).

Stability of Neuronal Oscillations Over Time

We evaluated the stability of neurophysiological signals recorded from pig hippocampus over time in a sub-sample of these probes. Changes in hippocampal signals were evaluated using power of LFP signals over time (Figure 3). Since theta (∼4–10 Hz in pigs) is considered to be a prominent oscillation in the pyramidal CA1 layer of hippocampus, we first calculated the power of theta (at the stratum radiatum) over the first 2 weeks post implantation with NN32/EDGE80 silicon probe (Figure 3A). In the first 2 weeks following surgery, chronically implanted silicon probes moved slightly, likely due to recovery effects post-surgery such as swelling (Figure 3A). The peak of theta power shifted from channel 8 to channel 5, indicating that NN32/EDGE80 silicon probe moved about 600 μm into the hippocampus, corresponding to a distance between three channels on the NN32/EDGE80 probe with 200 μm site spacing (Figure 3B). Overall, all previously characterized hippocampal oscillations (low and high gamma, ripple oscillations) decreased over months post-surgery, with the largest drop seen in the first month, potentially due to gliosis/scar tissue formation leading to an insulating/filtering effect on the signal (Figure 3C).
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FIGURE 3. Hippocampal oscillations power decreases over months following chronical implantation. (A) Over a period of 2 weeks, a chronically implanted NN32/EDGE80 silicon probe moved deeper into the dorsal hippocampus. One day post- implant, theta oscillation (∼4–10 Hz) was maximal at channel 8 (blue trace). Over the course of 2 weeks, the theta peak moved up three electrode sites (red trace). A dotted line indicates the stratum radiatum (gray). (B) The silicon probe’s drift was calculated for NN/EDGE80 silicon probe as a drift of theta power, which peaks in stratum-radiatum (blue trace). NN/EDGE80 probe moved down into the dorsal hippocampus for 600 μm in a course of 12 days following chronic implantation surgery. (C) Overall power of hippocampal oscillations [θ (4–10 Hz), γlow (25–55 Hz), γhigh (60–110 Hz), ρ (110–200 Hz), and 600–6,000 Hz] in dorsal hippocampus decreased over months, with significant drop in the first month. The total power is shown with a dotted line.

Stability of Single Units Over Time

Next, we evaluated the amplitude and number of single units recorded from the porcine hippocampus over time (Figure 4). Since the 600–6,000 Hz power band representing unit activity decreased over time (Figure 3C), we compared the ability of various silicon probes to detect single unit activity during the first month post chronic implantation. Off-line spike detection and sorting was performed on the wideband signals (see “Materials and Methods” section for details), with an example of the raw signal (unfiltered, 0.1–9,000 Hz) recorded with NN32/EDGE80 silicon probes shown in Supplementary Figure S2A. In planar silicon probes (ATLAS32/TET and NN32/TET), where the individual electrode sites were placed on the face of the designs, there were no single units recorded after a couple of days post chronic implantation. In an attempt to decrease the damage near electrode sites and increase the exposure of the electrode sites to the parenchyma, we designed NN32/EDGE style probes (Figure 1A). The individual electrode sites are strategically positioned on the edge of the substrate, potentially reducing the interference of the insulator with the surrounding signals (Lee et al., 2018).
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FIGURE 4. Single units recorded for 3 weeks post implantation. (A) Single units were recorded in awake behaving pigs for up to 3 weeks post implantation (n = 3). While the average amplitude of single units recorded with NN32/EDGE silicon probes at D1 post implantation was 63 ± 4 μV (mean ± SEM, range 27–264 μV, nsingleunits = 96), it decreased over time to 47 ± 6 μV (mean ± SEM, range 26–204 μV, nsingleunits = 35) at D7 and 36 ± 2 μV (mean ± SEM, range 22–61 μV, nsingleunits = 29) at D14. In addition, at D21 post implantation, single units were detected only from the narrower design silicon probe (NN32/EDGE80). The average amplitude of single units was 28 ± 6 μV (mean ± SEM, range 16–34 μV, nsingleunits = 3), just above the threshold for spike detection. Mean waveform and firing rates (FR) of representative single units are shown at D1 (inset). (B) An ability to detect single unit activity was compared for NN32/EDGE150 and NN32/EDGE80 over a 3 week period. NN32/EDGE150 silicon probes (nsingleunits = 40, pink, n = 2) had significantly more single units immediately after implantation (D1) than a NN32/EDGE80 (nsingleunits = 17, n = 1, purple). However, there were no units recorded with NN32/EDGE150 probes after 3 weeks (D21), while NN32/EDGE80 silicon probes still detected single units (nsingleunits = 3, n = 1, purple). Total number of units averaged over time for combined NN32/EDGE style probes is also shown (n = 3, blue).

With NN32/EDGE silicon probes, single units were recorded for up to 3 weeks post implantation (Figure 4A). While the average amplitude of single units recorded with NN32/EDGE silicon probes at D1 post implantation was 63 ± 4 μV (mean ± SEM, range 27–264 μV, nsingleunits = 96), it decreased over time to 47 ± 6 μV (mean ± SEM, range 26–204 μV, nsingleunits = 35) at D7 and 36 ± 2 μV (mean ± SEM, range 22–61 μV, nsingleunits = 29) at D14. In addition, at D21 post implantation, single units were detected only from the narrower design of silicon probe (NN32/EDGE80). The average amplitude of single units was 28 ± 6 μV (mean ± SEM, range 16–34 μV, nsingleunits = 3), just above the threshold for spike detection (Figure 4A). The number of single units recorded with NN32/EDGE style silicon probes also decreased over the period of the first 3 weeks, with 64% of single units disappearing by D7 and additional 31% falling below detection threshold by D14 (Figure 4B). Immediately after implantation (D1), the 150 μm wide EDGE-style silicon probe (NN32/EDGE150) had more single units than similar silicon probes of just half the width (NN32/EDGE80, width = 80 μm) (NN32/EDGE150: nsingleunits = 40 vs. NN32/EDGE80: nsingleunits = 17). However, after 3 weeks (D21), no units were detectable with NN32/EDGE150 silicon probes, while the NN32/EDGE80 still recorded single units (nsingleunits = 3), suggesting a greater amount of tissue damage produced by the silicon probe with a larger cross-sectional area (Figure 4B).

Chronic Tissue Response to Implantation of Silicon Probes

To test how cross-sectional area of the silicon probe (measured at the top electrode site) affects stability of neurophysiological signals recorded chronically (over time), we histologically evaluated tissue damage in the porcine hippocampus produced by silicon probes of various designs (Figure 5). Microscopic examinations performed following acute silicon probe insertions (n = 3, multiple electrode types within 2–5 h) demonstrated (as expected) a degree of tissue disruption with associated hemorrhage around the probe track (Figure 5A). In addition, axonal pathology could be identified immediately adjacent to the site of silicon probe placement as evidenced by the pathological accumulation of APP, likely secondary to axonal transection causing acute interruption of transported proteins (Figure 5B). While, direct comparisons of chronic histological outcomes of different probe types were not performed, preliminary histological evaluations reveal the nature of the pathological response to silicon probes in situ over time in swine. Specifically, at 1.5 months post-implantation (n = 4, multiple electrode types), multiple histological changes were observed surrounding the silicon probe track. Notably, in one case the choroid plexus could be visualized entering the alveus, presumably having been translocated during the insertion as has previously been visualized (see Figure 8 in Skaggs et al., 2007) (Figure 5C). Immunostaining revealed both reactive astrocytes, with increased immunoreactivity to GFAP, and IBA-1 positive cells with the morphological appearance of reactive microglia (Figures 5D–F). Interestingly, Van Gieson’s staining also revealed collagen surrounding the silicon probe track (Figure 5G). Notably, these features were also observed even at 6 months post-implantation, regardless of the type of silicon probe (n = 2) (Figures 5H–K).

[image: Histological images of brain sections showing various staining techniques. Panels A, D, H display hematoxylin and eosin staining at different magnifications. Panels B, E, I show immunostaining with different markers, highlighting cellular structures. Panel C depicts a broader section view with distinct tissue differentiation. Panels F, J highlight regions with specific immuno-response, while panels G and K exhibit staining that emphasizes vascular features. Each image panel is labeled and shows distinct cellular and structural characteristics relevant to the study.]
FIGURE 5. Acute and chronic tissue response to implantation of silicon probes in a large animal. Histopathological responses of multichannel silicon probes were microscopically examined at acute and chronic time points. (A) H&E staining showing silicon probe track with associated hemorrhage acutely (<5 h) following insertion of NN32/TET electrode. (B) APP immunohistochemistry showing the same region as (A). Note the axonal swellings indicative of axonal transport interruption, likely secondary to axonal transection during insertion. Surrounding pyramidal neurons also show increased APP immunoreactivity. (C) Van Gieson stain showing silicon probe track 1.5 months following implantation of NN32/EDGE80 probe where collagen is pink. Notably, there appears to be choroid plexus abnormally located within the alveus. (D–G) Neuropathological findings in NN32/TET silicon probe track, 1.5 months following implantation, demonstrating (D) lesion with (E) IBA-1 positive cells displaying morphological features of activated microglia, (F) GFAP immunoreactive cells with features of reactive astrocytes and (G) Van Gieson staining demonstrating the presence of collagen (pink). (H–K) Silicon probe track 6 months following implantation of NN32/TET, again showing surrounding activation of both microglia (I) and astrocytes (J), as well as the presence of collagen (K). Scale bars: (A,B,D–K): 100 μm; (C): 200 μm.

Novel Multichannel Silicon Probes Designed to Improve Outcome of Chronic Implantation in Large Animals

To increase unit yield and to improve longevity of neurophysiological signals (local field oscillations and single unit activity) over time and to reduce pathological tissue response to chronic silicon probe implantations, novel 64-channel flexible silicon probes were developed in a collaboration with SB Microsystems and Cambridge NeuroTech and tested acutely (under anesthesia) in pigs.

Lithography Process Defines Cross-Sectional Area of Chronic Silicon Probes

The lithography and metal etch or liftoff technologies available for a given silicon probe fabrication process determine the size and spacing of the conducting lines, and therefore the device cross sectional area for a given channel count. Based on our experience with chronic probe implants in large animals, probes with cross sectional areas on the order of 104 square microns [as is the case for a 100 μm thick and 250 μm wide probes (Figure 1B)] are simply too damaging to tissue to reliably record single units on a chronic basis, and most practical recordings are carried out with probes that are 5–10 times slenderer than that. To our knowledge, past efforts at large animal probes have utilized contact lithography that limited interconnect pitch (width of a single conducting trace plus space) to 3–4 microns, leading to a practical upper limit of 32 channels per penetrating shank, given these constraints in cross sectional area. For example, 32-channel silicon probes designed by ATLAS Neuroengineering for large animal recordings (ATLAS32/TET) were 100 μm thick and made of silicon throughout the length of the probe (Figure 1B). While 32-channel silicon probes designed by NeuroNexus (NN32/TET, NN32/EDGE150 and NN32/EDGE80) were only 50 μm thick, they became brittle beyond 15 mm. This necessitated a novel interface cable solution whereby a high-density micro-cable was threaded through a 250 μm stainless steel tube and bonded to the contacts at the end of the probe, allowing the probes to be produced in lengths great enough to reach any part of the large animal brain (Figure 1B).

To reduce damage to brain tissue caused by insertion and chronic placement of silicon probes in the deep brain structures (hippocampus), we aimed to custom-design novel multichannel silicon probes with minimal cross-sectional area suitable for insertion. The goal was to reduce the profile of the probe, potentially reducing damage to the neural interface and inflammation. Increasing a probe’s thickness imparts greater mechanical stiffness of the silicon probe which benefits insertion, but causes a further compliance mismatch between probe and brain tissue, potentially contributing to gliosis and local cell death for chronic implementations. In order to test stiffness/insertion abilities empirically, mock versions of CAMB64 silicon probes were created to have a fixed width of 80 μm, while the thickness of the mock probes varied in a range of 25–100 μm. While 25 μm thick mock silicon probes could be inserted into cortex, they failed to advance to the hippocampal structure. In contrast, mock silicon probes with thickness of >35 μm were capable of insertion into the hippocampus. Based on the insertion ability and acute neuropathology, the thickness of 35 μm was selected for production of initial research silicon probes, giving a minimum dimension for the probes as stiffness increases linearly with width.

To potentially reduce tissue damage even further, we aimed to design silicon probes to have a full-length silicon rather than a standard “silicon plus guide tube” design. By reducing the tissue impact during insertion, smaller, less brittle silicon probes may also increase the survival rate of neurons in close proximity to the travel path. In order to produce longer silicon probes without the need for the extension tube, novel research silicon probes were manufactured using projection (“stepper”) lithography rather than contact lithography, allowing us produce 0.5 μm resolution features and changing the width/channel count trade-off in our favor. However, the use of projection lithography for these large devices (up to 40 mm in length) meant that the 5X master reticle exceeded the maximum allowed size, and required us to develop a process for stitching multiple exposures of multiple reticles across the process wafer. This novel lithography process allowed for the full length of the probe to be manufactured in silicon. The mock version of these new probes was capable of insertion into the dorsal hippocampus without support of metal guide tubes, which also resulted in less damage to cortical tissue en route to the hippocampus. The new lithography technology used to create novel research silicon probes also allowed for a doubling of the number of sites on the probe, leading to the first 64-channel silicon probes for large animals that are made exclusively from silicon wafer at lengths capable of reaching much of the large animal brain. In addition, the individual electrode sites on CAMB64/EDGE and CAMB64/POLY-2 silicon probes were composed of gold (Au) coated with an organic polymer, lowering their impedance and decreasing the noise during recordings in comparison to other silicon probes used (Supplementary Figure S2).

Multichannel Silicon Probes Designed to Improve Single Unit Isolation

While a linear design is fit for a wide range of applications, isolation of single unit activity may be difficult with only a linear site arrangement. To utilize commercial spike sorting software available at the time (SpikeSort 3D, Neuralynx), individual sites on silicon probes with a linear design had to be artificially grouped into sets of four (tetrodes) in order for single units to be sorted. Previously, single units recorded with 32-channel silicon probes of the earlier designs could not be properly isolated with spike sorting software available at the time, partially due to potential overlap between putative units between the artificial tetrodes.

To address this issue, we initially custom-designed silicon probes (ATLAS32/TET and NN32/TET) to have most of the individual sites arranged in four sites placed close together (tetrodes), allowing for high-quality cell discrimination in hippocampal recordings (Figure 1A). Extra electrode sites were added in between groups of tetrodes in order to maintain the laminar analyses. In this configuration, four tetrodes were placed in the pyramidal CA1 hippocampal layer (top part of the probe), while three tetrodes were placed in the granular cell layer (bottom part of the probe). As tetrode-style silicon probes were created with the individual sites arranged closely to form tetrodes, more single units were isolated but cross-over of the units onto neighboring tetrodes were still observed occasionally in the CA1 layer due to the large size and dendritic arbor of these neurons. As modern spike sorting software became available (Klusta and phy software packages), we designed silicon probes with a linear layout of the electrode sites, which also helped to resolve laminar structure of the porcine hippocampus (NN32/EDGE150 and NN32/EDGE80, Figure 1A).

The advent of laminar spike-sorting software removed the necessity for specific tetrodes to be recreated in the silicon probes, however, probe geometry is still an important part of the spike-sorting process (Schmitzer-Torbert et al., 2005;Rossant et al., 2016). We therefore designed novel research CAMB64 silicon probes with two arrangements of the individual electrode sites: a linear style CAMB64/EDGE probe (148 μm width) and a poly-2 style CAMB64/POLY-2 probe (154 μm width, electrode sites are off-set by 21 μm), with tip profile of both probes reduced to a minimum (Figure 1A, inset). To answer an open question whether vertically offset probe designs are necessary for true resolution of single units using modern sorting algorithms, we compared single-unit separation of a linear vs. a poly-2 CAMB64 silicon probes (Figure 6). Again, off-line spike detection and sorting was performed on the wideband signals (see “Materials and Methods” section for details), with an example of the raw signal (unfiltered, 0.1–9,000 Hz) recorded with a CAMB64/POLY-2 silicon probe shown in Supplementary Figure S2B. Decreasing spacing between individual electrode sites to 100 μm on both CAMB64/EDGE and CAMB64/POLY-2 style probes helped to sort single units with more precision (Figure 6A). The blue unit on the linear (left) or poly-2 (right) style probes could have easily been classified with the red unit had the spacing not revealed the higher amplitude action potentials at the same time stamps. Moreover, the offset geometry of the poly-2 design also appears to better separate single cells compared to the linear design (Figure 6B). Many separated clusters from the CAMB64/EDGE recording contained multiple units, which were not well isolated from each other with current spike sorting methods. While some clusters from the CAMB64/POLY-2 probe also contained multiple units, the proportion of multi-unit clusters was less when compared to the linear design (33% and 54% respectively).
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FIGURE 6. Neurophysiological signals recorded with novel research CAMB64 silicon from pig hippocampus. (A) Single units were isolated for a linear and a poly-2 style CAMB64 silicon probes. Decreasing spacing between individual electrode sites to 100 μm on both the CAMB64/EDGE and CAMB64/POLY-2 style probes helped to sort single units with more precision. The blue unit on the linear (left) or poly-2 (right) style probes could have easily been classified with the red unit had the spacing not revealed the higher amplitude action potentials at the same time stamps. (B) Spike sorting on a recording with the CAMB64/EDGE silicon probe yielded more multi-units (dark green, n = 20) than single units (light green, n = 17). While some clusters on the CAMB64/POLY-2 silicon probe contained multiple units (dark green, n = 24), two times more single units (light green, n = 48) were identified. Also, the proportion of multi-unit clusters for the poly-2 style probe was less when compared to the linear design (33% and 54% respectively).



DISCUSSION

Silicon multichannel probes designed and used for large animal hippocampal electrophysiology allow for a longer area of coverage in contrast to single site recordings, and reveal laminar structure and correlation of unit activity with field behavior. We have performed a retrospective analysis of chronically implanted pigs from our experiments in order to characterize the differences in electrophysiology over time with various probe sizes and geometries from different manufacturers. In addition, we have examined the neural interface out to 6 months post-implantation in order to assess whether neuropathology in the large animal hippocampus resembles that previously reported in rodents. Differing probe geometries were examined in a new higher density research probe in order to assess their ability for sorting units. Long-length silicon probes may also replace the need for multiple acute insertion experiments if the animal is chronically implanted and/or a drive is utilized.

Our initial attempts at chronic implantations using probes that were developed for acute work and prior to modern spike sorting methods for laminar probes were successful only for field recordings. Units that appeared during the implantation surgery were either not present or were significantly attenuated even 24 h post implantation. Histological examination suggested that the insertion damage to the neural interface, and sometimes even the cytoarchitecture, was significant with these larger dimension probes. In addition, attenuation of unit amplitude over time as well as field power in various frequency ranges is potentially explained by both cellular and collagen encapsulation of the probe as demonstrated at 6 weeks and 6 months post implantation. We therefore redesigned these probes to increase laminar coverage, and plated the electrodes on the edge of the probe in order to take full advantage of the contacts as has previously been described (Lee et al., 2018). This change in dimension and geometry had the effect of increasing unit yields for the initial 2–3 weeks post implantation, with significant attenuation by the third week. Further reduction of the width by almost a factor of two at the top of the active portion of the probe yielded a greater number of units at week 3. It is an open question how much the placement of the edge electrodes increased unit longevity in relationship to the width change, but newer designs with offset spacing may allow for future examination of this relationship by comparing edge electrodes to those offset from the edge. Further detailed quantification of the differences in chronic neuropathology with various probe dimensions is also warranted to examine the potential correlation between these improved results and differences in the chronic neural interface response.

We also tested various designs of silicon probes available from and developed with manufacturers for the ability to separate single units. Linear, tetrode plus linear and poly-2 site arrangement designs were evaluated for single unit vs. multi-unit cluster isolation. Spacing between individual electrode sites played a significant role as 200 μm spacing (as on NN32/EDGE style probes) increased the number of multi-units sorted. This could affect the precision of research studies focused on activity of hippocampal neurons, for example characterization of place cells or interneurons. Interestingly, some CA1 units spanned not two, but three electrodes, suggesting that large putative pyramidal cells that run parallel to the probe can be detected across greater distances than those previously reported, and further suggesting that lateral electrode separation for analysis in these structures may be helpful. Although most of the probes with a linear design site arrangement (NN32/EDGE150, NN32/EDGE80, and CAMB64/EDGE) were able to record neuronal activity of individual neurons, silicon probes with a tetrode (ATLAS32/TET and NN32/TET) and a poly-2 (CAMB64/POLY-2) design site arrangement had better cluster separation with currently available sorting algorithms, as the proportion of single units to multi-units recorded with a given probe increased. Previous acute examinations in large animals have also noted the usefulness of the parallel geometry in isolating units, even prior to the advent of new sorting techniques (Blanche et al., 2005). New sorting techniques, as well as drift associated with the semi-floating chronic preparation, suggest that parallel configurations may be optimal in order to maximize unit detection and separation in large animal laminar structures, and may be helpful as drives are developed for these probes.

Mock probe testing of the CAMB64 25 mm-long probes demonstrated that 35 μm shank thickness for 80 μm wide probes strikes an ideal compromise between ease of tissue penetration and appropriate targeting vs. the need to maintain small device dimensions. This allowed for production and testing of the 30 mm long 64-channel probes described above, which yielded substantially more units in the poly-2 style probe in acute testing. The balance between maximal stiffness, length and electrode density with minimal cross-sectional area in order to reduce damage to the neural interface remains a significant challenge in large animals. Designs such as the NeuroNexus’ NN32/EDGE probe and the new CAMB64 probe approach these challenges with different design solutions, but appear to have reached a critical threshold where the full depth can be reached with enough electrodes for sorting, and allowing for single unit detection out to a month post implant without being driven. Future chronic implantation of the CAMB64 probes will further test whether the trade-off of device width for increased channel count increases single unit yield, and for how long. These probes are also not at the minimal feature dimensions for this technique, as electrode yield in the initial testing run was also a consideration. Future dimensions of 80 μm wide, 64-channel probes may also increase yield by reducing damage to the neural interface, but this remains to be tested as well.

Passive laminar silicon probes (as described above) are but one solution to the problem of laminar recordings in large animals (Chen et al., 2017; Rivnay et al., 2017). Other proposed solutions that are either commercially available or being developed are the MicroFlex array and the Neuropixels probes, although the current Neuropixels probe is currently only 10 mm long and therefore cannot reach laminar deep brain structures in large animals such as the pig (Jun et al., 2017). The main benefit of the MicroFlex array is a better biomechanical match to brain properties due to their flexible material, however, the role of insertion trauma from electrodes or their carriers vs. chronic interface trauma due to mismatch in the modulus remains to be resolved. In addition, current reports in large chronically implanted animals have yielded fields, but not stable single units at present which remain to be demonstrated (Talakoub et al., 2019). A future Neuropixels version for large animals would be of limited utility in its current form, as cell densities decrease in laminar structures as you move up on the phylogenetic tree (Ulyanova et al., 2018). In addition, it is not as practical to sample multiple structures along only one axis of a probe in the large animal as it is in rodents, necessitating multiple probes for multi-regional studies. Also, Neuropixels probes designed for chronic implants of a period of 1 year or longer may require different designs or materials to increase long-term biocompatibility (Steinmetz et al., 2018). Neuropixels probes cannot be used for translational research on neurological disorders that require neuromodulation as they are incapable of electrical micro stimulation, a technique also useful for probing the role of neural circuits in perception and cognition (Clark Kelsey et al., 2011).



CONCLUSION

We hope that this study will help to facilitate adoption of novel silicon multi-channel probes suitable for chronic implantations in large animals, by comparing silicon probes available for use in large animal electrophysiology, as well as comparing them to a new design and process. NeuroNexus EDGE style probes (NN32/EDGE80) were determined to yield the largest number of units of the available probes for acute and chronic recordings from laminar structures due a linear edge site arrangement, 6 mm of coverage, and potentially reducing damage to the neural interface upon insertion. In addition, cross-sectional area was found to be one determinant of silicon probes’ performance. Novel CAMB64 silicon probes with a poly-2 design were found to have an even better single unit separation and a denser sampling of the laminar structure than existing linear probes. By increasing channel density, we were able to better visualize laminar structure and create offset geometries that enabled better unit sorting. Channel density, site arrangement, and the physical profile of the silicon probe are all important factors to consider when designing probes for acute and chronic implantations to study laminar structures over time in awake behaving animals. We hope these results will lower the threshold for adoption in chronic implantations, by demonstrating consistent yields in laminar electrophysiological recordings in large animals using commercially available probes. We hope that in combination with new wireless technologies allowing for freely moving behavior, this will support new discoveries in both hippocampal and neocortical neurophysiology. In addition, better detection and understanding of laminar circuitry and changes in human disease (i.e., epilepsy, traumatic brain injury) are needed, and therefore viable electrodes need to be tested first in translational large animal models prior to clinical use.
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FIGURE S1 | Internal reference on multichannel silicon probes reduces artifacts during chronic and acute recordings. (A) All multichannel silicon probes used in the study were custom-designed to have a top electrode site substituted for a low-impedance reference site (site area = 4,200 μm2) placed 1–2 mm above the most-proximal probe site. Schematic diagram of a NN32/EDGE80 silicon probe shows the location of internal reference. (B,C) During awake behaving recordings in pigs, the internal reference eliminated movement-associated artifacts. The same 1 s recording segment is shown referenced to a skull screw (B) vs. internal reference (C). (B) The highlighted areas (gray) show “movement artifacts” detected on all 31 channels during awake recordings (arrows). Note that only 16 out of 31 channels are displayed. (C) The noise associated with “movement artifacts” seen in (B) is eliminated after neurophysiological signals were re-referenced to the internal reference on the NN32/EDGE80 silicon probe. (D) Under the anesthetized preparation, the internal reference on the NN32/EDGE80 silicon probe eliminated most of the slow “drift” oscillations as well as the 60 Hz frequency peak, presumably from AC noise during acute recordings.

FIGURE S2 | Multi-unit activity recorded with multichannel silicon probes designed for large animal electrophysiology. Recording profiles of multichannel silicon probes are displayed for NN32/EDGE80 and CAMB64/EDGE silicon probes. (A) Representative traces recorded from a single electrode site on NN32/EDGE80 silicon probe that was located in the pyramidal CA1 layer show raw, unfiltered signal (0.1–9,000 Hz, top trace) and the filtered signal used to identify spiking activity (600–6,000 Hz, bottom trace). Multiunit and oscillatory activity can be seen on both traces. (B) Representative traces recorded from a single electrode site on CAMB64/POLY-2 silicon probe that was located in the granular cell layer shows raw, unfiltered signal (0.1–9,000 Hz, top trace) and the filtered signal used to identify spiking activity (600–6,000 Hz, bottom trace).



FOOTNOTES

1 http://klusta-team.github.io/klustakwik/

2 https://github.com/klusta-team/klustaviewa

3 https://github.com/kwikteam/phy
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Background: Significant progress toward the recovery of useful vision in blind patients with severe degenerative retinal diseases caused by photoreceptor death has been achieved with the development of visual prostheses that stimulate the retina electrically. However, currently used prostheses do not provide feedback about the retinal activity before and upon stimulation and do not adjust to changes during the remodeling processes in the retina. Both features are desirable to improve the efficiency of the electrical stimulation (ES) therapy offered by these devices. Accordingly, devices that not only enable ES but at the same time provide information about the retinal activity are beneficial. Given the above, a bidirectional communication strategy, in which inner retinal cells are stimulated and the output neurons of the retina, the ganglion cells, are recorded using penetrating microelectrode arrays (MEAs) is proposed.
Methods: Custom-made penetrating MEAs with four silicon-based shanks, each one with three or four iridium oxide electrodes specifically designed to match retinal dimensions were used to record the activity of light-adapted wildtype mice retinas and degenerated retinas from rd10 mice in vitro. In addition, responses to high potassium concentration and to light stimulation in wildtype retinas were examined. Furthermore, voltage-controlled ES was performed.
Results: The spiking activity of retinal ganglion cells (RGCs) was recorded at different depths of penetration inside the retina. Physiological responses during an increase of the extracellular potassium concentration and phasic and tonic responses during light stimulation were captured. Moreover, pathologic rhythmic activity was recorded from degenerated retinas. Finally, ES of the inner retina and simultaneous recording of the activity of RGCs was accomplished.
Conclusion: The access to different layers of the retina with penetrating electrodes while recording at the same time the spiking activity of RGCs broadens the use and the field of action of multi-shank and multi-site penetrating MEAs for retinal applications. It enables a bidirectional strategy to stimulate inner retinal cells electrically and to record from the spiking RGCs simultaneously (BiMEA). This opens the possibility of a feedback loop system to acknowledge the success of ES carried out by retinal prostheses.

Keywords: retinal implants, intraretinal implants, penetrating microelectrode array, retinal recordings, retinal stimulation, bidirectional communication


INTRODUCTION
The retina harbors not only the photoreceptors but also a neuronal network (“inner retina”) that serves for information processing and provides the retinal output neurons, the retinal ganglion cells (RGCs). Degenerative retinal diseases caused by photoreceptor death, such as age-related macular degeneration (AMD) and retinitis pigmentosa (RP), are the third leading cause of blindness in the world (Hartong et al., 2006; Pascolini and Mariotti, 2012). Nowadays it is not possible to restore full vision, yet multiple efforts have been made to treat blind patients with photoreceptors loss. Therapeutic and experimental strategies range from vitamins and pharmacotherapies to transplantation of lost retinal tissue, stem-cell based therapies, gene-replacement, and visual prostheses (Hartong et al., 2006; Mills et al., 2017). The latter consist of devices that perform electrical stimulation (ES) to different locations of the visual pathway, including mainly the visual cortex, the optic nerve, and the retina (Margalit et al., 2002; Lewis et al., 2015). In cases in which photoreceptors are lost but the remaining inner retina is still intact, retinal implants have been used with significant advancements toward the restoration of useful vision in blind patients (Zrenner, 2013; Cheng et al., 2017).
In order to restore the lost function of photoreceptors, commercially available retinal prostheses comprise primarily of a light-sensing device and a microelectrode array (MEA). To capture visual information, a camera together with a signal processor unit can be used to detect and process light stimuli. Likewise, a light-sensitive device such as an array of photodiodes might be used. Following, visual information is transduced into electrical signals and conducted into the retinal tissue by a pulse generator or induced by the same array of photodiodes through a MEA. Thereby, retinal implants activate the remaining circuitry of the visual pathway due to the ES of bipolar and/or RGCs, depending on whether the corresponding MEA is placed between the sclera and the choroid (suprachoroidal), between the choroid and the remaining retinal cells (subretinal), or between the neural layer of the retina and the vitreous body (epiretinal) (Margalit et al., 2002; Zrenner, 2013).
While current retinal prostheses allow the restoration of useful visual percepts to blind patients with RP, they do not automatically adjust to the remodeling processes of the retina that lead to an increase of the stimulation threshold and a reduction of the efficiency of the ES therapy of these devices (Cheng et al., 2017; Haselier et al., 2017). Furthermore, it is not clear how visual signals are being encoded in the visual pathway during stimulation, what becomes even more difficult when retinal areas are being stimulated with large surface area electrodes that allow the stimulation of multiple retinal cells after one stimulation pulse (Cheng et al., 2017). Accordingly, devices that not only enable ES but at the same time provide feedback of the retinal activity are beneficial.
With the aim to facilitate the improvement and adjustment of ES parameters in retinal implants and to provide means to examine in real-time the electrical activity within the retina, a bidirectional communication strategy between retinal cells and a prosthetic device using a penetrating MEA has been proposed (Heil et al., 2014; Brusius, 2015; Walter, 2016). In this way, the possibility for simultaneous recording and stimulation is opened.
In this work, a proof of concept confirming the feasibility of using penetrating MEAs as a dual purpose device that stimulates the inner retina and records local field potentials and spiking activity of retinal ganglion cells (RGCs) is unveiled (see Figure 1). Upon photoreceptor degeneration, the thickness of the retina is reduced to approximately 100 μm. Therefore, penetrating devices have to be specifically tailored to match these dimensions. The work presented here shows the design of the probe, its fabrication principles and the application in vitro in retinas of normal mice and mice showing a retinal degeneration. Furthermore, the potential field of action of penetrating MEAs in retinal applications is shown. As they allow access to the different retinal layers, a follow-up of a group of neurons corresponding to a same neuronal column is possible.

[image: Diagram illustrating the BiMEA system with the retina. Light enters the eye, passing through layers: nerve fiber, ganglion cell, inner and outer plexiform, inner nuclear, and photoreceptor. The BiMEA system records and stimulates electrically, providing feedback and current input for stimulation.]
FIGURE 1. Concept of the BiMEA system. The schematic shows a bidirectional microelectrode array (BiMEA), which consists of a multi-site penetrating MEA, allowing the system to perform electrical stimulation to the inner retina (from the inner plexiform layer to the outer margin of the inner nuclear layer) and to record the electrical activity of retinal ganglion cells (RGCs).



MATERIALS AND METHODS

The BiMEA Probes

Custom-made penetrating MEAs, here after called BiMEAs, were designed and fabricated at the Institut für Werkstoffe der Elektrotechnik (IWE-1), RWTH Aachen University (Germany) after evaluating the design by Brusius (2015) fabricated by NeuroNexus (Michigan, United States).

Design and Fabrication

The BiMEA probes are penetrating MEAs with four silicon-based shanks, each one containing three or four iridium oxide (IrOx) electrodes. In total, each penetrating structure contains 12 or 16 electrodes, named 12-BiMEA or 16-BiMEA, respectively. The 12-BiMEAs belong to the first generation of such probes, which have 10–20 μm thick shanks with a width of 100 μm, an inter-shank distance of 150 μm, a total shank length of 1 mm, and rectangular electrodes with a surface area of either 800 μm2 (12-BiMEA-A) or 1600 μm2 (12-BiMEA-B) and a vertical inter-electrode distance of 20 μm (Figures 2A,B). The 16-BiMEAs have narrower shanks with a width of 60 μm, a total length of 312 μm, and an inter-shank distance of 190 μm. In contrast to the first design, the 16-BiMEAs have either four rectangular electrodes with a surface area of 576 μm2 (16-BiMEA-A) or three rectangular electrodes and a bottom trapezoid electrode with the same surface area (16-BiMEA-B) (Figures 2C,D). In order to facilitate the insertion of the shanks, both BiMEA designs have a tip angle of 30°. Each silicon (Si) structure is additionally bonded and glued to a carrier with a 16-DIP connector (Figure 2E).

[image: Panels showcasing microelectrode arrays. A and C display microscopic views of arrays labeled 12-BiMEA and 16-BiMEA with scale bars indicating 100 micrometers. B and D show schematic designs with dimensions. E presents a larger view of an array on a circuit board with specific measurements, including a magnified view with a 500 micrometer scale bar. F depicts a cross-sectional diagram of materials including Parylene-C, Ti/Pt/IrOx, SiN, Au, SiO2, and Si.]
FIGURE 2. The BiMEA probes. Optical images of the BiMEA probes (A,C) bonded to a carrier with a 16-DIP connector (E) are shown. The dimensions for both 12-BiMEA shank designs are depicted in (B), which have a distance of 190 μm from the tip to the first electrode (DTE). In contrast, the 16-BiMEAs are displayed in (D), showing a 16-BiMEA-A shank at the left and a 16-BiMEA-B shank at the right with DTEs of 112 μm and 74 μm, respectively. Additionally, the cross-section of a single shank is depicted in F.

Because of the small area of the stimulation sites, the electrode material must fulfill certain features. The necessary charge must be delivered to evoke action potentials therefore a high charge delivery capacity is needed. At the same time the voltage range has to be kept in a safe range to prevent irreversible electrode alterations and electrolysis in the interstitial fluid. Therefore, IrOx was chosen as the electrode material, as it fulfills all of the aforementioned requirements (Slavcheva et al., 2004, 2006; Wessling et al., 2006; Van Ooyen et al., 2009).

Each Si shank is made of a 20 μm Si substrate, followed by a 300 nm thick layer of oxidized silicon (SiO2), Titanium/Gold (Ti/Au) feedlines 30/300 nm thick, a first passivation layer of silicon nitride (SiN) 1 μm thick with an opening filled with Au. On top, a stack layer with 30 nm of Ti, 250 nm of platinum (Pt), and 500 nm of IrOx form the surface area of the electrodes. Afterward, a coating of 3 μm of parylene-C forms a second passivation layer with the corresponding openings to expose the surface area of the IrOx electrodes (Figure 2F). For the purpose of this work, the four types of BiMEA probes were used indistinctively during the experiments, however, for direct comparisons between experiments the 16-BiMEAs were used.

To keep track of the recordings corresponding to a same vertical column, the shanks of the BiMEA probes were numbered from 1 to 4 from right to left, and the electrodes were numbered from 1 to 4 from the bottom to the top. Thus, while electrode 1.1 (E1.1) corresponds to the bottom electrode of the right-most shank and E1.4 to the top electrode, E4.4 is the top electrode of the left-most shank.

Electrochemical Properties

The IrOx electrodes were electrochemically activated using an EG&G 283 Potentiostat/Galvanostat (AMETEK Scientific Instruments) via cyclic voltammetry (CV) with 500 cycles, a scan rate of 100 mV/s, and activation potentials from -0.85 to 0.85 V versus a Silver/Silver Chloride (Ag/AgCl) reference electrode in 0.9% phosphate buffered saline solution (PBS). In addition, the charge delivery capacity (Qdc) was calculated at the last cycle of the CV curve integrating the current density along the electrode potential versus the Ag/AgCl electrode as suggested by Slavcheva et al. (2004). The BiMEA probes showed a Qdc between 239.3 and 552.5 mC/cm2.

The impedance of the electrodes was evaluated by electrochemical impedance spectroscopy (EIS) using a potentiostat (VSP-300, Bio-Logic Science Instruments SAS) and a three-electrode cell setup prior to the first usage. Each IrOx electrode served as a working electrode and a Ag/AgCl electrode and a platinum (Pt) wire were used as reference and counter electrodes, respectively. The EIS measurements were carried out in 10xPBS applying a 10 mV sinus wave in a range of frequencies between 1 Hz and 100 kHz. The IrOx electrodes showed a low impedance, which decreased with respect to the increasing electrode surface area (ESA) of the BiMEA electrodes, especially in the frequency range of interest where neuronal spikes are captured (102–103 Hz). Electrochemical properties showed by the BiMEA probes are summarized in Table 1, and the respective impedance and CV plots are shown in Supplementary Figure 1.

TABLE 1. Summary of the electrochemical properties of the BiMEA probes.

[image: Table comparing BiMEA probes. Three types are shown: 16-BiMEA, 12-BiMEA-A, and 12-BiMEA-B. ESA in micrometers squared: 576, 800, 1600 respectively. |Z| at one kilohertz in kilo-ohms: 33.89 ± 16.09, 24.24 ± 4.03, 12.26 ± 1.78 respectively. Qdc in millicoulombs per square centimeter: 552.5 ± 9.3, 243.9 ± 40, 239.3 ± 31.5 respectively. Definitions provided for ESA, |Z|, and Qdc.]

Animals

Wildtype animals of the strain C57BL/6 were obtained from Charles River and rd10 mice were bred locally from breeding pairs obtained from Jackson (strain name: B6CXB1-Pde6brd10/J). In this line the rd10 mutation was backcrossed onto the C57BL/6J background for five generations before intercrossing to homozygosity. All animals were kept on a 12 h light/dark cycle with food and water ad libitum. All experiments were performed in accordance with the German Law for the Protection of Animals and after approval was obtained by the regulatory authorities, the Forschungszentrum Jülich and the Landesamt für Natur, Umwelt, und Verbraucherschutz of the German federal state of North-Rhine Westfalia.

Retina Preparation

Light-adapted retinas from wildtype and rd10 mice were prepared under ambient light. The animals were deeply anesthetized with isoflurane (Actavis Dtl. GmbH &Co. KG, Germany) and killed by decapitation, followed by the enucleation of the eyeballs, which were immediately transferred into oxygenated Ames’ medium (Sigma-Aldrich, Germany) at room temperature. The physiological solution was bubbled with carbogen gas (The Linde Group, Germany) containing 95% O2 and 5% CO2 at a pH of 7.4. In order to keep both eyes vital and ensure perfusion during preparation, the eyes were first opened along the ora serrata, allowing the removal of the cornea and the lens. Hereafter the procedure that is explained was effected for each eye as the retinal tissue was used for the experiments.

The lens and the vitreous body were carefully removed using fine forceps. Then, the retina was separated from the eyecup and cut into halves. One half was stored in oxygenated Ames’ medium until it was used, and the other piece was mounted with the ganglion cell layer (GCL) facing downwards onto a circular piece of nitrocellulose filter paper (Merck KGaA, Germany). The filter served as a carrier for the tissue and had a precut central hole with a diameter of 1.5 mm. Afterward, the filter/retina sandwich was transferred onto a polydimethylsiloxane (PDMS) pillow with the GCL facing up, and the filter paper was fixed to the PDMS using insect pins. Finally, the tissue was covered with fresh oxygenated medium.

Experimental Setup

The experimental setup was based on Brusius (2015) and consisted of two main components: a data acquisition system (DAQ) and a measurement chamber.

Data Acquisition System

Electrical recordings were performed using the BioMAS (Maybeck et al., 2016), an in-house amplification system with an ES unit that allowed voltage-controlled stimulation of the retina. The system was connected to a 16-channel-headstage that served not only as a pre-amplification stage, but allowed the measurement of the injected current during ES, as it features an internal current measurement circuit that is connected to the respective stimulating electrodes. Moreover, the DAQ provided a digital output for the activation of an LED circuit during light stimulation, and auxiliary channels were used for recording the LED signal, the ES signal, and the current injected to the tissue during ES. Additionally, a high pass filter at 0.1/1 Hz, a sampling rate (Fs) of either 10 or 20 kHz, and a Ag/AgCl reference electrode were used for the electrical recordings.

Measurement Chamber

A Faraday cage was used to shield the measurement setup, including a support for holding the perfusion chamber, the headstage of the BioMAS system, whose front-end facilitated the handling of the BiMEAs, a LED circuit, and a micromanipulator system (Luigs & Neumann, Germany), which enabled the movement of the probes along three different axes (x, y, and z). Furthermore, the perfusion chamber comprised a reservoir with a PDMS pillow to support the retinal tissue and allowed the inflow and outflow of oxygenated Ames’ medium at room temperature through a perfusion system with a flow rate between 3 and 4 ml/min, keeping the retina vital during the experiments (see Figure 3).

[image: Setup of a laboratory device, labeled with a headstage connected to a BiMEA board. Tubing is marked as perfusion inflow and perfusion outflow. Below, an LED is visible alongside electronic components.]
FIGURE 3. Experimental setup. Inside a Faraday cage, the BioMAS system with a 16-channel-headstage was used for recording the retinal activity and stimulating electrically the retina. The front-end of the headstage and a micromanipulator system were used to place the BiMEA probes inside the tissue. In turn, the retinal tissue was placed inside a perfusion chamber, which had a constant inflow and outflow of oxygenated Ames’ medium. Additionally, a light-emitting diode (LED) circuit was employed to perform light stimulation.

In vitro Electrophysiology

Positioning the BiMEA Inside the Retina

Once the perfusion system was set to run, the BiMEA shanks were driven down slowly with the micromanipulator system onto the epiretinal surface of the tissue until the first peaks or spikes were captured, setting this first position as Z0. Then, the insertion was carried out stepwise inside the tissue, at intervals of approximately 20–25 μm. In this way, further depths (Zx) inside the tissue were referenced to the electrode that recorded the first electrical activity.

Treatment With High Potassium Concentration

The extracellular concentration of potassium (K+) was increased during the perfusion of the tissue to initiate depolarization and increase spiking activity of RGCs. To this effect, potassium bicarbonate (KHCO3) was added to the regular Ames’s medium solution to achieve a 20 mM K+ concentration. The tissue was superfused for 2 min with the high K+ solution followed by washout with the regular physiological solution.

Light Stimulation

A 500 ms squared pulse with an intensity of 5 V was generated with the BioMAS system to activate the LED circuit, which consisted of a 5 mm round white LED connected in series to a 61.9 Ω resistor. This configuration allowed an LED current of 34.2 mA that produced a power of 7.96 μW/mm2 measured at the position of the retina in the recording chamber. This corresponds to a high photopic light stimulus comparable to broad daylight that effectively activates cone photoreceptors. Single and multiple pulses every 15 s were used to perform optical stimulation of the retina.

Electrical Stimulation

In order to avoid the generation of high voltages that might induce irreversible and undesired reactions like water electrolysis and electrode and tissue damage (Gekeler et al., 2004; Cogan, 2008; Brusius, 2015), a voltage-controlled stimulation was chosen. Moreover, biphasic pulses have been shown to be a good strategy to activate the majority of RGCs, especially in degenerated retinas (Jensen and Rizzo, 2009; Goo et al., 2011b; Celik and Karagoz, 2018). Hence, biphasic squared voltage pulses with an initial cathodic phase followed by an anodic phase were used to carry out ES. Considering the stimulation parameters suggested by different research groups (Walter et al., 2005; Stett et al., 2007; Roessler et al., 2009; Goo et al., 2011b) to perform optimal stimulation of the retina in terms of low charge densities and evoked potentials, pulses with amplitudes of ±600 and ±800 mV and phase durations between 0.5 and 0.8 ms were tested (ES-1: 0.8 mV – 0.5 ms; ES-2: 0.8 mV – 0.6 ms; ES-3: 0.6 mV – 0.5 ms; ES-4: 0.6 mV – 0.6 ms; ES-5: 0.6 mV – 0.7 ms; ES-6: 0.6 mV – 0.8 ms). When performing ES, only one bottom electrode at a time was selected as the stimulating electrode, which was previously positioned in the inner retina. The latter means that the stimulating electrode was barely recording retinal spikes due to its location within the tissue. To test for reproducibility, the tissue was stimulated with six electrical pulses every 20 s.

In order to assess the efficiency of the ES, an electrical stimulation efficiency ratio (ESE) was calculated by dividing the firing rate in a window of 400 ms after the ES artifact by the firing rate averaged in 8 s before the stimulation pulse as proposed by Haselier et al. (2017). ESE values higher than one indicate an increase of the firing rate after ES, while ESE values lower than one show a decrease of the electrical activity. To avoid artifacts in the filtering phase, ES artifacts with a mean duration of 24.96 ± 1.37 ms were manually segmented from the raw data before applying the band-pass filter and running the spike detection algorithm. Moreover, an ES trial was determined as a significant stimulation, when the firing rate before and after the stimulation along the six stimulation pulses were statistically different. To this effect, data normality was checked with the Kolmogorov–Smirnov test and statistical differences were established applying paired sample t-tests with a significance level of 5% using Origin (Microcal Software, United States).

Additionally, the current measurement circuit inside the headstage allowed the measurement of the delivered current during ES (Idel), which enabled also the calculation of the injected charge (Qinj) after the time integration of Idel, and the calculation of the charge density (Qd) considering the ESA of the stimulating electrode, which was 576 μm2, as only 16-BiMEA probes were used during ES experiments. Idel, Qinj, and Qd were then calculated for both cathodic and anodic phases.

Signal Analysis

Raw data were subjected to offline post-processing methods using self-written MATLAB (Mathworks Inc., United States) programs.

Filtering

As suggested by Quian Quiroga (2009), zero-phase filtering stages were used to obtain high and low frequency content. Raw data were filtered using 6th order Butterworth band-pass (high and low pass cutting frequencies of 100 Hz and 3 kHz) and a low-pass (cutting frequency of 100 Hz) filters to extract action potentials and LFP, respectively. Additionally, a Notch filter with a cutting frequency of 50 Hz was applied to the low-pass filtered signals, in order to eliminate the power line noise. Moreover, Fourier analysis was carried out to extract the frequency components of LFPs.

Spikes Analysis

To determine whether or not a peak was an action potential (spike), an algorithm based on the search of spikes whose inter-spike intervals were equal or greater than 3 ms (Rey et al., 2015), whose amplitude would surpass a threshold based on the absolute median deviation of the band-pass filtered signal (Quiroga, 2004), and whose prominence (MATLAB, Mathworks Inc., United States) was at least six times the absolute median deviation was implemented. The firing rate of the detected spikes was computed using histogram bins every 1 s, 500 ms, or 100 ms along the desired recording, thereby obtaining the count of spikes per bin depending on the spike count resolution needed. Such count was then normalized to obtain a firing rate in spikes per seconds, meaning Hz.



RESULTS

Recording With the BiMEA Probes

The feasibility of using the penetrating BiMEAs for recording retinal activity is shown for wildtype and degenerated rd10 retina.

Recording at Different Depths Inside Wildtype Retina

As a first step in every experiment, the BiMEA electrodes were positioned at different locations inside the tissue, enabling the recording of electrical activity at different depths (Zx) of the retina. The insertion of the shanks was carried out stepwise: first the shanks were moved close to a position nearby the surface of the retina, then the insertion was continued until the top electrodes of the recording shank had captured spikes. The penetration was performed without the assistance of an optical system, but was assessed by observing the tip of the shanks through the glass ring with naked eyes and the electrical activity recorded by the electrodes. The insertion of the shanks was further confirmed in a dummy experiment (Figure 4). Here, the medium was extracted from the perfusion chamber to avoid the refraction of light due to the watery medium, leaving a semi-hydrated retina that was illuminated from beneath, so that a strong contrast between the carrier paper holding the tissue and the shanks was established for imaging.

[image: Four-panel image showing a BiMEA probe interacting with retina tissue on filter paper. Panel A: Labels indicate "BiMEA Probe" and "Retina." Panel B: Close-up of the probes and tissue. Panel C: Similar view with the focus on probes. Panel D: Overall view of the interaction with enhanced light reflection. Each panel illustrates different angles and lighting effects on the probe and retina.]
FIGURE 4. BiMEA insertion into the retina. Optical images showing four different insertion steps. First the BiMEA shanks are at the surface of the tissue before insertion (A), then the tips of the shanks are driven into the tissue (B), followed by the step-wise insertion of the shanks in C, and the final retraction of the probes at the end of an experiment in D. The tissue was illuminated from beneath, so that a contrast was generated between the filter paper carrying the tissue (dark blue), the retina (light blue), and the BiMEA shanks. A wildtype retina was used during this experiment.

In all experiments, the retina was penetrated from the nerve fiber layer/ganglion cell layer (NFL/GCL). In this part of the retina, action potentials are generated in somas and axons of RGC, while neurons located in deeper retinal layers do not fire action potentials. While penetrating the tissue, fast voltage deflections in the form of spikes were first recorded at the lowest of the electrodes. Spikes were observed at progressively higher electrodes when shanks were moved deeper into the retina (Figure 5). In this manner, the spontaneous activity (SA) of a wildtype retina was followed along a 100 μm trajectory inside the tissue. The electrical activity was first noticed by E1.1, which captured low amplitude peaks (≤18 μV), indicating that the bottom electrode of the shank was nearby the retinal surface. In this way, further depths at Z1 (21.6 μm), Z2 (39.7 μm), Z3 (61 μm), Z4 (80.8 μm), and Z5 (100.7 μm) corresponded to the position of the bottom electrode (E1.1) inside the retina with respect to Z0 (0 μm).

[image: Electrophysiological data showing recordings from four electrode sites (E1.1 to E1.4) with plots of neural signals at various insertion depths (Z0 to Z5). Each row represents an electrode site, and each column corresponds to a different depth. Diagrams illustrate electrode positioning relative to retinal layers. Time is marked as 2 seconds and voltage as 100 microvolts.]
FIGURE 5. Recording at different depths inside wildtype retina. The boxes display segments of 2 s of the band pass filtered recordings for one shank. Each row corresponds to each one of the four electrodes of the same shank as indicated by the sketch at the left, and each column represents a different insertion depth (Z0-5) inside the retina, corresponding Z1 to 21.6 μm, Z2 to 39.7 μm, Z3 to 61 μm, Z4 to 80.8 μm, and Z5 to 100.7 μm in reference to Z0. The depth difference among each Z (ΔZ) was approximately 20 μm. Likewise, the expected shank position along the different depths within the retina is portrayed at the bottom.

At Z1 spikes were detected in all four electrodes, however, the spike amplitude was higher at the bottom electrodes E1.1 and E1.2, with peak heights of 28.52 ± 5.08 μV and 31.83 ± 3.19 μV accordingly (see Figure 5 and Supplementary Table 1), thereby indicating that they were within the NFL and GCL. In such a way, the spike amplitude of the peaks detected by the electrodes increased while they entered the superficial layers of the tissue (NFL and GCL) and decreased as they penetrated deeper inside the retina. In this way, knowing that the distance from the top to the bottom electrode was 100 μm, considering that at Z3 E1.3 and E1.4 recorded the spikes with the highest amplitudes (see Supplementary Table 1), and taking into account that the summed thickness of the NFL, the GCL, and the inner plexiform layer (IPL) is around 70 μm (Dysli et al., 2015), it was then expected that the two top electrodes (E1.3 and E1.4) were in between the GCL and the NFL, that E1.2 was reaching the IPL, and that the bottom electrode (E1.1) was at the end of the IPL and reaching the inner nuclear layer (INL) of the retina (see bottom sketch in Figure 5). Consequently, no action potentials were captured with E1.1 and E1.2 at Z4, which were expected to be between the outer plexiform layer (OPL) and the INL. In contrast, the upper electrodes E1.3 and E1.4, which had moved further into the IPL and GCL were still recording spikes. Finally, at Z5, only low amplitude peaks (≤16 μV) were detected by the upper electrodes, meaning they were already beyond the RGCs.

It is important to notice that in cases when the explanted tissue was not completely flat on the PDMS pillow, the shanks did not contact the tissue at the same depth. The latter can be seen in Figure 4 and is also observed during the electrical recordings. For example in Figure 6, the electrical activity captured by two shanks at Z2 (42.8 μm) is shown. While the spiking activity of the vertical column in shank one is barely captured by the bottom electrode (E1.1) but detected by the upper electrodes (E1.2, E1.3, and E1.4), the bottom electrodes in shank two (E2.1 and E2.2) are the ones recording the action potentials of RGCs. The latter reveals that even though both shanks were inside the tissue, they were actually at different depths. Thus, when the Z positions were set, these corresponded to the shank whose electrodes captured the first spikes of the recording. Hence, the Z positions for the recordings displayed in Figure 6, were taken according to the first shank.

[image: Nine graphs on the left display electrical signals labeled E2,4 to E1,1 with a time scale of 200 milliseconds and amplitude of 100 microvolts. The inset on the right magnifies a section, showing distinct waveforms colored blue, red, yellow, and purple, labeled E4,4 to E4,1 with a time scale of 5 milliseconds and amplitude of 10 microvolts.]
FIGURE 6. Shanks at different depths inside the retina. The boxes at the left show the electrical activity of a wildtype retina captured by two shanks at Z2 (42.8 μm) inside the retina. Each column represents each shank and each row an electrode along the shank. The graph at the right zooms the activity captured in shank one, depicting in purple E1.1, in yellow E1.2, in red E1.3, and in blue E1.4. The peaks detected as spikes in this extract are marked with an asterisk of the corresponding color.

Furthermore, having shanks with multiple recording sites allowed us to follow the activity of a group of cells within a same vertical column inside the tissue. As exhibited in Figure 6, the same spikes with different amplitudes were captured by the electrodes of a same shank (depending on how deep inside the tissue they were), what indicates that whenever the bottom electrodes were not detecting any more spikes, it was because they had already passed the GCL, however, the activity of the cells present in that vertical column where the shank was located, was still recorded by the upper electrodes.

Recording Responses to Treatment With High Extracellular Potassium Concentration

In order to confirm that the signals recorded previously indeed reflect physiological activity of RGCs in the form of action potentials, a wildtype retina was subjected to an increased extracellular K+ concentration, allowing us to observe a physiological retinal response to changes in the extracellular ionic concentration. A recording of one electrode site displaying the spiking activity and the firing rate along a complete experiment is shown in Figure 7, where four phases exhibiting the response to the treatment with high K+ were distinguished. First, regular SA with a firing rate of ∼17 Hz was detected (Figure 7A), then after the application of 20 mM K+ a lag phase was observed, followed by a transient increase in the firing rate with a spike count up to ∼40 Hz (Figure 7B) and a spikeless silent phase (Figure 7C), which was ended upon washout, thereby permitting the recovery of the spiking activity with a firing rate of ∼23 Hz (Figure 7D).

[image: Graphical representation of neuronal activity showing voltage and firing rate over time with 20 mM K application and washout. Top section indicates phases: A) Lag phase, B) Increased firing rate, C) Silence phase, and D) Recovery of spontaneous activity. Bottom section details voltage changes with specific phases of activity.]
FIGURE 7. Response to treatment with high potassium. The top box displays the recording of the complete experiment, indicating with red arrows the application time of 20 mM K+ and the time when the washout with regular medium was started. The second top box shows the firing rate along the experiment with bin counts every second. The four plots inside the dashed box at the bottom show a zoom of the four phases distinguished during the experiment. (A) Regular SA captured at the beginning, (B) increased firing rate after the application of 20 mM K+, (C) silence phase, and (D) recovery of SA upon washout.

This behavior is in full agreement with our current understanding of how action potentials are generated. The increase in the external K+ concentration shifted the Nernst potential for K+ and, therefore, the membrane potential of RGCs to more positive values. This depolarization increased the firing rate of the recorded cells (Figure 7B). Continuous depolarization of the cells finally induced a depolarization blockade concomitant with a silence phase (Figure 7C), during which no action potentials could be fired because voltage-activated Na+ channels did not recover from inactivation. Afterward, when the extracellular K+ concentration was reduced with the perfusion of regular medium, the SA recovered.

Recording Responses to Light Stimulation

In order to confirm that the retinal integrity was preserved upon penetration by BiMEA electrodes, responses of a wildtype retina to optical stimulation were recorded with the penetrating BiMEAs. Light stimuli were 500 ms long and were repeated every 15 s (see Figure 8). Light-induced artifacts were observed in the recordings phase-locked with the ON-OFF switching of the light stimuli (pointed with red arrows in Figure 8A, but present in all shown examples). In principle, responses to light steps can be ON (increased spike frequency at light onset), OFF (ditto at light offset) or ON-OFF and can be transient or sustained. As retinas were prepared under ambient light and therefore not optimized for recording light responses, we did not attempt to document all response types, but rather show in a few examples that light responses could be recorded with the type of electrodes used here.

[image: Graph showing neuronal electrical activity and firing rates in two panels labeled A and B. Panel A: Black trace indicates electrical activity. Red arrows highlight peaks, with firing rate in green at 10 Hz. Panel B: Similar layout with different activity patterns, firing rate in green at 40 Hz. Both include red bars indicating light ON periods. Insets detail specific sections.]
FIGURE 8. Responses to optical stimulation in wildtype retina. Light stimuli with an ON period of 500 ms every 15 s were used to stimulate the retina optically. In the first column, recordings of ON and OFF responses are shown. Plots at the second column correspond to a 3 s extract of the complete recording shown at the left. In (A), the response of a transient and a sustained ON cell. In (B), the bursting activity of two different cells (ON and OFF cells) are pointed out by the dark green arrows. Traces in black represent the electrical recordings (μV), in light green the firing rate with normalized bin counts every 500 ms [spikes/second (Hz)], and in red the corresponding time trace. The red filled-bumps match the time when the light stimuli were ON. The red arrows in (A) point out high amplitude peaks at the onset and offset of the light pulses, which are electrical artifacts induced by light seen in all the recordings when using light.

The recording in Figure 8A shows a low SA (<1 Hz), which was increased up to 20 Hz by a short burst of low amplitude peaks (∼15 μV) and a sequence of higher amplitude spikes (∼38 μV) that lasted until the end of the light stimulus, indicating the presence of a transient and a sustained ON cell recorded by this electrode. In the case of Figure 8B, a burst of spikes during the light stimulus (ON cell, first arrow) and a short burst after the offset (OFF cell, second arrow) could be observed. These recordings demonstrate that the retina could still respond to light after the penetration, indicating that tissue damage was minimal.

Responses to light were also used in the experiments to assess the vitality of wildtype retinas while penetrating the tissue, ratifying that the same group of cells at different retinal depths were being recorded. Figure 9 exhibits an example of the follow-up performed to the ON cells captured in Figure 8B, showing the same optical response for Z1 (20.9 μm), Z2 (42.5 μm), and Z3 (63 μm). At Z1, the reaction to light was evident at the two bottom electrodes, indicating their proximity to the NFL and GCL. At Z1, the upper recording sites did not capture any action potential but displayed the electrical artifact induced by the stimuli (see red arrows). At Z2 the spiking activity became more visible for E3.2. Finally, at Z3 the action potentials were diminished in amplitude at E3.1, became notorious with higher amplitude peaks at E3.2 and E3.3, and started to be captured by E3.4. Considering the responses to light captured at the upper electrodes, the reduced spikes captured by E3.1, and that the latter was at a depth of ∼63 μm inside the retinal tissue, it was an indication that the bottom electrode was entering the next retinal layer, the IPL, and that the retina was still vital. In this way, the BiMEA probes were placed in such a way that the bottom electrode would be located deep inside the retina, where spikes were barely captured or not captured at all, while the upper electrodes were still capable of recording the ongoing activity, so that further experiments, such as ES inside the retina, could be performed.

[image: Electrode site diagram showing four electrodes (E3.1 to E3.4) spaced 12 micrometers apart. To the right, a grid of waveforms (Z1 to Z3) shows electrical signals recorded at different depths, with consistent red markers. Below, illustrations depict electrode placement in retinal layers: nerve fiber layer (NFL), ganglion cell layer (GCL), inner plexiform layer (IPL), inner nuclear layer (INL), and outer plexiform layer (OPL). Arrows indicate insertion depth changes of approximately 20 micrometers. The y-axis represents 120 microvolts, and the x-axis is two seconds.]
FIGURE 9. Responses to optical stimulation at different retinal depths. Segments of 2 s showing the electrical recordings during light stimulation. Each row corresponds to each one of the four different electrodes of the same shank as indicated by the shank sketch at the left. Insertion depths from Z1 to Z3 correspond to each column. The depth difference among each Z (ΔZ) was approximately 20 μm. The red filled-bumps depict the time where the light stimuli were ON (500 ms). Likewise, the expected shank position along the different depths within the retina is portrayed at the bottom.

Recording From Degenerated Retina

Given that it was possible to record the electrical activity of a vital wildtype retina with the penetrating BiMEAs, these were also used to capture the activity of retinas with photoreceptor degeneration. To this end we employed retinas of rd10 mice, a mouse line that is considered a suitable model for the human disease RP. When positioning the shanks inside the degenerated tissue, a rhythmic activity was recorded (Figure 10). This pathological activity is not observed in wildtype retinas. In rd10 mouse retina, the oscillations are commonly observed (Goo et al., 2011a; Stasheff et al., 2011; Jae et al., 2013; Biswas et al., 2014; Haselier et al., 2017) but may come and go throughout the recording (Biswas et al., 2014). Oscillations can be observed in the raw recording as well as in the low-pass filtered signal, the LFP. Fourier analysis showed a main oscillating frequency of the LFPs around 2.6 Hz, while none were present in the wildtype. Moreover, an inherent bursting activity often phase-locked to the negative deflection of the LFP was observed in comparison to the stochastic spiking activity of a healthy retina (Figure 10).

[image: Six graphs depict signal processing for Rd10 and wildtype under three conditions: raw, band-pass filtered, and low-pass filtered. Rd10 shows significant activity, especially in the low-pass filter. Wildtype remains steady across conditions. A Fourier spectrum below demonstrates frequency peaks for Rd10 compared to wildtype, highlighting differences at 2.66 Hertz.]
FIGURE 10. Comparison of wildtype and rd10 recordings. Rd10 and wildtype recordings are shown in the first two rows. The raw signal of rd10 exhibits bursting activity that coincides with the presence of low frequency oscillations, which can be seen in the raw and low-pass filtered signals. Wildtype activity shows only the presence of stochastic spikes. At the bottom box, the single-sided Fourier spectra expose a main frequency component of ∼2.66 Hz for rd10 LFPs, while none were encountered for the wildtype.

Spike bursts and LFPs with frequencies ranging from 2.6 to 4.3 Hz were also observed at different x-y locations within the same retina (Figures 11A–C). These oscillatory frequencies agree well with the typical range of 3–6 Hz reported by Biswas et al. (2014). Moreover, in some rd10 samples (Figure 11D), spike bursts and oscillations were not evident in the LFP, however, the Fourier spectrum revealed an increased power for frequencies ranging between 2.5 and 7 Hz and peak frequencies around 4.3 Hz, showing that an oscillatory component was present in the recorded activity even when not obvious during the live recordings.

[image: Electrophysiological data from four panels (A-D) depict spiking signals (black) and local field potentials (red) with corresponding single-sided Fourier spectra in blue. Panel A shows a frequency peak at 4.3 Hz, panel B at 2.9 Hz, panel C at 3.5 Hz, and panel D at 4.3 Hz. The Y-axis represents voltage in microvolts, and the X-axis for Fourier spectra denotes frequency in Hertz. Each subplot aligns spiking signals with their power spectral density, highlighting frequency peaks.]
FIGURE 11. Recording different LFPs in rd10 retinas. Rd10 spikes and LFPs in (A–C) exhibit the electrical activity of the same retina at different x-y locations, displaying in black the band-pass filtered signal (spiking signal) and in red the low-pass filtered signal (LFP). At the right column, single-sided Fourier spectrum is shown for each case. In the case of (D), which shows the activity of a different sample, the typical rd10 electrical behavior was not evident, but oscillatory components in the LFPs were exposed by the corresponding Fourier spectrum.

We observed some differences between recordings from wildtype and rd10 retinas. During penetration of the wildtype retina with the shanks, the recording with the highest spike amplitude moved along the shank from the bottom to the top electrode (see e.g., Figure 5). A similar effect was observed in rd10 retina, however, the effect was less pronounced and decent spike recordings could be observed over more penetration steps than in wildtype retina (see Figures 12A,B and Supplementary Tables 2, 3). Assuming that the highest spike amplitude was recorded by the electrode which was closest to the RGCs, the recordings at Z8 and Z3 indicated that the top electrodes E4.4 and E3.4 were in between the GCL (see Figures 12A,B accordingly). At this last depth, the top electrodes captured higher amplitude spikes of 54 ± 11.14 μV and 69.07 ± 23.44 μV, while the bottom electrodes E4.1 and E3.1 had gone through deeper layers. Considering that the thickness of the retina in adult rd10 mice is ∼100 μm (Pennesi et al., 2012) and that each bottom electrode had gone through ∼100 μm (E4.1 from Z3) and 81.4 μm (E3.1 from Z2) inside the retina, it was expected that E4.1 was reaching the end of the tissue at the outer margin of the INL. While no spikes are generated at this depth, the bottom electrodes captured the same spikes as the upper electrodes, albeit at lower amplitudes of 30 ± 6.81 μV (E4.1) and 44.43 ± 9.18 μV (E3.1). Finally, the average maximum spike amplitude in wildtype retina was ∼39 μV, while in rd10 it was ∼100 μV (see Supplementary Table 4).

[image: Graphs show spiking signals and local field potentials (LFP) from neural recordings. Panel A and B display signal changes at different electrode depths. Panel C shows LFP traces for selected electrodes. Panel D displays power spectra, highlighting frequencies for each electrode.]
FIGURE 12. Recording at different depths inside rd10 retina. In A, the electrical activity of one shank along Z0–Z8 with Z steps of ∼20 μm, corresponding Z1 to 21 μm, Z2 to 42.6 μm, Z3 to 63.8 μm, Z4 to 82.3 μm, Z5 to 101.7 μm, Z6 to 121.7 μm, Z7 to 141 μm, and Z8 to 162.1 μm with respect to Z0 is shown. Each row corresponds to each one of the four electrodes of the same shank as indicated and each column represents a different insertion depth (Zx) indicated. B shows the electrical activity of a second rd10 retina with Z steps of ∼40 μm. Z1 corresponds to 41.5 μm, Z2 to 80 μm, and Z3 to 122.9 μm with respect to Z0. The black traces show the spiking signal and in red the LFPs. In C the LFPs, and in D the corresponding single-sided Fourier Spectra at each depth for all the electrodes of the shank displayed in B,C. The peak frequency of the low frequency oscillations range between 3.586 and 4.88 Hz along Z0-3.

It was possible to do a follow up of the pathologic rhythmic activity of the degenerated rd10 tissue along different depths. While the typical spike bursts and oscillations were not obvious in the recordings exhibited in Figure 12A, Fourier analysis showed an increasing power of oscillatory components ranging between 2.5 and 7 Hz as deeper distances within the retina were achieved, with a peak frequency of 4.3 Hz at Z8 (see Supplementary Figures 2A,B). A clearer behavior was captured when Z steps of ∼40 μm were performed (see Figures 12B–D). Here, spike bursts coupled with low frequency waves were noticed from Z0 until Z3, with an oscillatory component that increased in power and whose peak frequency was shifted from 3.586 to 4.88 Hz as the electrodes advanced deeper inside the retina (see Figure 12D).

Electrical Stimulation and Recording

After validating the feasibility of using the BiMEA probes for recording retinal activity and accessing the different retinal layers for both wildtype and rd10 retinas, we set out to electrically stimulate neurons of the inner retina with the lowermost electrode while at the same time record activity of RGCs with the upper electrodes. Following the insertion methodology, the shanks of the BiMEA probes were first placed inside the tissue until the recordings of at least one shank would indicate adequate penetration with higher amplitude spikes at the top electrodes and lower amplitude spikes or no spikes at the bottom electrode in deeper layers. Likewise, the vitality of the tissue was assessed by the recording of SA and, in the case of wildtype retinas, responses to light stimulation. Afterward, ES in a voltage-controlled mode was carried out, using the bottom electrode (EX.1) of the selected shank as the stimulating electrode, and the rest as recording electrodes. In this way, the shank carrying the stimulating electrode would be referred as the stimulated shank, and the others as non-stimulated shanks. Different sets of stimulation parameters termed ES-1 to ES-6 were chosen and the stimulation efficiency ESE was determined.

ES was first tested in wildtype retinas, which exhibited a burst of spikes when a reaction to an electrical stimulus was present. Figure 13A shows an example of a wildtype retina (for vitality of sample and positioning of electrodes see Supplementary Figure 3A) stimulated with six ES pulses using ES-3 parameters (0.6 mV – 0.5 ms) every 20 s. The bursting reaction was evoked pulse by pulse, showing a successful stimulation with an activation effect on RGCs, as significant firing rate differences (p < 0.05) with ESEs higher than one were revealed for the three recording electrodes (E3.4, E3.3, and E3.2) of the stimulated shank (see recordings inside the green frames in Figures 13A,B). Successful stimulation was observed for six different stimulation parameters with ES-3 yielding the highest ESE between 8.04 ± 4.29 and 10.27 ± 6.97 (see Figure 13B).

[image: Graphical representation of electrical recordings and stimulation efficiency. In A, three shanks of recordings with pulses show different electrode recordings, with red highlighting the stimulating electrode. Panel B displays a bar graph of electrical stimulation efficiency across various parameters with different colored bars (blue, orange, and yellow) representing specific electrodes, along with respective amplitude and phase period parameters on the x-axis. Error bars indicate variability, and data is compared across varying stimulation parameters.]
FIGURE 13. Electrical stimulation and recording in wildtype retina. The electrical activity after six consecutive biphasic pulses (first cathodic) with 0.6 mV in amplitude and a phase period of 0.5 ms (ES-3) every 20 s at E1 of shank 3 is shown for a wildtype retina in (A). Recording extracts of the first second before electrical stimulation (ES) followed by the electrical activity of the first 400 ms after each electrical stimulus are displayed for each shank (column) and each electrode (row). The ES pulses are represented by red dashed lines, and the activity captured by the recording and stimulating electrodes is displayed in black and red, respectively. Additionally, a zoom of the electrical activity captured 15 ms before and 25 ms after each ES pulse (stimulation artifact shown as a line of 0 V) is shown for the shank of interest, pointed out with a green frame. Electrodes with a significant stimulation (p < 0.05) are denoted with an asterisk (∗). In (B), the electrical stimulation efficiency (ESE) for six different ES parameters are shown for the same retina used in (A). For this experiment, shank 4 is not shown due to non-working electrodes.

Likewise, mean ESEs between 1.26 ± 1.40 and 2.5 ± 2.35 were detected in shank 2, however, the electrical responses captured by the electrodes of this non-stimulated shank were not constant along the six stimuli. In this way, a non-significant stimulation was produced for cells recorded at shank 2, while responses to the stimuli were barely captured from cells recorded by shank 1. Moreover, a significant reduction of the firing rate with ESEs lower than one was also observed during ES-1 (in E2.4) and ES-4 (in E2.4 and E2.3) in recording electrodes of non-stimulated shanks, exposing therewith an inhibition effect after ES (see Supplementary Table 5).

Figure 14A exhibits the electrical responses of an rd10 retina (see SA of sample before ES and positioning of electrodes in Supplementary Figure 3B) stimulated with six consecutive pulses every 20 s using ES-2 (0.8 mV and 0.6 ms). Here, the presence of at least two different cells in the recordings of shank 1 was noted, as two different spike amplitudes stood out, exposing thereby responses that comprised a mixture of discontinuous spikes with an increased firing rate and bursts of action potentials. Similarly to wildtype retinas, successful stimulation was observed at the three upper electrodes of the stimulating shank (p < 0.05), however, the mean ESEs of the electrodes was lower than in wildtype, between 2.2 and 2.7. Significant stimulations were also obtained using ES-3 and ES-6 on this retinal sample, yet the ESEs were lower than for ES-2, ranging between 1.4 and 2.2 (see Figure 14B and Supplementary Table 6). Differences in the ESE between wildtype and rd10 retinas were further confirmed when comparing the average ESE of the stimulated shanks during successful stimulations. In this way, ES-1, ES-2, and ES-3 proved to evoke significantly higher ESEs in wildtype than in rd10 samples (see Supplementary Figure 4A).

[image: Graph showing electrical stimulation recordings and efficiency. Panel A presents waveforms from electrodes E1 to E4 across Shanks 1 to 4 with a highlighted section of six pulses. Red indicates stimulating electrodes, black for recording electrodes. Panel B displays a bar graph comparing electrical stimulation efficiency across different parameters, with ratios shown for E1,4, E1,3, and E1,2. Error bars are included.]
FIGURE 14. Electrical stimulation and recording in rd10 retina. In (A) the electrical activity after six consecutive biphasic pulses (first cathodic) with 0.8 mV in amplitude and a phase period of 0.6 ms (ES-2) every 20 s is shown for an rd10 retina. Recording extracts of the first second before electrical stimulation (ES) followed by the electrical activity of the first 400 ms after each electrical stimulus are displayed for each shank (column) and each electrode (row). The ES pulses are represented by red dashed lines, and the activity captured by the recording and stimulating electrodes is displayed in black and red, respectively. Additionally, a zoom of the electrical activity captured 15 ms before and 25 ms after each ES pulse (stimulation artifact shown as a line of 0 V) is shown for the shank of interest, pointed out with a green frame. Electrodes with a significant stimulation (p < 0.05) are denoted with an asterisk (∗). In (B), the electrical stimulation efficiency (ESE) for three different ES parameters is shown for the same retina used in A.

Unlike to the electrical responses evoked in wildtype retinas, successful stimulations eliciting the activation of RGCs in the recording electrodes of non-stimulated shanks were detected in rd10 retinas, as revealed by electrodes E4.4, E3.2, E2.2, and E2.1 (see Figure 14A and Supplementary Table 6). While the recordings before ES suggested that the bottom electrodes of the non-stimulated shanks had reached the GCL (E4.1) and the NFL (E3.1 and E2.1) in the rd10 sample (see Supplementary Figure 3B), electrical responses were also captured in the upper electrodes with low amplitude spikes. The fact that E4.4, E3.2, and E2.2 presented significant firing rate differences can be attributed to the sensitivity of the ESE when a low SA (higher than 0 and lower than 1 Hz) is being captured, since the ratio would calculate an ESE higher than 1 even when one spike is detected after ES, and would rise extremely if the activity before ES is slightly higher than 0 Hz. Nevertheless, consistent and significant electrical responses generating firing rate increases were observed in shank 2 during the three different ES parameters tested on the sample (see Supplementary Table 6). Moreover, considering that the inter-shank distance was 190 μm, the stimulation of distant cells with respect to the stimulating electrode was unveiled for rd10 retinas.

Furthermore, measurements of the delivered current during ES exposed minimum cathodic currents of -4.62 ± 2.92 μA and maximum anodic currents of 6.43 ± 4.04 μA for the generation of successful stimulations on both wildtype and rd10 samples. Depending on current amplitude and stimulus length, cathodic and anodic charge densities between -686.10 ± 304.16 μC/cm2 and 555.69 ± 308.41 μC/cm2, considering an ESA of 576 μm2 (see Supplementary Table 7 and Supplementary Figures 4B,C) triggered stimulation of cells. Hence, our stimulation parameters lie in the range also employed by other researchers (Stett et al., 2000; Suzuki et al., 2004; Jalligampala et al., 2017; Corna et al., 2018). In addition, despite the higher cathodic but lower anodic charge densities encountered in rd10 retinas during ES-3 and ES-6, no proportional relationship between higher cathodic currents and higher stimulations efficiencies were found, what can be explained by the high variability of the delivered currents during ES (see Supplementary Figures 4B,C).

Finally, reproducibility of the evoked responses was confirmed after testing six different stimulation parameters in three different wildtype retinas, obtaining significant stimulations in two out of three retinas after applying ES-1, ES-2, ES-4, ES-5, and ES-6, and in one retina using ES-3. In contrast, rd10 retinas showed successful stimulations after ES-1, ES-3, and ES-6 in one out of two retinas, and after ES-2 in two out of two retinas.



DISCUSSION

Multi-Site Penetrating MEAs for Retinal Applications

With the aim to achieve a closer proximity to target neurons and reduce charge densities during ES for retinal implants, penetrating electrodes have been investigated by several research groups in the form of pillars or protuberant 3D electrodes (Yanovitz et al., 2014; Bendali et al., 2015; González Losada et al., 2017; Flores et al., 2018). In order to amplify and complement such efforts into a bidirectional communication between a prosthetic device and retinal cells, multi-shank and multi-site penetrating MEAs (Michigan-like probes), which have been used mostly as intracortical neural interfaces (Weltman et al., 2016), were tested in this work to prove the feasibility of simultaneous intraretinal electrical recording and stimulation. Penetrating pillars or protuberant electrodes are typically used for unidirectional communication, i.e., ES, while to our knowledge, the application of multi-site penetrating electrodes for a bidirectional communication with simultaneous ES and recording of the retina has not been published before. Even healthy retina is only 200 μm thick, much thinner than the neocortex. Upon photoreceptor degeneration, the remaining retina is only 100 μm in thickness. Hence, in the design of our device we carefully optimized size and distance of the electrodes to match these restrictions.

The use of penetrating shanks with multiple electrode sites made it possible to place the bottom electrodes of the shanks (later on used as stimulating electrodes) in deeper retinal layers, while at least one of the upper electrodes came in close proximity to the GCL, to continuously record the spiking activity of the retina. Recordings of spontaneous electrical activity, as well as meaningful physiological responses to optical stimulation and changes in the extracellular ionic concentrations proved that the recorded spikes originated from RGCs, showing in turn the vitality of the tissue during the intraretinal recordings. Moreover, the penetrating MEAs were also capable of crossing different retinal depths in degenerated rd10 retinas while recording the typical pathologic rhythmic activity present in rd10 mice (Goo et al., 2011a; Stasheff et al., 2011; Jae et al., 2013; Biswas et al., 2014; Haselier et al., 2017). After proving the capabilities of the penetrating BiMEAs to access different retinal layers while recording the retinal activity, ES of neurons of the inner retina was carried out using only the bottom electrodes as stimulating electrodes. The upper electrodes of the stimulated shank, located close to the GCL, were then used together with the electrodes of non-stimulated shanks as recording electrodes. In this way, successful electrical responses in both wildtype and rd10 retinas were captured during simultaneous intraretinal recordings. Bursting reactions to different electrical stimuli were exposed for wildtype retinas, while bursting activity as well as discontinuous spikes were observed for rd10 retinas. Additionally, lower ESEs were revealed in rd10 in comparison with wildtype retinas, agreeing with the ES behaviors reported by Haselier et al. (2017) using planar MEAs. While electrical recording and stimulation of retinal neurons can be also achieved with planar MEAs, multi-site penetrating probes allow the possibility to record from the same neuronal column being stimulated. In this way, it was noted that in wildtype retinas ES evoked excitatory responses confined to the neurons within the neuronal column along the stimulated shank. A device that can control the stimulating current and simultaneously record the success of ES could enable a bidirectional communication that provides feedback about the success of ES, capture the presence of abnormal retinal activity, and in principle perform an autonomous calibration of stimulating parameters.

In addition, current measurements during ES exposed injected currents and charge densities within the range of subretinal ES thresholds (100–900 μC/cm2) when using small electrode sizes (∼706 μm2) on rd10 retinas, as recently reported by Corna et al. (2018). The charge densities revealed here surpass the thresholds reported by Yanovitz et al. (2014) and Bendali et al. (2015) when using penetrating pillar and protuberant electrodes inside the retina. However, optimization of stimulation modes, such as current- and charge-controlled stimulation as well as ES parameters for the BiMEA probes were beyond the scope of the present study and must be addressed in future studies.

We observed some differences between wildtype and rd10 retina. In wildtype retina using 20 μm steps, we could clearly observe how the electrode that proved optimal for spike registration changed when the shank was inserted deeper into the retina. In rd10 retina, this was less clear. Mechanical differences between wildtype and rd10 retinas, such as an increased stiffness (Hamon et al., 2017), might have interfered with the insertion of the penetrating shanks into the rd10 retina, suggesting that a higher insertion force might be needed when approaching the degenerated tissue. Likewise, in comparison with wildtype retinas, the decreased resistivity in rd10 retina (Wang and Weiland, 2015) could explain higher spike amplitudes during rd10 recordings and the presence of retinal spikes at the bottom electrodes when the top electrodes of a shank indicated to be nearby the GCL of the retina. The lower resistivity of the degenerated tissue could also explain the fact that for some stimulation parameters, higher charge densities were achieved in rd10 retinas in comparison with wildtype, what could have elicited electrical responses in distant neurons. Hence, comparing the results between wildtype and rd10 retina suggests that the successful stimulation of a narrow group of neurons is possible, however, the stimulation parameters should be tuned for each type of retina.

Design Considerations and Future Penetrating BiMEAs

When compared to planar MEAs, the use of penetrating MEAs is certainly a more invasive method, and this is why efforts must be focused on the optimization of design and materials to minimize the potential damage of a penetrating intraretinal implant.

On one side, the design of such probes must consider the anatomy and microstructure of the retina. The first generation of BiMEA probes (12-BiMEAs) exhibited in this work, had a shank length of 1000 μm, which was reduced to 312 μm in a newer design (16-BiMEAs), coming closer to the total retinal thickness of approximately 200–220 μm in wildtype mice and 100–120 in rd10 (Pennesi et al., 2012; Dysli et al., 2015; Li et al., 2018). Considering that region of interest for the penetrating MEAs inside the retina comprises from the NFL to the outer margin of the INL (∼100 μm), the shank length of future designs could be further reduced. Similarly, the selection of smaller electrodes (from 80 × 20 μm2 to 40 × 20 μm2) lead to the optimization of the shank width, which was reduced from 100 to 60 μm.

Additionally to the reduction of electrode dimension, a geometry modification of the stimulating BiMEA electrode (from rectangular to trapezoidal) helped to reduce the distance from the tip to the bottom electrode, thereby avoiding to pierce completely the retina during positioning of the electrodes. As smaller electrodes could reduce the dimensions of the penetrating shanks and increase spatial resolution, appropriate electrode materials that yield low impedances and high charge delivery capacities, such as IrOx, PEDOT, or nanostructured Pt (Boehler et al., 2017), should be considered. In addition, different electrode configurations, like the use of a local return electrode, could be tested in order to narrow the scope of the ES (Weiland et al., 2016).

Furthermore, new materials that attenuate the mechanical and biological mismatch between the retinal tissue and the implant should be considered. Current planar retinal implants are based on flexible substrate materials such a polyimide, parylene-C, and silicone rubber (Weiland and Humayun, 2014), however, the growing generation of penetrating probes for retinal applications, including pillar electrodes and the one presented in this work, are mostly based on stiff materials like silicon (Yanovitz et al., 2014; Flores et al., 2018). Considering that the use of stiff materials can lead to glial responses and scar tissues hindering the long term functionality of neuronal implants (Weltman et al., 2016), in the future flexible and compliant penetrating retinal probes must be pursued. Therefore, in order to boost the potential use of bidirectional penetrating MEAs for retinal applications, further tests to investigate the mechanical properties and biological impact of such probes with respect to the retina are needed.



CONCLUSION

This work unveiled the feasibility of using multi-shank and multi-site penetrating MEAs for retinal applications. In this way, different layers of the retina were accessed, offering at the same time the possibility to stimulate the inner retina and to follow-up the electrical activity along the same neuronal column by simultaneous recording of RGCs. Thus, the use of such systems could enable a bidirectional communication that provides feedback about the success of ES, captures the presence of abnormal retinal activity, and in principle could perform an autonomous calibration of stimulating parameters. While this proof of concept opens the door to potential intraretinal implants, it must be taken into account that it is an invasive technique and that the biological impact on the retina has not been established yet. Therefore, future bidirectional penetrating implants must focus on the assessment and reduction of potential damages to the retina, as well as on the development of flexible and complaint penetrating probes.
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Recent retinal studies have directed more attention to sophisticated stimulation strategies based on high-frequency (>1.0 kHz) electrical stimulation (HFS). In these studies, each retinal ganglion cell (RGC) type demonstrated a characteristic stimulus-strength-dependent response to HFS, offering the intriguing possibility of focally targeting retinal neurons to provide useful visual information by retinal prosthetics. Ionic mechanisms are known to affect the responses of electrogenic cells during electrical stimulation. However, how these mechanisms affect RGC responses is not well understood at present, particularly when applying HFS. Here, we investigate this issue via an in silico model of the RGC. We calibrate and validate the model using an in vitro retinal preparation. An RGC model based on accurate biophysics and realistic representation of cell morphology, was used to investigate how RGCs respond to HFS. The model was able to closely replicate the stimulus-strength-dependent suppression of RGC action potentials observed experimentally. Our results suggest that spike inhibition during HFS is due to local membrane hyperpolarization caused by outward membrane currents near the stimulus electrode. In addition, the extent of HFS-induced inhibition can be largely altered by the intrinsic properties of the inward sodium current. Finally, stimulus-strength-dependent suppression can be modulated by a wide range of stimulation frequencies, under generalized electrode placement conditions. In vitro experiments verified the computational modeling data. This modeling and experimental approach can be extended to further our understanding on the effects of novel stimulus strategies by simulating RGC stimulus-response profiles over a wider range of stimulation frequencies and electrode locations than have previously been explored.
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INTRODUCTION
Extracellular electrical stimulation is extensively used in electro-neural interfaces for the central and peripheral nervous systems (Gybels, 1981; Deep-Brain Stimulation for Parkinson’s Disease Study Group et al., 2001; Kilgore and Bhadra, 2004; Guenther et al., 2012). In particular, retinal prosthesis aims to restore functional visual percepts to those suffering from retinal degenerative diseases, by electrically stimulating the surviving neural tissue of the retina (Rizzo and Wyatt, 1997; Palanker et al., 2005; Weiland et al., 2005). In such cases, the aim is to elicit visual percepts by activating the remaining retinal neuronal populations in a controlled spatiotemporal pattern.
Considerable research into high-frequency (defined as being higher than 1.0 kHz) electrical stimulation (HFS) is underway to understand the extent to which neuronal activity can be quantitatively controlled with greater spatiotemporal precision, in order to improve the performance of neuroprostheses. For example, HFS ranging from 2.0 to 20 kHz has been extensively used to block unwanted or unregulated generation of nerve impulses in many disabling conditions (Kilgore and Bhadra, 2004). In addition, the effects of a large range of stimulation frequencies (5–50 kHz) have been investigated to selectively block different types of peripheral nerve fibers (Joseph and Butera, 2011). HFS up to 5 kHz was also reported to generate more stochastic firing in auditory nerve fibers (Litvak et al., 2001, 2003). Finally, recent clinical studies have also begun to assess how HFS might affect the efficacy of neural implants for the cochlear (up to 2.4 kHz) (McKay et al., 2013), the retina (up to 3.33 kHz) (Horsager et al., 2009), and the spinal cord (up to 10 kHz) (Tiede et al., 2013; Van Buyten et al., 2013).
In the retina, recent studies suggest that epiretinal HFS (1.0–6.25 kHz) is able to differentially activate functionally-different retinal ganglion cell (RGC) types (Cai et al., 2013; Twyford et al., 2014; Kameneva et al., 2016; Guo et al., 2018b). The RGC types examined demonstrated a characteristic non-monotonic, stimulus-strength-dependent response during HFS, offering the intriguing possibility of targeting certain functionally-distinct RGC types without simultaneously producing any significant response in other types. Given the promising performances of HFS in retinal and other functional electrical stimulation regimes, it is important to explore the precise mechanisms underlying HFS-induced strength-dependent activation. “What is the main intrinsic property that dominates the response of RGCs to biphasic HFS? and how HFS-induced strength-dependent activation can be modulated across a wide range of stimulus frequencies?”
In answering these questions, we began with in silico investigations to gain insights into the mechanisms underlying experimentally-observed non-monotonic stimulus-response profiles during HFS. The model included accurate 3D morphological reconstruction of a single RGC, and its electrical response behavior was optimized against multiple whole-cell recordings from the same cell for accurate biophysics (Guo et al., 2016). Using this model, we identified a correlation between RGC response patterns during HFS and RGC intrinsic properties, in order to elucidate the likely mechanisms underlying neuronal excitation by extracellularly applied HFS. In addition, RGC stimulus-strength-dependent properties over a wide range of stimulation frequencies ranging from 1.0 to 9.0 kHz, were predicted using the computational model. In the second stage, we performed in vitro experimentation to verify the mechanisms and results predicted by the computational modeling, for a generalized stimulus electrode placement without a priori knowledge of axon initial segment (AIS) location, a limitation of previous HFS work on RGCs (Cai et al., 2011, 2013; Twyford et al., 2014).



MATERIALS AND METHODS

Morphologically-Realistic and Biophysically-Accurate RGC Model

The RGC model was implemented using the NEURON computational software (Hines and Carnevale, 1997). In order to reconstruct the 3D cellular morphology, an OFF RGC was filled with neurobiotin-Cl using a whole-cell patch pipette. The retina was subsequently fixed in paraformaldehyde, with the filled cell reacted against Streptavidin–Alexa 488, as described previously (Tsai et al., 2012; Guo et al., 2016). The behavior of this RGC model closely replicated published experimental RGC responses to epiretinal electrical stimulation (Twyford et al., 2014; Guo et al., 2018b). Detailed anatomical information of the neuron was included in the model. A compartmentalized axon of 0.94-μm diameter and 1000-μm length was connected to the soma. The axon began with a hillock of 40-μm length, which was reconstructed based on overall measurements from previously published RGC studies (Fohlmeister and Miller, 1997; Fried et al., 2009; Jeng et al., 2011). This was followed by an AIS region of 0.94-μm diameter and 40-μm length. A sufficient number of morphological compartments (>1000) were used for the axon to ensure accurate spatial granularity. All RGC model parameter settings can be found in Guo et al. (2016).

For simulation of extracellular stimulation, we used a circular electrode disk in monopolar configuration. The extracellular potential V at each location was approximated using the following expression (Jeng et al., 2011; Tsai et al., 2012; Barriga-Rivera et al., 2017):
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where r and z are the radial and axial distances, respectively, from the center of the disk for (z > 0), R is the radius of the disk (R = 15 μm), Io is the stimulus current, and ρe is the extracellular resistivity as described by Mueller and Grill (2013). The stimulus electrode was placed epiretinally 5 μm above the center of the AIS (Figure 1B), unless otherwise stated. RGC responses were recorded at the center of the somatic compartment (Figure 1C). The electrical stimulation waveforms and parameters were all adapted from previous HFS experimental studies (Cai et al., 2013; Twyford et al., 2014; Guo et al., 2018b) (see Figure 1A and in vitro methods for more details of stimulation parameters).
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FIGURE 1. Computational simulations of 2-kHz HFS. (A) Applied constant-amplitude stimulation. Stimulus waveforms consisted of biphasic constant-current pulses with a pulse width of 100 μs per phase, and a 160-μs inter-phase interval. The anodal-cathodal inter-phase interval was set to 140 μs (Twyford et al., 2014). The stimulus train amplitude remained constant within each trial but varied across trials. (B) Stimulation and measuring locations in the RGC model shown in top- and side-views. The epiretinal stimulus electrode (shown as a red, dashed line, or disk) was placed 5-μm from the AIS center (red compartment) and spiking responses were obtained from the soma. (C) An example of simulated somatic membrane potential and total membrane ionic current traces. The stimulus artifact can be seen embedded within the somatic response. (D) An example of simulated somatic membrane potential (black) and low-pass filtered membrane potential (red), with 10 μA (upper panel) and 63 μA (lower panel) 2-kHz stimulation. Membrane potential Vm was smoothed by a 3rd order Butterworth 20-Hz low-pass filter. This filtered membrane potential was used to examine the subthreshold (non-spiking) effects of HFS stimulus trains at different stimulus strengths.

To examine the effects of HFS on the (non-spiking) RGC membrane polarization over time, we lowpass-filtered the membrane potential Vm with a 3rd-order Butterworth filter with 20 Hz 3-dB cut-off frequency to remove spiking activities and the stimulus artifacts (e.g., see Figure 1D). Membrane depolarization and hyperpolarization induced by HFS was presented by the low-pass filtered membrane potential Vm,LP normalized to the resting potential Vrest i.e., Vm,LP-Vrest. All processing was performed either offline in Matlab (Mathworks Inc, Natick, MA, United States), or online within NEURON.

Retinal Whole-Mount Preparation and Whole-Cell Patch Clamping

All procedures were approved by the UNSW Animal Care and Ethics Committee and were carried out in compliance with the Australian Code of Practice for the Care and Use of Animals for Scientific Purposes. Wild-type C57BL/6 female or male mice aged 4–8 weeks (purchased from Australian BioResource), were used in the in vitro experiments. Details on our whole-mount preparation and patch clamp recording with HFS can be found in Guo et al. (2018b) and Tsai et al. (2009). All elicited spikes were recorded at the soma after application of synaptic blockade, comprising a cocktail of synaptic blockers (in mM) consisting of 0.01 NBQX (2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-sulfonamide) to block AMPA/kainate receptors, 0.05 D-AP5 [(2R)-amino-5-phosphonovaleric acid) to block NMDA receptors, 0.02 L-AP4 (L-(+)-2-Amino-4-phosphonobutyric acid] to block mGluR6, 0.1 picrotoxin (pic) to block GABAa/c receptors and 0.01 strychnine (stry) to block glycinergic receptors (Yang et al., 2018). The efficacy of the synaptic blockade was confirmed by the absence of RGC light responses.

We delivered HFS using a STG 4002 stimulator (MultiChannel Systems hardware and software, Reutlingen, Germany), with a stimulus duration of 300 ms. We began by stimulating the RGCs with conventional 2-kHz extracellular biphasic pulse trains to investigate RGC stimulus-response profiles. Electrical stimulation waveforms were adapted from Twyford et al. (2014) and Cai et al. (2013). The stimulus waveforms were charge-balanced biphasic with a pulse width of 100 μs per phase and an inter-phase interval of 160 μs. Stimulus amplitudes ranged from 5 to 120 μA, in 5-μA steps. In addition, stimulation frequencies of 1.0 and 8.33 kHz were chosen to test the influence of stimulation frequency in shaping RGC stimulus-strength-dependent properties. Stimulation waveforms were adapted from Guo et al. (2018b) (see Figure 7A). The timing resolution of our STG 4002 stimulator was 20 μs. each pulse width is 40 μs. We provided a range of frequencies (8.33, 6.25, 5.0, 4.17, 3.33, 2.5, 2.0, and 1.67-kHz) of stimulation to investigate the stimulus-frequency-dependency of RGCs. We believe a frequency range up to 8.33 kHz was reasonable in providing a sufficiently large stimulation parameter space for inhibiting RGC response, as well as reasonable stimulation efficacy. In all in vitro experiments, each pulse amplitude was delivered three times. The mean spike-stimulus curve was calculated for each cell. For each RGC, we defined a 3D Cartesian (x, y, z) coordinate system, with the soma as the origin, such that the upper surface of the RGC dendritic field was aligned in the x-y plane and the RGC axon was aligned with the y-axis. A platinum-iridium stimulating electrode of 12.5-μm radius was placed at location 0, 0, and -40 μm.

Perfusion Solutions With Different Ionic Concentrations

To characterize the effects of Na+ reversal potentials on RGC responses to electrical stimulation, extracellular concentrations were custom-made (instead of using Ames’ solution) in order to adjust the Na+ concentration. There are three different [Na+] solutions. Chemical components and concentrations of each solution are listed in Table 1, along with the final Na+ concentrations and the calculated reversal potentials. In particular, the extracellular Na+ concentration in the first and second low Na+ solutions were adjusted to achieve custom Na+ reversal potentials. Na+ reversal potentials were calculated by the Goldman equation with [Na+]i of 19.5 mM in our internal solution recipe.
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where ENa is the reversal potential of Na+, R is the ideal gas constant (8.314 J mol-1 K-1), T is the temperature in kelvin (307 K), F is Faraday’s constant (96485 C mol-1). The sequence in which the three solutions were applied was randomly set to avoid possible ordering effects.

TABLE 1. Extracellular concentration and estimated Na+ reversal potentials for various [Na+] solutions.
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RESULTS

Stimulus-Strength-Dependent RGC Responses to Constant-Amplitude 2-kHz HFS

We began by stimulating the model RGC with conventional (fixed-amplitude) 2-kHz extracellular biphasic pulse trains (see Figure 1A). The amplitude of the stimulus train remained constant for a given trial but varied across trials ranging from 0 to 120 μA. For each stimulus amplitude, we counted the total number of spikes elicited during the 1-s stimulation period. We then determined the number of evoked spikes as a function of stimulus amplitude. Figure 2A shows the simulated membrane potential recorded at stimulation amplitudes of 2, 15, 30, and 60 μA. Elicited spikes were gradually inhibited when the stimulation amplitude was higher than 30 μA, until they were fully suppressed at 70 μA. Figure 2B shows spike-stimulus profiles at the soma of the RGC model. At relatively low stimulus magnitudes (i.e., <30 μA), the model RGC spike rate increased with stimulus amplitude. However, as the amplitude increased further (i.e., >30 μA), the number of elicited spikes decreased substantially, thereby creating a non-monotonic response profile as a function of stimulus amplitude, in agreement with recent in vitro studies (Cai et al., 2013; Twyford et al., 2014).
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FIGURE 2. The RGC model exhibited strength-dependent responses to constant-amplitude 2-kHz HFS. (A) Somatic voltage recordings for stimulation amplitudes of 2, 15, 30, and 60 μA. Larger stimulation amplitude was accompanied by increasing stimulation artifacts. (B) We counted the number of evoked spikes at the soma over a range of stimulus amplitudes. At relatively low stimulus magnitudes (i.e., <30 μA), RGC spiking activity at the soma typically increased with stimulus amplitude. However, as the stimulus strength increased further (i.e., from 30 to 70 μA), the elicited spike count decreased substantially, creating a non-monotonic response profile as a function of stimulus amplitude. Arrows with index numbers correspond to the spiking profiles in panel A.

Mechanisms Underlying Stimulus-Strength-Dependent Spike Suppression

To investigate possible mechanisms underlying the non-monotonic extracellular response, and how this could be influenced by neuronal biophysical properties, we performed several sets of follow-up simulations and in vitro experiments.

In silico Investigation on HFS-Induced Inhibition

Figure 3A demonstrates modeled transient cell membrane voltage across the RGC’s dendritic arbor as the stimulus amplitude ranged from 0 to 90 μA for a 1-s duration 2-kHz HFS train shown in Figure 1A. We low-pass filtered the membrane potential values, henceforth denoted “slow potential,” to better visualize the small-amplitude, long-duration changes induced by the HFS. The slow potential over the entire neuron was examined 40 ms after stimulus onset (i.e., after eighty stimulation pulses). At this time, membrane potential had reached a steady state value. When a small-amplitude stimulus pulse train (2 μA) was delivered, the cellular membrane close to the stimulation site (the AIS region is indicated by the dashed rectangle) was depolarized (yellow). At the same time, a large portion of the peripheral dendritic branches were near their resting potential (green). When a HFS pulse train with 50-μA amplitude was delivered, local hyperpolarization was clearly evident near the AIS region (as indicated in the zoomed subplot). In addition, proximal neurites were depolarized. As the stimulus strength was increased further, distal neurites began to exhibit progressively stronger hyperpolarization. The index numbers correspond to the arrows in Figure 3C.
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FIGURE 3. Modeled spike suppression using high-amplitude 2-kHz HFS. (A) The relative membrane depolarization and hyperpolarization (Vm,LP – Vrest) induced by constant-amplitude 2-kHz extracellular stimulation immediately following eighty stimulus pulses (40 ms from stimulus onset). Here the membrane potential changes were low-pass filtered to better represent the low-amplitude, long-duration changes during and after HFS. Small amplitude pulses (2 μA) only depolarized neurites near the electrode (dashed circle). When pulses of 50 μA were delivered, local hyperpolarization was apparent at the AIS and neighboring regions (indicated by the zoomed subplot) while the soma and dendrites were still depolarized (region with warm colors). The spatial extent of hyperpolarized regions progressively increased with higher stimulation amplitudes. (B) Transient HFS-induced membrane depolarization (red arrow) and hyperpolarization (black arrow) under 2 kHz diamond envelope stimulations (900 ms duration, 2 μA baseline with a peak of 90 μA). (C) Number of somatic spikes evoked with a 1-s, 2-kHz HFS over a range of stimulus amplitudes. Index numbers and arrows correspond to each subplot in panel A.

Figure 3B illustrates an example of slow potential transitions between depolarization (red arrow) and hyperpolarization (black arrow) at the soma during HFS. Here, a 2-kHz stimulus with diamond-shaped envelope (900 ms duration, 2 μA baseline with a peak of 90 μA) was used. With low stimulus amplitudes, the somatic membrane potential became increasingly depolarized (indicated by the red arrow in Figure 3B). However, with stronger pulses, membrane hyperpolarization was increasingly evident (indicated by the black arrow in Figure 3B).

In another set of simulations, time-dependent membrane behavior was examined when the RGC was stimulated by 2-kHz HFS pulse trains of 10, 50, 62, or 80 μA amplitude. The slow potentials across the entire cell were plotted at 20, 30, and 40 ms time points (at which steady state was reached) after stimulation onset (Figure 4). When 10-μA stimulus pulses were delivered, the membrane potential over the entire cell became increasingly depolarized over time. When stronger (e.g., 50 μA) stimulus pulses were delivered, hyperpolarization was evident in regions juxtaposing the stimulus electrode (indicated by the arrow and the cold colored regions in the zoomed subplot), while all other regions were depolarized. With even stronger stimulus pulses (e.g., 62 and 80 μA), most cellular regions became increasingly hyperpolarized over time. This HFS-induced hyperpolarization, when of sufficient strength, suppressed RGC excitation, contributing to the diminishing RGC spike rates with high-amplitude stimuli. During high-amplitude HFS, membrane potential does not completely recover from the hyperpolarization before the onset of each successive pulse in the train. The hyperpolarization thus increases over time with each successive pulse, eventually causing complete spike suppression.

[image: Diagram showing neuronal firing in response to different current stimuli (10, 50, 62, and 80 microamperes) over time intervals (20, 30, 40 milliseconds). Neurons are color-coded based on membrane potential from red (+30 millivolts) to blue (-30 millivolts). An inset highlights the axon initial segment (AIS).]
FIGURE 4. Modeled time-dependent membrane potential suppression with constant-amplitude 2-kHz HFS. The RGC model was stimulated by 10, 50, 62, and 80 μA 2 kHz HFS. At each stimulation level, baseline membrane potential at multiple time points (20, 30, and 40 ms after the stimulation onset) were obtained. At a stimulus amplitude of 10 μA, membrane potential across the whole cell was increasingly depolarized over time. At an amplitude of 50 μA, cumulative local membrane hyperpolarization (indicated by the arrow) was evident near the stimulation electrode (dashed circle). For stimulus pulses of 62 and 80 μA, most cellular regions were increasingly hyperpolarized.

Hyperpolarization Is Caused by Outward Currents at Neurites Near the Electrode

In Figure 5A, local Ve (extracellular voltage) and Vm (transmembrane potential) are recorded below the stimulus electrode as a function of stimulus amplitude. Given low-amplitude stimuli (<10 μA), the intracellular membrane potential (Vi) is the main contributor to Vm due to the low magnitude of Ve. However, with stimulus currents in excess of 20 μA, the magnitude of Ve becomes more dominant and starts exceeding the sodium reversal potential, resulting in the Vm range increasing in proportion to the increasing stimulus amplitude.

[image: Panel A shows a graph of voltage (mV) versus stimulus amplitude (µA) with blue and black error bars indicating \( V_m \) and \( V_e \) ranges. Panel B plots normalized \( I_{Na, max} \) against voltage, with colored bars showing \( V_m \) ranges for different currents. Panel C presents a series of graphs over time (ms), including stimulation, voltage \( V_m \), gating variables \( h \) and \( m^3 \), and \( I_{Na} \), highlighting outward \( I_{Na} \) in red.]
FIGURE 5. Modeled reversal of sodium current with high-amplitude HFS induces spike inhibition. (A) Range of extracellular voltage (Ve) and transmembrane potential (Vm) determined from voltage value differences at cathodal and anodal phase peaks. The shaded region indicates the voltage range (>35 mV) where reversal of sodium current occurs. (B) Normalized I-V curve of model RGC peak sodium current. Peak sodium current (INa,max) becomes outward when Vm is above its reversal potential of 35 mV (the shaded region). This reversal occurs when the stimulus amplitude is higher than 20 μA. (C) Reversal of sodium current during 2-kHz amplitude-modulated stimulation (250 ms duration, 2 μA baseline ramping to a peak of 40 μA). For HFS amplitudes higher than 30 μA, the activation (m) and inactivation (h) gating variables of the sodium current (neurites below the electrode) are entrained by the extracellular voltage changes. The sodium current becomes increasingly outward with higher HFS amplitudes (indicated in the bottom right panel).

For a stimulus amplitude of 20 μA, Vm spanned from -40 to +30 mV at the peaks of the cathodic and anodic phases, respectively. Because Vm is always below the reversal potential of sodium (VNa) activation of sodium channels by the stimuli therefore causes depolarization, and subsequently, action potentials. At stimulus amplitudes >20 μA, Vm begins to exceed VNa (Figure 5A, shaded region). Sodium channel activation under such conditions elicits an outward current (Figure 5B), causing hyperpolarization. The magnitude of the outward sodium current increases with increasing stimulus strength, hyperpolarizing the affected neurites, thus suppressing spike generation.

In Figure 5C, HFS with a ramped amplitude (top panel) is used to demonstrate the transient cell membrane behavior for stimulus amplitudes ramping from 2 to 40 μA. The sodium channel activation (m) and inactivation (h) gating variables start to passively following the extracellular voltage changes with increasing HFS amplitude. At the same time, the outward sodium current becomes increasingly stronger with higher HFS amplitudes (bottom right panel).

Our simulations shown in Figure 5 indicated that higher stimulation amplitudes can result in a change in the direction of the voltage-gated sodium current, such that the sodium current becomes increasingly outward.

The Stimulus-Strength-Dependent Response Profile Can Be Altered by Sodium Channel Properties

According to the simulated sodium I-V relationship (Figure 6A), shifting the sodium reversal potential should advance or postpone the reversal of the sodium current, and consequently influence the non-monotonic response profile. To verify the hypothesis that the stimulus-strength-dependent response profile is influenced by VNa, we progressively altered the sodium (Figure 6B) reversal potential throughout the cell, while examining the elicited spikes in response to a range of HFS amplitudes. A stimulus electrode was positioned epiretinally 40-μm above the RGC soma. The in silico results suggested that the strength-dependent response profiles observed at the soma were progressively altered by changing the sodium reversal potential. When VNa was shifted to more negative values by changing extracellular sodium concentration, a marked decrease in the width and height of the response curve occurred (Figure 6B). Shifting the sodium reversal potential to more positive values resulted in the opposite effect. We also simulated the influence of other ionic currents such as IK, ICa, Ih, and ICaT. These currents did not significantly influence the response profile (see Supplementary Figure S1), suggesting the important role of sodium channel properties in shaping RGC responses to HFS.

[image: A series of graphs and charts illustrate experimental data comparing model predictions and in vitro results for neuronal behavior. Graph A shows normalized current against voltage for different sodium channel voltages. Graph B presents spike numbers relative to stimulus amplitude. Graphs C detail spike responses of six individual cells to varying stimuli. Graph D1 compares normalized total spike numbers for control and low sodium conditions, while Graph D2 compares onset phases. Each dataset is color-coded, and error bars indicate variability. The figures collectively analyze the impact of sodium levels on neuronal activity.]
FIGURE 6. Sodium reversal potentials alter the strength-dependent response. (A) Normalized I-V relationship of the model RGC sodium current for various reversal potentials (VNa). Shifting VNa to a more positive value delays the reversal of the sodium current. (B) The modeled stimulus-response profile for various VNa values. Shifting VNa to a more positive value increases RGC excitability during HFS, postponing the suppressive effect, and vice versa. (C) In vitro results of HFS response curves with different VNa values (N = 6). The experimentally recorded RGC responses in mouse RGCs generally agree with the simulation results shown in panel B, with respect to the changes in amplitude and width of the response curve. (D1,D2) Comparison of model-prediction (red) and experimental data (black) in response to different Na+ solutions. Model predictions and in vitro data exhibited similar normalized trends of the total elicited spike number during all pulse trains (D1), and the normalized onset of the falling phase in the spike-stimulus curve in which the total spike numbers saturated or declined (D2). Examples of total elicited spike number and onset was provided in subplots in D1 and D2, respectively. The error bars indicate standard deviation.

To further validate the computational simulation results, the strength-dependent response profiles were also studied in in vitro experiments. In these experiments, we modified VNa by altering the extracellular [Na+] concentration. There are three different [Na+] solutions, with their chemical components and concentrations listed in Table 1, along with the final Na+ concentrations and calculated reversal potentials. In Figure 6C, despite the biological variance across RGCs, the total spikes evoked and the onset of spike suppression (i.e., stimulus amplitude associated with decreasing spike count) increased with increasing sodium reversal potential. In Figures 6D1,D2, normalized trends in HFS response curves are plotted as a function of [Na+] extracellular concentration. In vitro and modeled data demonstrated the same trends in the total elicited spike number during all pulse trains, as well as the onset of the falling phase in the spike-stimulus curve, in which the total spike numbers saturate or decline. Both our modeling and in vitro results suggested that voltage-gated sodium channel properties can strongly alter the shape of the stimulus-strength-dependent response profile.

Stimulus Induced Spike Inhibition Can Be Maximized With Sufficient Pacing Rate

We conduct in silico investigations to explore the ability of HFS to suppress RGC spikes over a wide range of stimulus frequencies (1.0–9.0 kHz, in 0.25-kHz steps). We modified HFS waveforms to generate stimulus frequencies up to 9-kHz. Cathodic-first, charge-balanced biphasic stimuli with a pulse width of 40 μs per phase were used (Figure 7A). All pulse trains were 300 ms in duration. A stimulus electrode was positioned epiretinally 40-μm above the RGC soma. The simulated spikes were observed and counted at the soma. As seen in Figure 7B1, the model predicts that HFS-induced inhibition could be maximized by increasing HFS pulse train frequency. The RGC model exhibited an increased slope of the rising phase in the spike-stimulus curve (the phase in which spike counts increase with increasing stimulus current) and concomitantly, an earlier onset of the falling phase (in which the averaged total spike numbers saturate or decline). Examples of modeled stimulus-dependent RGC spikes at 1.0 and 8.25 kHz in Figure 7B2 further indicated the strong frequency-dependent inhibition.

[image: Diagram illustrating HFS waveform and graphs showing the relationship between stimulus frequency, amplitude, and total spike numbers.   A: HFS waveform diagram with labels for phase width (40 µs) and stimulus period (1/frequency).   B1: Heat map for a model showing total spikes over stimulus amplitude and frequency, with colors from red to yellow.   B2: Line graph comparing new spikes at 1 kHz and 8.25 kHz across amplitudes.   C1: In vitro heat map similar to B1 but with lower spike counts.   C2: Line graph for in vitro spikes at 1 kHz and 8.33 kHz, with error bars and sample size (N=6).   D: Plot of normalized onset against stimulus frequency comparing model and in vitro data.]
FIGURE 7. High frequency pulse trains require less amplitude to inhibit spikes in both in silico simulations and in vitro experiments. (A) Cathodic-first, charge-balanced biphasic stimuli with a pulse width of 40 μs per phase were used. Inter-pulse delay was set to be rate-specific (from 1.0 to 9.0 kHz). (B1) In silico prediction of stimulus-dependent (from 10 to 130 μA) RGC spike behavior in response to a range of stimulus frequencies. All pulse trains were 300 ms in duration. (B2) Modeled stimulus-dependent RGC spikes at 1.0 and 8.25 kHz as indicated by arrows in B1. (C1) Experimentally-recorded activation map showing the averaged total spike number elicited in six mouse RGCs in response to a range of stimulation amplitudes (from 10 to 240 μA) and frequencies (from 1.0 to 8.33 kHz). Each stimulation pulse train was delivered three times. The mean spike-stimulus curve was calculated for each cell and the overall mean was calculated again across all RGCs. (C2) Whole-cell recording of 1-kHz and 8.33-kHz stimulus-dependent RGC spikes for six mouse RGCs with standard error bars. (D) Comparison of model-predicted (red) and experimental data (black) in response to multiple stimulus frequencies. Modeled and in vitro results demonstrated similar frequency-dependent onset of the falling phase in the spike-stimulus curve. An example of onset was shown in the subplot. The error bars indicate standard deviation.

The strength-dependent response profiles at various stimulation frequencies were also observed in in vitro experiments. A range of frequencies (6.25, 5.0, 4.17, 3.33, 2.5, 2.0, and 1.67-kHz) of stimulation were used to show the stimulus-frequency-dependent RGC response. Figure 7C1 shows the averaged (N = 6) stimulus-dependent response curves from 1.0 to 8.33 kHz. Each pulse train was delivered three times. The mean spike-stimulus curve was calculated for each cell and the overall mean was calculated again across all RGCs (N = 6). The standard error of mean (SEM) was calculated to estimate the variability of the estimated mean of population-based RGC spike rates. For comparison, in vitro data suggested frequency-dependent inhibition which highly agrees with model predictions (also see our examples of in vitro stimulus-dependent RGC spikes at 1.0 and 8.33 kHz in Figure 7C2).

In Figure 7D, normalized trends in the spike-stimulus curve are plotted as a function of stimulus frequency. In vitro and modeled data demonstrated the same trends in the onset of the falling phase (as indicated in the subplot) in the spike-stimulus curve. In summary, both our modeling and in vitro results suggested that other than stimulus-strength dependency, HFS-induced spike suppression is also highly frequency-dependent and can be maximized by modulating stimulation frequencies.



DISCUSSION AND CONCLUSION

The non-monotonic stimulus-strength-dependent response has been previously reported in several retinal studies. Boinagrov et al. (2010) and Boinagrov et al. (2012) demonstrated the existence of an upper stimulus threshold using in vitro patch-clamp recording and a spherical model of the soma. In their studies, somatic responses were inhibited when the monophasic stimulation pulse was above a certain amplitude. They suggested that sodium current reversal was the primary reason for the inhibition. Rattay (2014) later conducted in silico investigations using a dendrite-soma-axon computational model to propose an anodal block phenomenon, in which an anodic surround of the focal cathodic pulse caused the nerve membrane on the outer wall of a pipette to become hyperpolarized due to current converging toward the tip of the electrode. This upper threshold phenomenon was further studied using charge-balanced biphasic pulses of various amplitude and phase duration (Meng et al., 2018), suggesting that an upper threshold in the soma of RGCs can block axonal excitation only under limited stimulation conditions. However, these studies used electrical stimulation with single monophasic or biphasic pulses. The precise mechanisms underlying HFS-induced strength-dependent activation remain unclear. In this study, we used in silico investigations to guide in vitro design. We explored the possible mechanisms underlying the HFS-induced non-monotonic spiking response as a function of stimulus amplitude, and how this feature is affected by RGC biophysical properties. Our results indicate that mechanisms underlying the measured strength-dependent response are multifaceted, namely: (1) localized membrane hyperpolarization is generated near the stimulus electrode and subsequently propagates to other neurites to suppress RGC excitation; (2) influence of sodium channel kinetics can strongly alter the shape of the stimulus-strength-dependent response profile; suggesting the important role of sodium channel properties in shaping RGC responses to HFS; (3) the inhibitory effect induced by electric stimulation can be maximized with sufficient stimulation rate. In addition, our results indicate that the non-monotonic RGC response to HFS does not arise through synaptic circuitry, since all in vitro results were observed after application of synaptic blockade.

Other Possible Mechanisms Underlying the Non-monotonic Response Profile

Studies in the peripheral nervous system suggest that strong electrical stimulation may induce tonic membrane depolarization, keeping the channels in the inactivated state, thereby increasing activation threshold and preventing further spiking (Kilgore and Bhadra, 2004; Williamson and Andrews, 2005). Bianchi et al. (2012) also explored this “depolarization block” phenomenon during intracellular current injections using a computational model of CA1 pyramidal neurons. More recently, Kameneva et al. (2016) used this phenomenon to explain RGC spike inhibition induced by 2-kHz HFS. In our study, the depolarization block does contribute to RGC spike inhibition at the beginning of the falling phase in the spike-stimulus curve, in which the total spike numbers saturate (see the spike-stimulus curve between 25 and 53 μA in Figure 3A). However, at stimulus amplitudes where the total spike numbers begin to decline significantly (>60 μA in Figure 3A), progressively stronger hyperpolarization become dominant in inhibiting neuronal activation. Kameneva et al. hypothesized that the HFS-induced stimulus-response pattern is caused by the cell-specific potassium channel density and the size of the axonal sodium channel band. However, to our knowledge, there is no direct experimental evidence showing potassium channel distribution across different retinal neurons. Furthermore, an experimental study revealed that not all RGC types have unique axonal sodium channel band properties (Fried et al., 2009). Therefore, further studies are required to better understand the factors that shape the responses of functionally-distinct retinal neurons to HFS.

The second hypothesis is the inability of neurons to fully recover from their refractory period during HFS (Kilgore and Bhadra, 2004). This was, however, questioned as a possible mechanism underlying high-amplitude and high-frequency stimulations by previous modeling (Kilgore and Bhadra, 2004) and experimental studies (Bowman and McNeal, 1986), which showed that neurons are able to reliably maintain high spike rates during HFS. Since the refractory period is mainly controlled by sodium channel kinetics and our results suggested the importance of sodium channel properties in shaping RGC responses to HFS, we believe that refractory period of a neuron could contribute to HFS-induced RGC inhibition. This possibility, however, is likely dependent on the sodium channel subtype(s) expressed and their distribution in a particular neuronal type. Non-uniform distribution of variable voltage-gated sodium channels has been identified in mammalian RGCs (Fjell et al., 1997; Boiko et al., 2003; Van Wart et al., 2007; O’brien et al., 2008), and these sodium channels may respond differently to identical stimulus frequencies, due to their specific absolute and relative refectory periods. For example, Na(v) 1.2 has been reported to show a greater accumulation of inactivation at higher frequencies of stimulation than Na(v) 1.6 (Rush et al., 2005). Our in vitro results shown in Figure 6 and the results from others (Cai et al., 2011, 2013; Twyford et al., 2014; Guo et al., 2018b) demonstrate the variances of HFS-induced inhibition across different RGCs. Additional modeling studies using a wide range of sodium channel properties will be required to elucidate the mechanisms underlying these recorded variances. A comprehensive model capable of describing RGC intrinsic diversity and their characteristic response to HFS would be a major improvement in this field (Guo et al., 2014, 2018a; Kameneva et al., 2016).

Improving the Quality of Electrical Stimulation

Without knowing how best to stimulate the retina, the vision quality elicited by retinal prosthetic devices will remain poor and unnatural. Previous in vitro and modeling studies indicated that appropriate HFS neuromodulation may elicit preferential excitation of different RGCs in a manner similar to RGC responses to light in a healthy retina, i.e., ON and OFF RGCs which respond with an increase in neural spiking activity to an increase or decrease in light intensity, respectively (Cai et al., 2013; Twyford et al., 2014; Guo et al., 2018b). In these studies, to preferentially activate one neuronal type without simultaneously producing substantial responses in another type, the cell types should have different non-monotonic stimulus-strength-dependent responses. Better understanding of mechanisms underlying stimulus-strength-dependent responses may shed light on more sophisticated stimulation strategies to improve the efficacy of retinal prosthetic devices. It remains to be seen if knowledge of RGC mechanisms can be used for practical stimulation strategy design in visual prostheses. For example, further in vitro and modeling studies are required to validate the reliability and generalizability of the non-monotonic nature of population-based RGC responses. Moreover, current modeling results are largely limited to somatic simulations, due to the lack of experimental data recorded in other neural processes. Recent modeling studies suggest that inhibition induced by electrical stimulation in the soma may not necessarily occur in the axon (Rattay, 2014; Meng et al., 2018). However, in vivo studies indicate that high-amplitude inhibition in the retina could occur at higher visual processing centers (Barriga-Rivera et al., 2017). In our future work, a computational model will be validated by experimental data recorded in RGC axons, to better study spike initiation and propagation. This updated model should shed further insights into the complex mechanisms responsible for HFS-induced inhibition.

Summary

In this study, using previously optimized ionic channel distributions and kinetic parameters for each cellular region and incorporating detailed cell morphology, we were able to predict RGC strength-dependent stimulus response patterns observed experimentally. Our computational modeling approaches allowed us to investigate a wide range of biophysical properties and stimulation settings beyond those recorded in the initial biological dataset, guiding further experimental design. The electric field can be accurately described by mathematical formalisms, and the neurons can be “probed” at resolutions well beyond those achievable by today’s state-of-the-art biological techniques, furthering our understanding of the effects of novel stimulus strategies by simulating RGC stimulus-response profiles over a larger stimulation parameter space than have previously been explored.
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FIGURE S1 | Simulated influence of multiple ionic channels in shaping RGC stimulus-strength-dependent properties. (A) delayed rectifier potassium channel (IK). (B) hyperpolarization-activated non-selective cationic current (Ih). (C) L-type Calcium channel (ICa). (D) low-threshold voltage-activated calcium current (ICaT). Conductance of each channel was set to be 50, 100, and 150% in the RGC model. Model settings and stimulation parameters are as same as in Figure 1.
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Due to a production error, the captions within Figure 6C artwork have been incorrectly labeled as “blue (32 mV), red (42 mV), and orange (52 mV)” from top to bottom, instead of “orange (32 mV), red (42 mV), and blue (52 mV)”. The corrected Figure 6 appears below.
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FIGURE 6. Sodium reversal potentials alter the strength-dependent response. (A) Normalized I-V relationship of the model RGC sodium current for various reversal potentials (VNa). Shifting VNa to a more positive value delays the reversal of the sodium current. (B) The modeled stimulus-response profile for various VNa values. Shifting VNa to a more positive value increases RGC excitability during HFS, postponing the suppressive effect, and vice versa. (C) In vitro results of HFS response curves with different VNa values (N = 6). The experimentally recorded RGC responses in mouse RGCs generally agree with the simulation results shown in panel B, with respect to the changes in amplitude and width of the response curve. (D1,D2) Comparison of model-prediction (red) and experimental data (black) in response to different Na+ solutions. Model predictions and in vitro data exhibited similar normalized trends of the total elicited spike number during all pulse trains (D1), and the normalized onset of the falling phase in the spike-stimulus curve in which the total spike numbers saturated or declined (D2). Examples of total elicited spike number and onset was provided in subplots in D1 and D2, respectively. The error bars indicate standard deviation.
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Improving the long-term performance of neural electrode interfaces requires overcoming severe biological reactions such as neuronal cell death, glial cell activation, and vascular damage in the presence of implanted intracortical devices. Past studies traditionally observe neurons, microglia, astrocytes, and blood-brain barrier (BBB) disruption around inserted microelectrode arrays. However, analysis of these factors alone yields poor correlation between tissue inflammation and device performance. Additionally, these studies often overlook significant biological responses that can occur during acute implantation injury. The current study employs additional histological markers that provide novel information about neglected tissue components—oligodendrocytes and their myelin structures, oligodendrocyte precursor cells, and BBB -associated pericytes—during the foreign body response to inserted devices at 1, 3, 7, and 28 days post-insertion. Our results reveal unique temporal and spatial patterns of neuronal and oligodendrocyte cell loss, axonal and myelin reorganization, glial cell reactivity, and pericyte deficiency both acutely and chronically around implanted devices. Furthermore, probing for immunohistochemical markers that highlight mechanisms of cell death or patterns of proliferation and differentiation have provided new insight into inflammatory tissue dynamics around implanted intracortical electrode arrays.
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INTRODUCTION
Advancements in neural interface technology have provided powerful tools for investigative neuroscience and clinical therapy involving neurodegenerative disease and neurological deficiencies (Schwartz et al., 2006; Kozai et al., 2015b; Iordanova et al., 2018; Michelson and Kozai, 2018; Michelson et al., 2018a; Stocking et al., 2019). Specifically, penetrating intracortical electrodes with high spatial resolution can record and stimulate individual neurons or neuronal populations locally within the brain (Buzsáki, 2004). However, due to a lack of fundamental knowledge regarding neural and glial circuits, neuromodulatory and stimulating devices experience high variability and unpredictability in their use (Sillay et al., 2010; Cheung et al., 2013; Gittis, 2018). Additionally, these probes are often debilitated by inflammatory tissue reactions that induce neural loss, impairing recording performances (Potter et al., 2012; Kozai et al., 2015c). Overwhelming biological responses to these inserted electrodes need to be addressed in order to improve the quality and robustness of chronically implanted intracortical arrays (Tresco and Winslow, 2011; Wellman et al., 2017, 2018; Wellman and Kozai, 2017). However, attempts at correlating a decline in signal quality with specific inflammatory events have previously proven difficult (Kozai et al., 2014c, 2015a; McCreery et al., 2016; Salatino et al., 2017; Michelson et al., 2018b).
Microglia are one of the first responders to probe insertion injury, polarizing and extending cellular processes within the first hour after implantation in an effort to encapsulate the probe (Kozai et al., 2012b, 2016b; Eles et al., 2017). During the course of implantation, reactive astrocytes mediate gliosis around the device by becoming hypertrophic, expanding and compacting their cellular membranes during scar formation (Szarowski et al., 2003; Polikov et al., 2005; Nolta et al., 2015). The inflammatory milieu secreted by activated glia proximal to the device has been suggested to be a major contributor to the characteristic loss of neurons, resulting in impaired recording performances (Kozai et al., 2015c). However, traditional immunohistochemical analyses involving neurons, microglia, and astrocytes around intracortical devices have not correlated well with recorded electrophysiology, in large part due to intra-animal variability at the electrode-tissue interface (Kozai et al., 2014c; McCreery et al., 2016; Michelson et al., 2018b). For example, tissue demonstrating high neural density and low glial scarring around implanted devices will still demonstrate reduced recording performance, or vice versa (Kozai et al., 2014c; Michelson et al., 2018b). Furthermore, neurons are not the only metabolically active cells susceptible to injury within the parenchyma, nor are microglia and astrocytes the only glial factors that contribute to inflammation during injury (Wellman and Kozai, 2017). Oligodendrocytes maintain important physiological roles mediating neuronal homeostasis via myelin ensheathment while oligodendrocyte precursors, notably NG2 glia, are responsible for replenishing depleted oligodendrocytes and participate in inflammation (Bradl and Lassmann, 2010). Additionally, perivascular pericytes are an essential component of the neurovascular unit and act to regulate blood-brain barrier (BBB) health and maintenance (Winkler et al., 2011). Each of these factors can influence neuronal viability during injury and, as of yet, their dynamics during electrode pathology are unknown.
Oligodendrocytes, a third glial component of the central nervous system, exist predominantly in white matter tracks alongside their myelin fibers but are also present at lower densities within the gray matter cortex (Tomassy et al., 2014). They provide trophic and mechanical support to neurons and promote signal propagation between neural circuits via myelin ensheathment [see review (Wellman et al., 2018)]. Secretion of neuronal growth factors requires oligodendrocytes and their precursors to maintain constant contact with neurons within the parenchyma (Du and Dreyfus, 2002). However, as energy-demanding cells, oligodendrocytes require high metabolic needs in order to produce and maintain the amount of myelin needed to support the central nervous system (McTigue and Tripathi, 2008; Bradl and Lassmann, 2010; Snaidero and Simons, 2017). As a result, oligodendrocytes and their precursors are highly susceptible to ischemic and hypoxic stress events (Dewar et al., 2003; McTigue and Tripathi, 2008). Since electrode insertion can induce stroke-like events, such as BBB disruption and loss of perfusion as well as glial cell activation, mechanical strain, and edema, oligodendrocytes and their precursors are vulnerable to the inflammation sustained from chronic microelectrode implantation (Du et al., 2017; Wellman and Kozai, 2017; Wellman et al., 2018). The only characterization of oligodendrocytes or myelin during electrode-induced inflammation was conducted by Winslow et al. (2010) where they presented evidence of chronic demyelination around an electrode array following 12 weeks of implantation (Winslow and Tresco, 2010). As of yet, oligodendrocyte and myelin pathology have not been thoroughly characterized around acute or chronically implanted devices.
Distributed ubiquitously throughout the central nervous system, oligodendrocyte precursor cells are essential in maintaining physiological support of neurons and act as a reservoir for myelinating oligodendrocytes in the event of oligodendrocyte loss or demyelinating injury (Levine et al., 2001). In regards to glial inflammation, they are known to respond to injury in a similar vein as microglia and react similarly to astrocytes through secretion of axon growth-inhibiting chondroitin sulfate proteoglycans, such as neural/glia antigen 2 (NG2)—thus, they are commonly referred to as NG2 glia (Nishiyama et al., 2005; Tan et al., 2005). NG2 glia also possess the ability to differentiate into reactive astrocytes under specific conditions of injury (Komitova et al., 2011). Using two-photon microscopy, the acute in vivo dynamics of microglia (Kozai et al., 2012b) and, more recently, NG2 glia (Wellman and Kozai, 2018) have been observed following microelectrode implantation, revealing a sequence of process extension and cell body migration in a specific spatiotemporal pattern of reactivity. However, beyond acute implantation, the distribution and proliferating patterns of NG2 glia have yet to be characterized around intracortical microelectrode arrays.
Pericytes are mural cells that interface directly between the BBB and parenchyma, mediating cross-talk between the brain and the peripheral circulation (Armulik et al., 2010). Another NG2-expressing cell within the brain, pericytes possess a variety of vascular homeostatic functions such as BBB maintenance, BBB repair, blood flow regulation, angiogenesis, as well as mesenchymal stem cell properties (Sweeney et al., 2016). Pericytes also facilitate neuroinflammatory reactions following injury and have been implicated as targets of interest in a variety of neurodegenerative diseases such as stroke, Alzheimer’s disease, multiple sclerosis, and more (Winkler et al., 2011). Many of these studies have correlated a reduction or loss in pericyte reactivity to occurrences of increased BBB permeability (Lindahl et al., 1997). Blood-brain barrier disruption has recently been recognized as a significant factor of inflammation induced by intracortical electrodes and a potential perpetrator of reduced device performance (Kozai et al., 2010, 2015c). Further investigation of pericyte behavior and reactivity to injury is required to understand how they fit into these sequences of inflammatory events.
In order to fill the gaps in knowledge surrounding these novel cell types of interest, additional immunohistochemical markers were employed (oligodendrocytes, NG2 glia, pericytes) alongside traditional stains (neurons, microglia, and astrocytes) to observe spatiotemporal dynamics following intracortical microelectrode implantation. Markers for cellular apoptosis and proliferation were also used to observe mechanisms of cell death or patterns of division, respectively. Probes were implanted acutely for 1, 3, and 7 days as well as chronically for 28 days post-insertion. These analyses answer critical questions about unknown or understudied parenchymal components during electrode-induced inflammation that can guide future studies to determine mechanistic causes of signal quality degradation or assist in the development of novel therapies to improve device performances.



MATERIALS AND METHODS

Surgical Probe Implantation

Implantation of microelectrode arrays were performed as described previously (Kozai et al., 2014c, 2016c). Prior to surgery, all electrode arrays, surgical tools, and surgical supplies were sterilized using ethylene oxide for 12 h. Single shank non-functional Michigan-style microelectrodes (A16-3 mm-100-703-CM15) were implanted into the left primary monocular visual cortex (V1m) of 8-week old C57BL/6J male mice (Jackson Laboratory, Bar Harbor, ME). Mice were anesthetized using a 7 mg/kg xylazine and 75 mg/kg ketamine cocktail injected intraperitoneally and mounted onto a stereotaxic frame. Eye ointment was administered to keep the eye moisturized and an O2 line was installed for oxygen delivery. Betadine and alcohol scrubs were administered to sterilize the surgical area prior to removing the scalp and connective tissue from the surface of the skull. A thin layer of Vetbond (3 M) was applied to dry the surface of the skull and provide enhanced adhesion between the skull and dental cement. Three bone screws were drilled into the bone over both motor cortices and the contralateral visual cortex to help secure the headcap. A 1 mm drill-sized craniotomy was formed at 1 mm anterior to lambda and 1.5 mm lateral from the midline using a high-speed dental drill. Saline was periodically administered to prevent overheating of the brain surface. After the craniotomy was removed and brain exposed, gelfoam was used to prevent drying out of the brain prior to implantation. The single shank device was carefully inserted using a stereotaxic manipulator at a speed of ∼2 mm/s until the last electrode contact site was below the surface (∼1600 μm from the pial surface). The inserted probe was sealed using a silicone elastomer (Kwik-sil) and a headcap was secured with UV-curable dental cement (Henry Schein, Melville, NY, United States). Non-steroidal anti-inflammatory ketofen was administered at 5 mg/kg for 2 days post-operatively.

Endpoint Histology

Mice were sacrificed and perfused according to University of Pittsburgh IACUC approved methods at days 1, 3, 7, and 28 days post-insertion (n = 3 per time point). Prior to perfusion, a 7 mg/kg xylazine and 75 mg/kg ketamine cocktail was administered to deeply anesthetize each mouse and a toe-pinch test was used to determine a proper plane of anesthesia. Mice were transcardially perfused (pump pressure: 80–100 mm Hg) using 100 mL of a warm phosphate buffered saline (PBS) flush followed by 100 mL of 4% paraformaldehyde. Following perfusion, mice were decapitated and heads were post-fixed in 4% paraformaldehyde at 4°C overnight. Brains were then removed from the skull and soaked sequentially in 15 and 30% sucrose baths at 4°C for 24 h each. Following this, brains were carefully separated from the device and headcap and soaked in 30% sucrose for another 12–24 h. After sucrose equilibration, brains were blocked and frozen in a 2:1 20% sucrose in PBS:optimal cutting temperature compound (Tissue-Tek, Miles Inc., Elkhart, IN, United States). Samples were sectioned horizontally at a 25 μm slice thickness onto glass slides using a cryostat (Leica Biosystems, Wetzlar, Germany).

In order to minimize variability due to layer-specific differences in cell distribution, sections between a depth of 400–800 μm (layer IV-V) were chosen for immunohistochemical analysis. Additionally, sections free of extraneous tissue holes that could arise during probe extraction, perfusion, or sectioning were chosen for analysis. Prior to staining, sections were re-hydrated with 1× PBS for 30 min. Slides were incubated in 0.01 M sodium citrate buffer (for antigen retrieval) for 30 min at 60°C followed by incubation in a peroxidase blocking solution (10% v/v methanol and 3% v/v hydrogen peroxide) for 20 min on a table shaker at room temperature. Sections were then permeabilized using a solution of 1% triton X-100 with 10% donkey serum in PBS for 30 min at RT. Lastly, sections were blocked with donkey anti-mouse IgG fragment (Fab) or 647 conjugated anti-mouse IgG fragment (Fab) for 2 h at 1:13 or 1:16 dilution at RT.

Following 1× PBS rinses (8 × 4 min), sections were incubated with a primary antibody solution consisting of 10% donkey serum, 1% triton X-100, and antibodies listed in Table 1 overnight at 4°C. Sections were then rinsed with 1× PBS (3 × 5 min) before being incubated with a secondary antibody solution in 1× PBS (donkey anti-mouse 405, Abcam, and donkey anti-goat 568, Abcam, Cambridge, United Kingdom; donkey anti-mouse IgG 488, Thermo Fisher Scientific, donkey anti-rabbit IgG 568, Thermofisher, and streptavidin, Alexa Fluor 488 conjugate, Thermo Fisher Scientific, Waltham, MA, United States; and donkey anti-chicken IgY 647, Sigma-Aldrich, St. Louis, MO, United States) diluted at 1:500 for 2 h at RT. Following 3× PBS washes for 5 min, sections were incubated with 1:1000 Hoechst 33342 (Invitrogen) for 10 min and then washed one final time with 1× PBS (3 × 5 min) before being coverslipped using Fluoromount-G (Southern Biotech, Birmingham, AL, United States) and sealed with fingernail polish. Samples were imaged at 16-bit (635.9 × 635.9 μm, 1024 × 1024 pixels on FV10-ASW Viewer V4.2) using a confocal microscope (FluoView 1000, Olympus, Inc., Tokyo, Japan) with a 20× oil-immersive objective lens at the Center for Biologic Imaging at the University of Pittsburgh.

TABLE 1. List of primary antibodies used for immunohistological staining.
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Data Analysis

Intensity analyses of immunohistochemical stains (NF-200/MBP/Iba-1/NG2/GFAP) were performed radially around the probe hole using a custom script (INTENSITY Analyzer) written in MATLAB (Mathworks, Natick, MA, United States) developed previously (Kozai et al., 2014b). Bins spaced 10 μm apart up to 300 μm away from the probe hole were generated as concentric rings around the probe hole and the average grayscale intensity was calculated for all pixels above a threshold determined by the intensity of the background noise within each bin. Intensity data was normalized using data from the four corners of each image representing tissue 300 μm or more away from the insertion site. Data was averaged over all animals per time point and per bin and reported as mean ± standard error as a function of distance from the insertion site. Additionally, bar graphs of intensity data averaged over 50 μm away from the probe hole were generated in a separate MATLAB script and reported as mean ± standard error for each time point.

For cell counting (NeuN/CC1/Iba-1/NG2/GFAP/PDGFR-β/Caspase-3/Ki67), the MATLAB script was modified to generate bins spaced 50 μm apart up to 300 μm away from the probe hole. For neuronal and oligodendrocyte density, tissue area was calculated within each bin after excluding tissue “holes” and the density was calculated as total cell count divided by tissue area per bin. Tissue holes were determined by any pixel values that were less than 1 by optimizing image offset during image acquisition. For co-localization analysis, two or more immunohistochemical markers (NeuN/Caspase-3, CC1/Caspase-3, Iba-1/Ki67, NG2/Ki67, GFAP/Ki67, GFAP/Olig2) were merged and quantified in ImageJ (Schindelin et al., 2012). All cell counts were performed against a DAPI stain to confirm the presence of cell nuclei. Similar to the intensity analysis, data was averaged over all animals per time point per bin and reported as mean ± standard error as a function of distance from the probe hole.

Statistics

A two-way ANOVA followed by a post hoc Tukey HSD test was used on cell density and fluorescence intensity analysis generated per animal per time point (n = 3) to evaluate significant differences between time points of implantation. An unequal variance two-tailed t-test was used to determine significant differences between co-localized cell counts at different time points. A p-value < 0.05 was chosen for significance. Instances of no significance does not mean there is no actual difference between groups, but rather that there is no observable significance given the group size. However, instances in which significant differences are reported demonstrate the robustness of those differences given appropriately applied statistical analysis.



RESULTS

Impact on Neuronal Viability and Axonal Structures Following Microelectrode Implantation

Neuronal cell distribution and axonal integrity were evaluated using markers specific to neuronal nuclei (NeuN) and neurofilament protein (NF-200), respectively, at 1, 3, 7, and 28 days following insertion (Figure 1A). Additionally, activated caspase-3 was co-stained to label for cellular degeneration. At regions distal to the probe implant site, NeuN+ cell density was consistent with previously reported values (∼1500 NeuN+ cells/mm2 at 200–300 μm away from probe hole) affirming the robustness of the histology (Golabchi et al., 2018). While no significant differences were noted, NeuN+ cell density counts revealed a biphasic pattern of reduced neural density occurring at 1 and 28 days and increased neural density at 3 and 7 days post-insertion (Figure 1B). Neuronal loss occurred most markedly within 0–50 μm away from the probe hole. To determine mechanistic causes of neuronal loss around the implanted microelectrode array, activated caspase-3 staining was used to observe instances of neurodegeneration (Figure 1C). Of the total caspase-3+ cell population observed within 300 μm from the site of device insertion, NeuN+ caspase-3+ cells steadily increased over time from 1 to 28 days post-insertion, with a significant increase in neurodegeneration present at 7 (50 ± 5.7% NeuN+Casp3+/NeuN+) and 28 (58.7 ± 10.3% NeuN+Casp3+/Casp3+) days post-insertion (p < 0.05) (Figure 1D and Supplementary Table S1). To determine the spatial distribution of neurodegeneration, NeuN+ caspase-3+ cells were taken as a proportion of total NeuN+ cells within 50 μm bins up to 300 μm from the probe hole (Figure 1E and Supplementary Table S2). Within 150 μm from the site of insertion at 28 days post-implantation, the percentage of caspase-3+ cells within the NeuN+ population was significantly increased compared to 1 and 3 days post-insertion (p < 0.05). At 100–150 μm away from the probe hole, there was a significant increase at 28 days compared to 1 and 3 days post-insertion (p < 0.01). Analysis of axonal structures around the microelectrode array revealed an increase in neurofilament intensity beginning at 3 and 7 days post-insertion before decreasing at 28 days post-insertion (Figure 1F). Neurofilament expression was highest with proximity to the implanted device, decreasing to baseline control values further from the site of implantation. Average NF-200 intensity within the first 50 μm from the device demonstrated a significant increase from 1 to 3 days post-insertion (p < 0.05) (Figure 1G and Supplementary Table S3).
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FIGURE 1. Evaluation of neuronal cell death and axonal preservation around an implanted microelectrode array. Microelectrode implantation induces progressive neuronal loss and degeneration as well as axonal dysfunctional within close proximity of the electrode interface. (A) Representative immunohistochemical stain for neurons (NeuN), axons (NF-200), and caspase-3 at 1, 3, 7, and 28 days post-insertion. Scale bar = 100 μm. (B) NeuN+ cell counts within 50 μm bins up to 300 μm away from the probe hole demonstrating reduced neural density near the site of probe insertion. Notably, neuronal density is most disrupted within 0–100 μm from the probe hole at each time point. (C) Magnified images of Caspase-3+ staining (top), NeuN+ cells (middle), and co-labeled NeuN+Caspase-3+ cells (bottom). White arrows denote co-localized cells. Scale bar = 20 μm. (D) Percent of NeuN+Caspase-3+ cells over total Caspase-3+ cells within 300 μm from the probe hole. (E) Increases in percent of NeuN+Capase-3+ cells over total NeuN+ cells within 50 micron bins up to 300 μm away from the probe hole demonstrate significant neurodegeneration near the site of implantation. (F) Axonal reorganization is presented as normalized NF-200 intensity within 10 μm bins up to 300 μm away from the probe hole. (G) Normalized NF-200 intensity averaged over the first 50 μm from the probe hole highlights significant temporal differences in axonal integrity near the site of insertion. Pattern of axonal intensity matches fluctuations in neuronal density over time within 0–50 μm distance from probe hole. ∗ indicates p < 0.05. ∗∗ indicates p < 0.01.

Impact on Oligodendrocyte Viability and Myelination Following Microelectrode Implantation

Alterations to oligodendrocyte distribution and myelin organization were evaluated using markers for mature oligodendrocytes (CC1) and myelin basic protein (MBP), respectively, at 1, 3, 7, and 28 days following device implantation (Figure 2A). Similar to the neuronal analysis, activated caspase-3 was used to determine the prevalence of induced cellular degeneration in oligodendrocytes. Normalized CC1+ cell density revealed a pattern of oligodendrocyte loss occurring at 3 and 7 days post-insertion (Figure 2B). By 28 days post-insertion, an increase in oligodendrocyte population could be observed, however, there was no significant difference reported (Figure 2B). Reductions in oligodendrocyte density occurred most heavily within 0–50 μm from the site of insertion, implying decreases in oligodendrocyte viability are in response to the implanted device. The percentage of total caspase-3+ cells that were CC1+ within a 300 μm region around the device (CC1+Casp3+/Casp3+) revealed that apoptosis-induced oligodendrocyte cell death occurs most markedly at 7 days post-insertion (43.7 ± 1.3%), significantly increased from 1 (8.45 ± 1.6% CC1+Casp3+/Casp3+) and 3 days (19 ± 3%) following implantation (p < 0.01) (Figures 2C,D and Supplementary Table S4). The proportion of caspase-3+ cells that were CC1+ significantly decreased from 7 to 28 (12 ± 2.6%) days following insertion (p < 0.01). Additionally, the percentage of caspase-3+ cells within the total CC1+ population peaked significantly at 7 days post-insertion, specifically within 0–50 μm away from the probe hole indicative of a temporal pattern of oligodendrocyte degeneration around the implanted device (Figure 2D and Supplementary Table S5). Staining for MBP expression demonstrated a decrease in myelin content proximal to the device at 1 and 7 days post-insertion and an overall increase in myelin intensity at 28 days following implantation (Figure 2E). Average MBP intensity within the first 50 μm from the device emphasizes this pattern, with MBP expression increasing 1.5–2 fold by 28 days post-insertion (Figure 2F). Notably, instead of reduced or deplete regions of myelin expected of myelin degeneration, MBP appeared with increased intensity near the site of implantation, similar to neurofilament, indicative of an upregulation in myelin basic protein that would occur during reorganization of myelinated axons or remyelination of demyelinated axons following injury. However, no significant differences between each time point were observed.
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FIGURE 2. Evaluation of oligodendrocyte cell death and myelin preservation around an implanted microelectrode array. Acute microelectrode implantation compromises oligodendrocyte viability and function, preceding abnormal myelin expression and reorganization around the electrode interface. (A) Representative immunohistochemical stain for mature oligodendrocytes (CC1), myelin (MBP), and caspase-3 at 1, 3, 7, and 28 days post-insertion. Scale bar = 100 μm. (B) CC1+ cell counts within 50 μm bins up to 300 μm away from the probe hole indicating fluctuations in oligodendrocyte density around the implanted probe. Compared to neurons, oligodendrocyte densities were robust from 1 to 28 days post-insertion, fluctuating between time points but remaining relatively stable over time. (C) Magnified images of Caspase-3+ staining (top), CC1+ cells (middle), and co-labeled CC1+Caspase-3+ cells (bottom). White arrows denote co-localized cells. Scale bar = 20 μm. (D) Oligodendrocyte degeneration is noted as a percent of CC1+Caspase-3+ cells over total Caspase-3+ cells within 300 μm from the probe hole. Note: Peak oligodendrocyte degeneration preceeds peak neuronal degeneration. (E) Percent of CC1+Capase-3+ cells over total CC1+ cells within 50 micron bins up to 300 μm away from the probe hole. (F) Normalized MBP intensity within 10 μm bins up to 300 μm away from the probe hole. (G) Normalized MBP intensity averaged over the first 50 μm from the probe hole demonstrates an increase in myelination around the site of insertion at chronic timepoints. An increase in myelination at 28 days post-insertion coincides with a decrease in oligodendrocyte degeneration, indicating a potential reparative effect. ∗ indicates p < 0.05. ∗∗ indicates p < 0.01.

Pattern of Glial Cell Immunoreactivity and Proliferation Around Implanted Microelectrode Arrays

Glial reactivity to implanted intracortical devices was evaluated by staining for histological markers specific for microglia (Iba-1), astrocytes (GFAP), and NG2 glia (NG2) at 1, 3, 7, and 28 days post-insertion (Figure 3A). Iba-1 immunoreactivity was highest proximal to the implant for all time points, decreasing steadily to normalized control levels with distance from the probe hole (Figure 3B). When observing directly at the 50 μm region at tissue-device interface, Iba-1 expression increased steadily over time; however, there was no significant difference in fluorescence intensity (p < 0.05) (Figure 3C). Beginning 3 days after implantation, GFAP fluorescence intensity increased 2–4 fold with proximity to the probe hole showing preferential expression around the site of device implantation (Figure 3D). GFAP expression was minimal at 1 day post-insertion and the average GFAP fluorescence was significantly increased within the 50 μm region surrounding the device at 3, 7, and 28 days post-implantation (p < 0.05) (Figure 3E and Supplementary Table S6). GFAP intensities reached a maximum at 7 days, and was significantly increased from expression levels at 3 days post-insertion (p < 0.05). Interestingly, NG2 expression increased adjacent to the implant at 3 days post-insertion; however, it remained reduced at 1 and 7 days following implantation (Figure 3F). Similar to Iba-1 expression, NG2 expression was highest at 28 days post-insertion and was significantly higher within 0–50 μm compared to NG2 fluorescence intensity at 1 and 7 days post-insertion (p < 0.05) (Figure 3G and Supplementary Table S7).
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FIGURE 3. Evaluation of glial cell activation around an implanted microelectrode array. Microelectrode implantation induces distinct spatial and temporal patterns of microglia, astrocyte, and NG2 glia reactivity. (A) Representative immunohistochemical stain for microglia (Iba-1), NG2 glia (NG2), and astrocytes (GFAP) at 1, 3, 7, and 28 days post-insertion. Scale bar = 100 μm. Inserts show magnified view of Iba-1+, GFAP+, and NG2+ cells with nuclei stain. Scale bar = 20 μm. (B) Normalized Iba-1 intensity within 10 μm bins up to 300 μm away from the probe hole. (C) Linear increases in microglia reactivity around the implanted device is depicted as normalized Iba-1 intensity averaged over the first 50 μm from the probe hole. (D) Normalized GFAP intensity within 10 μm bins up to 300 μm away from the probe hole. (E) Normalized GFAP intensity averaged over the first 50 μm from the probe hole demonstrates temporal patterns in astrocyte scar formation around the implanted device. (F) Normalized NG2 intensity within 10 μm bins up to 300 μm away from the probe hole. (G) Normalized NG2 intensity averaged over the first 50 μm from the probe hole demonstrates a significant increase in NG2 expression at chronic timepoints. NG2 intensity decreases at 7 days when GFAP intensity peaks. Additionally, NG2 intensity peaks at 28 days as oligodendrocyte degeneration decreases and myelination increases. ∗ indicates p < 0.05.

In order to evaluate the extent of dividing glia around the implanted device, Ki67, a marker for cellular proliferation, was co-stained along with Iba-1, GFAP, and NG2 (Figures 4A–C). Co-localization of Ki67+ cells with Iba-1+, GFAP+, and NG2+ cells revealed a distinct temporal pattern of division within 300 μm from the site of implantation (Figure 4D and Supplementary Table S8). At 1 day post-insertion, Iba-1+Ki67+ cells consisted of a significant proportion of Ki67+ cells (72.14 ± 1.5%) compared to GFAP+Ki67+ (13.3 ± 0.8%) and NG2+Ki67+ cells (22.5 ± 11.4%) (p < 0.05). By 3 days post-insertion, Iba-1+ cells remained the most co-localized with Ki67+ cells (50.14 ± 11%) compared to GFAP+ (18.6 ± 6.7%) and NG2+ cells (31.7 ± 4.6%); however, there was no significant difference between the three populations. At 7 days post-insertion, GFAP+ cells comprised a significant proportion of Ki67+ cells (57.9 ± 4.8%) compared to NG2+ cells (32.5 ± 3.1%) (p < 0.05) but not compared to Iba-1+ cells (19 ± 15.6%). By 28 days post-insertion, NG2+ cells were co-localized significantly with Ki67+ cells (67.6 ± 10.5%) compared to Iba-1+ (22.5 ± 4.7%)and GFAP+ cells (21.2 ± 5.3%) (p < 0.05). To observe potential spatial patterns in glial proliferation, co-localized Ki67+ glial cells were taken as a proportion of total Iba-1+, GFAP+, and NG2+ cells counted within 50 μm bins up to 300 μm away from the probe hole. Spatial analysis determined that, for any given time point, the majority of proliferating glia preferentially resided with close proximity to the device with the highest percentage of Ki67+ glia appearing within 50 μm from the probe hole (Figures 4E–G). Of the total Iba-1+ population, the proportion of Iba-1+Ki67+ cells was significantly increased at 1 and 3 days post-insertion (p < 0.05) (Figure 4E and Supplementary Table S9). The percentage of Iba-1+Ki67+ cells was reduced at 7 days before significantly increasing by 28 days post-insertion (p < 0.05). Within the GFAP+ population, the percentage of Ki67+GFAP+ cells within 50 μm from the site of insertion peaked at 7 days post-insertion, significantly increased from 1 and 3 days after implantation (p < 0.01) (Figure 4F and Supplementary Table S10). Finally, the percentage of Ki67+NG2+ cells within 50 μm from the site of insertion was significantly increased at 28 days compared to 1, 3, and 7 days post-insertion (Figure 4G and Supplementary Table S11).
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FIGURE 4. Tracking proliferation of glial cells around an implanted microelectrode array. Microglia, astrocytes, and NG2 glia demonstrate distinct temporal patterns of proliferation following device insertion. Additionally, glial proliferation occurs most prominently at the site of insertion (0–50 μm distance from probe hole). Representative immunohistochemical stain for Iba-1+ (A), GFAP+ (B), and NG2+ (C) cells that express the Ki67+ proliferation marker. White arrows denote co-localized cells and indicate glial proliferation. Center of the probe hole is denoted by a white “x.” Scale bar = 50 μm. (D) Percent of Ki67+ cells within 300 μm from the probe hole which are Iba-1+, GFAP+, or NG2+ at 1, 3, 7, and 28 days post-insertion reveal a distinct temporal pattern of proliferation. (E) Percent of Iba-1+Ki67+ cells over total Iba-1+ cells within 50 μm bins up to 300 μm away from the probe hole demonstrate early microglia proliferation around the implanted device. (F) Percent of GFAP+Ki67+ cells over total GFAP+ cells within 50 μm bins up to 300 μm away from the probe hole reveal astrocytes as the predominantly dividing glia following microglia. (G) The percent of NG2+Ki67+ cells over total NG2+ cells within 50 μm bins up to 300 μm away from the probe hole reveals chronic proliferation of NG2 glia. NG2 proliferation decreases at 7 days when astrocyte proliferation peaks. Additionally, NG2 proliferation peaks at 28 days as oligodendrocyte degeneration decreases and myelination increases. ∗ indicates p < 0.05.

Appearance of Subpopulation of Olig2+Reactive Astrocytes Around Implanted Microelectrode Arrays

In order to evaluate if oligodendrocyte progenitors near the implant were differentiating into astrocytes, GFAP was co-labeled with the oligodendrocyte transcription factor Olig2. A subpopulation of Olig2+ astrocytes was observed around the implanted microelectrode array at 1, 3, 7, and 28 days post-insertion (Figure 5A). GFAP+ astrocytes co-localized with Olig2+ cells proximal to the site of insertion (Figure 5B). However, it is worth noting that Olig2+ staining appeared faint in GFAP+Olig2+ cells compared to GFAP-Olig2+ cells, possibly due to astrocyte downregulation of the Olig2 transcription factor. After 3 days post-insertion, the percentage of GFAP+Olig2+ cells out of the total Olig2+ population rose dramatically, significantly increasing between 0–50 μm away from the site of insertion at 7 and 28 days post-insertion and between 100–150 μm away from the site of insertion at 7 days post-insertion (p < 0.05) (Figure 5C and Supplementary Table S12). No significant difference in the percentage of GFAP+Olig2+ cells was noted between 7 and 28 days post-insertion at 100–150 μm away from the site of insertion. On day 1 post-insertion 0–50 μm away from the probe hole, there was an absence of GFAP+Olig2+ cells due to that fact that there was little to no remaining tissue within the 50 μm radius as well as reduced GFAP+ staining to begin with. At 7 and 28 days post-insertion, the percentage of GFAP+Olig2+ cells appeared elevated between 0–150 μm from the probe hole compared to distal regions, indicating a preference for localization close to the implanted device.
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FIGURE 5. Generation of reactive astrocytes from oligodendrocyte lineage cells around an implanted microelectrode array. Following microelectrode implantation, astrocytes expressed the oligodendrocyte transcription factor Olig2, which may implicate oligodendrocyte lineage cells as a source of astrocytes following injury. (A) Representative immunohistochemical stains for GFAP (green) and Olig2 (red) at 1, 3, 7, and 28 days post-insertion revealing a distinct subpopulation of Olig2+GFAP+ astrocytes. White arrows denote co-localized cells. Center of the probe hole is denoted by a white “x.” Scale bar = 50 μm. (B) Green- and red-only channels for GFAP and Olig2 staining, respectively, at 28 days post-insertion. White arrows denote GFAP+ (left) or Olig2+ (right) cells. Center of the probe hole is denoted by a white “x.” Scale bar = 50 μm. (C) Percent of GFAP+Olig2+ cells over total Olig2+ cells within 50 μm bins up to 300 μm away from site of insertion suggest preference for Olig2+GFAP+ cells to reside near site of probe implantation. ∗ indicates p < 0.05.

PDGFRβ Immunoreactivity and Pattern of Blood-Brain Barrier Leakage Around Implanted Microelectrode Arrays

Microelectrode induced damage specific to the BBB was evaluated by tracking NG2+ perivascular pericytes at 1, 3, 7, and 28 days post-insertion (Figure 6A). Pericytes were identified from other NG2+ cells by co-localizing with platelet-derived growth factor receptor β (PDGFR-β), which is absent on NG2+ oligodendrocyte precursor cells (Figure 6B). Cell density analysis revealed an initial increase in PDGFR-β+ cells at 3 and 7 days post-insertion, most notably within a 50 μm radius from the site of insertion (Figure 6C and Supplementary Table S13). By 28 days post-insertion, the density of PDGFR-β+ cells was dramatically decreased around the microelectrode array and significantly different from PDGFR-β+ cell density at 1, 3, and 7 days post-insertion up to 50 μm away from the surface of the probe (p < 0.01). Coincidentally, analysis of BBB leakage via immunoglobulin G (IgG) staining revealed a temporal pattern of vascular disruption similar to the observed pericyte reactivity (Figure 6D). IgG fluorescence intensity was increased with proximity to the device for all time points, up to 50 μm away from the probe hole at 1, 3, and 7 days post-insertion, and up to 100–150 μm away from the probe hole at 28 days post-insertion (Figure 6E). Within the 50 μm region directly adjacent to the probe hole, IgG intensity was highest at 28 days post-insertion, significantly more increased than at 1, 3, and 7 days post-insertion (p < 0.05) (Figure 6F and Supplementary Table S14). Concurrent with reduced PDGFR-β immunoreactivity at chronic time points was a decrease in vascular structures around the implanted device. Tomato lectin staining demonstrated reduced blood vessel distribution around the site of implantation at 28 days post-insertion compared to the contralateral (non-implant) side (Figure 7).
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FIGURE 6. Pericyte dysregulation and blood-brain barrier disruption around an implanted microelectrode array. Microelectrode implantation induces pericyte reactivity and increased BBB leakage within close proximity to the electrode interface, suggesting a progressive dysregulation of the neurovascular unit following injury. (A) BBB-associated pericytes were visualized around implanted devices by representative immunohistochemical stains for PDGFR-β (green), NG2 (red), and cell nuclei (blue) at 1, 3, 7, and 28 days post-insertion. Scale bar = 100 μm. (B) Magnified images of NG2+ (top), PDGFR-β+ (middle), and NG2+PDGFR-β+ cells (bottom). Scale bar = 20 μm. (C) Spatiotemporal patterns of PDGFR-β+ cell density within 50 μm bins up to 300 μm away from the probe hole. (D) Temporal patterns of device-induced bleeding revealed by representative immunohistochemical stains for immunoglobulin G at 1, 3, 7, and 28 days post-insertion. (E) Normalized IgG intensity within 10 μm bins up to 300 μm away from the probe hole. (F) Normalized IgG intensity averaged over the first 50 μm from the probe hole. Increased IgG expression around the probe hole coincides with reduced pericyte densities at 28 days post-insertion. ∗ indicates p < 0.05. ∗∗ indicates p < 0.01.
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FIGURE 7. Reduced vascular structures around implanted microelectrode arrays at 28 days post-implantation. Chronic microelectrode implantation reveals specific insult to the endothelial component of the BBB, which may precede pericyte reactivity, vessel permeability, and leakage of plasma components. Blood vessels as well as vessel-bound pericytes are visualized by representative immunohistochemical stains for lectin (red) and PDGFR-β (green) at 28 days post-implantation compared to contralateral (non-implant) side. Center of the probe hole is denoted by a white “x.” Scale bar = 100 μm.



DISCUSSION

The goal of this study was to evaluate novel histological markers around implanted intracortical probes in order provide further insight on dynamic tissue responses responsible for declining device performances. A more complete basic science knowledge of the tissue response to brain implants may facilitate the identification of novel opportunities for intervention strategies. It is understood that the homeostatic balance of the brain is not governed solely by neurons, microglia, and astrocytes, common targets while studying microelectrode-induced inflammation and injury. Similar to neurons, oligodendrocytes are metabolically active cells which can be considered just as important to brain circuit health given that they provide neurotrophic support and facilitate neuronal signaling via myelin sheath extension (Du and Dreyfus, 2002). Demyelination is a common symptom in many neurodegenerative diseases such as MS, stroke, and dementia, highlighting the susceptibility of oligodendrocytes to injury and their importance for neuronal survival (Dewar et al., 2003; Dulamea, 2017b). Additionally, oligodendrocyte precursors are versatile cells within the parenchyma, restoring oligodendrocyte populations following injury but are known to contribute to injury-induced inflammation (Dimou and Gallo, 2015). Finally, juxtavascular pericytes have direct associations with BBB health and are an understudied cell type around implanted intracortical devices, despite evidence that they also are implicated in a variety of neurodegenerative disorders (Winkler et al., 2011; Sweeney et al., 2016). Each of these CNS factors play either a direct or indirect role in regulating neuronal homeostasis and their respective dysfunctions following device implantation can affect critical neural circuits, altering recording or stimulating performances of intracortical electrode arrays.

Neuronal Loss and Axonal Structural Changes Following Microelectrode Implantation

Distribution of neuronal cell bodies and axonal organization are significant factors around implanted microelectrode devices considering they are the electrically excitable components of the brain (Eles et al., 2018a). Neuronal cell density was disrupted mostly within the 0–50 μm region from the site of insertion. Within this radius, neuronal densities at 3 and 7 days post-insertion were slightly increased, which could be the result of fluctuations in tissue swelling and displacement around the device. Additionally, alterations in neurofilament intensity matched neural density changes within 50 μm from the probe hole at 1, 3, 7, and 28 days following implantation. Between 1 and 3 days post-insertion, neural density and neurofilament expression increase within 50 μm from the site of implantation. By 28 days post-insertion, a decrease in neurofilament expression within 50 μm away from the probe hole was observed coinciding with a drop in neural density. Gradually, the amount of caspase-3+ neurons increases from 1 to 28 days post-insertion, particularly within the 50 μm region around the device, indicating an increased propensity for these neurons near the device to undergo apoptotic cell death in response to the chronic implantation of a microelectrode array. Both neuronal density and axon neurofilament expression did not return to baseline levels until ∼150 μm away from the site of implantation. Considering that the maximum recordable radius of electrically active cells resides within this 150 μm radius (Buzsáki, 2004), changes to the organization of neurons and axons within this region may significantly influence the quality of device recording performance. However, the exact mechanisms governing this insult on neuronal viability remains unknown (Michelson et al., 2018b).

Microelectrode Implantation Induces Spatial and Temporal Patterns Glial Cell Reactivity and Proliferation

Formation of a glial scar is another significant response to the implantation of a microelectrode array. Microglia and astrocyte glial membranes form a physical barrier between the electrode and neural tissue, which is understood to increase device impedances and directly alter the quality of the recorded signal (Williams et al., 2007; Alba et al., 2015). With specific regard to stimulating devices, gliosis has the potential to increase impedances, alter the material and mechanical properties at the tissue-electrode interface, and widen the distance between the device and the nearest active neuron, requiring higher stimulation thresholds which can pose even further complications to the tissue (Grill and Reichert, 2008; Kozai et al., 2014a; Thomas and Jobst, 2015; Campbell and Wu, 2018). Unlike recording performance, knowledge of stimulation performance suffers from additional parameter spaces and additional variability in performance outcomes (Platia and Brinker, 1986; Mushahwar et al., 2000; Branner et al., 2004; McCreery et al., 2010; Koivuniemi et al., 2011; Gittis, 2018). Reduction in signal-to-noise ratios can be attributed to increases in extracellular noise, which can occur due to the dysregulation of local ionic environments following glial activation. Furthermore, glial-secreted factors that promote inflammation and cell death can compromise neuronal or oligodendrocyte viability and exacerbate further glial activation and BBB disruption around the device (Biran et al., 2005; Karumbaiah et al., 2012; Prasad et al., 2012, 2014). Therapeutic approaches often attempt to attenuate glial cell activation or scar formation around implanted devices; however, reducing glial cell responses following nervous system injury carries the ability to worsen tissue health (Anderson et al., 2016). Therefore, future analyses focused on understanding glial cell dynamics after injury and their role during inflammation will help better understand wound healing and repair around implanted intracortical devices. Here, Iba-1+ microglia, NG2+ glia, and GFAP+ astrocyte fluorescence intensities were upregulated at different time points around implanted microelectrodes, indicating a temporal pattern of glial cell reactivity during device-induced inflammation.

Microglia are typically the first responders to injury within the CNS, their primary goal being to protect and repair injured tissue (Kawabori and Yenari, 2015). In vivo imaging has previously revealed that microglia respond immediately to the implantation of a microelectrode probe (Kozai et al., 2012a, 2016b; Eles et al., 2017). Following the initial response to electrode insertion, microglia begin migrating toward the device after 12 h of insertion (Kozai et al., 2016b; Wellman and Kozai, 2018). Here, Iba-1+ analysis indicated that microglia cells were the most significantly dividing glial cell type at 1 and 3 days post-insertion and that Iba-1+ fluorescence expression steadily increased up to 28 days post-insertion. The activation of microglia is followed by secretion of pro-inflammatory factors such as monocyte chemotactic protein (MCP-1), which induces the recruitment and migration of other immune cells, and tumor necrosis factor-alpha (TNF-α), which induces further glial cell activation and promotes neuron cell death (Biran et al., 2005). However, microglia can also secrete a range of anti-inflammatory cytokines to facilitate wound repair (Cherry et al., 2014). The complex range of microglia activity remains the focus of rigorous research, but these phenotypes can vastly alter the way microglia are viewed as a reactive glial cell type following CNS injury (Ransohoff, 2016; Eles et al., 2018b; Golabchi et al., 2018).

Generation of Heterogeneous Population of Reactive Astrocytes Following Microelectrode Implantation

Following 1 week post-insertion, astrocytes were the dominating proliferative cell type with significantly elevated GFAP expression, indicative of their characteristic encapsulation of intracortical devices during glial scar formation. Of the observed GFAP+ population around implanted microelectrode arrays, GFAP+Olig2+ cells appeared with increasing frequency both as time of implantation progressed and with close proximity to the site of device insertion. The Olig2 marker is an oligodendrocyte transcription factor expressed solely within the central nervous system, responsible for regulating oligodendrocyte differentiation (Zhou et al., 2001). It is a common marker used to identify oligodendrocytes and oligodendrocyte precursors. Olig2 is known to increase following stab wound injury in the cortical gray matter, and the proportion of GFAP+Olig2+ cells within the Olig2+ population was reported between 7–9% at 3 and 7 days post-injury (Buffo et al., 2005). In contrast, this study demonstrates that GFAP+Olig2+ cells make up about 35–45% of the Olig2+ cell population between 3 and 7 days post-insertion, most likely attributed to the chronic presence of an implanted device compared to a transient stab wound injury. Previous studies have suggested that NG2 glia maintain the ability to differentiate into reactive astrocytes following injury (Dimou and Gallo, 2015). Whether these GFAP+Olig2+ cells were previously NG2+Olig2+ oligodendrocyte precursor cells or a separate Olig2+ subpopulation poses an interesting question for tissue injury and repair.

Observing NG2 glia differentiation into astrocytes has previously proven challenging since the Cspg4 promoter encoding for the NG2 antigen is downregulated during differentiation rendering co-localization using immunohistochemical markers difficult and therefore requires use of retroviral or transgenic manipulations. In the healthy postnatal cortex, it has been shown that local proliferation of astrocytes, not NG2 glia, account for a majority of the astrocyte population (Ge et al., 2012; Ge and Jia, 2016). Previous studies have used Cre-loxP transgenic animals to track the cell fate of NG2 glia following injury in vivo. Komitova et al. (2011) determined that NG2 glia are not a significant source of reactive astrocytes following stab wound injury to the cortex, declaring only 8% of reporter-labeled cells who are also labeled GFAP-positive at 10 days post-injury. However, a study conducted by Hackett et al. (2016) observed 25% of NG2 glia express GFAP 7 days following contusive spinal cord injury, indicating that the severity of injury can influence the potential for astrogliogenesis of NG2 glia. Furthermore, a prior study evaluating the extent of NG2-derived astrocytes using transgenic lineage tracing techniques in either spinal cord injury or experimental autoimmune encephalomyelitis (EAE) demonstrated an increased percentage of NG2-differentiated astrocytes in SCI (25–40%) compared to EAE (9%) 4 weeks following injury (Hackett et al., 2018). In the case of microelectrode implantation where inflammation and secondary damage persists due to the chronic presence of the implant, the conversion of NG2 glia into reactive astrocytes could be a major contributor to the gliosis observed around acute and chronically implanted neural probes. The relevance of this phenomenon depends on the origin of reactive astrocytes. For example, astrocytes proliferate readily following 1 week after a stab wound injury to the cortex (Allahyari and Garcia, 2015). This presents two possible sources of origin for reactive astrocytes following device implantation: (1) from existing astrocytes which divide and migrate toward the electrode or (2) from NG2 glia which either (i) differentiate into astrocytes, (ii) proliferate and then differentiate into astrocytes, or (iii) both. Interestingly, NG2 glia intensity and proliferation decreases while astrocyte reactivity and proliferation peaks at 7 days post-insertion, suggesting a transformation of NG2 glia into reactive astrocytes following device implantation. However, the precise contribution from either source remains to be determined and may alter the focus of future research investigating the nature of scar formation following injury.

Robustness of Oligodendrocyte and Oligodendrocyte Precursor Population Following Intracortical Microelectrode Implantation

Oligodendrocyte densities around the microelectrode device revealed a different pattern compared to neuronal distributions. These cells appeared more resistant to the acute and chronic implantation of a microelectrode device compared to neurons, remaining relatively stable in density throughout the time course of implantation. However, oligodendrocyte density was slightly decreased at 3 and 7 days post-insertion. Caspase-3 analysis revealed that oligodendrocyte dysfunction steadily increased up to 7 days post-insertion before decreasing by 28 days. Furthermore, degenerated oligodendrocytes appeared within close proximity to the microelectrode array, indicating a device-induced mechanism of cell death similar to neurons. By 28 days post-insertion, oligodendrocyte densities returned, coinciding with a decrease in apoptosis. Concomitantly, myelin basic protein expression was elevated around the implanted device at 28 days following insertion, suggesting a potential attempt at regeneration of oligodendrocytes and myelination following implantation-induced inflammation and injury. Unlike neurons, oligodendrocytes are supported by a dense and reactive oligodendrocyte precursor population that proliferate and differentiate following injury in order to sustain oligodendrocyte cell numbers (Levine et al., 2001). In some demyelinating diseases such as multiple sclerosis, differentiation of these oligodendrocyte precursor cells is impaired, leading to decreased oligodendrocyte numbers coinciding with increasing neurodegenerative deficits (Dulamea, 2017a). While oligodendrocyte regeneration and remyelination following brain injury is observed, newly formed myelin sheaths can return thinner than normal (Ishii et al., 2012). Although this study did not quantify myelin sheath thickness, integration and health of newly regenerated oligodendrocytes and myelin around implanted devices should be investigated further.

NG2+ cells were most activated at 28 days post-insertion, demonstrating significant proliferation and fluorescent expression of the NG2 antigen around the microelectrode device. It is possible this increase in oligodendrocyte precursor cell population is an attempt to facilitate oligodendrocyte regeneration and remyelination chronically around the device. Pericytes also express the NG2 antigen; however, pericyte reactivity was reduced around chronically implanted microelectrode arrays, therefore, is unlikely that the increase in NG2+ cell proliferation and intensity expression at 28 days post-insertion can be attributed to the pericyte population. Even then, NG2, which is a chondroitin sulfate proteoglycan known for axon growth inhibition within the CNS, can be cleaved and secreted extracellularly, which is why NG2 fluorescence intensity profiles may not be a direct indicator of NG2 glia distribution or behavior. Additional analysis such as chronic in vivo experimentation would be needed to determine NG2 glia dynamics around implanted microelectrode arrays. Moreover, thoroughly understanding the behavior of this precursor population following injury will provide future insight on wound repair and regeneration following injury.

Loss of PDGFR-β+ Reactivity and Increased Blood-Brain Barrier Leakage Around Chronically Implanted Microelectrode Arrays

BBB degradation following microelectrode insertion are more frequently becoming a factor in studies concerning biological responses to implanted devices (Bjornsson et al., 2006; Johnson et al., 2007; Kozai et al., 2010, 2015c; Saxena et al., 2013; Nolta et al., 2015; Bedell et al., 2018; Bennett et al., 2019). Insertion of a device through the BBB is inevitable and can be severe depending on the size of the vessel ruptured (Kozai et al., 2010). Bleeding and loss of perfusion due to BBB damage can be detrimental to the viability of metabolically dependent cells such as neurons and oligodendrocytes within the brain (Kozai et al., 2015c; Wellman and Kozai, 2017; Wellman et al., 2018; Baranov et al., 2019). Additionally, inflammatory plasma proteins exposed to the parenchyma and biofouling on the implant surface have the potential to promote glial cell activation and further BBB breakdown (Kozai et al., 2012a). Avoiding or protecting the vasculature during insertion and chronic implantation of a device may potentially improve device performances by reducing inflammation within the brain. However, BBB function is supported by a variety of cells within the brain and each individual component can be influenced separately and distinctly by the chronic implantation of an intracortical electrode array (Muoio et al., 2014). Pericytes, which are gatekeepers to large macromolecules and circulating cells between the brain and the periphery, have many functional roles concerning BBB maintenance (Sweeney et al., 2016). From a tissue regenerative perspective, pericytes can facilitate new vessel formation and BBB repair whereas, during injury, pericytes can demonstrate neuroinflammatory functions and have been implicated in glial scar formation (Sweeney et al., 2016).

In this study, PDGFR-β+ cells were increased within the vicinity of an implanted device at 3 and 7 days following insertion. This increase in pericyte density could be an attempt to repair damaged vessels or mediate angiogenesis around the implanted device. By 28 days post-insertion, PDGFR-β+ cells were dramatically decreased compared to acute implantation. Previously, pericyte deficiencies during injury have been correlated with increased BBB dysfunction (Montagne et al., 2018). Indeed, bleeding was noticeably increased around the implanted device by 28 days post-insertion. However, vascular structures also appeared altered at chronic time points, prompting the question about whether reduced pericyte density is a consequence or effector of BBB disruption around inserted devices. Pericytes are increasingly becoming major cellular targets in neurodegenerative diseases such as Alzheimer’s, stroke, MS, and more (Winkler et al., 2011; Sweeney et al., 2016; Iacobaeus et al., 2017; Cheng et al., 2018). Further characterization of their behavior around implanted intracortical devices will help understand BBB associated inflammation following injury (Kozai et al., 2014c, 2015c; Wellman and Kozai, 2017).



CONCLUSION

Investigation of various aspects of biological inflammation revealed spatiotemporal patterns of cell death, glial proliferation, and BBB-associated pathology around implanted intracortical microelectrode arrays. Neuronal loss was prominent near the site of electrode insertion at acute and chronic time points, coinciding with structural changes to local axons, primarily in an apoptotic-dependent manner. Similarly, apoptosis-induced oligodendrocyte cell death was prevalent at the time of acute implantation prior to a tissue regenerative attempt at restoring oligodendrocyte densities and enhancing myelination at chronic time points. Activation and proliferation of microglia, astrocytes, and NG2 glia were observed preferentially around inserted devices at distinct time points along the course of implantation. Furthermore, a novel subtype of reactive astrocytes was revealed around the site of implantation, potentially derived from a resident oligodendrocyte precursor population. Finally, chronic pericyte deficiency was noted alongside increased vascular dysfunction near inserted devices. This study simultaneously broadens the scope of dynamic tissue events that occur during intracortical device implantation and specifies distinct mechanisms of cell death and reactivity in response to inflammation. Future studies investigating the biological response to electrode-induced injury and inflammation in an attempt to improve device performances will benefit within the context of this newly discovered knowledge.
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The overall goal of this study is to develop thickness shear mode (TSM) resonators for the real-time, label-free, non-destructive sensing of biological adhesion events in small populations (hundreds) of neurons, in a cell culture medium and subsequently in vivo in the future. Such measurements will enable the discovery of the role of biomechanical events in neuronal function and dysfunction. Conventional TSM resonators have been used for chemical sensing and biosensing applications in media, with hundreds of thousands of cells in culture. However, the sensitivity and spatial resolution of conventional TSM devices need to be further enhanced for sensing smaller cell populations or molecules of interest. In this report, we focus on key challenges such as eliminating inharmonics in solution and maximizing Q-factor while simultaneously miniaturizing the active sensing (electrode) area to make them suitable for small populations of cells. We used theoretical expressions for sensitivity and electrode area of TSM sensors operating in liquid. As a validation of the above design effort, we fabricated prototype TSM sensors with resonant frequencies of 42, 47, 75, and 90 MHz and characterized their performance in liquid using electrode diameters of 150, 200, 400, 800, and 1,200 μm and electrode thicknesses of 33 and 230 nm. We validated a candidate TSM resonator with the highest sensitivity and Q-factor for real-time monitoring of the adhesion of cortical neurons. We reduced the size of the sensing area to 150–400 μm for TSM devices, improving the spatial resolution by monitoring few 100–1,000s of neurons. Finally, we modified the electrode surface with single-walled carbon nanotubes (SWCNT) to further enhance adhesion and sensitivity of the TSM sensor to adhering neurons (Marx, 2003).

Keywords: quartz crystal microbalance (QCM), ultrasound, adhesion, neural interfaces, carbon nanotubes, microelectrode, neuron, acoustic sensors


1. INTRODUCTION

The biomechanics of the neuron-implant interface, involving highly localized neuronal adhesion, has a significant impact on intra- and extracellular signal fidelity, signal-to-noise ratio, and the viability of the neural tissue that determines the duration of neuronal recordings in vitro or life of an implanted device in vivo. Neurons change shape and realign their cytoskeleton to adhere to foreign substrates in their proximity. The complexity and dynamic nature of the adhesion process presents a challenge for studying this phenomenon using state-of-the-art end point imaging techniques such as fluorescent and electron microscopy. Electrical impedance-based methods lack the sensitivity required to capture changes in focal adhesion complexes (protein cytoskeletal anchor points at cell/substrate) since the measured current flows through the entire cell. Piezoelectric transducers have widely been used for sensing cellular adhesion due to their ease of use, low cost and high sensitivity. Quartz crystals are the most commonly used piezoelectric material for building transducers due to their desirable mechanical, thermal, chemical and electrical properties (Sauerbrey, 1959; Ferreira et al., 2009). AT-cut quartz produces bulk transverse shear waves with particle displacements parallel to the surface of the crystal and its electrodes. These AT-cut quartz oscillators are commonly termed thickness shear mode (TSM) resonators. When a small mass is deposited on the surface of a quartz crystal oscillator, the oscillator's resonance frequency decreases in direct proportion to the deposited mass as described by the classic Sauerbrey equation:

[image: Equation showing mode shift: Δf₀ equals two times f₀ squared divided by the square root of ρ times μ times Q, multiplied by Δm over A, labeled as equation (1).]

where fo is the fundamental resonant frequency of the quartz crystal, A is the surface area of the piezoelectric area of the crystal, μQ and ρQ are the shear modulus and the density of quartz (Sauerbrey, 1959). The stability of AT-cut quartz under temperature change has led to a wide range of applications involving measurement of mass deposition in vacuum. TSM devices can operate in liquid and have been used for a variety of chemical or biosensor applications which include detection and analysis of proteins (serum, neurotransmitters) (Wang and Muthuswamy, 2008), antibodies as well as DNA (Ferreira et al., 2009; Li et al., 2011), self-assembled monolayer (SAMs) (Seker et al., 2016), lipids and cells (neurons, fibroblast, blood cells, neutrophils, bacteria) (Khraiche et al., 2003, 2005; Da-Silva et al., 2012; Khraiche and Muthuswamy, 2012; Zhou et al., 2012; Westas et al., 2015). The first attempts to study adhesion of cells using TSM sensors involved platelet adhesion (Matsuda, 1992). In the above report, Matsuda et al. concluded that the time dependent response of the acoustic sensor to cell attachment was not just due to the number of cells attaching but also to the adhesion state of the cells. In addition, work done by Gryte et al. (1993) showed that resonant frequency of the TSM sensor recovers to baseline when the pH was changed drastically causing the cells to detach from the sensor surface. Additionally, adding nonadherent beads to the sensor surface showed no change in resonant frequency. These early findings demonstrating the specificity of the changes in resonant frequency of the TSM sensors to cellular adhesion events opened the door to multiple studies using TSM sensors for monitoring adhesion (Khraiche et al., 2005; Khraiche and Muthuswamy, 2012; Lee et al., 2012; Saitakis and Gizeli, 2012; Da-Silva et al., 2013). Although the use of TSM resonators as biosensors encompasses a large number of applications, the commonly used dimensions of the electrodes and resonant frequencies of the crystal in most studies have a narrow range between 5 and 7 mm for electrode diameters, 200 nm for electrode thickness and 5–10 MHz resonant frequencies for the quartz crystal (Kosslinger et al., 1995). The above parameters of TSM resonators result in sensitivity (using Equation 1) and sensing area that is typically suitable for measurements of biological events in tens or hundreds of thousands of cells. Their performance therefore falls short of other comparable biosensing modalities such as surface plasmon resonance (SPR) (Su et al., 2005; Fang et al., 2015). In this study, we aim to develop a TSM sensor that can monitor biological adhesion in tens or hundreds of neurons in vitro. If successful, the natural advantages of TSM sensors such as label-free, non-destructive and real-time monitoring capabilities can be used to monitor the biomechanics of neurophysiology with much higher spatial resolution in a countable number of cells. Besides playing a key role in neuronal function and dysfunction in several pathologies, neuronal adhesion to a brain implant in vivo is also an important part of the immune response to the implants. Therefore, the proposed approach has potential in vivo applications in the future. The focus of this study is to investigate the effect of resonant frequency of TSM sensors and electrode dimensions (active sensing area) on sensitivity and Q-factor in the context of sensing neuronal adhesion. As indicated by Equation (1), the sensitivity of TSM sensors operating in air or vacuum is directly proportional to the square of the resonant frequency. But the fundamental resonant frequency in the bulk of the TSM sensor is limited by the thickness (wavelength of the fundamental is twice the thickness as indicated in Equation 2) of the quartz substrate. For instance, to fabricate a TSM sensor with 100 MHz resonant frequency, the thickness of the substrate needs to be approximately 16 μm which pose challenges to fabrication, handling and packaging. Furthermore, for sensing neuronal adhesion in biological media, two critical aspects of TSM sensor operation-inharmonic modes and the quality factor (Q-factor) need to be optimized. Inharmonic modes or spurious modes are standing waves in the quartz substrate with frequencies different from the resonant frequency and its harmonics. These unwanted inharmonics reduce acoustic energy trapping and, if the frequency separation between the harmonic and inharmonic modes is not sufficient, adjacent resonant peaks interfere with each other, resulting in mode coupling or frequency jumps. The Q-factor is considered a critical metric for sensor sensitivity as it determines the minimal frequency change detectable and is affected by dielectric, acoustic and electric losses within the TSM sensor. In this study, we specifically minimize inharmonic modes and maximize Q-factor and develop a design framework that serves as a guide for increasing sensitivity and spatial resolution of TSM sensors operating in a liquid environment.



2. THEORY


2.1. Harmonic and Inharmonic Waves

The application of an electric field across the thickness of AT-cut quartz leads to particle movement, which in turn results in two types of standing waves-a transverse wave in the thickness direction referred to as the thickness shear TS1 wave and a wave traveling in the radial direction known as the thickness twist TT3 wave. The path length of TS1 waves is the quartz plate thickness with nodes along the diameter of the plate, while the path length for TT3 is the electrode radius with concentric nodal lines along the center of the quartz plate. When the length of the path is an integral number of wavelengths, a standing wave occurs and results in resonance (Shockley et al., 1967). The fundamental resonant frequency of AT-cut quartz is a result of the TS1 standing wave and is the most reliable and largest wave of this type of acoustic systems. TT3 waves are considered unwanted inharmonic waves that, if present, can interfere with the correct measurements of the resonant frequency.



2.2. Energy Trapping

The theory of energy trapping is based on the principle that waves traveling in a piezoelectric substrate must have a frequency higher than a certain “cutoff frequency,” defined as the fundamental frequency of the system, which is the frequency predicted based on the thickness of the quartz substrate (hs).

[image: Formula representing \( f_0 = \frac{\sqrt{\mu Q / \rho Q}}{2 h_k} \), labeled as equation (2).]

where fo is the fundamental resonant frequency of the quartz crystal, A is the surface area of the piezoelectric area of the crystal, μQ and ρQ are the shear modulus and the density of quartz (Ferreira et al., 2009).

When electrodes are applied to an AT-cut quartz plate they create two regions of different frequencies as illustrated in Figure 1A (plated and unplated) where a cross section of the TSM sensor is shown. The two regions are formed due to the mass of the electrodes on the plated region “e.” resulting in the cutoff frequency (fs) of the unplated “s” region being slightly higher than the cutoff frequency (fe) of the plated region “e.” These two regions give rise to three different scenarios for the propagation of a wave (frequency ft) within the quartz. For waves having frequencies ft where fe <ft <fs, these waves can propagate within the “e” region but not the “s” region, and total internal reflection occurs at the boundary between the two regions. Waves in the plated “e” region with frequencies below fe (i.e., ft <fe) cannot propagate in the plated region, “e” or into the unplated region, “s” and get attenuated within the plated “e” region. For waves with frequency, ft higher than fs (ft >fs) vibration energy generated in plated region “e” will propagate away resulting in a loss of energy and, therefore, will not contribute to a localized standing wave response. The latter is desirable for unwanted waves.

[image: Diagram illustrating a quartz crystal microbalance (QCM) system. Panel A shows a gold-coated quartz crystal connected to an oscillator, indicating frequency changes after mass loading. Panel B depicts frequency relationships in plated and unplated regions with three scenarios: (I) represents \(f_c < f_t < f_s\), (II) displays \(f_t < f_c < f_s\), and (III) shows \(f_c < f_s < f_t\). Panel C presents an equivalent electrical circuit with resistors (R0, R1, Rs), inductors (L1), and capacitors (C0, C1).]
FIGURE 1. (A) Illustration of theory of operation of TSM devices. (B) Shows three scenarios for propagation of waves within the quartz crystal in a TSM sensor. For illustration, the waves are shown in a cross-section of the TSM sensor, where metalized electrodes over the quartz create two distinct regions with different cut-off frequencies for the propagated waveforms -unplated region “s” with a cutoff frequency fs and plated region “e” with a cutoff frequency fe with fs > fe due to the weight of the electrode. This gives rise to three different scenarios for propagation of waves of frequency ft in the plated quartz substrate. (I) when ft is between fe and fs, waves can propagate within the “e” region but not into the “s” region, and total internal reflection occurs at the boundary between the two regions (II) when ft is below fe, waves cannot propagate into “s” region but get attenuated within the “e” region III) when ft is higher than fs, vibration energy generated in region “e” will propagate into the “s” region, resulting in loss of energy and therefore will not contribute to a localized standing wave response. (C) The BVD electrical model consists of three series components modified by the mass and viscous loading of the crystal where R1 is the dissipation of the oscillation, C1 corresponds to the stored energy in the oscillation, L1 (inductor) corresponds to the inertial component of the oscillation. The BVD model can be modified to a five-element model, in which a series resistor (RS) is added.



2.3. Eliminating Inharmonic Waves

Based on the energy trapping theory, the frequency of the inharmonic waves needs to be higher than the cut-off frequency of the unplated region in order to eliminate the inharmonic modes. This will cause the inharmonic to travel in the unplated region without creating a standing wave in the crystal (Bottom, 1982). The eigen frequency of a clamped resonator fnmk with a circular electrode can be calculated from the following equation;

[image: The formula shown is: f_sub_mnk equals f_sub_n01 multiplied by the quantity one plus two times the quotient of the product of X_sub_mkh_sub_s and h_sub_s, divided by the product of n, pi, and d. This is equation number three.]

Xmk is the kth root of the Bessel function of order m, fn01- the frequency of the nth harmonic mode, d is the diameter of the electrodes and hs is the thickness of the quartz. As mentioned earlier, if the first inharmonic is larger than the cut-off frequency of the unplated region, the inharmonic will propagate into the unplated region and will not result in a standing wave. So, our design should consider the following;

[image: The equation "n f subscript zero is less than f subscript nmk" is shown with italicized letters.]

where f0 is the fundamental resonant frequency. Given that X11=3.832 and substituting Equation (3) we have;

[image: Mathematical formula showing the inequality where the change in frequency, Δf_pb, is less than f_n01 multiplied by the fraction 2.98 over n squared, times the quantity (h_s over d) squared, denoted as equation (4).]

We refer to Δf as the plate-back. From Equation (4), we find a design guide for eliminating the inharmonic modes. We assume that the change in mass by adding electrodes is equivalent to the plate-back, which will allow us to equate plate-back to the Sauerbrey equation and substituting n=1 (first inharmonic), we get the following equation;

[image: Equation expressing \( h_e < \frac{9.38 \times 10^8 \, \text{m}^3 \, \text{s}^{-3}}{f_0^2 \, d^2} \). Labeled as equation (5).]

Where the term he is thickness of the electroded region of the crystal (electrode + quartz). This equation provides a guide to designing a resonator while avoiding all inharmonic modes.



2.4. Liquid Load

However, when the sensor is operated under liquid loading, Equation (4) becomes inaccurate in predicting the presence of the inharmonics, due to the impact of viscoelastic loading on the QCM sensor under liquid load. Kanazawa et al used the velocity distribution of the crystal oscillation in fluid to describe how the viscosity and density of the fluid affects the oscillation. The result of that work was an expression describing the frequency change induced by immersing one face of a quartz resonator in a liquid as a function of the viscosity as well as the density of the liquid (Kanazawa and Gordon, 1985).

[image: Equation showing the frequency shift, delta f equals negative f sub zero to the power three over two, multiplied by the square root of rho sub p times eta sub l, divided by pi times rho sub q times mu sub q. The equation is numbered six.]

where ηl is the viscosity of the liquid and ρl is the liquid's density, ρq and μq are the density and shear modulus of the quartz. The net change in resonant frequency is therefore the summation of the mass loading effects described by Sauerbrey and the viscosity effects described by Kanazawa's equations. If we assume that plate-back is equivalent to the change in frequency from both of these mass loadings, we have

[image: Equation labeled as (7) expressing a change in frequency, denoted as Δf, with two terms. The first term is negative, involving Δm over the product of ν₉, ρ₉, and A. The second term is negative, involving f₀ squared times the cube root of η₁ρ₁ over πμ₉ρ₉.]

And

[image: Equation showing a change in frequency, labeled as equation eight. It involves mass change, frequency, several constants such as viscosity, density, and includes an inequality involving a ratio raised to the power of two.]

The equation can be rearranged to;

[image: Equation showing \( h_e \) less than a complex expression involving several variables: \(\mu_q\), \(\nu_q\), \(f_0\), \(\eta\), \(\rho\), \(\pi\), and various subscripts. The image labels it as equation (9).]

[image: Inequality formula with a subscript and variables: \( h_e < \frac{2.98 \mu_q v_q}{16 \pi^2 \beta_0^2 d^2 \rho_e} - \sqrt{\frac{\eta \rho_l \rho_q}{\pi \mu_q f_0} \frac{v_q}{4 \rho_e}} \), labeled as equation (10).]

Assuming that the liquid is water at 20oC with a viscosity of 1.0022 × 10−3 Pa.s [or kg/(m.s)] and a density of 998.2 kg/m3, then the equation further reduces to:

[image: The equation displayed is \( h_c < \frac{9.38 \times 10^8 \text{ m}^3 \text{ s}^{-3}}{f^2 d^2} - \sqrt{\frac{5.32 \times 10^{11} \text{ m}^2 \text{ s}^{-1}}{f_0}} \).]



2.5. Q-Factor

The quality factor (Q-factor) for resonators is the ratio between energy stored and the energy dissipated per cycle. This quantity is a metric for sensor efficiency and stability and can be calculated based on material properties. The following equation relates the Q-factor to the resonant frequency of the quartz (Mason, 1956);

[image: Equation showing Q equals 1.6 times 10 to the power of 13, divided by f subscript zero. It is labeled as equation 12.]

The Q-factor value calculated in Equation (12) is not reached in experimental prototypes. This is due to two types of losses in TSM oscillators-electrical losses and acoustic losses. The electrical losses stem from the electrical properties of the electrodes sandwiching the quartz crystal in the TSM sensor and the associated leads. As for the acoustic losses, it includes internal losses due to defects, scattering and losses due to acoustic boundaries between thin films in the oscillator. In addition, for TSM sensors operating in fluid, the acoustic energy is dissipated in the fluid by viscous mechanisms resulting in a decrease in the quality factor. While a thin solid film will only cause a change in resonant frequency, a Newtonian liquid will cause a simultaneous shift in the resonant frequency and the decrease of the quality factor. That being said, a more accurate estimate of the Q-factor can be obtained from the BVD (Butterworth van dyke) model. The classic BVD model consists of a series of R1, L1, and C1 components modified by the mass and viscous loading of the crystal where R1 is the dissipation of the oscillation, C1 corresponds to the stored energy in the oscillation, L1 corresponds to the inertial component of the oscillation. The BVD model can be further modified to better describe the crystal, and the losses impacting the Q-factor, as a six-element model, in which a series resistor (RS) and acoustic leakage resistance Ro is added (Figure 1C). The addition of RS accounts for losses due to the electrode electrical properties. Past work has shown that this modified BVD model improves Q-factor estimates and relates electrode conductivity to Q-factor changes (Larson et al., 2000). In addition, the Q-factor's impact on TSM sensor sensitivity can be determined by considering the smallest detectable resonant frequency, which is governed largely by the Q-factor and can be calculated from the following (Lakin et al., 1993; Weber et al., 2008);

[image: Equation showing the frequency deviation, delta f sub o, equals one over two f sub o multiplied by delta phi min over Q, with the equation labeled as number 13.]

The previous equation relates the smallest detectable change in the resonant frequency by TSM sensors to the Q-factor and ϕ (phase resolution of the acquisition system). Using Equation (1) we can rewrite Equation (13) for sensitivity in terms of the smallest change in mass per unit area:

[image: The equation depicts the minimum mass increment, Δm_min, over area A, equating to one-half of the square root of the product ρQμQ multiplied by Δφ_min, all divided by f₀Q.]



2.6. Motional Resistance and Viscoelastic Changes

Through an electromechanical analogy of the quartz crystal, Muramatsu et al. derived a relationship between the motional resistance R1 and the density and viscosity of the liquid that is shown below in Equation (15):

[image: Formula for \( R_1 \) is shown: \( R_1 = \frac{(2\pi f_0 \rho \eta)^{\frac{1}{7}} A}{\kappa^2} \). Equation number 15.]

Where A is the active electrode area of the sensor, ρl is the density and ηL is the absolute viscosity of the liquid, κ an electro-mechanical coupling factor (Kanazawa and Gordon, 1985; Muramatsu and Kimura, 1992). A plot of ΔR1 vs. Δfs has then been used to describe the mechanical changes in the deposited thin film on the sensor surface (Zhou and Muthuswamy, 2004). The term (ρLηL) appears in both Equations (6) and (14) and the ratio of both equations resulting in a straight line in the case of pure viscous liquid contacting the sensor surface. The relationship of ΔR1 vs. Δfs provides insights into viscoelastic changes in the thin layer adhering to the sensor, where changes in frequency only (without a corresponding change in ΔR1), are due to rigid mass deposition (elastic changes) and changes in viscosity of the adhering layer only, will result in changes along a line of unit slope in the ΔR1 vs. Δfs plot (energy dissipation). This type of plot was introduced by Muramatsu et al (Muramatsu and Kimura, 1992; Kang et al., 2008) and was later used by Marx et al in studying thin film deposition and cells (Marx, 2003).




3. MATERIALS AND METHODS


3.1. Sensor Fabrication

High frequency polished quartz crystals were obtained from Xeco, Cedar City, UT, USA. The crystals had an inverted mesa structure that provided a thick outer frame for handling while having a thin inner membrane. Photoresist was used to adhere the quartz to glass slides that were used as chips carrier. A metallization layer of chrome/gold was then deposited by thermal evaporation as illustrated in Figure 2. PR (AZ4620) was spun coated on the crystal without the ramp step to reduce beading on the crystal edge. Using a photomask, the edge beading was removed from the crystal by overexposing the edges and developing it in 400T developer for 2 min at 1:3 concentrations. The pattern of the first side was exposed using a laser aligner (EVG620) at 700 mJ/cm2 and developed in 300 MIF for 2 min. Gold etchant was used to etch away the exposed gold, revealing the pattern on the crystals. The quartz wafers were then removed from the glass slides using acetone, cleaned and remounted with the new pattern facing down. A layer of photoresist (PR) AZ4620 was spin-coated on the crystal at 5,000 rpm without a ramp-up step and the crystal was baked at 100oC for 2 min. The pattern of the second side was exposed after being aligned with the bottom side using a laser aligner (EVG620) at 700 mJ/cm2 and was developed in 300 MIF for 2 min. Gold was then deposited on the exposed areas. The next step involved washing away the gold that was deposited on the PR and exposing the top pattern resulting in overlapped electrodes on each side of the crystal (Figure 2I).

[image: Diagram illustrating steps of a microfabrication process on quartz substrates. Panels A to D show deposition and patterning of PR and gold layers on a blue quartz base, with associated arrows indicating processes. Panels E to H depict a similar sequence with variations. Panel I shows a microscopic image of the processed quartz substrate with gold features, alongside the materials key. Panel J displays a setup involving the processed material submerged in a liquid.]
FIGURE 2. Schematic of the fabrication process involving deposition of gold electrodes on quartz substrates with inverted mesa-like out-of-plane structures. Figures on the left-hand column correspond to the patterning of the topside of the quartz plate. (A) gold was vapor deposited on the quartz surface. (B) photoresist (PR) patterned on gold and pattern exposed. (C) solvent used to wash away exposed PR. (D) gold etchant used to expose electrode. Figures on the right-hand column correspond to patterning of the bottom side of the quartz plate. The quartz wafer was flipped to expose the bottom side, (E) photoresist coated on quartz (F) photoresist (PR) patterned on gold and pattern exposed using backside alignment. (G) solvent used to wash away exposed PR; (H) gold is evaporated to form the electrode on the bottom side. (I) Micrograph of the resulting pattern of gold electrodes on 50 Hz quartz (scale bar 150 μm) along with a picture of the cell culture well toping the crystal with interconnects.



3.2. Device Cleaning and Post-processing

To remove organic deposits from the surface of the devices, the quartz crystal and gold electrode were cleaned using piranha solution (H2O2 + H2SO4) 3:1 v/v) for 5 min, then rinsed with DI (de-ionized water) water and dried in air for 15 min. The crystal was then treated with 1 M NaOH for 20 min, then rinsed with DI water (Khraiche and Muthuswamy, 2012).



3.3. Surface Modification Using Carbon Nanotubes (CNTs) to Enhance Sensitivity

Single walled carbon nano tubes have excellent properties for sensing including high conductivity, high surface to volume ratio which results in high surface roughness on the nanoscale [31–33]. The increase surface roughness of TSM electrodes has been shown to increase the absolute change in resonant frequency and subsequent sensitivity of TSM sensors (Daikhin and Michael Urbakh, 1997; Du and Johannsmann, 2004; Rechendorff et al., 2007). This increase in Δf is due to interfacial slip between the solid and liquid phase, where there is an abrupt change in velocities at the interface. Several attempts have been made to understand this phenomenon and a model was developed to predict the impact on Δf by deriving a term that can be added to the Kanazawa's expressions listed earlier (where no slip condition is assumed) (Equation 6):

[image: Equation showing the change in frequency, Δf, over the square of the initial frequency, F, and density, ρ, equals negative one divided by the square root of the product of ρ₀ and μ₀, multiplied by the expression of π raised to one-half, times w² over ξ, plus Rδ. Equation is numbered sixteen.]

Where w is the surface roughness, ξ is the correlation length of the roughness, R is a roughness factor and δ decay length. When surface roughness is equal to zero (smooth surface), then Equation (16) reduces to Equation (6). Single walled carbon nano tubes (SWNT) were purchased from Sigma Aldrich. The procedure of depositing SWNT was as previously reported (Gabriel et al., 2009). The SWNT were made into a black suspension by mixing 10 mg of pure SWNT with 10 ml of dimethyl formamide (DMF). The solution was placed under ultrasonic agitation for 50 min. Several drops were placed on the microelectrodes typically 5-10 μl and allowed to evaporate at 100oC. After the solution evaporated, the MEA was rinsed with DI water and wiped with clean room wipes. The steps were repeated 4–5 times until the microelectrodes appeared black. After mechanical polishing the carbon nanotubes (CNT) stayed only on the gold microelectrodes.



3.4. Data Acquisition

A network analyzer HP E5100A (Agilent Technologies, USA) connected to a PC was used to acquire and record the impedance spectrum via a custom LabVIEWTM program. The network analyzer was equipped with a passive π-network fixture where the leads to the crystals were directly connected. Admittance spectrum was collected with 201 points around the center resonant frequency, at 200 KHz bandwidth and 0.5 dBm with an incident power of 1 mW.



3.5. Cell Culture

Neurons were extracted from cortical slices from embryonic day-18 Sprague-Dawley rats obtained from BrainBits (Springfield, IL). Slices arrived in Hibernate-E media. Mechanical titration was used to break down the slices, and the supernatant was spun for 1 min at 1,100 rpm and suspended in ActiveNB neuron growth media with B27, 25 μM glutamic acid and 0.5 mM l-glutamine. Cells were added in suspension to a sensor surface in 20 μl and left for 20 min to adhere before adding more growth media and before the start of the resonant frequency measurements. Prior to neuron seeding, the resonator surface was coated with laminin (20 ml of 1 mg/ml laminin diluted in 1 ml of growth medium) and PEI (.1% in borate buffer). Fabricated TSM devices were topped with wells that hold 1.5 ml of media (Figure 2, top right) and sealed with a fluorinated ethylene-propylene (FEP Teflon® film), a transparent, oxygen permeable and water impermeable membrane. The whole setup was then placed in a cell culture incubator (controlled CO2 and 98% humidity) for the duration of the experiment, and media levels were monitored constantly. After 7 days in culture, neural cell culture viability was checked using live/dead fluorescence assay and by measuring single unit activity. All experiments were conducted according to standard biosecurity and institutional safety procedures of Arizona State University, Tempe, AZ.



3.6. SEM Protocol

Growth media was rinsed off with PBS wash (three times). Samples were then fixed in 2.5% glutaraldehyde in 0.1 M cacodylate buffer at pH = 7.4 and left for a 1 h at room temperature. This was followed by a wash in PBS (three times) and the sample was left in PBS for 5 min after each rinse. The next step included adding PBS solution containing 1% osmium tetroxide to the sample for 1 h at room temperature to improve the contrast in imaging, followed by washing in distilled water (three times). Dehydration: The samples underwent a serial dehydration in 30, 50, 70, and 90% (10 min. each) and three times with 100% ethanol (within 15 min). Critical point drying: Samples were placed in a critical point dryer for 10–15 min and imaged afterward (Liu et al., 2017).




4. RESULTS AND DISCUSSION


4.1. Plate-Back

Results plotted in Figure 3 represent the theoretical plate-back characteristics relating electrode thicknesses and electrode diameters for TSM resonators operating in air. Traces corresponding to 42, 50, 75 and 90 MHz are shown in Figure 3 along with points that correspond to the quartz TSM prototypes fabricated and tested in this study. The plate-back characteristics for suppressing the unwanted inharmonic modes change between operations in liquid (Figure 4) vs. air (Figure 3). Changes in admittance spectrum in response to TSM operation in air vs. liquid are shown in Figure 5A. Comparing the performance of the TSM resonator in air vs. liquid in Figure 5A, the inharmonics are more suppressed under liquid operation due to liquid loading. The admittance at the most significant inharmonic is 1/6th the admittance at the resonant frequency in air, compared to 1/30th in liquid. The usefulness of Figure 3 can be enhanced for biosensor design when we account for frequency changes due to the dampening effects of fluid loading or even target analyte (cells proteins). By incorporating Kanazawa's equation, that accounts for the density and viscosity of water at 20oC in the plate-back equations for eliminating inharmonics (Equation 10), Figure 4 is obtained as a guide for sensor design. When comparing Figure 3 with Figure 4, we found notable differences in the design space for suppressing inharmonics in TSM sensors operating in air vs. TSM sensors operating in liquid, for larger diameter electrodes. This relationship was based on the density and viscosity of water. This is especially evident for higher frequency resonators. If the sensor is to operate in a different medium, necessary changes to Equation 10 need to be made (Kanazawa and Gordon, 1985; Kanazawa, 2002). In order to suppress unwanted inharmonic modes based on the relationship defined by Equation 11, the region under the curve represents ideal resonator designs where the frequency of the first inharmonic is larger than the cut-off frequency of the unplated region of the sensor resulting in inharmonic suppression (as predicted by the plate-back Equation 11). An example of this is the admittance spectrum plots in Figure 5B of two 42 MHz sensors, one with a 400 μm diameter electrode and 33 nm of gold thickness (blue trace in Figure 5B) that corresponds to a point below the plate-back characteristics of 42 MHz sensor in Figure 4, while the second 42 MHz TSM sensor with 800 μm diameter electrode and 230 nm of gold thickness (red trace in Figure 5B) lies above the plate-back characteristics in Figure 4. Inharmonic frequencies are only observed in the trace corresponding to the second TSM sensor (in red; inharmonic modes indicated by arrows) and not the first. This result is consistent with Equation (11), where increasing the electrode thickness will increase the left side of the inequality resulting in more inharmonics.

[image: Graph showing electrode thickness versus diameter. Curves for 42, 50, 77, and 90 MHz are plotted, with decreasing thickness as diameter increases. Data points mark specific frequencies. Annotations indicate "Higher Q" and "Inharmonic suppression: area under curve."]
FIGURE 3. Plate-back characteristics for suppressing the unwanted inharmonic modes in air demonstrate the theoretical relation between electrode thickness and electrode diameter for any given resonant frequency (inversely proportional to the thickness of the quartz crystal). The lines correspond to the specific resonant frequency of the quartz crystal. The region under each curve indicates possible combinations of electrode thicknesses and diameters that will suppress inharmonic modes of vibration.

[image: Graph showing electrode thickness (nanometers) versus diameter (meters) with multiple frequency lines: 42 MHz (red), 50 MHz (blue), and 96 MHz (dashed black). Higher Q indicated by arrow; inharmonic suppression noted as area under curve. Data points marked with red squares.]
FIGURE 4. Plate-back characteristics for suppressing the unwanted inharmonic modes in liquid operation demonstrate the theoretical relation between electrode thickness and electrode diameter for any given resonant frequency (inversely proportional to the thickness of the quartz crystal). The region under each curve (corresponding to a specific resonant frequency of the quartz crystal) indicates possible combinations of electrode thicknesses and diameters that will suppress inharmonic modes of vibration.

[image: Graph A and B show the admittance (S) versus frequency (Hz) for different materials. In A, blue and red lines represent in-air and in-liquid conditions, with quality factors Q of 5000 and 7600. In B, the red line depicts 400 μm x 20 nm and the blue line represents 800 μm x 20 nm, with Q of 7600 and 4965. Both graphs indicate significant changes in admittance at marked points.]
FIGURE 5. (A) The admittance spectrum of the 42 MHz TSM resonator in air and in phosphate buffered saline (PBS) show that inharmonics are more suppressed under liquid due to the liquid loading. The admittance of the TSM sensor at the most significant inharmonic is 1/6th the impedance at resonant frequency in air vs. 1/30th in PBS. (B) The admittance spectrum in air of 42 MHz and a gold electrode of 800 μm diameter and a thickness of 230 μm (in red) and the admittance spectrum of 42 MHz and a gold electrode of 400 μm diameter and a thickness of 33 nm (in blue).



4.2. Increasing Electrode Thickness

The impact of electrode thickness on TSM sensor performance is not immediately apparent. The impedance spectra of two TSM sensors in Figure 5A (in air) and Figure 5B (in water) reveal a higher Q-factor for the TSM sensor with 230 nm of gold thickness compared to the sensor with 33 nm of gold thickness. Changes in the thickness of deposited gold electrodes lead to changes in the electrical resistance. The dependence of the Q-factor of TSM devices on the resistivity can be better understood from the modified BVD model of a resonator. Adding a resistor in series with the BVD model for a bulk acoustic resonator accounts for changes in Q-factor and improves the accuracy of the model. Increasing electrode thickness increases the conductivity of the electrodes and reduces the resistance, which results in a higher Q-factor as shown also in Figure 6 as the Q-factor increases with increasing electrode volume.

[image: A scatter plot with a trend line shows the relationship between electrode volume in cubic micrometers and the Q-factor. The plot depicts an upward curve, indicating that as electrode volume increases, the Q-factor also increases. Data points are marked with red circles, and the trend line is dotted. The x-axis is labeled "Electrode Volume (µm³)" and the y-axis is labeled "Q-factor."]
FIGURE 6. Improvement in Q-factor with increasing electrode thickness. Increasing electrode thickness increases the conductivity of the electrodes and reduces the resistance, which results in a higher Q-factor.



4.3. Sensor Frequency

When considering sensor design, sensitivity requirements determine the choice of the fundamental resonant frequency of the TSM sensor and ultimately the choice of the thickness of the quartz. Increasing the resonant frequency of TSM sensors increases sensor sensitivity as shown by the Sauerbrey equation (Equation 1). On the other hand, increasing the resonant frequency of the TSM sensor lowers the Q-factor (Equation 12). This relationship is evident in the impedance sweep in Figure 7A showing two TSM prototypes with different resonant frequencies (90 MHz shown in blue and 42 MHz shown in red) but with the same electrode dimensions (800 μm diameter and 33 nm thickness of gold). The Q-factor for the TSM sensor with a resonant frequency of 42 MHz is 7,000 compared to 4,000 for the one with a resonant frequency of 90 MHz. The impact of frequency on the Q-factor has implications when operating in liquid, as the quartz undergoes hydrostatic dampening and dampening due to the viscous medium, both of which lead to a further reduction in the Q-factor (Figure 7B).

[image: Graph A shows the admittance versus frequency for Q-factors 4000 and 7600 with red and blue lines showing various peaks and dips. Black arrows highlight key points on the red line. Graph B depicts a similar analysis for Q-factors 2000 and 5000, with highlighted peaks on the overlapping red and blue lines, also marked by black arrows.]
FIGURE 7. (A,B) Decreasing Q-factor and larger inharmonic modes with increasing resonant frequency of the quartz substrate. The admittance spectrum of two microresonators with a resonant frequency of approximately 90 MHz and an electrode of 800 μm diameter and a thickness of 33 nm (in blue) and a second with a resonant frequency of approximately 42 MHz and a gold electrode of 800 μm diameter and a thickness of 33 nm (in red) are shown (A: in air and B: in fluid with 90 MHz resonator replaced by a 77 MHz resonator). Arrow points to the inharmonic.

As for the impact of sensor fundamental resonant frequency on the inharmonic frequencies, plate-back characteristics in Figures 3, 4 indicate that the higher the resonant frequency of the quartz, the lower the inharmonic suppression, which has an adverse impact on the operation of the crystal. In Figure 7A, the first inharmonic appears to be larger and closer to the resonant frequency for the TSM sensor with a resonant frequency of 90 MHz compared to the resonant frequency of the 42 MHz resonator. Referring back to Figure 3, the point corresponding to the 90 MHz micro-resonator with its electrode diameter and thickness shown in Figure 7, lies farther above the plate-back characteristics of 90 MHz in comparison with the point corresponding to the 42 MHz micro-resonator, relative to its corresponding curve in Figure 3. Therefore, the 90 MHz micro-resonator profiled in Figure 7 is expected to generate significantly larger inharmonic modes than the 42 MHz resonator, and the results shown in Figure 7A confirms the presence of these modes.



4.4. Changing Electrode Diameter

For bio-sensing applications, electrode size of TSM devices determines the sensing area and impacts sensitivity as demonstrated by Sauerbrey's Equation (1) and subsequently Equation (14). The plot in Figure 4 shows that reducing electrode size allows for designing TSM sensors without inharmonic waves. This relationship is due to the fact that reducing electrode size increases fe and reduces the range of frequencies that lie between fe and fs, leading to less inharmonic waves (Figure 1A). On the other hand, as we have discussed in the previous section, increasing electrode resistance (due to reduced electrode size) reduces the Q-factor as explained by the modified BVD model. The admittance spectrum of TSM sensors with two different electrode diameters is shown in Figures 8A,B, where the Q-factor for the sensor with 800 μm diameter electrode is higher than the sensor with 400 μm diameter. Therefore, reduction in diameter of the electrodes, to increase the spatial resolution of the TSM sensor, reduces the Q-factor, which in turn has the effect of decreasing the sensitivity. Simultaneously, the decrease in electrode sensing area (proportional to the square of the diameter) also has the effect of increasing the sensitivity as shown in Equation 14, which compensates for the loss in sensitivity due to lower Q-factor.

[image: Graph A and B depict admittance versus frequency curves with blue and red plots representing different datasets. Graph A peaks at a higher admittance with Q values of 5859 and 4965. Graph B shows lower peaks with Q values of 4340 and 2110. Both graphs include a legend indicating which plot is open or short based.]
FIGURE 8. (A,B) Increasing electrode diameter improves the Q-factor of the micro-resonator. The admittance spectrum of two microresonators with a resonant frequency of approximately 42 MHz and an electrode of 400 μm diameter and a thickness of 33 nm (in red) and a second with a gold electrode of 800 μm diameter and a thickness of 33 nm (in blue) are shown (A) in air and (B) in fluid.



4.5. Cell Adhesion

The advantages offered by TSM sensors that include real-time monitoring of adhering masses have been of interest in the study of mechanics of cell adhesion to artificial substrates. For a long time, the adhesion phenomenon has been investigated using bright field or fluorescence methods that do not easily lend themselves to real-time quantitative assessment of adhesion dynamics. Studies using TSM to track cell adhesion have been extended to a variety of cell lines and pharmacological manipulation of cell cytoskeletal mechanics (Khraiche et al., 2003; Wang and Muthuswamy, 2008). This interest in studying large populations of cells, has even led to the availability of commercial systems to study cell adhesion using TSM sensors. However, the electrode size (in the order of 5–8 millimeters) of commercially available TSM sensors limits these studies to large cell populations (tens or hundreds of thousands of cells). Therefore from Table 1, we chose a sensor prototype that had a large Q-factor at the highest resonant frequency (90 MHz) with an electrode diameter of 400 μm (that can accommodate hundreds of cells) that can achieve the highest sensitivity according to Equation (14). Data in Figure 9 shows a mostly monotonic decrease in resonant frequency of a TSM device in response to neuronal adhesion tracked over a period of 8 days. The average standard deviation in the resonant frequencies of these TSM sensors in liquid over a 5-h period, before the addition of neurons, was 31 Hz, demonstrating long-term stability of the TSM sensors in liquid. In addition, the mechanical properties of the adhering cell layer can be tracked in real-time by considering changes in the ratio of ΔR1 to Δfs (Silva and Khraiche, 2013). The data in Figure 9B show a plot of ΔR1 vs Δfs where an increase in the slope of the curve indicates non-mass changes such as viscoelastic density in the adhering layer. The adhesion process typically involves dramatic changes in the cytoskeleton that translates to changes in cell shape, mechanical properties, and cell spreading. These changes are typically difficult to monitor and quantify in real-time using conventional techniques, but it has been shown that TSM sensors are very effective in monitoring such mechanical changes in cells. Additionally, their ability to differentiate between adhering and non-adhering mass makes them ideal for antigen-based cell capture (Khraiche et al., 2005). This performance characteristic is due to the affective lateral sensing layer that extends only a few 100 nm into the solution, which enables TSM sensors to monitor adhered thin films, without being affected by the rest of the medium. This feature offers an advantage when using TSM sensors compared to competing technologies such as EIS (electrochemical impedance spectrum) that typically monitors cell adhesion via a current flow between two neighboring electrodes which can be susceptible to changes in conductivity of the medium and non-adhering cells. In comparison with conventional, commercial TSM sensors, whose electrode diameters are 5–8 mm and a resonant frequency of 5–10 MHz, the electrode diameters of the microscale TSM resonators reported in this current study are at least an order of magnitude smaller, with resonant frequencies at least an order of magnitude larger. Data in Table 1 shows the impact of sensor design parameters on sensitivity as represented by the smallest detectable mass calculated in column 1. The smaller electrode diameters will result in a proportionate decrease in the number of cells on the electrode surface. In principle, an order of magnitude increase in resonant frequency will translate into an increase in sensitivity by two orders of magnitude since the sensitivity is proportional to the square of the resonant frequency. Furthermore, an order of magnitude decrease in the electrode diameter translates into two orders of magnitude increase in sensitivity, since sensitivity is inversely proportional to the square of the electrode diameters.



Table 1. Summary of prototypes designs and their corresponding Q-factors.

[image: Table displaying data with columns: mass change (ng/mm²), frequency (MHz), diameter, electrode thickness (nm), and Q-factor. Data values vary across rows, with frequency ranging from 10 to 90 MHz, and diameters from 150 µm to 8 mm. Q-factor values range from 3,800 to 10,000.]




[image: Panel A shows a graph tracking frequency (Δf) and resistance (ΔR, in ohms) across eight days in culture, with a noticeable crossover. Panel B is a line graph of resistance (AR, ohms) versus frequency (Δf, Hz) with regions marked I to IV, highlighting a viscosity-density shift. Panel C is a microscopic image exhibiting fluorescent green cellular structures, with yellow arrows indicating specific features.]
FIGURE 9. (A) Changes in resonant frequency and motional resistance of the TSM sensor are plotted in response to neuronal adhesion over a period of 8 days in culture for a TSM resonator with resonant frequency of 90 MHz and an electrode diameter of 400 μm. (B) Plot shows ratio of ΔR1 vs. Δfs, Increase in the slope of the curve indicates increase in viscoelastic-density (non-mass) changes in the adhering layer. The plot shows mechanical changes in adhering cell layer over the course of 8 days. Phase I shows a linear behavior indicating both mass and viscoelastic changes in the adhering layer. Phase II shows a slope increase due to increase in the contributing of the viscoelastic changes of the adhering layer. Phase III shows a return to linear behavior and an equal contribution from mass and viscoelastic changes to the curve. Phase IV: shows cell layer exhibits changes in both viscoelastic and mass contributions. (C) Live/Dead assay as described of neural culture 7 days after seeding. Live cells are identified by green calcein fluorescence. Arrows in the image are indicating electrode edge.



4.6. Neuron Adhesion to SWCNT Coated TSMs

We investigated the effect of surface roughness on the performance of TSM electrodes by coating the gold electrodes on the quartz with SWCNT (single walled carbon nanotube). The choice of SWCNT is due to their excellent properties for sensing, including high conductivity and high surface to volume ratio. Additionally, nanotopography of SWCNT is of great interest for studying cell adhesion to nano-substrates (McHale and Newton, 2004; Ballerini, 2008; Khraiche et al., 2009; Hecht et al., 2011). We coated the gold electrodes with SWCNT via drop-casting which resulted in almost 4-fold increase in surface roughness measured via AFM (Figure 10B). Results in Figure 10A shows the Q-factor is reduced for the TSM device coated with SWCNT. Acoustic losses reduce the Q-factor due to defects, scattering and losses at the acoustic boundaries (Figure 10A) (Heitmann and Wegener, 2007). In addition, the presence of high surface roughness leads to slip conditions between the solid and liquid phases as the TSM sensor is operated in liquid, leading to an increase in Δf. Furthermore, TSM sensors have been shown to be capable of tracking cell adhesion quantitatively in real-time under various chemical and surface treatments (Mindlin and Deresiewicz, 1954; Khraiche et al., 2005; Sapper et al., 2006; Khraiche and Muthuswamy, 2012). In the final section of this work, we investigated TSM sensor response (change in resonant frequency) to cell adhesion on SWCNT modified electrodes over a period of 14 days. Measurement time points were chosen to collect data well past the typical maturity of disassociated neurons, as indicated by an advanced state of axonal growth and spreading. This experiment allowed us to quantify the adhesion response of neurons on gold vs. SWCNT. The data in Figure 10C shows that TSM sensors coated with SWCNT have a significantly larger change in resonant frequency to the same density of adhering cells at two time points (7 and 14 days in vitro). The increase in TSM response correlates with observations of enhanced adhesion of neurons on CNTs and was consistent with the predicted Δf in Equation 16 (Figure 10D). Scanning electron micrographs (SEM) in Figure 11 show adhesion of individual processes of neurons grown on SWCNT.

[image: Panel A displays a graph comparing amplitude against frequency for BXXX and CXYZ. Panel B shows two nanostructure surface images with corresponding texture analysis histograms. Panel C presents a bar chart of modulus differences at seven and fourteen days in blue and red, with significant differences indicated by stars. Panel D features a fluorescent microscopy image with green fluorescent elements on a dark background.]
FIGURE 10. (A) Coating top gold electrode with SWCNT reduced the Q-factor. Plot in red shows the admittance spectrum before and plot in blue shows admittance spectrum after SWCNT coating. (B) Results from AFM scanning of the surface of the coated TSM (Right) electrode vs. the noncoated surface (left). The histogram shows an average surface roughness of 35–40 nm for SWCT coated electrodes vs. 6–7 nm for noncoated. (C) Change in resonant frequency of TSM devices after cells are added to sensor surface. Bars in red indicated frequency change due to cells added to TSM electrodes coated with SWCNT. Blue bars indicate frequency due to uncoated (control) TSM surfaces. Overall, the SWCNT sensors show higher resonant frequency drop for cells at similar seeding densities compared to the control (uncoated) surfaces. The star shows the predicted change in resonant frequency for higher surface roughness electrodes. (D) Live/dead assay of neurons at day 7 grown on SWCNT.

[image: Two panels show electron microscope images of cellular structures. Panel A depicts a bulbous, textured formation attached to a thicker strand, in shades of red and gray. Panel B shows an elongated, tapering structure extending across a textured background, also in red and gray tones. Both images highlight detailed surface textures.]
FIGURE 11. (A) Scanning Electron Microscope image of neuron growing over a SWCNT coated surface. (B) Scanning electron microscope image of neural processes growing over a SWCNT coated surface.




5. CONCLUSION

Thickness shear mode piezoelectric sensors have shown great promise in bio-sensing applications but currently fall short in the sensitivity and detection area as compared to competing sensing modalities such as surface plasmon resonance (SPR). This report highlights key design principles for improving sensitivity and lowering the detection area for TSM sensors operating in liquids, for the purposes of monitoring cell adhesion in real time. The theoretical predictions have been validated with fabricated prototypes operating in liquid. The plate-back equation first derived by Mindlin et al. was used to eliminate unwanted inharmonic standing waves that interfere with the correct prediction of the sensor's resonant frequency (Mindlin and Deresiewicz, 1954). We added a new term to include the effect of liquid and higher density and viscosity coatings on inharmonic suppression which changes the design space previously suggested for inharmonic suppression. We also used the prototypes with the highest sensitivity and smallest sensing area to monitor neuronal adhesion. In addition, we used TSM sensors to probe cell responses to SWCNT. Finally, reducing the size of the sensing area to a 150–400 μm for TSM devices, improves the spatial resolution by monitoring 100–1,000s of neurons. This technology remains an important tool in studying cell adhesion as they provide real-time, label-free information and hold many advantages over competing technologies such as EIS for monitoring cell adhesion. The theoretical guidelines in this work lay out the interplay among sensor design parameters, such as sensing area, frequency of the quartz, and thickness of the electrode, and how they affect sensor performance. The design of TSM sensors should be application driven so as to set the expectation of one or more aspects of the design specification while tuning the rest of the parameters to produce the desired performance.
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Tissue morphology and mechanics are crucial to the regulation of organ function. Investigating the exceptionally complex tissue of the brain at the sub-micron scale is challenging due to the complex structure and softness of this tissue, despite the large interest of biologists, medical engineers, biophysicists, and others in this topic. Atomic force microscopy (AFM) both as an imaging and as a mechanical tool provides an excellent opportunity to study soft biological samples such as live brain tissues. Here we review the principles of AFM, the performance of AFM in tissue imaging and mechanical mapping of cells and tissues, and finally opening the prospects and challenges of probing the biophysical properties of brain tissue using AFM.
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INTRODUCTION
Brain tissue combines an ensemble of different cells such as neurons and glia cells and the extracellular matrix, the latter is mainly made from filamentous proteins such as collagen, fibronectin, elastin, and others like proteoglycans and polysaccharides. Tissue mechanics results from the mechanical properties of the cells and the extracellular mechanics interacting with each other. So far, brain tissue mechanics has been investigated by various techniques such as atomic force microscopy (AFM) (Bouchonville et al., 2016), magnetic resonance elastography (MRE) (Mariappan et al., 2010), and ultrasound elastography (Gennisson et al., 2013). Among all, AFM has the advantage of allowing simultaneous imaging, mapping the mechanics with high resolution (nanometer scale precision), and force sensitivity (piconewton precision) of most tissues (brain, blood vessel, lung, cartilage, tendon) in either fluids or physiologically relevant environments (Mao et al., 2009; Chan et al., 2010; Liu and Tschumperlin, 2011; Marturano et al., 2013; Iwashita et al., 2014). The advent of AFM to capture the live actions of biomolecules at high spatial and temporal resolutions has been enabled by techniques such as high-speed AFM (Ando, 2018; Heath and Scheuring, 2019). AFM-based recognition imaging and force spectroscopy enables unbinding force mapping of receptors–ligand interaction sites on a lipid membrane at the single molecule level (Koehler et al., 2019). Not only a surface-imaging tool, but also a force–distance (FD) curve-based AFM has been used in different modes such as ringing (Dokukin and Sokolov, 2017), tapping (Zhong et al., 1993), multifrequency (Garcia and Herruzo, 2012), and contact resonance (Stan et al., 2014) mode to measure nanoscale mechanical (viscoelastic) properties of cells, biopolymers, and tissues. At the cellular level, single-cell force spectroscopy (SCFS)-based AFM adds extra information and is increasingly used to study cell mechanics (Lekka et al., 1999; Rianna and Radmacher, 2017; Viji Babu et al., 2018), cell–cell interaction (Benoit et al., 2000), and cell–ECM interaction (Friedrichs et al., 2010). Similarly, AFM has been used as an imaging and spectroscopic [single-molecule force spectroscopy (SMFS)] tool in investigating bio-molecular structures (Shibata et al., 2017) and their intra- and inter-molecular interactions (Florin et al., 1994; Neuman and Nagy, 2008). Not only restricted to their ability to measure forces and displacements accurately and precisely, AFM cantilevers which act as a spring were also used as a motion micro-sensor to detect nanoscale vibrations of various prokaryotic and eukaryotic cells (Kasas et al., 2015). From single-molecule to single-cell manipulation, AFM becomes a multifunctional toolbox to observe and measure various biophysical parameters of cellular and subcellular assemblies and machineries. Remarkably, AFM can be used in cell or biomolecule physiological conditions and also does not require elaborated or specific sample preparation. AFM provides a technology that can also be integrated with other microscopic and spectroscopic techniques such as laser scanning confocal (Staunton et al., 2016), Total Internal Reflection Fluorescence (TIRF) (Ramachandran et al., 2014), STimulated Emission Depletion (STED) (Harke et al., 2012), and Förster Resonance Energy Transfer (FRET) (He et al., 2012). These correlative approaches offer a wide spatial (nm) and high temporal (ms) resolution to study cellular and molecular biophysics. Currently, AFM has gained a lot of attention in the field of biomedical engineering, especially in investigating the mechanical properties of tissues. Researchers take advantage of the simple sample preparation in AFM, which allows studying the living samples surface through imaging and mechanical mapping at the same time. In cancerology, AFM has been extensively used as an innovative diagnostic tool to explore the effects of cytotoxic drugs (Pillet et al., 2014). With simple setup and principle, AFM probes the tissue dynamics at the nano-scale.
The presence of different types of cells and their correlated functions including ECM synthesis, remodeling, and degradation (mainly fibroblasts) makes a tissue (connective tissue) unique within an organ. So far, biochemical properties of tissues have provided a large amount of information about the presence of tissue or cell specific biomarkers. These biomarkers reveal the distinction between the healthy and diseased state of a tissue, which may help in synthesizing specifically targeted drugs. Cell mechanics has now become a potential biomarker to discriminate between the different physiological and pathological states of cells (Rianna and Radmacher, 2016). Similarly, investigating tissue mechanics opens up a new platform in the biomedical field to diagnose pathological states of different tissues.
Generally speaking, brain tissue has three distinct parts: the cerebrum, cerebellum, and the brainstem. Each part has its own unique function in governing the different functions of the human body. As the central nervous system (CNS) for the whole body, brain tissues mainly contain neuronal and glia cells which interact through electric and ionic signaling and neurotransmitters. The mechanical properties of neurons and glia cells play a key role in neuronal growth and development (Spedden and Staii, 2013). Studying local and global brain topography and mechanics noninvasively can lead to a better understanding of the development of various diseases such as neurodegenerative diseases and cancer. Previous rheological studies on brain tissues were mostly conducted non-destructively on a macroscopic scale of centimeter to millimeter. Investigation into micro- and nano-scale range regions of living brain samples may allow distinguishing between cell and ECM properties and their correlation.
The main goal of this mini review is to introduce readers to the working principle of AFM and its application in tissue imaging and the mapping of mechanical properties of tissues. Finally, we discuss the possibility of using AFM in brain tissue biomechanics.



AFM – WORKING PRINCIPLE – IMAGING AND MECHANICAL MAPPING

Atomic force microscopy is conceptually a simple technique, employing the interaction between a tip whose shape can be tuned according to the application (sharp tips for high resolution imaging and pyramidal or spherical tips for mechanical mapping) attached to a soft cantilever spring and the sample. There are four main components (Figure 1A) in AFM: a cantilever, which acts as a spring with an integrated tip; a laser beam focused onto the very end of the cantilever where the tip is attached; a position-sensitive photo-detector to detect the reflected laser beam, which can measure the horizontal and vertical deflection of the cantilever; and finally, a xyz piezo scanner for moving the sample or the cantilever in all three directions. In our example schematics, the piezo scanner setup has been designed in such a way that the z piezo controls the cantilever movement in the z-direction and the xy piezo controls the sample movement in the xy-direction.

[image: Diagram and data visualization of an atomic force microscopy setup and results. Part A depicts the setup with a laser diode, cantilever, sample, and piezo scanners. Part B shows height sensor and peak force error images. Part C presents a graph of deflection versus height. Part D displays a heatmap of Young's Modulus with a color scale from five to thirty kilopascals.]
FIGURE 1. AFM setup and tissue imaging. (A) AFM consists of four important components – cantilever with an AFM tip, laser diode, position-sensitive photodetector, and xyz-piezo scanner. (B) Height and deflection images show the decellularized dermal matrix which shows the collagen fibers running along other matrix components (Rianna et al., 2018). (C) Deflection (nm) vs. Z height (μm) shows the approach and retract curve (Viji Babu et al., 2018). (D) Force maps show the elastic modulus values of mouse skin tissue in a respective color scale (Pa) (Joshi et al., 2017).

Different imaging modes such as contact (DC) and non-contact tapping (AC) modes are used in AFM to measure the sample topography. In contact mode, the AFM tip is brought into physical contact with the sample and the cantilever deflection is measured. In the constant height mode, the sample is kept at a constant height while the tip raster scans the sample. The topographic information is inferred from the deflection of the cantilever as the tip scans over areas of different heights. This particular mode is generally used for flat and rigid samples, since, due to the deflection of the cantilever the loading force will change. For soft biological samples, especially for cells, this mode will damage the cells as they will be exposed to large loading forces. In order to image soft samples, a feedback is introduced to adjust the z height such that the deflection, and therefore the loading force, is held constant. This mode is called a constant force or constant deflection mode. Figure 1B shows the height and error signal images of the extracellular matrix topography of the decellularized dermal matrix. In constant deflection mode, the output of the feedback corresponds to the height signal image which shows the overall sample topography. Since the feedback will react with a finite response time, the main time limiting factor will be the piezo transducers used in AFM, there are some residual changes in deflection, which are not perfectly compensated. In control theory this behavior is called the error (of the feedback loop); therefore, in AFM the phrase error signal image is also often used. To reduce lateral forces exerted to the sample in contact mode, which can be substantial and destroy or detach samples, the tip is periodically retracted from the sample and the cantilever height is modulated at the cantilever’s resonance frequency. This mode is called the tapping mode and is used largely in imaging biomolecules such as DNA, proteins, and lipids. Like in contact deflection mode, tapping mode produces two images: a height and an amplitude error image. A novel variant of the tapping mode, the peak force mode, where the data during one oscillation cycle are captured and analyzed online to control the maximum force, seems to be favorable for cell imaging (Figure 1B; Schillers et al., 2016).

In a force curve (Figure 1C) the interaction forces between the tip and sample are measured while the tip is approached and retracted from the sample. This can be performed over a region of interest of the sample, generating a force map or force volume (Figure 1D) in which each pixel in the map represents a force curve. Both the approach and retract curves reflect information on the mechanical, or more precise viscoelastic properties of the sample, as well as adhesion properties between the tip and sample, e.g., a cell or the ECM. The elastic properties of the sample can be inferred by fitting the data with an appropriate geometric model of the tip and sample to yield the Young’s modulus. Different models are used from continuum mechanics depending on the shape of the AFM tip. In most cases, the AFM tip shapes are pyramidal, conical, and spherical. According to the tip geometry, the Hertz model (Hertz, 1882) for spherical indenters, Sneddon model (Sneddon, 1965) for conical indenters, and Sneddon extended model (Rico et al., 2005) for pyramidal indenters are used to describe the elastic behavior of the biological samples. The force can be calculated by Hooke’s law from the deflection of the cantilever, if the spring constant is known. The sample indentation is calculated from the z movement of the z piezo and the cantilever deflection.



TISSUE IMAGING AND MECHANICAL MAPPING IN AFM

The simplicity of the working principle of AFM allows users to obtain the fine microstructures of biological tissue with good resolution. Biological tissues are comprised of different cells and ECM, whose interplay facilitates tissue dynamics and maintains homeostasis. Investigating biomechanical properties and imaging of cells and ECM are studied individually and cells are mostly cultured in hydrogels, matrigels, or three-dimensional (3D) matrices in order to evaluate the substrate stiffness or composition-dependent cell elastic properties. Whereas decellularized ECM is evaluated for the ECM component arrangement and stiffness. Intracellular actin cytoskeleton arrangement and dynamics reveal that the cell stiffness and actin stress fibers interact with and transmit mechanical information to the ECM through the transmembrane protein focal adhesion complex. This adhesion complex consists of the transmembrane protein integrin, whose extracellular domain binds to the RGD (Arg-Gly-Asp) sequence of any of the ECM proteins and its intracellular domain binds to the adaptor proteins which further bind to the actin cytoskeleton. This combined complex transfers both the extracellular and intracellular force generated by respective ECM protein fibers and actin stress fibers in the cells, resulting in signaling in both directions: from the cell to the ECM environment and back from the environment into the cells (Discher et al., 2005). ECM imaging and biomechanical properties are so far performed in decellularized tissue samples. The surface topology of acellular ECM scaffolds provides information on the ECM protein fibers’ orientation, spacing, diameter, and also records mechanical maps which enable their stiffness and surface roughness. Collagen fibers are mostly dominant and abundant in these decellularized tissue samples and sometimes the collagen fibers are also seen with other ECM proteins. AFM measurement can be combined with fluorescence microscopy in order to study different ECM proteins by tagging them with different fluorophores which make them easier to visualize in conducting decellularized ECM imaging and mechanics (Jorba et al., 2017).

Ensemble investigations of cells and ECM at the tissue or sub-tissue level provide information on the cell–ECM mechanical crosstalk and disease-related alterations in tissue morphology and mechanics. The AFM sample preparation for tissue investigation starts with the immobilization of tissue blocks which is quite challenging. Tissues are normally immobilized to a coverslip or any other suitable support in several ways. Tissue adhesives such as Histoacryl tissue glue (Stolz et al., 2009; Plodinec et al., 2010) or ethyl cyanoacrylate (Chan et al., 2010) are mostly used and care has been taken so that adhesives do not make contact with the investigated region. Nevertheless, this immobilization procedure will have some effect on the tissue as substances released from the adhesives may diffuse, either through the surrounding air or water, or directly through the neighboring tissue. Sectioned tissue specimens are often immobilized to microscope glass slides coated with poly-lysine (Stolz et al., 2004; Grant et al., 2012). This procedure is a good option but only for thin tissue sections. The main aim of immobilization of tissues is to avoid sample movement while recording images or mechanical maps. An alternative to adhesives is using Thermanox coverslips punctured in the center and used for holding down the sample in such a way that the tissue can be accessed by the AFM tip. The edge of the Thermanox coverslip can then be glued to the support (Figure 2A; Morgan et al., 2014). This setup avoids contact of tissue and glue or any other adhesive materials and serves as a better way to immobilize tissue samples. This approach paves way for investigating the topographical and mechanical changes of the mouse skin tissue. Figure 2B shows the presence of thick ECM fibers in mouse skin tissue before and after the addition of collagenase, which leads to the disappearance of fibers and correlatively decreases their elastic properties (Joshi et al., 2017). Biological tissues, cells and the ECM, are composed mainly of water (around 70% for the cytosol), even though for the biological function usually only macromolecules such as proteins or small organic and inorganic molecules are discussed. Therefore, it is very important to study tissues in a hydrated environment such as selecting the suitable medium which brings the utmost native environment to tissues that affect their topography and mechanical properties. It was reported (Zhu and Fang, 2012) that hydration and dehydration of cartilage affects the collagen fiber distribution and its roughness. Standardizing the tissue immobilization protocol and selecting the correct liquid medium are simple to set up and efficient in measuring the morphological and mechanical alteration in the tissues. Tissue samples are normally very soft. As a consequence, they are very difficult to cut into thin slices in their native state even with state of the art vibratomes; therefore, they are often frozen to prepare thin sections (cryosectioning). Normally thin tissue sections of 5–50 μm in thickness are generated for imaging and recording mechanical maps in AFM studies. However, the cryo-procedure not only decreases the cell viability dramatically, but also changes ECM and cell mechanics. Thus, the interplay of cell and ECM mechanics will be difficult or even impossible to investigate. A recent report (Xu et al., 2016) demonstrated the ability to show the difference in mechanical properties of vibratome and cryotome tissue sections. Vibratomed tissue sections show good cell viability and in mechanical maps, cell and ECM regions can be distinguished. Thus, in vibratomed sections nearly all the properties of the living tissue sample are preserved, e.g., for AFM measurements. In contrast, in mechanical maps recorded from cryotomed sections, cell and ECM regions could not be distinguished, because the freezing process increased the stiffness of the entire tissue, possibly because cells were not viable anymore.

[image: A three-part image shows different experimental conditions and results. A: A petri dish with labeled components including a punched Thermonax coverslip, tissue window, and glue. B: Two microscopy images show tissue collagen structures before and after collagenase treatment, highlighting structural differences. C: Panels display brain images; "i" shows a sham condition with areas R1 and R2 and an elastic modulus map, while "ii" depicts a 7-day post-injury condition with regions R1 to R3 and corresponding elastic moduli. Color scales indicate elastic modulus variations in pascals.]
FIGURE 2. Tissue sample immobilization and AFM imaging of mouse skin tissue sample. (A) Tissue samples are immobilized with punched Thermanox coverslips, glued to the Petri dish at their borders, thus avoiding direct contact of tissue with glue. AFM tip accesses the sample through the tissue window. (B) AFM height images show the presence of thick and rich ECM fibers in the mouse skin tissue matrix before addition of collagenase and after the addition of thick fibers, after which disappeared and decreased ECM fibers are seen (Joshi et al., 2017). (C) The gray (R1 and R3 in both i and ii) and white (R2 and R4 in both i and ii) matter are indicated within the area (black dashed lines) of the transverse spinal cord section of a sham control and of an animal with a dorsal column crush lesion at 7 days post-injury. The elastic moduli values are represented by means of a color map. In ii, the injured areas are identified by the red dashed lines (Reprinted with the permission from Moeendarbary et al., 2017 and this work is licensed under a Creative Commons Attribution 4.0 International License. To view the copy of this license, visit http://creativecommons.org/licenses/by/4.0/).

For AFM imaging, cryotomed tissue sections or samples chemically fixed in paraformaldehyde are mostly used. Both preparations increase sample stiffness and decrease adhesion to the cantilever tip (Joshi et al., 2017), which makes them suitable only for imaging; mechanical data from chemically fixed samples will be strongly affected by this sample preparation and show no resemblance with the mechanical data of live cells or tissue (Braet et al., 1998). Tissue sample preparation, immobilization, and hydration procedures are important for imaging and for obtaining mechanical maps of native samples by AFM. In a pioneering work it has been demonstrated that AFM can be used for in vivo nanomechanical imaging in living mammals by capturing real-time changes in nanomechanical properties during vasodilation and vasoconstriction in blood vessels (Mao et al., 2009). Although it is not clear how this could be adopted to other applications, especially in humans, it clearly demonstrates the potential of AFM directly following dynamics in living mammalian tissues. AFM was also used for capturing ultrastructural high-resolution imaging of native biomolecules, specifically intracellular organelles and extracellular matrix structures in mammalian connective tissue cryo-sections (Graham et al., 2010). AFM nanoindentation experiments are able to characterize the stiffness and elastic modulus of soft tissue scaffolds such as collagen–chitosan biopolymers (Zhu et al., 2011). 3D mechanical properties of the skin epidermis and dermis at the nanoscale resolution are measured using AFM nanoindentation (Kao et al., 2016). By selecting the right AFM probes and by standardizing tissue section preparation and immobilization, one can measure the morphological and biomechanical changes in the tissue of any animal.



AFM IN NEUROBIOLOGY – PROSPECTS AND CHALLENGES

Here we discuss some of the reports where AFM was used in neurobiology, concentrating on neuronal and glial cells’ biomechanics, including also brain tissue mechanics. For a detailed review on AFM usage in neuron biomechanics, readers are pointed to this review (Spedden and Staii, 2013). In neuronal growth and development, both neuronal cells and ECM function in a very coordinated manner. For example, the intracellular actin cytoskeleton helps neuronal growth cone movements. During development, neuronal growth cones are found at the apex of each axon and move in a direct way toward the target cell through the detection of extracellular signals. High resolution imaging and by studying the mechanical properties of these neuronal growth cones using AFM show varying protein motilities between different growth cone regions (Grzywa et al., 2006). AFM imaging of neurons grown on laminin micropatterns shows the laminin-guided neurite growth and the role of actin cytoskeleton in growth cone dynamics (Xing et al., 2010). AFM combined with confocal fluorescence microscopy have been used to analyze the morphology of neuronal growth cones of rat dorsal root ganglia (Laishram et al., 2009). 3D imaging from AFM and confocal evaluates the 3D architecture of living chick dorsal root ganglia and sympathetic ganglia (McNally et al., 2005). 3D AFM imaging of neurons and glia cells provides a wealth of information on 3D cell structures and sub-cellular structures of organelles such as the mitochondria or the nucleus (Parpura et al., 1993). Viscoelastic properties of individual neuronal and glial cells in the CNS show a large mechanical heterogeneity because of the distribution of cell organelles. Generally, both cell types are very soft compared to other eukaryotic cells (Lu et al., 2006). This work also reveals that glial cells do not serve as a structural support or as a glue cell for neuronal cells. In all the reports mentioned above, chemically fixed or living cells are used for AFM imaging and mechanical measurements.

The discussion of AFM application in brain cells opens up the possibility of mechanical characterization of brain tissues using AFM. Before we further discuss this topic, the focus on tissue sample preparation for such application has to be elaborated on as this provides varied techniques along with their advantages and disadvantages. Tissue extraction, embedding, and slice preparations largely fall into deformations, due to the loss of the native environment and dehydration. This causes global shrinkage from the earlier primary and secondary deformations and greatly affects the tissue structures (Dauguet et al., 2007). This demands a unique embedding and slice preparation method to maintain the brain tissue integrity. Concerning 2D brain tissue preparation, conventional slice preparation methods for AFM investigation largely alter the tissue structure. Therefore, agar embedded tissue blocks were used for slide preparation which maintains the tissue structure and helps in carrying out mechanical measurements (Iwashita et al., 2014). Regarding 2D tissue section mechanical preservation, AFM mechanical characterization of living tissues showed cryotomed sections preventing the mechanical measurements of cells in the tissues. Comparatively, vibratomed sections are able to distinguish between the cell and ECM regions in the AFM-generated sub-micron resolution mechanical maps (Xu et al., 2016). As brain tissues are much softer than other tissues, their sectioning preparation by vibratome in a standardized fashion is quite challenging. Earlier, our lab tried to prepare cancer tissue sections from vibratome and due to the softness of the cancer tissue, we could not succeed in obtaining reproducible and useful results. The preparation of brain tissues from techniques other than cryotome may be advantageous to measure living tissue’s mechanical properties.

Sub-tissue level nanomechanical imaging of both cells and ECM could possibly demonstrate the elastic properties as well as fine details of biomolecular structures of different brain regions. AFM measurements of the hippocampal and cortex regions of a rat brain show mechanical heterogeneity in subregions and also age-dependent tissue stiffness correlation (Elkin et al., 2007; Elkin et al., 2010). AFM indentation, with a spherical indenter, shows significant mechanical differences between white and gray matter of the rat cerebellum (Christ et al., 2010). AFM spatiotemporal tissue mechanical profiling shows the gradual stiffness increase in ventricular and subventricular zones of a mouse brain during embryonic development (Iwashita et al., 2014). Spatial mechanical mapping of the living guinea pigs’ retinae, using scanning force microscopy, determines the elastic modulus of retinal regions and finds the contribution of neuronal cell bodies to the mechanical properties of inner retina (Franze et al., 2011). At the microscale, AFM time lapse in vivo imaging was performed in a live Xenopus laevis embryo in order to follow their local stiffness, which changes during embryonic brain development. This change in brain local stiffness is largely due to brain cell proliferation (Thompson et al., 2019). This time-resolved stiffness measurement can be conducted in other tissue development and is able to capture the tissue dynamics in varying temporal resolutions. Other than following embryonic brain development, AFM mechanical maps show the mechanical heterogeneity in a mouse primary somatosensory cortex and their age-dependent increase in tissue stiffness. Furthermore, AFM topographical imaging of thin sections of the different layers of the sensory cortex at different ages (weaning to adulthood) shows the continuing smoothing of the cortex surfaces (Smolyakov et al., 2018). AFM is a useful tool that can elucidate stiffness maps which correlate to brain development and many neurodegenerative diseases. AFM mechanical measurement shows Alzheimer’s disease associated reduced brain tissue stiffness in mice comparatively to their wild type in both normoxia and hypoxia conditions (Menal et al., 2018). The molecular mechanism of amyloid beta (Aβ) fibril formation and toxicity in Alzheimer’s disease is well characterized by AFM imaging (Moores et al., 2011). Pathological conditions such as acidosis stiffens the cerebellar gray matter when brain tissue is exposed to CO2 thus decreasing the pH (Holtzmann et al., 2016). Comparative to other mammalian tissues, CNS tissue softens after injury. The glial intermediate filaments and ECM composition such as laminin and collagen IV contribute to the rat brain neocortex tissue softening assessed by AFM micro-indentation experiments (Moeendarbary et al., 2017). The elastic modulus color maps from gray and white matter regions show a decrease in elastic modulus values in the 7 days post-injured area, as compared to the control (Figure 2C). AFM mechanical characterization of a rat brain subjected to thromboembolic focal vertebral ischemia shows a decreased Young’s modulus compared to the wild type (Michalski et al., 2015). Lewy bodies from postmortem brain tissue samples of Parkinson’s disease human patients were imaged by AFM. These images show the aggregated fibrillary nanostructures in Lewy bodies and also show disconnected neurons which are located in the substantia nigra (Tercjak et al., 2014). The mechanical fingerprint of human glioblastoma and meningothelial meningioma tissues was measured by AFM mechanical maps. These potential applications of AFM in brain development and diseased tissue characterization help to better understand the sub-tissue level mechanosensitivity and its implications in the cells and ECM mechanical interactions. The recent advancement in AFM makes it an ideal tool to understand the role of mechanical cues in brain tissues and to correlate these cues to histopathological features. Further advancement in brain tissue sample preparation methods, together with AFM bioimaging techniques, widely covers the neuroscientific network by using AFM for diagnosing and analyzing neurodegenerative diseases.



CONCLUSION

We reviewed the application of AFM bio-imaging and mechanical mapping of soft tissue samples like brain tissue and discussed the ability of AFM to work under near physiological conditions, which is essential for mechanical mapping. With the simple working principle, scientists from different disciplines can solve arising questions in tissue biology with the aid of AFM. The challenges in tissue sample immobilization, using the right liquid medium and tissue sectioning for AFM experiments were also discussed. As outlined and reviewed, medical engineers and scientists have to keep the challenges mentioned above in mind, and design experiments accordingly to study different tissues of varying animals. Concerning the brain tissue, there is great demand to use AFM in brain tissue imaging to visualize the micro scale arrangements of cells together with ECM. Additionally, obtaining mechanical maps of different regions of the brain enables one to study varying stiffness within brain tissues.
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The development of implantable neuroelectrodes is advancing rapidly as these tools are becoming increasingly ubiquitous in clinical practice, especially for the treatment of traumatic and neurodegenerative disorders. Electrodes have been exploited in a wide number of neural interface devices, such as deep brain stimulation, which is one of the most successful therapies with proven efficacy in the treatment of diseases like Parkinson or epilepsy. However, one of the main caveats related to the clinical application of electrodes is the nervous tissue response at the injury site, characterized by a cascade of inflammatory events, which culminate in chronic inflammation, and, in turn, result in the failure of the implant over extended periods of time. To overcome current limitations of the most widespread macroelectrode based systems, new design strategies and the development of innovative materials with superior biocompatibility characteristics are currently being investigated. This review describes the current state of the art of in vitro, ex vivo, and in vivo models available for the study of neural tissue response to implantable microelectrodes. We particularly highlight new models with increased complexity that closely mimic in vivo scenarios and that can serve as promising alternatives to animal studies for investigation of microelectrodes in neural tissues. Additionally, we also express our view on the impact of the progress in the field of neural tissue engineering on neural implant research.
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IMPLANTABLE ELECTRODES IN NEUROLOGICAL AND NEUROPSYCHIATRIC DISORDERS

Clinical Applications
Recent technological progress in the field of brain-machine interfaces boosted the development of innovative tools and electrodes for neurophysiological research and neurostimulation applications to treat neuro disability-related conditions.
Deep brain stimulation (DBS) is an invasive neurosurgical operation consisting in the delivery of electrical impulses to specific areas of the brain by means of implantable electrodes connected to a pulse generator. The concept of DBS is the generation of action potentials resulting in beneficial neurochemical effects, such as the recovery of disrupted neural circuits and physiological brain function. For specific applications, DBS is a U. S. “Food and Drug Administration” (FDA) approved technique which is already applied in the clinic for a vast number of neurological dysfunctions (Coenen et al., 2015; Revell, 2015). In patients affected by Parkinson’s disease, DBS at the level of the globus pallidus or subthalamic nucleus is able to reduce bradykinesia, dystonia, as well as walking problems, allowing for substantial improvements in the quality of life (Ramirez-Zamora and Ostrem, 2018). In patients affected by dystonia, globus pallidus DBS has been shown to reduce tremors and involuntary motor contraction, with persistent effects after several years (Meoni et al., 2017). For essential tremors, the principal targets for DBS to reduce tremors with lower stimulation amplitudes and fewer side effects than previous treatments are the posterior subthalamic area and the zona incerta (Holslag et al., 2017; Barbe et al., 2018). In patients with medically refractory epilepsy, long-term DBS at the level of the anterior nucleus of the thalamus is an U. S. FDA-approved therapy that is able to reduce epileptic episodes and ensure perdurable improvements in the quality of life for years (Salanova, 2018). For the treatment of chronic and neuropathic pain, DBS is a supported therapy in Europe, although not currently approved by the U. S. FDA. Several clinical studies report a reduction of pain in patients with amputations, post-stroke pain, cranial and facial pain (Farrell et al., 2018). DBS was also found to be a valid therapeutic approach for the treatment of psychiatric disorders. Ventral capsule/ventral striatum DBS is another U. S. FDA-approved treatment under a humanitarian device exemption for patients affected by obsessive-compulsive disorder (Karas et al., 2019). A relevant efficacy of DBS has been also observed for the treatment of refractory depression. Clinical application of DBS in patients non-responsive to anti-depressant treatments reported a remission of depression after chronic stimulation of various brain targets, with a decrease in negativity and sadness, reduction of cerebral blood flow at the level of the limbic-cortical circuitry, and improvements in memory and motor function (Dandekar et al., 2018; Drobisz and Damborská, 2019).
Spinal cord stimulation (SCS) has shown to be an effective strategy for the treatment of different diseases. SCS is being successfully used to treat angina pectoris pain, low back, and leg pain and peripheral limb ischemia (Song et al., 2014). Clinical studies reported beneficial effects of SCS combined with activity-based training in the recovery of motor function and muscle activation patterns in patients that suffered spinal cord injury (Rejc et al., 2017).
Besides the applications described above, the use of implantable electrodes for neurostimulation therapy is continuing to expand toward many other medical conditions. DBS has been recently proposed for the treatment of pain, dystonia and motor symptoms in post-stroke, although additional investigations are necessary to identify specific brain districts to improve the effectiveness of the treatment (Elias et al., 2018). In a study involving patients affected by Tourette syndrome, DBS of the anterior and posterior globus pallidus, centromedian thalamus and anterior limb of internal capsule showed common positive results after 1 year of treatment in the reduction of motor tic symptoms (Martinez-Ramirez et al., 2018). Partial improvements have been described in clinical trials involving patients affected by Alzheimer’s disease, with positive effects in cognition, reversal of memory and reduction of altered glucose metabolism (Mao et al., 2018).
As seen above, the progress in neurostimulation technology and the increased knowledge of the neurophysiology of the central nervous system (CNS) opened the way to new therapeutic approaches for the treatment of a vast number of neurological disorders and neuropsychiatric conditions. Although well established and approved for some diseases, additional trials and experimental work need to be conducted to better define the ideal brain targets, stimulation variables, and electrode design in order to ameliorate the clinical outcomes. Due to the impact of the inflammatory response and tissue encapsulation elicited by traditional DBS macroelectrodes, the field of neuroengineering is progressing toward the employment of implantable microelectrodes (Daniele and Bragato, 2014). Traditional DBS electrodes present several drawbacks such as the rigidity of the materials employed for fabrication as well as a high size which exacerbate the neuroinflammatory response and tissue damage. Although they have a higher activation radius compared to microelectrodes, macroelectrode implantation is often associated to a wrong positioning in the interested area causing a decrease in therapeutic efficacy of DBS (Kloc et al., 2017; Morishita et al., 2017). In the case of small target areas, the reduced dimensions of microelectrodes can provide a better targeting accuracy ensuring an increased therapeutic efficacy of DBS and tissue integration for chronic applications (Desai et al., 2012; Du et al., 2017; Ganji et al., 2017). These miniaturized devices offer additional advantages such as reduced tissue damage and impedance, increased signal-to-noise ratio and neuronal activation compared to traditional electrodes (Desai et al., 2014). A key component contributing to microelectrode design and, ultimately, to clinical performance is the selection of the materials for the device. Such materials should not only satisfy the mechanical and the structural requirements for the efficient electrochemical performance but also provide a durable and biocompatible interface with the brain tissue. In the following section, the current materials used in microelectrode fabrication are presented.
Current Materials for Microelectrode Fabrication
For the long-lasting efficient microelectrodes, the material should not only function properly in vivo but also be biocompatible and durable for the protection of both the patient and the device (Szostak et al., 2017). As different materials show dissimilar behavior in the tissue environment the choice of the implant material is crucial. To mitigate foreign body reactions and corrosion/degradation of the structures, electrical, chemical, and mechanical properties of materials, such as chemical composition, crystallinity, surface morphology, the electrode microstructure, and Young’s modulus (a measurement of elasticity) need to be carefully considered (Cogan, 2008; Williams, 2008, 2009). With the advance of the micro-fabrication techniques, silicon and polymers have been widely employed as the substrate materials, while metals, carbon nanotubes, conductive polymers as electrode site materials (Samba et al., 2015; Yi et al., 2015; Antensteiner and Abidian, 2017).
Typical microelectrodes are designed to have either an array of microwires or micro-electromechanical system (MEMS) arrays. Microwires are generally composed of metals such as gold, tungsten, and stainless-steel, coated with insulators. Two different types of silicon substrate-based MEMS micro-machined electrodes, i.e., the Utah array (Normann and Fernandez, 2016; Wendelken et al., 2017) and the Michigan array (Kipke et al., 2008; Kiss et al., 2015), have been significantly exploited for decades. However, a huge mechanical mismatch between hard metals/silicon (E ∼ 10 to 100 GPa) and soft brain tissue (0.4–15 kPa) results in substantial strain at the tissue-electrode interface, causing local physical damage that result in inflammation and neural degeneration (Polikov et al., 2005; Harris et al., 2011; Merrill, 2014). The inflammatory process may hinder the stimulation of neuronal cells, as well as it may contribute to device failure as a result of electrode degradation (Kozai et al., 2015a; McCreery et al., 2016). However, it must be highlighted that not all the microelectrode types exhibit the same degradation profile or that there is a direct correlation between electrode failure and the acute inflammatory response (Gaire et al., 2018a). Several efforts have been reported to overcome the drawbacks from the mechanical mismatch between electrode and tissue by implementing materials with lower Young’s modulus, e.g., flexible and biocompatible polymer substrates (Trevathan et al., 2019). Polyimide- (Lai et al., 2012) and parylene-based MEMS (Hess et al., 2011) electrodes have been heavily investigated for their improved mechanical properties, easy access to fabricate, and capability to introduce bioactive molecules at the interface to facilitate long-term interaction with the tissue. As chronic stimulation electrode site materials, metals including tungsten, platinum, iridium, tantalum pentoxide, and titanium nitride have been extensively used for their electrical charge-injection properties and biocompatibility (Cogan, 2008; Fattahi et al., 2014; Meijs et al., 2015). For its remarkably increased charge storage and injection capacity and high corrosion resistivity, iridium oxide has been also widely utilized as a coating material (Meyer et al., 2001; Hasenkamp et al., 2009) to enhance the performance and the durability of the electrode. Carbon nanotubes (Jiang et al., 2011; Schmidt et al., 2013) and conducting polymers such as poly(3,4-ethylene dioxythiophene) (PEDOT) and poly(styrene sulfonate) (PSS) (Cui and Martin, 2003; Pranti et al., 2018) are attracting considerable attention as alternatives to the metal electrodes and coatings for their biocompatibility and tunable electrical properties.
An important challenge in microelectrode fabrication for neural stimulation is the identification of smart materials that are able to provide enhanced biocompatibility. So far, all the current microelectrodes are recognized, in the long run, as foreign bodies by the nervous tissue. As the difference in Young’s modulus between the electrode and tissue is the main factor that causes damage and inflammation, most research is focused on using materials with low Young’s modulus for both substrates and electrode sites. However, it should be also taken into account that mechanical strain from the motion artifacts, such as bending of conducting material, can cause changes in resistance or capacitance of materials. As a result, this can affect the electrical signals of the electrode and can result in unintended performance (Michelson et al., 2019). Thus, the balance between Young’s modulus and the electrical properties need to be carefully considered in designing microelectrodes for neural stimulation.



FOREIGN BODY RESPONSE AS A CAUSE OF IMPLANT FAILURE

The nervous tissue response to implantable microelectrodes is a complex process characterized by a cascade of biochemical alterations and chemical reactions occurring at the level of the tissue-material interface. These biochemical and chemical alterations may culminate in an undesired foreign body response. Additionally, changes in the inherent properties of the electrode after long-term implantation, for example due to corrosion, may further impair its tissue compatibility and durability. Body fluids and tissues are highly corrosive environments characterized by an elevated presence of oxygen, saline electrolytes, macromolecules and dissolved ions that can cause the electrochemical detachment of microelectrode surface. Once surgically implanted, microelectrodes must remain intact for several years to ensure the efficacy of the therapy and device functionality. To provide successful integration, reliability, and durability once implanted in the brain tissue, microelectrodes must fulfill the following requirements:

	• Biocompatibility: the surface of the microelectrode must be non-toxic for neural cells without causing any adverse effects to the surrounding tissues.
	• Biomimicry: the surface has to mimic the physicochemical and mechanical characteristics of the extracellular matrix (ECM) in order to promote neurite outgrowth toward the electrode surface and to avoid activation and recruitment of glial cells and fibroblasts that can contribute to the encapsulation of the electrodes.
	• Biostability: microelectrodes need to maintain their physical integrity, electrochemical stability, and functionality, and resist the highly corrosive tissue microenvironment without undergoing any structural modification.

Microelectrode implantation causes unavoidable damage to the tissue, triggering a series of neuroinflammatory reactions, which are part of the natural wound healing process that can seriously affect the stimulating site integrity and hamper the electrochemical performance in long-term implantations (Salatino et al., 2018). The complexity of such a process can be described by dividing it into two coupled factors: biotic factors, represented by the effects of cells and tissue reactions occurring at the surface; and the abiotic factors, related to the characteristic of the material itself.

Biotic factors include the blood-brain barrier (BBB) rupture, protein absorption at the material surface, immune cells and fibroblast recruitment, increased production of radical ions, cell death and the formation of the insulating glial scar around the electrode surface, which hampers blood supply and ionic equilibrium at the injury site. The abiotic factors are represented by the physicochemical surface modifications such as the dissolution of passive films, material-related impedance, the failure of the stimulating site integrity, the formation of electrochemical cells at the level of the surface that can evolve in crevices or pits. Biotic and abiotic factors cannot be considered as two separated processes, as they are strictly dependent and occur simultaneously interacting in different manners during the lifetime of the electrode. The complexity of such a process is not totally understood and further research is needed to clarify whether the contributions of these interrelated factors occur and what are the most effective intervention strategies.

In this section, we will provide a description of the main cascade of biochemical and cellular events occurring upon brain microelectrode implantation with a focus on the biotic reactions.

The process that leads to glial scar formation due to implantation and can culminate in the encapsulation of an implant can be divided into two phases (Figure 1). An acute phase that starts immediately after device implantation and characterized by BBB dysfunction and glial cell activation, followed by a chronic phase characterized by an immune response and the development of a glial scar around the implant.
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FIGURE 1. Schematic timeline representation of the reactions involved in the process of neural tissue response to implantable microelectrodes. The acute phase of inflammation is characterized by BBB disruption and neuronal death due to mechanical insult followed by glial activation and immune cell recruitment at the injury site. Microelectrode performance may be hampered at this level due to mechanical mismatch with the tissue accompanied by a temporary recovery. In the chronic phase of inflammation, a glial fibrotic scar surrounds the microelectrode impeding material and stimulating site integrity that, ultimately, may result in implant failure.

The first and one of the most critical events occurring during device implantation is the rupture of the BBB. The implantation causes a break at the level of the endothelial vessels, with a reduction of blood flow and oxygen supply, accumulation of plasma proteins and pro-inflammatory factors, and myeloid cell infiltration (Kozai et al., 2015b). Cell membrane damage by mechanical stress causes an increase in Ca2+ concentration either by its release through the pores in the cell membrane and by disturbances in the electrochemical potential of Na+ channels, which lead to membrane depolarization (Eles et al., 2018; Salatino et al., 2019). Membrane depolarization, in turn, leads to the increase in intracellular Ca2+, neurotransmitters release from presynaptic terminations (Eles et al., 2018), resulting in excessive production of reactive oxygen species (ROS) due to mitochondrial damage (Ereifej et al., 2018). The BBB breach has been shown to be crucial in the triggering of biochemical pathways responsible for neuronal degeneration and glial activation (Saxena et al., 2013). Some plasma proteins such as globulins, fibrinogen, thrombin, plasmin, and albumin can accumulate at the injury site through the BBB gap and can be adsorbed at the electrode surface.

Microglia

Glial activation represents the main cellular event involved in the neuroinflammatory response. As the resident macrophage cells of the brain, microglia are ubiquitous in the CNS, and they become activated to carry out their neuroprotective functions immediately after electrode implantation. Once activated, they act as principal effectors of the neuroinflammatory response and can orchestrate the process through cross-talk with astrocytes and oligodendrocytes. It is already been accepted that microglia exist in “pro-inflammatory” and “anti-inflammatory” phenotypes. The former is the “classical activation” phenotype, in which cells secrets pro-inflammatory cytokines and contribute to neuronal injury; in the case of the latter phenotype cells secret anti-inflammatory cytokines and contribute to tissue remodeling and repair, phagocytosis of cell debris, as well as antagonize pro-inflammatory activity. In the early hours post-implantation, pro-inflammatory microglia secrete pro-inflammatory cytokines and chemokines such as interleukins IL-1α, IL-1β, IL-6, tumor necrosis factor (TNF-α), monocyte chemoattractant protein 1 (MCP-1) (Sawyer et al., 2014), ROS and reactive nitrogen species (RNS), determining massive immune cell recruitment and additional cytokine production (Hermann et al., 2018a). The lack of oxygen redox homeostasis acts directly on microglia, astroglia and endothelial cells causing activation of metalloproteinase, downregulation of tight junctions and adherens junction genes in the first hours after BBB injury (Bennett et al., 2018), facilitating the entrance of infiltrating macrophages, which will also have a crucial role in neurodegeneration (Ravikumar et al., 2014).

Astrocytes

Astrocytes are another type of neuroglia that is very affected after implantation. Astrocytes perform many functions, including biochemical support of endothelial cells that form the BBB, supplying of nutrients to the nervous tissue, maintenance of extracellular ion balance, having a key role in the repair and scarring process of the brain. In analogy to microglia, astrocytes exist in a pro-inflammatory phenotype and an anti-inflammatory phenotype. Pro-inflammatory astrocytes are activated by pro-inflammatory microglia and secret neurotoxins creating a hostile environment for neuronal and oligodendrocytes regeneration. Pro-inflammatory astrocytes are activated by Il-1β, TNF-α and complement component 1q (C1q) from microglia, responding immediately to electrode implantation and changes in neuronal activity, accumulating in the vicinity of the microelectrode during the first week after implantation (Liddelow et al., 2017). At this level, astrocytes alter the neuronal viability causing neuronal loss, reduction of fiber density and overexpression of glial fibrillary protein (GFAP) and vimentin, which are critical for their change in morphology and extension of the protrusions at the injury site (Woolley et al., 2013; Moeendarbary et al., 2017).

Neurons

The neuronal loss also occurs immediately after implantation. The mechanical stress caused by electrode entry into the tissue leads to axonal morphological changes, neuronal membrane disruption with the formation of axonal blebs as an indication of neuronal damage. Oxidative stress in neurons is caused by the increase in intracellular calcium through glutamate-N-methyl-D-aspartate receptor (NMDA) activation, as well as by ROS and RNS produced by microglia and astrocytes, causing mitochondrial dysfunction. Neuronal degeneration and neuroinflammation are exacerbated by the persistent secretion of proinflammatory cytokines and glial fibrillary proteins deposition by microglia and astrocytes, finally forming the glial scar (Figure 1). As a consequence of this neuronal death at the tissue-electrode interface, the distance between electrode and synapses grows in time, hampering electrical stimulation performance.

Oligodendrocytes

Oligodendrocyte cell death will also occur at the implantation site. Either due to cell membrane damage or as a result of neuronal cell death or axonal degeneration. Oligodendrocytes play the important function of ensuring axonal support and myelin production and maintenance. In the acute phase of foreign body reaction, oligodendrocytes become highly sensitive to oxidative stress by ROS and RNS as well as excitotoxic damage by glutamate oversignaling. Apoptosis of oligodendrocytes leads to demyelination and can also culminate in neuronal death depending on the extent of the event. In the adult brain, one can find not only myelinating oligodendrocytes but also cells in the form of neuron-glia antigen 2-expressing glial cells (NG2) precursors, which are present from development to the adult phase, denominated oligodendrocyte progenitor cells. In vivo studies showed that new NG2 precursors become activated by proinflammatory factors secreted by reactive microglia and can be seen migrating to the injury site 12 h post-implantation (Wellman and Kozai, 2018). But there, NG2 precursors preferentially differentiate to astrocytes and further move toward the implant participating in the formation of the glial scar, not contributing to the turnover of new myelinating oligodendrocytes (Wellman et al., 2018a).

The Glial Scar

Over 2 weeks post-implantation, in the chronic phase of the process, it has been observed that astrocytes and microglia have their protrusions extended toward the material surface creating a non-permeable barrier between the implant and the tissue over 2 weeks post-implantation (Wellman and Kozai, 2017). At this stage, fibroblasts have reached the inflammation core from meninges and secret ECM proteins such as fibronectin, type IV collagen, laminin, and chondroitin sulfate proteoglycans, also contributing to the formation of the glial scar and the encapsulation of the microelectrode at the parenchymal level (Dias and Göritz, 2018). This insulating barrier constitutes a hostile environment that hampers electrophysiological performance due to the absence of contact between microelectrode and neurons, leading to the failure of the implant over extended periods of time (Figure 1).

Despite all the efforts that have been carried out to study the dynamics of glial scar in injury and disease, additional investigations are required to understand the specificities of the foreign body response in the context of electrode implantation, to uncover the most effective intervention strategies to promote microelectrode integration in the CNS (Salatino et al., 2018). Besides, it is important to take in consideration that other aspects can influence glial scar heterogeneity, such as the type of microelectrode material used, the cerebral anatomical district of implantation, as well as the pathological context in which it is applied. Hence, the use of modeling systems that can mimic specific in vivo pathological conditions is a great opportunity to move toward the establishment of innovative approaches on which to base future microelectrode design.



EXPERIMENTAL MODELS TO STUDY FOREIGN BODY RESPONSE TO NEURAL IMPLANTS

Despite the great advances achieved in neural interface technology, some questions related to the molecular and cellular events involved in nervous tissue response to implantable microelectrodes remain unanswered. Several in vivo studies have been performed to identify critical aspects and design solutions to inhibit glial encapsulation in chronic applications. However, due to their cost, time consumption and complexity in vivo models are not ideal systems to investigate the detailed cues of tissue-electrode interactions. With this purpose, substantial research has been focused on the development of relevant in vitro biological platforms of increased complexity to test new materials and biosurfaces, which can offer a controlled and reproducible platform for high-throughput screenings. In the following paragraphs, we provide an overview of the current in vitro/ex vivo/in vivo models employed in microelectrode research, as well as a description of new promising 3D in vitro technologies with increased complexity that can be of added value to future investigations in this field (Figure 2).
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FIGURE 2. Schematic representation of the current and promising in vitro/ex vivo models with increased physiological relevance for the screening of materials and coatings for the development of implantable microelectrodes.

In vitro Models

One of the main goals in the design and testing of new materials as well as coatings for microelectrodes is to reduce glial cell activation while allowing/inducing neuronal synaptic activity. In vitro 2D cultures represent the simplest model to investigate the impact of materials properties on the cellular response (Table 1).

TABLE 1. Current and novel models explored for the study of biocompatibility of materials for neural applications and assessment of electrochemical performance and durability of implantable microelectrodes.
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Immortalized Cell Line Cultures

The use of relevant immortalized cell lines can provide significant insights regarding material biocompatibility and can contribute to the study of cell-microelectrode material interactions. The experimental conditions are controlled in terms of cell identity, adaptability, and reproducibility. Immortalized cell lines are simple to culture, can be grown for indefinite periods of time, maintaining genotypic stability and allowing the readily generation of large amounts of cells for analysis. Fibroblasts are one of the most well-characterized cell types to study the biocompatibility and the cell-adhesion properties of metals and coatings for biomedical devices. These cells play a critical role in the formation of the fibrotic scar in the late phases of inflammation. The modulation of their adhesion and interactions with the implants is crucial for ensuring a stable device performance. Fibroblast cell lines such as L929 and NIH/3T3 have been widely used to conduct standard material biocompatibility and cytotoxicity testing in accordance with the International Organization for Standardization (ISO) norm 10993-5. The latter defines a series of test methods employing cell monolayers in contact with the material or with material extracts to assess toxicity. In particular, the mouse embryonic NIH/3T3 fibroblasts are a well-characterized cell type used by FDA for biocompatibility testing of materials and coatings for neural devices. Namely, these were employed to assess surface properties of various preparations of polymeric conductive materials for neural devices applications (Mantione et al., 2016; Rejmontová et al., 2016; Hadler et al., 2017; Morin and He, 2017;Wang J. et al., 2018).

Given their central role in orchestrating nervous tissue response to microelectrodes, glial cell were also employed to investigate the effects of new surfaces and designs on cell adhesion, morphology and activation (Persheyev et al., 2011; Ereifej et al., 2013b; Lee et al., 2014). Bérces et al. (2018) employed the immortalized murine microglial cell line BV-2 to investigate the effects of nanotopography on silica and platinum surfaces and compared their behavior with neural stem cells. They showed that while BV-2 cells grew indifferently on nanostructured and non-coated samples, neural stem cells grown on nanostructured surfaces displayed a decrease in cell viability, adhesion and a tendency to adhere to each other instead of to the surface. C6 glioma cells were employed to investigate the biocompatibility of Pt-grown carbon nanofibers coatings for enzymatic glutamate biosensors and compared to Ni-grown nanofibers, showing that cells exhibit different cell adhesion and morphology at different dimensions of nanofibers (Isoaho et al., 2018). Several studies have been conducted to investigate the biocompatibility and the effect of surface properties, like roughness and topography, on neuronal cells. Rat pheochromocytoma PC12 neuronal cell lines are the most used to study the ability of new biomaterials to promote neuronal adhesion and neurite outgrowth (Klymov et al., 2015; Li et al., 2015). Wandiyanto et al. (2018) have recently shown that PC12 cells grown on anti-bactericidal titanium nanostructures displayed enhanced proliferation, differentiation and neurite outgrowth compared to non-nanostructured surfaces. Tasnim et al. (2018) recently investigated, using the SH-SY5Y cell line, the biocompatibility of graphene oxide coating for commercially available 316 stainless steel. They showed that graphene oxide coating enables cell adhesion, proliferation and viability, as well as reduces ROS production compared to bare 316 stainless steel. Nissan et al. (2017) also employed SH-SY5Y to investigate the nanotopographical effects of silver nanoline coatings, showing that cells positively respond by increasing neurite outgrowth and branching points compared to unmodified silica wafers.

While immortalized cell lines are a versatile and readily available tool in the early phases of material testing (Table 1), these do not have the same biological relevance and response of their primary counterparts or even. Immortalized cell lines display evident phenotypic and physiological differences from the cell type of origin. These differences can be due to the cell source (many times tumor samples), immortalization process, the propagation and differentiation protocols, as well as the culture conditions and medium composition (Kaur and Dufour, 2012; Lorsch et al., 2014). Consequently, despite being from a similar cell type, immortalized cells can display different viability, metabolic and adhesive properties, as well as different expression profiles and cytotoxic responses to materials. In the context of neurophysiological investigations, they can display different electrophysiological responses to stimulations/recordings, thus they are not the best candidates to serve as models to recapitulate the pathophysiology of diseases (Xicoy et al., 2017). Therefore, results obtained with these cells require validation and comparison with more relevant experimental models. Primary cell lines are a more reliable cell type as they do not have a tumor origin or were not manipulated, and, therefore, more closely recapitulate the characteristics of neural cells in vivo.

Primary Cell Cultures

Primary cells represent the most used and reliable cell type for in vitro studies because they are similar to cells involved in the tissue response in vivo (Table 1). These cultures are not always the first choice due to experimental constraints, like ethics and economic issues. However, they are an excellent tool to study cell behavior prior to in vivo studies. CNS neural primary cells are obtained by dissociation of excised CNS tissue explants and subsequent isolation and plating. For in vitro studies, CNS primary cells are most commonly obtained from animal models like rat and mouse, as one has very limited access to human CNS biopsies. With the recent advances in neuronal cell derivation from (human) pluripotent stem cells, neuronal cultures derived from these cell sources are emerging as a powerful tool for in vitro modeling (Song et al., 2016; Chen W. et al., 2018).

In vitro primary neuronal cultures are widely employed in microelectrode research for the testing of new surface modified materials with improved biocompatibility and to investigate the effects of surface topographies in the enhancement of neuronal adhesion, neurite outgrowth and electrochemical performance (Chapman et al., 2016; Catt et al., 2017; Seyock et al., 2017; Zöndör and Thoumine, 2017).

The use of single isolated cell types, despite being useful for the investigation of specific biochemical and morphological responses once in contact with a surface, excludes the possibility to study cell interaction with the material in the presence of the glial and neuronal cells crosstalk. A common approach to improve the in vitro assays is the use of mixed glial cultures with neuronal cells, obtained in a single isolation procedure, as a strategy to mimic the environmental characteristics and cellular events involved in astrogliosis. The use of mixed glial cells allowed to increase the physiological relevance of in vitro testing and to monitor the neuroinflammatory process and microelectrode modifications under manageable and reproducible conditions. Mixed glial and neuronal cultures were used as an efficient in vitro glial scar model for the screening of new design coatings for microelectrodes (Achyuta et al., 2010; Sommakia et al., 2014) (see Table 1 for examples). However, despite useful and cost-effective if compared to in vivo studies, primary neural cell cultures also present limitations. The isolation procedures are challenging and require appropriate expertise (Uysal et al., 2018). In addition, primary cell lines do not divide (as in the case on neurons) or do not divide indefinitely as immortalized cell lines, hence the number of cells obtained for each isolation is substantially reduced, limiting the number of experiments and the amount of sample for molecular studies (Gordon et al., 2014). Besides the difficulty in their manipulation, primary neural cells, are isolated in early stages of development, therefore they can result unapt for the study of processes that are only observed in the adult or lead to unaccurate results, as some cellular responses can only be observed in early stages of development. The neural differentiation protocols, including for embryonic stem cells (ESCs) or induced pluripotente stem cells (iPSCs), are also laborious and expensive and can lead to different maturation properties (Verpelli et al., 2013; Engel et al., 2016).

Common to conventional immortalized and primary cell cultures conducted in 2D substrates, is the loss of the ECM composition and structure, cell-ECM and cell-cell interactions (namely, the neuronal network), and cell mechanics of the tissue of origin, which, inevitably, results in a different cell behavior compared to in vivo (Tekin et al., 2018). Thus, conventional cell cultures cannot provide detailed information about the interactions of electrode materials with the neural tissue in the initial phases of acute injury or the process of foreign body response in pathological environments. Whence, the necessity of developing complementary models in order to properly study the host reaction to microelectrodes.

3D in vitro Cell Cultures

With progress in the field of tissue engineering, one is observing an increase in the number of reports of mixed culture systems conducted in 3D scaffolds (Table 1). The use of 3D matrices provides additional dynamics to the application of in vitro platforms for glial scar modeling, offering a valid and reproducible system to implement microelectrode research prior to in vivo studies. Several types of 3D scaffolds for neural cultures have been developed. These engineered scaffolds can be based on natural or synthetic materials (mostly polymers). These constitute a great improvement for in vitro studies in terms of increase in complexity and open the way to a vast window of applications in nervous system modeling (Ko and Frampton, 2016). Jeffery et al. (2014) developed a photocrosslinkable and tunable hyaluronic acid-based hydrogel scaffold for mixed glial cultures and high throughput screening of microelectrode materials. A commercially available synthetic polystyrene scaffold was shown to support neuronal cell growth and differentiation. It has been already tested for the development of a 3D model of neuroinflammation employing embryonic primary cortical neurons that are able to grow, interact and form networks possessing electrical activity in the presence of mixed glial cultures (Smith et al., 2015). We have proposed the use of a alginate-based simple and reproducible astrocyte 3D culture system that mimics many features of astrogliosis (Rocha et al., 2015). Using this platform, we established the ECM mechanical properties as a key modulator of astrogliosis. Spencer and coworkers developed a type-1 collagen gel with mixed primary embryonic neural cultures as an in vitro model of glial scar to investigate the effects of micromotion around neural implants (Spencer et al., 2017a). Koss et al. (2017) recently developed a hyaluronic acid-based 3D hydrogel model to study the process of glial scar formation in response to implantable microelectrodes. The biocompatibility of this system allows the encapsulation of primary oligodendrocytes, microglia and astrocytes and has shown to reproduce the typical features of the in vivo glial scar process.

The additional advantage of using 3D systems is the possibility to manipulate and tune scaffold composition through the incorporation of different matrix components and bioactive factors to promote cell survival, migration, and differentiation in a 3D context. The objective is to generate 3D structures with mechanical and structural properties as similar as possible to the ones of the CNS tissue (see Table 1 for examples). Despite the great advances in this field, these systems still present some constraints. Some biomaterials used for scaffold production are characterized by a high modulus compared to the neural tissue and can lead to altered cell viability, proliferation, and differentiation. Conversely, soft biomaterials are more difficult to handle. The design of matrices with a nanosized microstructure and topographical cues that fully mimic the one found in the nervous tissue was still not attained. The procedures of cell extraction for molecular analysis after testing, scaffold processing, and imaging become more challenging in 3D, limiting high-throughput studies. Additional complications are related to the cell culture conditions: 3D scaffolds can constitute a physical barrier that limits oxygen perfusion, nutrient supply and accumulation of toxic compounds that can cause cellular alterations or apoptosis. Optimizations are still required to ensure a versatile cell encapsulation for different cell types and controlled culture conditions as close as possible to the in vivo environment. This is even more challenging in the context of disease modeling, where cells must be induced to display specific pathological profiles.

It is expectable in the future that the continuous progresses attained in the tissue engineering field, particularly related to improved scaffolds/matrices development, will allow the development of better in vitro systems that recapitulate neural tissue architecture, in an effort to minimize the gap between in vitro and in vivo experiments.

Ex vivo Models

The development of 3D in vitro models of brain tissue, as stated above, represents an attractive tool for researchers working in the neurosciences field and their use in microelectrode research would have a great impact on the screening of new biomaterials for biomedical applications. However, additional optimizations are still required to allow a consistent application in neuroscientific research. A potential alternative that enables researchers to get closer to in vivo conditions is the use of ex vivo excised brain/spinal cord tissues.

Organotypic Cultures

Tissue explants can be extracted from euthanized animals or obtained from human biopsies and cultured in vitro. The great advantage of organotypic cultures compared to artificial in vitro systems is the preservation of the native cytoarchitecture with the maintenance of intact neuronal networks. Although several types of ex vivo models have been described in literature (Mii et al., 2013; Nery et al., 2015; Jones et al., 2016; Neville et al., 2018), brain slice cultures from rodents are the most established and widely used as a system of election for neurophysiological investigations, neuropharmacology and as a model of disease. The procedure consists in the isolation of specific districts from the whole brain, their dissection in slices and incubation under controlled conditions. The possibility to obtain several slices from a single animal constitutes an additional advantage in terms of reduction of the number of animals for experiment and of related costs.

Brain slice cultures have been well established from different brain regions (Table 2). Two types of brain slices preparations exist: acute slices from the adult brain, with a short life and mainly used for electrophysiological recordings, and organotypic slices from neonatal animals. The latter are the most diffused ex vivo platforms for the study of many physiological and pathological conditions, thanks to the possibility to reproduce, by external intervention, the hallmarks of diseases that occur in vivo (Magalhães et al., 2018). The great success of this system is due to the simplicity of the procedure and manipulation by mechanical or pharmacological treatment, as well as the possibility to perform electrophysiological recordings on bioelectric activity. Based on these features, organotypic cultures can constitute an ideal model for the long-term assessment of the complex host reaction to microelectrodes or for high-throughput biocompatibility studies of new materials and surfaces. Nevertheless, few works can be found in the open literature (Kristensen et al., 2001; Huuskonen et al., 2005; Ereifej et al., 2013a; Usmani et al., 2016; Leclerc et al., 2017). A possible explanation for this fact could be related to the preferential use of in vivo models as the gold standard for microelectrode testing. Although necessary for the translation of new materials to the clinic, in vivo experiments have ethical issues, they are expensive, time-consuming and unapt for screening studies due to their complexity. The great advances achieved by in vitro/ex vivo systems can be the successful strategy to accelerate microelectrode research prior to in vivo testing. The controllable and reproducible conditions make them suitable to identify strategies to mitigate neuroinflammation, to prevent the early biochemical and corrosion-related events at the interface electrode-neural tissue and to impair foreign body response. Nevertheless, although organotypic cultures maintain the 3D cytoarchitecture, slice preparation causes an unavoidable axotomy of the brain tissue and neuronal death. This physical damage is accompanied by loss of blood flow, and consequently jeopardize oxygen perfusion and nutrient supply. As occurs in primary neural cultures, organotypic cultures are derived from animals in early stages of development and require extensive periods of culture for their maturation for use in post-developmental studies and assessment of pathophysiological processes. Another important caveat is the lack of the BBB and circulating immune cells. In the context of testing materials for neural devices, we previously showed that these factors play a crucial role in the process of foreign body response. BBB dysfunction and cell infiltration are also associated with several neuropathological processes. This can limit the physiological relevance of organotypic cultures for disease modeling (Humpel, 2016). Hence, researchers are developing innovative approaches combining microfluidic technologies with cellular vascular structures to mimic BBB microarchitecture and improve culture conditions for long term studies (Xu et al., 2016). These authors proposed a new and dynamic in vivo-like three-dimensional microfluidic system to replicate the BBB in vivo. Despite these limitations, organotypic cultures are still one of the most relevant models and can represent a fascinating tool to reduce the differences between in vitro and in vivo studies (some examples are present in Tables 1, 2).

TABLE 2. Organotypic cultures as a model of neurological and neurodegenerative diseases.
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Finally, as a duty of each and every scientist, the use of in vitro/ex vivo models must be encouraged in order to improve the ethical acceptability of research in the fulfillment of the principles of Replacement, Reduction, and Refinement (3R’s) (Lossi and Merighi, 2018).

In vivo Models

Different types of in vivo studies have been carried out in microelectrode research to evaluate therapeutic efficacy, durability and safety of microelectrodes. In this type of studies rats and mice are the most common model of choice. The animal disease models that are used to assess the efficacy of neurostimulation therapies are several (Table 1). The main categories are represented by animal models of neurodegenerative disease such as Parkinson’s disease (Badstuebner et al., 2017; Musacchio et al., 2017), Alzheimer’s disease (Leplus et al., 2018), epilepsy (Desai et al., 2016), sensory-motor deficits due to spinal cord injury (Capogrosso et al., 2018), blindness (Tang et al., 2018), hearing loss conditions (Allitt et al., 2016) and ischemic models (Yang et al., 2017). Large animals such as cats, dogs, sheep, pigs, and non-human primates, are used for chronic studies on the efficacy and safety of neural stimulators. They concern the analysis of both biotic and abiotic reactions on the tissue-electrode interface in long-term experiments (Shepherd et al., 2018). The employment of large animals for these types of investigations is recommended because their anatomy perfectly mimics the environment in which microelectrodes will be applied, allowing the use of all the device components in their real size. Moreover, the full inflammatory component is present in vivo as opposed to in vitro/ex vivo models. The surgical procedure in in vivo experiments generally consists in the exposition of the skull in a deeply anesthetized animal, the production of one or more drills in the vicinity of the target region, the insertion of the neural implant in a specific site and fixation of the plugs with dental cement, followed by continuous monitoring to assess the recovery of the animal, integrity of device and/or efficacy of the therapy (Fluri et al., 2015). Besides the damage caused by electrode implantation, the majority of in vivo experiments are carried out by tethering the animal to an external component through cables, causing severe discomfort. To overcome this, new wireless microstimulation technologies were developed to ensure better freedom of movement, allowing the reduction of distress (Fluri et al., 2017; Pinnell et al., 2018). Besides the use of animal models of disease, chimeric mice models have found great utility for answering important biological questions concerning the role of different cell types in the process of foreign body response. Chimeras are animal models with two or more different genotypes experimentally obtained by transplanting cells or organs from another organism. Bone marrow chimeric mice were employed to investigate the contributions of different cells in the mechanism of foreign body response (Ravikumar et al., 2014). Sawyer et al. (2014) generated chimera mice between wild type and MCP-1 knock out mice, assessed the key-role of MCP-1 in the enhancement of neuronal loss and showed that its inhibition can be an effective strategy to prolong the lifetime of implantable microelectrodes. Bedell and co-workers recently developed chimeric mice lacking cluster of differentiation 14 (CD-14) genes in myelinating cells and blood-derived macrophages. They demonstrated that targeting CD-14 in blood-derived macrophages improved microelectrode performance in long term experiments (Bedell et al., 2018a). Genetically engineered animal models are another successful tool in microelectrode research. Mice lacking specific genes involved in neuroinflammation and immunity were employed to investigate the biochemical pathways involved in the foreign body response, the identification of pharmacological targets (Kozai et al., 2014; Bedell et al., 2018b; Hermann et al., 2018a,b) and material testing (Lee et al., 2017). Mice carrying cell specific fluorescent tags have been shown to provide great advantages in the study of the contribution of different cells in a single animal as well as a valuable alternative to immunostaining steps (Sunshine et al., 2018; Eles et al., 2019). Gaire and colleagues recently developed a quadruple-labeled mouse with specific fluorescent tags for oligodendrocytes, microglia, neurons, and astrocytes and investigate the process of nervous tissue response to “Michigan” array silicon microelectrodes (Gaire et al., 2018b).

Substantial improvements have been implemented in the quality and quantity of in vivo investigations: new bio-imaging tools were applied in microelectrode research to make in vivo works more explanatory. Two-photon laser scanning microscopy allows imaging of living animals with elevated resolution. It has been used to investigate the nervous tissue response to new electrode coatings (Eles et al., 2017), glial cells characterization (Wellman and Kozai, 2018) or live calcium imaging (Kondo et al., 2017). Optical coherence tomography is a minimally invasive technique that has been proposed to be used in combination with two-photon laser scanning microscopy to provide high resolution angiography of damaged tissues around microelectrodes (Hammer et al., 2016). As an alternative to laborious histological and staining procedures on sectioned brains, x-ray micro CT scanning has been proposed as a high-resolution, time and cost saving procedure that allows a 3D x-ray scanning of the entire brain to quantify and characterize the lesions caused by electrode implantation (Masís et al., 2018).

The growing scientific interest in neural interfaces in the last decades is confirmed by the multitude of in vivo works focused on the testing of new and fully biocompatible coatings (Du et al., 2017; Spencer et al., 2017b; Shen et al., 2018; Vitale et al., 2018), less invasive implantation strategies (Tawakol et al., 2016; Shoffstall et al., 2018b) and new designs with improved electrical performance (Ferlauto et al., 2018; Xu et al., 2018) and with longer durability.

Despite being considered the ultimate model to test microelectrode prior clinical tests, in vivo models present some important drawbacks as previously mentioned. An important aspect to consider is the elevated costs and time required for animal experiments, as well as the resulting ethical constraints. In vivo experiments are complex and demand adequate facilities and technical expertise. As discussed above, transgenic mice offer great advantages, however, they have an extremely high cost due to their production and maintenance. More importantly, the effects of such modifications can lead to altered phenotypes that depart from the real scenario. In the context of device testing, in vivo experiments are quite laborious and require long periods of time to assess the long-term performance of microelectrodes or the biological and behavioral effects of specific neurostimulation therapies. The complexity and invasiveness of the experimental techniques do not always enable scientists to identify the early biochemical and material-related events at the interface electrode-neural tissue and the strategies to mitigate neuroinflammation.

Despite these weaknesses, in vivo studies constitute the gold-standard for the investigations on neural implants, where the results obtained by previous in vitro testing find their effective validation. They represent the final step in the long process of microelectrode design and testing before the application in the clinic. A rigorous progression along all the steps determines the success of new technologies. This is even more important in the case of new materials or designs, where a careful preclinical assessment is necessary to minimize the risk of failure once applied to human patients.



FUTURE PERSPECTIVES

Increasing Complexity

Preclinical studies are paramount in the development and testing of new materials for neural implants. As a consequence, the demand for more reliable in vitro/ex vivo models is growing to satisfy the need for assessing of the increasing number of new materials being proposed for this application, improve the quality of device testing and reduce the time between prototyping and commercialization of new products. As discussed in the previous section, several in vitro models and new platforms have been described in the literature (Table 1), but they still need to be explored, tested and eventually adapted for microelectrode research.

The use of ex vivo platforms from tissue explants can represent a valuable solution that fits perfectly these purposes. Brain organotypic cultures have been widely used in the last years as an excellent model for a great number of applications. They were employed to study physiological (Svensson and Chen, 2018), and pathological conditions (Tan et al., 2017) or for the screening of new therapeutics (Minami et al., 2017). Furthermore, several organotypic cultures have been established as models of neurological and neurodegenerative diseases (Table 2), for which neural implants have been proposed as therapeutic strategies. This places organotypic models that mimic a pathological environment in a privileged position to serve as platforms for microelectrode testing and a potential strategy to move closer to the in vivo scenario. Moreover, thanks to the preservation of intact neural circuitry, organotypic cultures are particularly suitable to perform electrophysiological studies, analyze microelectrode performance and assess astrogliosis.

Developments in the stem cell biology field have also contributed to the establishment of new in vitro models of human disease, aiming at an increase of complexity to reach the relevance of the in vivo environment, while maintaining the controllability and manageability of in vitro systems. Organoids, self-organized 3D tissue cultures derived from stem cells, are currently leading these technologies and have already been developed for the majority of human tissues, including the brain. More recently, the advances in hiPSC reprogramming techniques are also contributing to a better performance of organoid platforms in mimicking human disease and serve as testing platforms for personalized medicine (Perkhofer et al., 2018). Lancaster and Knoblich (2014) the preparation of cerebral organoids prepared from hiPSC. The described methodology allows cell aggregates cultured in Matrigel to mimic native brain tissue, originating different developing brain regions, namely, cerebral cortex, ventral telencephalon and retinal, among others, within 1 to 2 months. iPSC derived organoids represent an innovation in the field of in vitro disease modeling, offering a great opportunity to investigate pathophysiological mechanisms of neurological diseases with elevated reliability (Ho et al., 2018; LaMarca et al., 2018; Sun et al., 2018) and can also contribute to the field of implantable microelectrodes. In fact, Ormel et al. (2018) demonstrated that organoids can innately develop microglia and have a response to inflammatory stimuli that recapitulates neurons-glia interactions in vivo. This is an important aspect since glial cells, particularly microglia, are involved in a great variety of pathophysiological mechanisms.

Great advances in vitro modeling have been also achieved thanks to the application of microfluidics combined with 3D in vitro cultures (Rocha et al., 2016). Microfluidic platforms consist of polymer-based platforms for in vitro culture of cells that allow control and manipulation of microenvironment and fluids (see Figure 3 for relevant examples). The use of these microdevices brings in vitro models to a whole new level, thanks to the possibility of modifying spatial organization by isolating specific districts and simulate 3D tissue architecture of the native tissue. These systems allow the continuous control of external conditions, conferring an added value to in vitro technology, and giving the possibility to reproduce new biological features that are not possible to achieve with conventional culture systems (as discussed in section “Organotypic Cultures” for the case of the BBB). Wang and colleagues developed an organ-on-a-chip system for long-term culture of brain organoids under controlled conditions. Brain organoids were cultured on Matrigel scaffolds with a sided channel for the culture medium supply and a central perfusion channel, allowing a continuous culture medium flow and providing an improved proliferation and neural differentiation compared to static culture conditions (Wang Y. et al., 2018). Liu et al. (2018) combined multielectrode array technology with a microfluidic perfusion system for organotypic hippocampal slices as a platform for high throughput drug discovery. Microfluidic vascular models have been developed and applied to brain-on-a-chip platforms, enabling scientists to improve the quality of culture conditions and get even more close to in vivo dynamics (Osaki et al., 2018; Wang, 2018). New microfluidic devices that model the BBB were fabricated and tested on 2D and 3D cultures, showing that BBB integrity and permeability simulates in vivo characteristics (Chin and Goh, 2018). Adriani et al. (2017) developed a 3D neurovascular chip composed by a central hydrogel co-culture of rat primary neurons and astrocytes, and two lateral channels hosting human umbilical vein endothelial cells and human cerebral microvascular endothelial cells. Bang et al. (2017) developed a 3D microfluidic BBB platform with a vascular channel (VC) composed by a co-culture of human umbilical vein endothelial cells and primary human lung fibroblasts directly interfacing with a neural channel (NC) composed by a co-culture of primary rat neurons and astrocytes to simulate the neurovascular unit. They showed that this platform displayed permeability, cellular contacts and synaptic structures comparable to the in vivo BBB, suggesting its great potential for the drug screening for neurological diseases. Microfluidic technology can conduct in vitro culture system to a more complex and realistic level providing many advantages and details that cannot be extracted with conventional in vivo models, such as the easy manipulation, low cost, and the possibility to investigate more intimately key mechanisms of diseases. These characteristics perfectly fit with ideal biological platforms for the testing of microelectrode materials developed in the last decades. 3D microfluidic systems can eliminate some of the limitations of 3D in vitro technology, creating new high-fidelity throughput systems that can improve the testing performance and reduce the cost and time for pre-clinical assessment. An additional advantage is the possibility to induce specific pathological features by external treatment for long-term experiments, offering the possibility to investigate in advance microelectrode performance and nervous tissue response under disease conditions.

[image: Diagram depicting a brain-on-a-chip system. Panel A shows layers including pericytes, neurons, astrocytes, and a 3D ECM over a filter membrane. Panel B illustrates the vascular network with an emphasis on vascular and neural channels. Panel C presents a brain organoid chip model with a detailed view of medium, micropillars, and fluid flow. Panel D features a cross-section of the chip design with components like PDMS, a magnet, tissue, and electrodes.]
FIGURE 3. Schematic representations of 3D microfluidic systems. (A) Schematic view of a microfluidic device for 3D cell culture composed by a vascular channel (VC) for primary human brain-derived microvascular endothelial cells (hBMVEC), and a brain chamber for primary cell-derived human neurons, pericytes and astrocytes culture in a type I collagen matrix. Reprinted from Brown et al. (2015) with the permission of AIF publishing. (B) 3D microfluidic platform for the establishment of a neurovascular unit (NVU) including blood-brain barrier (BBB). The NVU is characterized by a VC composed by a co-culture of HUVEC and Primary human lung fibroblasts, and a secondary NC composed by a co-culture of neurons and astrocytes. Adapted with permission from Bang et al. (2017). (C) Organ-on-a-chip device for 3D culture and differentiation of brain organoids, showing an enlarged view of the component parts and a flow chart showing the development stages of hiPSCs-derived brain organoids (Wang Y. et al., 2018) published by the Royal Society of Chemistry. (D) Vertical cross-section view of a perforating multi-electrode array (MEA) integrated in a PDMS device for long-term culture, live imaging, recording and stimulation of brain tissues and 3D cultures (Killian et al., 2016).

Design Solutions and New Materials for the Improvement of Microelectrode Durability and Biocompatibility

Despite remarkable developments in implantable microelectrodes for neuroprosthetics and DBS, additional investigations are still required to address the biocompatibility and the long-term durability issues. A critical issue is reducing the physical stress, local inflammation and electrode degradation caused by the reaction between electrode and tissue interface while maintaining the electrical sensitivity of the electrode (Prodanov and Delbeke, 2016). To tackle these issues, multiple material-based strategies regarding this problem have been suggested, including (i) chemical modification of the electrode materials, (ii) new design of electrode structures, and (iii) non-invasive and wireless approach using functional nanoparticles.

Biological and non-biological electrode modifications, especially through the surface coating of substrates and electrode sites, are the most commonly used strategies to improve interfacial mechanical mismatch (Aregueta-Robles et al., 2014). Advances in fabrication approaches for integrating conductive polymers (Kim et al., 2018), shape-memory polymers (Shoffstall et al., 2018a), hydrogels (Crompton et al., 2007; Frampton et al., 2007) and carbon nanotubes (Baranauskas et al., 2011; Bareket-Keren and Hanein, 2012) onto complex electrode structures, provide not only a chronically stable neural interface, but also an improvement in the electrode performance. The reduced surface area combined with low impedance and sensitivity provided by such materials make them suitable for either stimulation and recording applications (Vitale et al., 2015; Du et al., 2017; Pancrazio et al., 2017; Wang et al., 2019).

The additional advantage is that the bioactive molecules can be attached to the coating surfaces to increase stimulating/recording sensitivity. Employing composite materials for electrodes and coatings has also emerged as a promising strategy for upgrading electrode functionalities and biocompatibility. Heo et al. (2016) have reported improved biocompatibility in polyimide-based microelectrodes by coating them with PEG hydrogels containing Poly lactic-glycol acid (PGLA) microspheres loaded with the anti-inflammatory drug. On the other hand, Zhou et al. (2013) proposed a carbon nanotube doped PEDOT composite coating material onto the Pt electrode. They showed that this coating makes the electrode more stable with enhanced charge transfer capacity and tissue-electrode interaction. While chemical modification of materials is still being suggested as an efficient way of protecting both electrode and brain tissue, the long-term stability issue caused by the degradation and delamination of coating materials still remains as the challenge that needs to be overcome (Green et al., 2008).

Another attempt to reduce the immune response while enhancing functionality is to introduce new microelectrode designs. The development of the fabrication techniques of soft materials has enabled the production of ultrasoft and ultrathin electrodes with complex designs that minimize the mechanical mismatch of the electrode-tissue interface (Weltman et al., 2016). Recently, Kim et al. have fabricated ultrathin polyimide-based polymer electrodes covered by bioresorbable silk film. They successfully demonstrated the integration of the ultrathin electrodes with a complex structure by allowing the silk to be dissolved and resorbed. This procedure encouraged the spontaneous wrapping process driven by the capillary effect at the material-tissue interface, generating greatly improved biocompatibility (Kim D.H. et al., 2010). Carbon nanotube-based soft fiber microelectrodes have also proved to have low impedance and effective therapeutic stimulation along with single-neuronal-unit signal detectable resolution, owing to their high surface area and electrical conductivity (Vitale et al., 2015). Compared to the similar dimension and surface environment, ultra-soft and ultra-thin electrodes have a great potential to significantly reduce inflammatory tissue response in the long-term scale (Du et al., 2017). However, as mentioned earlier, the balance between flexibility/softness and the electrical performance should be carefully considered when designing these type of electrodes (Wellman et al., 2018b). Implementing functional nanoparticles are attracting increasing attention as a non-invasive and remotely controllable method. Chen et al. (2015) succeeded in utilizing the magnetothermal effect of nanoparticles for DBS (Figures 4A,B). They injected Fe3O4 magnetic nanoparticles in the ventral tegmental area of mice and exposed them to the external magnetic field. When magnetic nanoparticles are exposed to the AC magnetic field, stimulation of neurons at the targeted brain region was triggered by the dissipated heat from the magnetothermal effect. Wireless neural stimulation was successfully performed 1 month after injection. Moreover, lower glial activation, less macrophage accumulation and neuronal loss have been reported compared to a stainless steel implant. Chen S. et al. (2018) recently proposed optogenetic treatment by shining near infrared light to molecular tailored upconversion nanoparticles (Figures 4C–E). They injected nanoparticles into the ventral tegmental area of the brain to stimulate deep neurons and successfully demonstrated that light treatment on upconversion nanoparticles can induce dopamine release from dopaminergic neurons, activation of inhibitory neurons, inhibition of hippocampal excitatory cells, and memory recall. Magnetoelectric nanoparticles are another great candidate for neural stimulation. It has been already proven that the piezoelectric materials can generate electric signals under the acoustic wave and can induce neural cell differentiation (Chen et al., 2019). As ferromagnetism and ferroelectricity are coupled to each other, applied external magnetic field can induce variation in electric polarization of nanoparticles, causing a change of the electronic structure at the particle surface and therefore facilitating stimulation of the tissue deep inside the brain (Kargol et al., 2012; Guduru et al., 2015). As a non-invasive stimulating method, implementing magnetoelectric material is attracting significant attention. While these approaches using nanoparticles have great potential, biocompatibility and cellular uptake of these functional particles still remain as a problem to be solved (Adjei et al., 2014; Behzadi et al., 2017).
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FIGURE 4. New strategies for deep brain stimulation using functional nanoparticles. (A) A schematic description of magnetothermal effect on transient receptor potential cation channel subfamily V member 1 (TRPV1) cells. (B) Comparison of the neuron reactivity under different conditions. Figures from Chen et al. (2015), reprinted with permission from AAAS. (C) A schematic description of nanoparticle-mediated near infrared (NIR) upconversion optogenetics. (D) Hippocampal local field potential response under NIR stimulation under different conditions. (E) In vivo experimental description of NIR stimulation of the ventral tegmental area of mice. Figures from Chen S. et al. (2018), reprinted with permission from AAAS.



CONCLUDING REMARKS

The field of the brain-machine interface is exponentially growing and comprises an important source of progress in many aspects of neurosciences. The application of bionic systems, neural prosthetics and neurostimulation for restoring/treating severe neuro-debilitating conditions and neurological diseases has attracted the interest of many researchers and clinicians. All these technologies require the use of implantable microelectrodes to interface with the CNS. They represent an essential tool that serves as a link between the electronic components and the neuronal networks, in order to ensure a stable electrochemical communication over time. Great success has been achieved by the clinical application of neural prosthetics in the improvement of the quality of life of patients that suffer from sensory-motor deficits. DBS has become a treatment of choice for movement disorders and neuropsychiatric diseases and is proving to be a relevant alternative for a multitude of other pathological conditions.

The recent progress in microfabrication techniques made possible the development of microelectrodes capable of simultaneous recording and stimulation with improved cell selectivity and spatial resolution. Despite the improvements in device fabrication, biocompatibility and electrochemical performance for long-term applications, unfavorable nervous tissue response and microelectrode failure are still significant limitations. The process of nervous tissue response to microelectrodes has been described by an acute and chronic phase. The acute phase represents the most critical step characterized by a series of pathological reactions triggered by BBB dysfunction and glial activation. The persistence of this neuroinflammation is responsible for the immune response and the formation of the glial scar in the chronic phase, which may lead to microelectrode failure. A better understanding of the signaling pathways involved in the acute and chronic responses is required in order to develop new design strategies to mitigate neuroinflammation and promote a successful integration. Several surface modified microelectrodes have been designed to provide minimal damage and establish a minimally reactive interaction with the brain tissue. However, additional studies are necessary to comprehend some of the key-cellular mechanisms implicated in the process of the glial scar formation around microelectrodes that remain to be elucidated. An important aspect in which research must be focused on is the binary role of the glial scar: several studies report a neuroprotective function of the glial scar in many pathological conditions, and its modulation has been suggested as a therapeutic approach to improve neuronal recovery and tissue regeneration. In the case of chronically implanted microelectrodes, the participation of the various glial subtypes to the nervous tissue response and how their activation states can be influenced to soften tissue damage and avoid rejection are still unclear aspects. Toward this end, the use of appropriate experimental models can provide significant advantages in the development and testing of biocompatible and durable neural devices.

In this review, we provide an overview of the current and potential experimental in vitro, ex vivo, and in vivo models to investigate the mechanisms of foreign body response to implantable microelectrodes. The progress in 3D tissue engineering and disease modeling opened the way toward the development of in vitro biological platforms with increased complexity and physiological relevance to be used for high-throughput studies before moving to in vivo animals. Organotypic culture systems are widely established ex vivo platforms which offer the possibility to simulate several pathological conditions and to isolate specific cerebral regions, ensuring the preservation of tissue architecture and synaptic organization for electrophysiological studies. While the use of organotypic culture systems as screening platforms for novel microelectrodes is still limited, their application is expected to grow in the near future, not only for the reasons mentioned earlier but also because these systems can contribute to significantly minimize the use of animal models. Additional implementations have been also achieved in vivo studies. Despite being considered the gold-standard for microelectrode safety and efficacy studies, the principal limitation of in vivo experiments is the difficulty to monitor tissue response in the initial phases of injury. New advanced neuroimaging techniques open a new window of opportunities to improve the relevance of in vivo assessment thanks to the possibility to study biochemical processes, cell behavior and structural modifications in real time with elevated resolution. The advent of iPSC technology has enabled to simulate more closely the pathophysiological cues that occur in human diseases, offering the relevant advantage to recapitulate molecular and biological characteristics of the human brain. Success is also being achieved by the use of microfluidic systems combined with 3D cell cultures and/or iPSC-derived organoids, which allowed for integrating mechanical and physiological dynamics to simulate organ-like functions and responses. They represent a cost-effective compromise between the versatility of in vitro models and physiological relevance of in vivo models, offering the possibility to model pathophysiological cues under simulated conditions.

In conclusion, researchers have now a great variety of relevant models that can be adopted to improve microelectrode research in all the phases of development and to address the scientific unknowns related to the nervous tissue response to microelectrodes. Ultimately, with further improvements of these in vitro models, one can expect the creation of optimal milieus, which can substantially replace animal experimentation for large scale studies.
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Evolving technologies and increasing understanding of human physiology over the past century have afforded our ability to intervene on human diseases using implantable bio-materials. These bio-electronic devices present a unique challenge through the creation of an interface between the native tissue and implantable bio-materials: the generation of host immune response surrounding such devices. While recent developments in cancer immunology seek to stimulate the immune system against cancer, successful long-term application of implantable bio-material devices need to durably minimize reactive immune processes at involved anatomical sites. Peripheral immune system response has been studied extensively for implanted bio-materials at various body sites. Examples include tooth composites (Gitalis et al., 2019), inguinal hernia repair (Heymann et al., 2019), and cardiac stents and pacemaker leads (Slee et al., 2016). Studies have also been extended to less well-studied immune reactivity in response to CNS neural-electronic implant devices. Recent technological advances in 2-Photon Laser Scanning Microscopy (2P-LSM) have allowed novel insights into in vivo immune response in a variety of tissue microenvironments. While imaging of peripheral tissues has provided an abundance of data with regards to immune cell dynamics, central nervous system (CNS) imaging is comparatively complicated by tissue accessibility and manipulation. Despite these challenges, the results of dynamic intravital neuro-immune imaging thus far have provided foundational insights into basic CNS biology. Utilizing a combination of intravital and ex vivo 2P-LSM, we have observed novel pathways allowing immune cells, stromal cells, cancer cells and proteins to communicate between the CNS parenchyma and peripheral vasculature. Similar to what has been reported in the intestinal tract, we have visualized myeloid cells extend dendritic processes across the blood brain barrier (BBB) into pial blood vessels. Furthermore, transient vessel leaks seen during systemic inflammation provide opportunities for cellular protein to be exchanged between the periphery and CNS. These insights provide new, visual information regarding immune surveillance and antigen presentation within the CNS. Furthermore, when combining intravital 2P-LSM and microfluidic devices complexed with mathematical modeling, we are gaining new insights into the intravascular behavior of circulating immune cells. This new knowledge into the basic mechanisms by which cells migrate to and interact with the CNS provide important considerations for the design of neuro-electronic biomaterials that have the potential to connect the peripheral-neural microenvironments into a unique, artificial interface.

Keywords: two-photon microscopy, microglia, CNS, immune response, innate and adaptive immunity, tissue microenvironment, blood-brain-barrier, vascular crawling


INTRODUCTION
The use of implantation devices dates back to ancient Egypt with archeological discovery of a toe prosthesis (Nerlich et al., 2000; Brier et al., 2015). More recently, technological advances have allowed clinical application of implantable electronic devices such as pacemakers and deep brain stimulators, once thought to belong to the realm of science fiction, to become routine in clinical practice. These devices have advantages due to their macroscopic scale and relatively large output voltages, which allow them to overpower the potential negative functional effects of tissue fibrosis and host immune reactions in response to the presence of foreign substances.
Meanwhile, challenges remain in the field of implantable neural devices, whether in applying fine sensor arrays for recording neural activity, or in reconstituting neural activities into motor commands to circumvent deficits resulting from spinal cord injury or stroke. Numerous factors contribute to this ongoing challenge, but two are classically identified as being of major importance: tissue stiffness mismatch and breakdown of blood-brain barrier (BBB). Critically, both of these issues interrupt normal neural physiology, implying that simple strategies to prevent tissue fibrosis, such as scavenging of cytokines like TGF-β, will not be sufficient. Such an approach may reduce impedance from tissue fibrosis, but would result in faithfully reporting deranged neural activity.
First and foremost, these devices do not match tissue stiffness of the brain, an organ with the lowest stiffness second only to blood. The importance of tissue stiffness is underscored by the broad success of bony prostheses dating back before recorded history, whereas for blood, the most pliable tissue, even state-of-the art intravascular devices such as extracorporeal membrane oxygenation remain plagued by tissue reaction. This issue is well established in neural technology and extensively reviewed elsewhere (Lotti et al., 2017; Salatino et al., 2017; Campbell and Wu, 2018).
Second, and unique to brain tissue, device implantation invariably disrupts the BBB. This disruption leads to dramatic alterations in the function of all intra-parenchymal cells, whose physiology is predicated on residing within an environment separated from the intravascular milieu. Microglia, astrocytes, neurons, pericytes, and brain endothelial cells are all known to trigger inflammatory programs in response to serum proteins present within the brain parenchyma. In turn, this leads to further inflammation as intra-parenchymal cytokine release promotes further increase in BBB permeability, resulting in accumulation of peripheral blood immune cells such as monocytes, a cell type that is typically excluded from the immune-privileged brain parenchyma. This inflammation occurs via the coordinated synergistic efforts of multiple mechanisms, most of which follow patterns well established in other tissues.



FAILURE OF NEURO-ELECTRONIC DEVICES

In a quest to restore function to damaged neuronal circuits resulting from trauma, stroke, or neurodegenerative processes, implantable neuro-electronic devices have shown some efficacy. However, the success of these neuro-electronic devices have been limited by inflammatory responses, scarring, and associated neuronal cell death in response to immune cell activation, leading to a progressive neurodegenerative state and ultimate failure of device function (McConnell et al., 2009). In one study, of 78 silicon microelectrode arrays (MEA) implanted in 27 non-human primates, 56% of devices failed within 1 year with a mean recording duration of 387 days. Approximately 15% of devices failed due to the development of a dense, fibrous meningeal encapsulation with extrusion of the device from the cortex (Barrese et al., 2013). Additional studies demonstrated that CCL2- and TNFα-secreting CD68+ cells were responsible for MEA device failure that was associated with the destruction of neuronal circuits in close proximity to the implanted bio-materials (Biran et al., 2005). More recently, peripheral blood-derived monocytes bearing surface CD14 antigen has been implicated as a dominant innate immune cell population that could potently mediate neurodegenerative pathologies associated with microelectrode implantation (Ravikumar et al., 2014b), and serve as a potential therapeutic target to alleviate this problem (Bedell et al., 2018; Hermann et al., 2018). Further review of the acute and chronic tissue response to electrode implantation is reviewed elsewhere (Fernandez et al., 2014; Kozai et al., 2015).



IMMUNE CELLS IN THE CNS

It is critical to decipher which cell types are responsible for generating and potentiating immune responses in the CNS in order to potentially address the issue of immune-mediated device failure. In peripheral tissues, dendritic cells (DCs) and circulating monocytes serve as the major source of antigen presenting cells (APCs), which recognize damage-associated molecular patterns (DAMPs) or pathogen-associate molecular patterns (PAMPs), while presenting processed antigenic peptides in the draining lymph nodes (Itano and Jenkins, 2003). However, in the CNS, APCs are made up of both CNS-resident microglia and blood-derived DCs (Ransohoff and Cardona, 2010). Microglia, characterized as CX3CR1+/Ly6Clo/CD45lo/Iba-1+, serve as resident phagocytes and immune sentinels of the non-inflamed CNS parenchyma, as they utilize their dendritic extensions to survey the entire CNS multiple times per day (Nimmerjahn et al., 2005). Microglia are present in both white and gray matter in varying densities and may possess different activation states based on their anatomic location (Lawson et al., 1990; Mittelbronn et al., 2001). Microglia have been shown to play a functional role in enhancing the activity of neuronal synapses through physical contacts. Disruption of these synapses by inflammatory stimuli could result in dis-synchronization of neural networks (Akiyoshi et al., 2018). Because of these important Microglial functions, understanding microglia physiology is essential as they are major contributors to the success or failure of implantable bio-materials. Microglia begin to show morphologic changes from as far as 130 microns from probe insertion sites in as soon as 6 h post implantation (Kozai et al., 2012b), implying that these immune cells’ reactivity may extend beyond direct physical contact.



STRATEGIES FOR MODIFYING MICROGLIA FUNCTION

Since microglia play an integral role in the CNS immune response, both biological interference and mechanical device design play a central role in manipulating the neuro-electronic interface. For example, anti-Parkinson’s disease monoamine oxidase B inhibitors have been shown to dampen the inflammatory response of microglia by regulating voltage-gated sodium channels, reducing the neuro-inflammatory reaction to MPTP (Hossain et al., 2018). Another novel target includes the THIK-1 potassium channel, which was recently shown to play an integral role in microglia ramification, surveillance, and was shown to be necessary for IL-1b release. Injection of tetrapentylammonium reduced microglia surveillance by 60% (Madry et al., 2018). Additionally, coating electrodes with neuronal adhesive molecules can help dampen the acute effects of the innate immune response by 80% (Eles et al., 2017). Lastly, reducing electrode size and enhancing their mechanical compliance with brain tissue also reduces the immune response to implanted bio-materials, as evidenced by diminished microglia and astrocyte activation (Kozai et al., 2012a). Whether these methods of immune suppression will lead to overall improved device longevity and decreased scar formation remains to be seen. Nevertheless, these and other approaches certainly bear further investigation.



PERIPHERAL-DERIVED MYELOID CELLS

Another important immune cell type to consider is the CX3CR1+/Ly6C+/CD45hi/CCR2+ blood derived macrophages that can be found in the perivascular and parameningeal spaces and can sample cerebrospinal fluid (CSF) in the arachnoid and Virchow-Robin spaces (McMahon et al., 2006; D’Agostino et al., 2012). Peripheral monocytes can be further divided into an inflammatory subset (CX3CR1loCCR2hiGR1+Ly6Chi) that are short-lived and home to inflamed tissue, or a patrolling subset (CX3CR1hiCCR2loGR1-Ly6Clo) that are long-lived and are recruited to non-inflamed tissue (Geissmann et al., 2003). Common to microglia and both monocyte subsets is the surface expression of CD14, a glycosylphosphatidyl-inositol-anchored protein notable for its role as a co-adaptor protein for toll-like receptor 2 (TLR-2), toll-like receptor 4 (TLR-4), and damage-associated molecular patterns (DAMPS) including heat shock protein 70 (hsp70) and S100A9 (Haziot et al., 1988; Yang et al., 1999; Asea et al., 2000; Beschorner et al., 2002; He et al., 2016). Using bone marrow chimera approach to distinguish the contribution of brain-resident microglia versus bone marrow-derived infiltrating monocytes, we observed that blood-derived monocyte/macrophages, not CNS-resident microglia, dominated the infiltrating cell population following microelectrode implantation site at 2 and 16 weeks post implantation, and their densities correlated with neuron loss at the microelectrode-tissue interface (Ravikumar et al., 2014b). In particular, functional CD14 on blood-derived monocytes and the presence of endotoxin contamination on intracortical microelectrode devices contribute to the decline in overall device performance (Ravikumar et al., 2014a; Bedell et al., 2018), so much so that specific inhibition of CD14 signaling pathway were shown to improve long-term performance of the implanted microelectrode (Hermann et al., 2018).



APPLICATION OF INTRAVITAL 2P-LSM TO STUDY THE CNS

As host immune response is a dynamic process involving the recruitment, retention, and functional differentiation of highly motile immune cells to damaged CNS tissue sites, traditional static histologic examinations often do not fully capture the evolution of the inflammatory process. To this end, 2P-LSM allows for the visualization of fluorescently tagged structures deep within undisturbed living tissues in a time-resolved, dynamic fashion (Denk et al., 1990). Two photon excitation also enables second harmonic generation to illuminate ordered structures such as collagen and myosin without exogenous fluorescence probes, thus allowing for morphologic observation in collagen-rich structures within tissues such as the lymph node and the brain (Campagnola et al., 2002; Williams et al., 2005; Kawakami and Flugel, 2010). While the field of immunology has taken advantage of two photon technology in the past two decades (Germain et al., 2012), neuroscientists first began using this technology in the late 1990s to monitor calcium flux in organotypic brain slice cultures (Yuste and Denk, 1995). Since the early 2000s, intravital CNS imaging in the brain has flourished and scientists have been able to capture a variety of biological processes including but not exclusively: astrocyte reactivity, dendritic spine turnover, formation of plaques in Alzheimer disease, microglial dynamics, and immune cell trafficking. Using intravital 2-photon laser scanning microscopy (2P-LSM), our group has identified three additional mechanisms of immune surveillance in various physiological and pathological states that may have unique implications for brain tissue reactivity to intracortical implantation devices.

For the remainder of this review, we will focus on these novel insights provided by a combination of disease models and application of intravital 2P-LSM to reveal synergistic mechanisms that maintain BBB disruption and promote ongoing inflammation within the brain parenchyma. First, similar to what has been reported in the intestinal tract, we have visualized inflamed myeloid cells extending dendritic processes across the BBB into pial blood vessels. Second, we have demonstrated that cytokine-induced BBB permeability increase is temporal-spatially heterogenous and includes prominent but transient vessel leaks. Third, we have demonstrated that geometric changes to the pial vasculature in response to inflammation promote the arrest of peripheral blood immune cells, promoting their recruitment into the brain. We propose that these additional mechanisms must be addressed to achieve faithful, fail-safe and durable recording and control by neural implants.



INTRAVASCULAR DENDRITIC PROJECTIONS BY MYELOID CELLS THROUGH INTACT BBB

Recently, we described a unique mechanism whereby microglia extend their dendritic processes through the basement membrane and endothelium into the surrounding pial vessels, thereby providing a new potential avenue for immune cell interactions (Barkauskas et al., 2013). While extending dendritic processes between distinct anatomic compartments is not unique to the CNS (Niess et al., 2005; Girard et al., 2012), this is the first-time microscopy has captured this type of interaction between the immune privileged CNS and peripheral tissues. Using electron microscopy, we were able to confirm astrocyte end feet on either side of the extension, indicating that the astrocytes are actively participating in this breach of the BBB. At baseline in the gray matter of the cortex, we found a density of 175 CX3CR1+ cell projections per mm2 of vessel wall surface compared with only 75 projections in the dorsal column white matter in the spinal cord. Using three distinct pathologic models, we compared the frequency of projections in different inflammatory states. During the induction phase of experimental autoimmune encephalomyelitis (EAE), we found that the number of extensions doubled in the cortex by day 9 of induction and doubled in the spine by day 12, even though clinical symptoms usually only appear by day 12. In the cortex, projections could be seen in vessels of both small and large caliber, while in the spinal cord, they were only seen in association with small caliber vessels. In contrast to this EAE model, studies of traumatic spinal cord injury showed a 40% reduction in projections that slowly recovered to 85% of baseline by day 8 after injury. Projections in spinal cord injury were associated with both large and small caliber vessels. Of interest, in a third model of primary CNS malignancy in the gray matter of the cortex, we observed dendritic extensions into the tumor neo-vasculature with a frequency of less than half of baseline (73/mm2 vs. 175/mm2). These intriguing observations required further investigations in order to understand the molecular and cellular signaling between microglia, surrounding CNS parenchyma, and endothelial tissues that regulate this behavior under physiological and different disease states.

Differential contribution of resident microglia and blood-derived monocytes/macrophages to neuron loss during CNS trauma was also demonstrated by direct intravital observation by 2P-LSM. Using a traumatic spinal crush injury model, we investigated the role of inflammatory monocytes in the process of post-traumatic axonal dieback (Evans et al., 2014). Immediately after crush injury, CX3CR1+ cells extravasated from blood vessels into the lesion and increased their abundance by six-fold in 5 days. Parenchymal microglia, on the other hand, did not accumulate at the injury site. While imaging animals on days 2, 5, and 8 post-injury, we observed axon-macrophage contacts that were associated with morphologic changes of the axon, ultimately resulting in either thinning of the axon or destruction within an hour.



TRANSIENT CNS VESSEL LEAK AND DC ACCUMULATION

Peripheral monocytes can also differentiate into DCs, characterized as CD11c+, and have the potential to stimulate CD8+ T-cells (Geissmann et al., 2003). Using an EAE model, we utilized intravital 2P-LSM to elucidate the initiating events in EAE and found that in fact multiple cell types are required to induce durable immune responses. First, we found transient focal blood vessel leaks from post-capillary venule junctions that occur within hours to days immediately following EAE induction before any clinically evidence symptoms can be appreciated. These leaks lasted as long as 30 min and where rapidly cleared by CSF flow near the pial surfaces but persisted when vessel contents leaked into the parenchyma. We visualized CX3CR1 microglia phagocytose blood vessel contents, which lead to their activation in the first 3 days following induction of EAE. The phagocytic CX3CR1+ microglia were then associated with an increase in CD11c+ DCs by day 6 post induction, which was then followed by infiltration and accumulation of antigen-specific T cells by day 9. Both antigen-specific T-cells and DCs congregated around areas of previous vessel leak, forming immune clusters within the CNS parenchyma. Following these observations of immune clusters, clinical EAE symptoms then started around day 10–12. Of interest, treatment with hydroxyzine ultimately decreased microglia activation and phagocytic capacity by day 3 and resulted in decreased accumulation of peripheral immune cells by day 6 (Barkauskas et al., 2015).

BBB Permeability has been implicated in the progression of multiple pathologic processes including Alzheimer’s disease (AD), psychosis, and systemic lupus erythematosus (Bowman et al., 2007; Hirohata et al., 2018; Pollak et al., 2018). Indeed, an inverse correlation has also been demonstrated between CNS electronic implant performance and the severity and frequency of BBB breach (Saxena et al., 2013; Fernandez et al., 2014). Histamine, bradykinin, fibrin, and clotting pathways have all been implicated in modulating BBB permeability (Ryu and McLarnon, 2009; Passos et al., 2013; Chen et al., 2017). In fact, the accumulation of CNS infiltrating DCs was further demonstrated recently in a murine model of Alzheimer’s disease, a process that was directly related to plasma Factor XII. Reduction in Factor XII correlated with reduced inflammation, neuronal damage, and improved cognitive function in the early stages of AD (Chen et al., 2017). Utilizing intravital 2P-LSM in these disease models would be helpful in establishing whether similar vessel leaks as observed in our EAE studies (Barkauskas et al., 2015) could also serve as a primary mechanism of cell accumulation in these other models of neurodegenerative diseases. Figure 1 summarizes the above-mentioned findings regarding the functional roles of CD14+ monocytes, DC, macrophages and microglia in traumatic CNS injury and associated BBB breach such as intracortical electrode implantation.

[image: Illustration showing a section of the blood-brain barrier (BBB) and central nervous system (CNS) parenchyma. An electrode penetrates the barrier, surrounded by various cells: monocytes, neurons, macrophages, dendritic cells, microglia, and leukocytes. Red dots indicate blood content. The diagram is labeled to identify cell types and components.]
FIGURE 1. Innate immune responses at intracortical electrode implantation sites. BBB Breach resulting from trauma associated with the insertion of intracortical electrodes causes leakage of blood content into CNS parenchyma. Subsequent tissue inflammatory response includes the recruitment of monocytes expressing CD14,the accumulation of DCs and macrophages, as well as the activation of microglia with intravascular dendritic protrusions that potentially participate in the further recruitment of circulating immune effector cells. The presence of DAMPs activates these innate immune cells via molecular signaling cascades including CD14, resulting in the eventual neuron loss and failure of the electronic device over time.



INTRAVASCULAR CELLULAR DYNAMICS

While our understanding of the role of different immune subsets involved in implantable bio-material device failure will continue to evolve, one constant parameter is the absolute requirement for circulating cells to successfully navigate the vast vasculature as they traverse and home to sites of insult; either in the periphery or in the CNS. When combining 2P-LSM with resonance scanning, we were able to visualize cellular flow within post-capillary venules in the CNS in real time (Benson et al., 2018). Our initial intravital observations revealed that cellular arrest was most prominent in areas of sudden vasculature volume expansion. As such, we designed biomimetic microfluidic devices that allowed efficient modeling of the CNS vasculature with different characteristic widths. Once coupled with a physiologic hematocrit, purified leukocytes exhibited slow rolling and adhesion that was dependent on Intracellular adhesion molecule-1 (ICAM-1). The modeling of CNS vasculature with microfluidic devices and microscopy allowed us to demonstrate the critical importance of dynamic vessel geometry changes in promoting recruitment of peripheral blood leukocytes. This is likely to critically influence the early response to device implantation, since vessel dilatation is seen as an early response to implantation (Wellman and Kozai, 2018; Eles et al., 2019). Parallel work in suppressing vascular remodeling in lung inflammation suggests angiopoietin 2 (Ang2) as a potential additional target for this process (Le et al., 2015), in addition to TNF which is already known to contribute to gliosis and neuronal death after implantation.



ADDITIONAL CONSIDERATIONS

Several recent studies have implicated a potential new role for the deep cervical lymph nodes in regulating CNS immunity (de Vos et al., 2002; Furtado et al., 2008; Hatterer et al., 2008). Until recently, it was believed that the CNS lacked an overt lymphatic system. However, confocal, electron, and intravital 2P-LSM microscopy have now been used to validate the presence and functionality of lymphatic vessels running along the venous sinuses to the deep cervical lymph nodes (Louveau et al., 2015). This knowledge may impact our ongoing investigation into CNS tissue response to injury and repair, which is an issue critical to the field of neuro-electronic interface, device designs and clinical applications. Whether these lymphatic vessels work alone or in concert with other proposed mechanisms of antigen and solute drainage remains to be seen (Bradbury et al., 1981; Walter et al., 2006; Carare et al., 2008; Jessen et al., 2015). Deeper understanding of the newly discovered lymphatic flow within the CNS may inform future decisions as to how neuro-electronic devices should be implanted for best long-term clinical outcome by avoiding immune-mediated tissue repair and inflammatory responses that tend to diminish device functionality over time in vivo (McConnell et al., 2009).



CONCLUSION

The above insights from 2P-LSM intravital imaging provide several key characteristics to consider for proper design and insertion of implantable bio-materials that could preserve functional integrity without interference from intrinsic host tissue-derived immune response. First, the possibility that resident microglia can participate in direct antigen presentation by extending their processes into intact blood vessels provides a potential mechanism for recruiting and mediating additional peripheral immune cell-CNS parenchyma contact. This argues that while coating of electrodes with non-immunogenic materials and rationale device design may decrease local inflammation, the addition of systemic therapy aimed at reducing inflammatory co-factors in the peripheral circulation may provide added benefit in prolonging device longevity. Additionally, considering that microglia are more concentrated in white matter (Mittelbronn et al., 2001), surgical planning for device insertion through tracks that reduce contact with these immune cells may prove useful in preventing acute and chronic device-associated inflammation. Second, our direct visualization of CNS blood vessel leaks provides a new challenge to consider within the realm of BBB integrity preservation during neuro-electronic device insertion. Understanding regulation of blood vessel leaks and phagocyte activation in damaged CNS microenvironment is critical for future electrode design, as well as our basic understanding of CNS pathology. Our research suggests that treating patients with anti-histamines, i.e., hydroxyzine, may help quench these initial leaks and restrain the initial immune reaction during device implantation. Additionally, recent studies demonstrated that reducing specific clotting factors and bradykinin have beneficial effects in AD. Therefore, a multimodal approach should be considered. For example, administration of icatibant, a bradykinin antagonist approved to treat hereditary angioedema, may be beneficial in the perioperative period. These observations could be extrapolated to basic medication management. For example, ACE inhibitors, with their bradykinin increasing effects, should be avoided in patients with AD or other bio-material implants. Lastly, our new insights from studies using microfluidic devices lend support for treatment with antibodies or small molecules blocking adhesion (ICAM-1) or vessel remodeling (TNF and Ang2) in the perioperative period, as such approaches may have the potential to limit device immunogenicity.

As tissue reactions and immune responses are highly sensitive to tissue trauma within the CNS, care must be taken in conducting experiments where disruption of CNS tissues is involved [such as insertion of glass guide tubing following cortical tissue removal for deep tissue imaging (Barretto et al., 2011; Barretto and Schnitzer, 2012a, b)] in order to allow unbiased interpretation of data. Simple acts of thinning the skull or creation of cranial windows can lead to substantial immune activation and BBB disruption (Dorand et al., 2014). New imaging modalities that allows reduced invasiveness of the CNS tissue, such super-long-wave two-photon microscopy (Kondo et al., 2017), 3-photon microscopy (Liu et al., 2019a, b) or a combination of both techniques (Weisenburger et al., 2019) may offer advantages and opportunities in this regard. As our knowledge of CNS immunology continues to develop, further strategies for limiting immunogenicity of implantable bio-materials could be developed to enhance and sustain their long-term viability. While we continue to advance our knowledge into the world of CNS neuro-immunology, ongoing collaborations with immunologists and neuroscientists will be crucial to optimize future device performance and patient outcome.
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Objective: Reanimation of muscles paralyzed by disease states such as spinal cord injury remains a highly sought therapeutic goal of neuroprosthetic research. Optogenetic stimulation of peripheral motor nerves expressing light-sensitive opsins is a promising approach to muscle reanimation that may overcome several drawbacks of traditional methods such as functional electrical stimulation (FES). However, the utility of these methods has only been demonstrated in rodents to date, while translation to clinical practice will likely first require demonstration and refinement of these gene therapy techniques in non-human primates.

Approach: Three rhesus macaques were injected intramuscularly with either one or both of two optogenetic constructs (AAV6-hSyn-ChR2-eYFP and/or AAV6-hSyn-Chronos-eYFP) to transduce opsin expression in the corresponding nerves. Neuromuscular junctions were targeted for virus delivery using an electrical stimulating injection technique. Functional opsin expression was periodically evaluated up to 13 weeks post-injection by optically stimulating targeted nerves with a 472 nm fiber-coupled laser while recording electromyographic (EMG) responses.
Main Results: One monkey demonstrated functional expression of ChR2 at 8 weeks post-injection in each of two injected muscles, while the second monkey briefly exhibited contractions coupled to optical stimulation in a muscle injected with the Chronos construct at 10 weeks. A third monkey injected only in one muscle with the ChR2 construct showed strong optically coupled contractions at 5 ½ weeks which then disappeared by 9 weeks. EMG responses to optical stimulation of ChR2-transduced nerves demonstrated graded recruitment relative to both stimulus pulse-width and light intensity, and followed stimulus trains up to 16 Hz. In addition, the EMG response to prolonged stimulation showed delayed fatigue over several minutes.
Significance: These results demonstrate the feasibility of viral transduction of peripheral motor nerves for functional optical stimulation of motor activity in non-human primates, a variable timeline of opsin expression in a animal model closer to humans, and fundamental EMG response characteristics to optical nerve stimulation. Together, they represent an important step in translating these optogenetic techniques as a clinically viable gene therapy.
Keywords: optogenetics, neural prosthetics, peripheral nerve stimulation, functional optical stimulation, neurostimulation, muscle control, tissue clearing


INTRODUCTION

Disease states such as severe spinal cord injuries (SCIs) are often accompanied by muscle paralysis and loss of motor function. In these cases, restoration of native muscle and motor function is the ultimate goal of therapeutic interventions. Brain-Machine Interfaces (BMIs), which attempt to reroute control signals from an intact brain to a motor effector and effectively bypass the site of injury, have made great strides toward achieving this goal over the last several decades. Motor BMIs have progressed from simple control of a computer cursor (Serruya et al., 2002; Taylor et al., 2002; Leuthardt et al., 2004; Revechkis et al., 2015) to high-dimensional control of a robotic arm (Hochberg et al., 2012; Collinger et al., 2013; Wodlinger et al., 2015). While these systems provide an excellent intermediate step and can restore a significant degree of independence to patients that they may not have experienced for many years, they do not address the desired goal of native limb reanimation.

The traditional approach to reanimating paralyzed limbs is to electrically stimulate muscles or their nerves. This approach, often referred to as Functional Electrical Stimulation (FES), was previously coupled to residual movements or muscle activity to control the electrical stimulation of paralyzed muscles (Peckham et al., 2002; Kilgore et al., 2008). More recently, intramuscular FES has been coupled with BMI control signals by several groups to produce brain-controlled modulation of native muscle activity and limb movements in both non-human primates (NHPs) (Moritz et al., 2008; Ethier et al., 2012) and human subjects (Bouton et al., 2016; Ajiboye et al., 2017; Biasiucci et al., 2018). While these studies demonstrate restoration of volitional control over previously paralyzed muscles and can convey a significant increase in independence to a patient, the control offered by these systems is far from ideal naturalistic control. For example, in the study by Ajiboye et al. (2017), a C4-level SCI patient implanted with intracortical microelectrode arrays regained some volitional control over paralyzed arm muscles after pairing FES of those muscles with intracortical control signals. This scheme allowed the subject to reclaim certain daily functions such as feeding himself, but these movements were quite slow, taking several tens of seconds for tasks that most people would complete in a second or two. FES-mediated movements in this study also required additional hardware to support the arm against gravity. These studies demonstrate that the current state-of-the art for muscle stimulation necessitates major technological advances to approach practical relevance or even approach the performance level of other BMI-driven effectors such as robotic arms.

The difficulties highlighted by that study may be due to several inherent drawbacks of FES. These potentially include a non-physiological, random or reverse recruitment order of muscle fibers (Henneman, 1957; Fang and Mortimer, 1991; Singh et al., 2000; Lertmanorat and Durand, 2004; Gregory and Bickel, 2005; Bickel et al., 2011), a poorly graded, steeply sigmoidal recruitment curve making controlled stimulation of intermediate force values difficult to achieve, and early fatigue of muscle contractions (Gregory and Bickel, 2005). These factors have limited the use of FES for reanimation of paralyzed muscle.

A potential alternative to FES that may circumvent some of these shortcomings is the use of peripheral optogenetic techniques to elicit muscle activity through Functional Optical Stimulation (FOS). In this approach, light sensitive ion channels, i.e., “opsins,” are inserted into the motor nerve axonal membrane, allowing the nerve to be depolarized using light stimulation. FOS experiments in rodents have suggested that this approach may hold several advantages over FES by overcoming the drawbacks of FES discussed above. In an initial study, Llewellyn et al. demonstrated in transgenic mice expressing the blue-light sensitive channelrhodopsin (ChR2) that optically stimulating motor nerves elicits a natural recruitment of muscle fibers; small diameter muscle fibers are recruited first with low-amplitude stimulation, and larger fibers are recruited with increasing stimulation intensities (Llewellyn et al., 2010). This combination of fiber activation produced a wide dynamic range of forces from fine to gross. This differs from the recruitment order of muscle fibers observed with FES. Related to these observations of natural recruitment order, Llewellyn et al. also found that muscle activation leads to decreased muscle fatigue, delaying the onset of muscle fatigue to repetitive optical stimulation for several minutes vs. only a few tens of seconds with electrical stimulation (Llewellyn et al., 2010). Additionally, viral transduction of opsins sensitive to different wavelengths of light makes it possible to selectively target only nerve fibers innervating a desired muscle. Conversely, FES is relatively non-selective in stimulating axons to individual muscles at proximal nerve sites. For example, electrically stimulating the sciatic nerve will activate contractions of the gastrocnemius, tibialis anterior, and other lower leg muscles non-specifically. However, Towne et al. have demonstrated selective activation of a single viral-targeted tibialis anterior muscle with optical stimulation at a common proximal sciatic nerve location (Towne et al., 2013). Although selective electrical stimulation can be accomplished to a degree, it typically requires complex spatial activation patterns or deforming the nerve (Tyler and Durand, 2002). Finally, although optical stimulation can cause photoelectric artifacts if shone directly on an electrode (Kozai and Vazquez, 2015), it does not cause electromyographic (EMG) artifacts to arise from distant optical stimulation, unlike the volume-conducted artifact associated with electrical stimulation of a muscle or nerve. This artifact-free stimulation could simplify signal processing in closed-loop stimulation schemes that rely on EMG or intraneural feedback (Yeom and Chang, 2010; Bruns et al., 2013). Overall, these potential advantages may make peripheral optogenetic stimulation a viable alternative to FES for muscle activation in neuroprosthetic applications.

To date, peripheral optogenetic activation of muscle activity displaying these potential benefits has only been demonstrated in rodents. Across these studies, several methods have been used to label motor nerves with stimulating opsins. Llewellyn et al. used a transgenic mouse line to express ChR2 in neurons in the peripheral nervous systems (PNS) under the Thy1 promoter, allowing the authors to elicit muscle activity through optical stimulation of peripheral motor nerve axons (Llewellyn et al., 2010). While use of transgenic mouse lines of this nature is useful for testing the neurophysiological characteristics of optogenetic stimulation, this type of germ-line manipulation is impractical for human applications. Bryson et al. demonstrated optical control of muscle in wild-type mice after transplanting motor neurons expressing ChR2 derived from embryonic stem cells into a nerve graft site (Bryson et al., 2014). A more common approach in line with genetic manipulation used in other systems and disease models (Asokan et al., 2012) is the utilization of adeno-associated virus (AAV) vectors to enable optical modulation of muscle activity. These include expression of ChR2 in rat peripheral motor nerves following muscle injection of an AAV vector (Towne et al., 2013; Maimon et al., 2017) or expression directly in mouse skeletal muscle tissue following systemic injection (Bruegmann et al., 2015). While direct optical modulation of muscle tissue is feasible, it would require individual light sources for each targeted muscle, and implanting optical stimulation hardware could be difficult in smaller or deep muscles such as intrinsic hand muscles. Conversely, viral transduction of opsins in motor nerve axons offers the potential to independently control multiple muscles from a single proximal nerve location more amenable to light source implantation, making it an appealing approach over muscle transduction.

While the rodent studies above are an important step in exploring the potential of peripheral optogenetic stimulation, translating these techniques to NHPs prior to human trials remains largely unexplored. Indeed, even the development of optogenetic techniques for NHPs in the central nervous system (CNS) has proven challenging with examples of successful viral transduction studies slowly beginning to accumulate. Multiple cortical studies have demonstrated optogenetic perturbation of local cortical network dynamics but did not report appreciable alteration of behavior (Han et al., 2009; Diester et al., 2011; Yazdan-Shahmorad et al., 2016). However, a small number of examples have demonstrated an effect of optogenetic modulation on behavior such as those related to reward (Stauffer et al., 2016), vision (Jazayeri et al., 2012), salience (Dai et al., 2014), eye movements (Cavanaugh et al., 2012; El-Shamayleh et al., 2017), and somatosensation (May et al., 2014). Notably, reports of optogenetic modulation of somatomotor behavior are still lacking. Outside of the brain, a handful of studies have demonstrated viral transduction of peripheral neuromuscular tissue with fluorescent proteins in NHP models (Towne et al., 2009; Okada et al., 2013), but optogenetic modulation of peripheral neural activity in primates similar to the aforementioned rodent studies has not been reported to date. With the difficulties in translating rodent-proven optogenetic techniques to primates, it is likely that similar challenges will be faced in translating peripheral motor optogenetic techniques due to the PNS's greater exposure to the immune system, the differences in rodent vs. primate immune responses, and sheer scale difference.

Given the potential benefits of FOS over current FES approaches for neuroprosthetic applications and the current gap regarding peripheral optogenetic modulation of motor activity in higher-order animal models, the current study examined the feasibility of virally mediated optogenetic modulation of motor activity in a macaque model. We explored the utility of an AAV vector, used successfully in prior rodent FOS studies, to transduce macaque motor nerves with commonly used opsins (ChR2 and Chronos) and drive PNS motor activity in an NHP model. To overcome some of the aforementioned translational challenges, we delivered the virus using a stimulating muscle injection technique to target and deliver virus locally near neuromuscular junctions. We then used optical stimulation of targeted nerves and EMG recordings to functionally assess opsin expression. We next examined the relationships between optical stimulation variables and elicited EMG activity for comparison with previous observations in rodents. Finally, we examined whole tissue imaging of opsin expression to correlate expression variability with observations of functional optical sensitivity in nerve samples. The results presented will not only help to address the feasibility of peripheral viral gene therapy and FOS in BMI applications, but may also help to identify further virus, opsin, and hardware development needed prior to clinical translation.



METHODS


Subjects

For the main focus of this study, three male rhesus macaques (Macaca mulatta), Monkeys M, O, and P, weighing 7–9 kg were used in these experiments. All animal procedures were approved and conducted in accordance with the University of Pittsburgh's Institutional Animal Care and Use Committee.



Viral Constructs

Two high-titer AAV6-based viral vectors were obtained from Virovek, Inc. (Hayward, CA) for use in these experiments. The first vector, AAV6-hSyn-ChR2(H134R)-eYFP, was produced at a titer of 1.04 × 1014 vp/mL. This construct was previously used for AAV-mediated transduction of excitatory opsins in peripheral motor nerves (Towne et al., 2013; Maimon et al., 2017), and has been reported at a range of viral titers. The second construct tested in these experiments replaced the well-studied opsin, ChR2(H134R), with the more recently developed Chronos (Klapoetke et al., 2014). Chronos has faster kinetics and increased sensitivity over ChR2, but its utility has not been demonstrated in the periphery to date. The AAV6-hSyn-Chronos-eYFP construct was produced by Virovek at a titer of 1.00 × 1014 vp/mL.



Virus Injections

Aseptic techniques were used for all virus injection surgeries. Prior to virus injection, each monkey was sedated with a cocktail of ketamine (20 mg/kg) and xylazine (0.5 mg/kg). For each target muscle, a skin incision was made to expose the muscle while leaving the surrounding fascia intact. Following virus injection procedures as described below, all skin incisions were closed with subcuticular stitches. Injected animals received a 5 day course of antibiotics and were returned to their home cage to recover for at least 3 weeks before evaluation expression.

Monkeys M, O, and P received injections of AAV-based constructs in two, four, and one muscle(s), respectively, as shown in Figure 1 with injection parameters summarized in Table 1. Monkey M was injected in two muscles with the AAV6-hSyn-ChR2(H134R)-eYFP construct. The tibialis anterior (TA) muscle of each leg was injected with construct diluted to relatively low or high titer. The right TA (“high” titer leg) was injected with 160 μL of virus (1.66 × 1013 vp) diluted in hypertonic saline to a total volume of 2 mL (8.32 × 1012 vp/mL). The left TA (“low” titer) was injected with 20 μL of virus (2.08 × 1012 vp) diluted with hypertonic saline to a volume of 2 mL (1.04 × 1012 vp/mL). Ten individual injections were made per muscle with approximately 200 μL of virus solution injected per site.

[image: Image A shows three monkeys labeled M, O, and P with target areas marked as TA and GR/TA/ED. Below is a description of viral constructs injected: AAV6-hSyn-ChR2-eYFP and AAV6-hSyn-Chronos-eYFP. Image B illustrates a method where a muscle is stimulated while advancing a needle towards a low-threshold zone near the neuromuscular junction for virus injection.]
FIGURE 1. Intramuscular injections of viral optogenetic constructs. (A) Schematic of macaque subjects, viral constructs, and muscles injected. Blue/reverse blue lettering indicate whether a designated muscle was injected with the ChR2- or Chronos-based construct, respectively. Muscle abbreviations: TA, tibialis anterior; GN, lateral gastrocnemius; FCR, flexor carpi radialis; PT, pronator teres; ED, extensor digitorum. (B) Identification of injection zones. A stimulating injection needle was advanced slowly into the muscle while applying low-amplitude electrical stimulation. After observing near-maximal contractions, indicating a zone with higher density of neuromuscular junctions (NMJs), 200 μL of viral solution was injected slowly over 1 min. This process was repeated over 10 sites per muscle or muscle group.



Table 1. Virus injection summary.

[image: Data table displaying results of a viral injection study on monkeys. It includes details such as monkey identifier (M, O, P), target muscle, type of virus injected, viral concentration, total viral load injected, presence of visible contractions, and week of sensitivity. Results show different outcomes, with some monkeys exhibiting visible contractions and varying weeks of sensitivity.]




At each injection site, low-threshold electrical stimulation was used to localize potential motor endplates to minimize the distance virus would have to diffuse before uptake at the neuromuscular junction. A 30 gauge monopolar injectable needle (Technomed, Netherlands) was attached to a tuberculin syringe filled with virus solution, while a metal hub needle attached to a ground lead was inserted through the skin edge. A biphasic waveform (200 μs at 0.25 mA, 400 μs at −0.125 mA) was applied between the needle tip and ground electrode via an analog stimulus isolator (A-M Systems, Model 2200). As electrical stimulation was applied, the needle was slowly advanced into the muscle by hand while monitoring muscle twitches. After finding a needle insertion position facilitating maximum contraction, stimulation was paused and 200 μL of virus was injected over ~1 min. The needle was held in place for an additional minute before slowly withdrawing it. This process was repeated for each injection site. Injections were aimed at the presumed line of neuromuscular junctions approximately 1/3 of the muscle length away from the proximal end of the muscle. Needle insertions were aimed in both proximal-to-distal and distal-to-proximal fashions toward this zone, and were spaced laterally across the muscle surface.

Monkey O received injections of both the ChR2 and Chronos viral constructs. Four muscles groups (two flexor/extensor pairs) were targeted. In the right leg, we injected the TA muscle with the AAV6-hSyn-ChR2-eYFP construct, and we injected the lateral gastrocnemius (GN) with AAV6-hSyn-Chronos-eYFP. In the left forearm, we injected the extensor digitorum (ED) with the ChR2 construct, and we injected both flexor carpi radialis (FCR) and pronator teres (PT) muscles with the Chronos solution. For each muscle, 100 μL of stock virus was diluted with hypertonic saline to 2 mL total volume (5.02 × 1012 vp/mL for ChR2, 5.0 × 1012 vp/mL for Chronos). The Chronos solution was split evenly between the FCR and PT muscles in the forearm (~1 mL per muscle over 4–5 sites). Targeting of the muscle endplates and muscle injections were performed in a similar fashion to those described for Monkey M.

Monkey P was injected with the AAV6-ChR2 construct in the right TA muscle. One-hundred microliters of stock virus (1.04 × 1013 vp) was diluted to a total volume of 1 mL with hypertonic saline at a slightly higher concentration (1.04 × 1013 vp/mL) than the highest used in Monkey M. Stimulating injections targeting neuromuscular junctions were used to deliver 900 μL of virus solution to the muscle over 5 sites. The deep peroneal (DP) nerve innervating the TA muscle was also exposed near its insertion into the TA via blunt separation of fibers of the overlying biceps femoris muscle. One-hundred microliters of virus solution was injected directly into the DP nerve over 3 sites.



Expression Evaluation

Each monkey was periodically evaluated for opsin expression over the course of 8–13 weeks. During an evaluation surgery, the monkey was anesthetized, and a previously injected muscle was re-exposed. Blunt dissection was used to separate fascia from the muscle and to expose the innervating nerve. Electrical stimulation of the nerve using a pair of bipolar hook electrodes (Cadwell Laboratories, Kennewick, WA) was used to confirm the identity of the desired nerve. Optical stimulation was delivered using a 400 μm diameter core multimode fiber (ThorLabs, Newton, NJ) connected to a 150 mW, 472 nm fiber-coupled laser (LaserGlow Technologies, Toronto, Ontario). Maximum laser output at the fiber tip was typically around 110 mW. While moving the fiber tip manually along the length of the nerve, optical stimulation trains of 15–20 ms pulses at 2.5 Hz and 100 mW were delivered to scan the nerve for areas sensitive to optical stimulation. A pair of the injectable electrode needles (same model as used for stimulation during muscle injection) was inserted into the muscle belly to measure EMG activity with a metal hub needle in the skin edge serving as electrical ground. EMG electrodes were connected to a low-impedance differential headstage with 20x gain (RA16LI-D, Tucker Davis Technologies (TDT), Alachua, FL). A TDT neurophysiology recording system (RZ-2) was used to coordinate optical stimulation waveforms with EMG recordings. All waveforms were sampled at 24 kHz.

Following periodic evaluations of nerve expression, any retracted muscle and fascia overlying target nerves were sutured in layers with absorbable suture. Skin incisions were closed with subcuticular stitches, and the animal was returned to its cage to recover.



Perfusion, Tissue Clearing, and Imaging

Following final evaluation of opsin expression, each animal was perfused transcardially with 1X phosphate buffer solution (PBS) followed by 4% paraformaldehyde (PFA). Sections of targeted nerves were harvested and post-fixed in 4% PFA overnight, after which they were stored in 0.02% sodium azide solution in PBS at 4°C while awaiting processing for tissue clearing. Several nerve samples from each animal were reserved for tissue clearing and whole sample imaging. 5–10 mm long sections of nerve were excised from the main nerve branch directly innervating virus targeted muscles. Nerve samples were cleared using the polyethylene glycol (PEG)-associated solvent system (PEGASOS) passive immersion protocol (Jing et al., 2018). Briefly, following tissue fixation in 4% PFA, tissues were first passively bathed in a 25% Quadrol to decolor the tissue step, followed by gradient solutions (30, 50, 70%) of tert-Butanol (tB) at 37° over 2 days for delipidation and dehydration. Samples were further dehydrated in a solution composed of 70% tB, 27% PEG methacrylate Mn 500 (PEGMMA500), and 3% Quadrol for 2 days. Finally tissues were cleared for at least 1 day in a solution of BB-PEG formed by mixing 75% benzyl benzoate (BB) and 25% PEGMMA500 supplemented with 3% Quadrol until tissues reached transparency. Following clearing, samples were preserved in the BB-PEG clearing medium at room temperature.

Following tissue clearing, whole nerve samples were mounted in BB-PEG and sealed between two rounded cover glass. Tissues were imaged using the RS-G4 ribbon scanning confocal microscope (Caliber I.D., Rochester, NY) (Watson et al., 2017) equipped with an iChrome MLE laser engine (Toptica Photonics, Munich Germany). Large-area mosaic images were captured using the Olympus XLPLN25XWMP2, 25x, 1.05NA, water immersion objective with a scan zoom of 1.7 and lateral resolution of 0.295 microns. Z-steps were acquired at 1.52 microns. Fluorescence from eYFP was detected by using 488 nm excitation and 520/44 nm emission filters. The tissue was imaged from bottom to top with the 488-laser power interpolated linearly through Z from 15% (top) to 30% (bottom). Mosaic images were stitched and assembled by the microscope software.

To facilitate analysis, mosaic images were processed in MATLAB R2017b by first flattening the image and then subtracting background. A unique background filter was calculated for each image by applying a gaussian filter with a standard deviation of 6 and then a morphologic opening with a disk structuring element of radius 200 pixels. A flattening filter was produced by taking the mean of the background filter divided by the background filter:

[image: Formula for filter flattening: filter_flattening equals the mean of filter_background divided by filter_background.]

First the flattening filter was applied to both the RAW image and the background filter by multiplying the two images. The flattened background filter was subtracted from the resulting image:

[image: Equation illustrating image processing: final image equals raw image multiplied by gating filter, minus background filter multiplied by gating filter.]

Flattened and background-subtracted images were then assembled into volumes using the Imaris File Converter and analyzed using Imaris v9.2.1 (Bitplane). Models of eYFP expressing nerve axon segments were built using the Imaris Surpass surface tool. Manual cleaning of the surface rendering was performed to ensure that labeled regions represented eYFP expressing nerves. Volume and position data for eYFP model surface elements were exported from the surface tool to Matlab where expression volume was binned as a function of longitudinal (Y) position.




RESULTS


Time Course of Expression

Each monkey was tested for expression in targeted nerves intermittently between the injection surgery and final terminal evaluation surgery. Injection results are summarized in Table 1. Monkey M was tested at 3 (right TA), 4 (left TA), and 8 weeks (both legs). During evaluation time points at weeks 3 and 4, neither leg showed visible contractions or EMG deflections upon laser stimulation at full power. The deep peroneal (DP) nerve innervating the TA muscle was exposed for stimulation but was not aggressively dissected to avoid permanently damaging the nerve. At week 8, both targeted nerves were re-exposed and tested. Initial optical stimulation along the length of the superficial (anterior) portion of the left DP nerve again did not suggest overt expression of ChR2. However, stimulation of the posteriolateral aspect of the nerve at a single proximal site demonstrated visible contraction of the TA muscle. Optical stimulation of the anterior aspect of the nerve at this location or proximal/distal to it did not elicit muscle contractions. However, following this initial display of sensitivity, the DP was dissected distally to its insertion into the TA muscle where it branches out. At this point, optical stimulation of the nerve and muscle activity became more consistent with several branches showing sensitivity. Evaluation of the DP nerve of the right leg proceeded in a similar fashion with dispersed sensitive spots along the nerve proximal to the muscle, and more consistent sensitivity where the nerve branched out close to the muscle.

Expression of optogenetic transduction in Monkey O was tested at 5, 10, and 13 weeks post-injection. We first tested expression in the nerves leading to the TA and lateral GN muscles of the right leg at 5 weeks. No visible muscle contractions were elicited with optical stimulation of either nerve. At 10 weeks, we tested all targeted nerves in the right leg and left forearm. Neither nerve branch in the leg nor in the nerve supplying the ED muscle of the forearm demonstrated optically sensitivity. A branch of the median nerve supplying the PT muscle in the left forearm (injected with the Chronos vector) did facilitate brisk contraction of the PT when stimulated optically with the fiber-coupled laser. Upon observing optical sensitivity, we further dissected the nerve to accommodate placement of an LED nerve cuff intended for chronic stimulation of the nerve. After initial placement of the cuff, the nerve no longer initiated PT contractions when stimulated with blue light from the cuff or optical fiber. We suspected the nerve may have become irritated by prolonged exposure or irritation during the LED cuff placement, so we removed the cuff, re-sutured all nerve and muscle exposures, and returned the monkey to its home cage. At 13 weeks, we re-tested each targeted nerve. During this experiment, no nerves (including the previously sensitive branch to the PT muscle) exhibited optical sensitivity. Electrical stimulation of the PT muscle's nerve elicited brisk contractions, suggesting that the nerve was healthy.

The DP nerve of Monkey P innervating the injected right TA muscle was tested at 5 ½ weeks and 9 weeks post-injection. At the first checkpoint, optical stimulation of the exposed nerve resulted in small contractions visible through the skin. Optical sensitivity was more consistent along the exposed portion of the nerve than in Monkeys M and O with no obvious insensitive portions of nerve. After returning to check the nerve at the 9 week time point, no visual or EMG evidence of sensitivity to optical stimulation of the target nerve was present.



Visually Observed Responses to Optical Stimulation

Visible contractions to optical stimulation of targeted nerves were observed in all three monkeys. In monkey M, contractions of the TA muscle were clearly visible in both legs (Supplementary Movie 1). Additionally, contractions of different portions of the muscle could be observed when different fascicles were stimulated at the branch-out location of the nerve near insertion into the muscle. However, even at full power stimulation (>100 mW, 30 ms pulse duration), optical stimulation along the nerve did not produce functional movement of the lower leg (i.e., dorsiflexion of the foot). For the short period of time that we observed optical sensitivity in monkey O, optical stimulation of a branch of the median nerve produced brisk contractions of the PT muscle similar to those observed in monkey M. Again, although clearly visible, these contractions did not result in pronation of the forearm. Finally, optical stimulation of the right DP nerve in Monkey P resulted in contractions of the TA that could be seen through the skin before further exposing the muscle belly.

As a set of visual checks that opsin expression was limited to nerve tissue innervating the target muscle, no muscle contractions were observed when the injected muscle was directly stimulated with blue light. In addition, optical stimulation of nearby non-injected muscles and their corresponding nerves did not induce visible contractions or EMG activity.



Individual Optical Pulses Elicit Graded EMG Responses to Pulse Duration and Intensity

After observing visual responses to optical stimulation in monkey M, we recorded the EMG response of each TA muscle to variations in several optical stimulation parameters. First, the pulse duration was varied from 1 to 30 ms (100 mW). The delay from the onset of the optical pulse to a deflection in EMG activity was consistent across muscles at approximately 12 ms. As shown in Figure 2A, the length of the evoked EMG waveform stays relatively constant while the peak amplitude and RMS of EMG activity (Figure 2B) increases gradually with pulse duration until plateauing at pulse durations above 10 ms. We then measured the evoked EMG activity as a function of the incident intensity of optical stimulation. Figure 2D shows that the magnitude of the EMG waveform changed with varying optical intensity, while Figure 2E depicts a near-linear monotonic increase of EMG activity with optical intensity within the range studied. Results from Monkey P showed similar trends with a plateau in elicited EMG activity near 10 ms and a linear increase in EMG with light intensity (Figures 2C,F). These trends are consistent with results from previous studies in rodents utilizing AAV6 and ChR2 (Llewellyn et al., 2010; Towne et al., 2013), and support the notion that optogenetic stimulation offers graded recruitment of muscle activity.

[image: Graphs display data from two monkeys, M and P. Panels A and D show evoked response potentials over time for each monkey with varying conditions. Panels B and C plot RWD Selectivity against pulse duration. Panels E and F plot RWD Selectivity against incident power. Data show trends of increasing RWD Selectivity with longer pulse duration and higher incident power.]
FIGURE 2. EMG response characteristics to optogenetic stimulation. (A–C) EMG response to varying optical pulse duration. (A) shows stimulus averaged EMG traces from the right TA muscle of monkey M, color-coded by optical pulse duration varying from 1 to 30 ms (20 pulses, 2.5 Hz trains), while (B) shows the corresponding distributions of RMS values. (C) shows the corresponding EMG vs. optical pulse duration curve from monkey P. (D–F) EMG response to varying optical power. (D) depicts stimulus-averaged EMG waveforms from the left TA muscle of monkey M, color-coded by optical power measured at the output of the optical fiber. Stimulus trains consisted of 20 pulses of 20 ms duration at 2.5 Hz. (E) illustrates the corresponding trend in EMG RMS vs. optical power, while (F) displays similar data from monkey P. Open circles in (B–E) and (D) indicate mean RMS values while dots indicate RMS responses for individual optical pulses.

As we injected each TA muscle in monkey M with different viral loads approximately an order of magnitude apart (1.66 × 1013 vp in the right TA vs. 2.08 × 1012 vp in the left TA), we examined whether viral load impacted viral transduction and optically elicited muscle activity. We compared the EMG RMS activity in each leg elicited by similar trains (20 ms pulses, 100 mW, 2.5 Hz). Although visual observation did not suggest distinct differences in the magnitude of muscle contractions, the EMG recorded from each leg showed appreciable differences in the shape and duration of the stimulus-averaged waveform. The right TA demonstrated a sharp, transient spike lasting <100 ms (Figure 2A) while the left TA demonstrated a waveform lasting 250 ms (Figure 2C). Counterintuitive to the trend expected with respect to viral load, these waveforms correspond to EMG RMS values of 0.027 and 0.051 mV, respectively. As we observed above that optical sensitivity was not consistent along a nerve, these differences could arise due to the accessibility of labeled fibers at a given location as opposed to the total number of transduced nerve fibers. In general, however, the range of viral loads injected in this study did not appear to directly correlate with differences in optically stimulated EMG activity.



EMG Response to Optical Pulse Trains

After measuring basic EMG responses of optogenetically labeled nerves to single pulses of varying duration and intensity, we then examined the response to longer trains. EMG activity was measured over 10 s blocks of continuous stimulation (20 ms, 100 mW) at increasing pulse frequencies from 2 to 30 Hz. The train of responses within a frequency block (RMS value of 600 sample/24.6 ms window following the onset of each light pulse) was then normalized to the response of the block's first stimulus pulse to assess how well the nerve and corresponding muscle activation could track the optical stimulus. As shown in Figures 3A,B, EMG responses in Monkey M tracked optical stimulation relatively well for pulse frequencies below 16 Hz, retaining EMG responses near 50% of their maximum initial response. Between 16 and 20 Hz, however, stimulus tracking appears to suffer as the normalized response drops precipitously. At 20 Hz, occasional EMG responses near 50% are interspersed throughout the train from 2 to 10 s, but these are dominated by weak EMG spikes as the nerve/muscle fail to recover. Monkey P demonstrated a similar frequency response with a noticeable dropoff in EMG-optical stimulus coupling between 12 and 16 Hz (see Figures 3C,D). These results suggest a functional maximum stimulation frequency below 20 Hz, similar to reports of the frequency response of ChR2 in neuronal culture (Nagel et al., 2003; Boyden et al., 2005; Mattis et al., 2012).

[image: Two sets of graphs compare monkeys M and P's neural responses to different stimulation frequencies. Panels A and C show line graphs of evoked response power over five seconds at frequencies of two, four, eight, sixteen, and thirty hertz. Panels B and D display corresponding neural activity traces.]
FIGURE 3. EMG tracking of optical stimulation trains. (A,B) The right DP nerve of monkey M was stimulated with trains of varying frequency (2–30 Hz, 20 ms pulse width, 100 mW) for 10 s while recording EMG from the corresponding TA muscle. The RMS value of the EMG activity elicited by each stimulus pulse (24.6 ms window following pulse onset) was calculated and normalized by the RMS elicited by the first pulse in the train. (A) depicts the smoothed EMG response to prolonged optical stimulation at various frequencies, while (B) depicts the first 2 s of raw EMG responses from the shaded window in (A). Although a significant drop in elicited EMG activity within the first 1–2 s is present at each frequency, stimulus trains below 16 Hz are able to maintain normalized EMG activity at or above 50% of first stimulus magnitude. Between 16 and 20 Hz, however, elicited EMG waveforms become more erratic as some spikes are missed. EMG responses to stimulus trains above 20 Hz drop off precipitously to below 20% of first stimulus response magnitude. (C,D) Similar experimental analysis and results as in (A,B) from the right DP nerve and TA muscle of monkey P.



EMG Shows Delayed Decay With Prolonged Optical Stimulation

Finally, we assessed for any decay in optical sensitivity following optical stimulation in a transduced nerve in Monkey M. The right DP nerve was stimulated continuously via the blue laser at maximum power with a 10 Hz, 20 ms optical pulse train for 2 min. Figures 4A,B depicts the raw EMG trace from monkey M's right TA muscle as well as the normalized RMS response to stimulation over time. The normalized response falls to 70% of maximum within a few seconds and then levels off similar to traces above 12 Hz in Figure 3. However, after 40 s, the muscle response again trends gradually downward over the next 80 s before approaching 40% of the initial EMG RMS response at the end of stimulation. Optical stimulation of the right DP nerve of Monkey P showed a similar profile with an initial drop in EMG rms after the initial few pulses followed by a sustained, consistent EMG activity for the rest of the 2 min (see Figures 4C,D). The slow decline observed in this study is again consistent with the delayed time course of muscle fatigue with optical stimulation observed in rodent studies (Llewellyn et al., 2010).

[image: Four graphs displaying EMG data from two monkeys during a task. Graphs A and C show raw EMG voltage over time for Monkeys M and P, respectively, with stimulus marked. Graphs B and D show normalized EMG data over time for Monkeys M and P. Each graph spans 120 seconds. The normalized EMG data show a decrease over time post-stimulus.]
FIGURE 4. Delay in EMG decay with prolonged optical stimulation. (A) Raw EMG traces (bottom, red) from the right TA muscle of monkey M in response to 2 min of optical stimulation (top blue trace, duration of train of 20 ms pulses at 10 Hz). (B) Normalized EMG response over time. The RMS response to each optical stimulation pulse was calculated over a 600 sample/24.6 ms window following the onset of each pulse and then normalized to the response to the first pulse of the 2 min train. (C,D) Same as in (A,B), repeated for the right TA muscle of monkey P.



Whole Tissue Imaging Demonstrates Variable Opsin Expression

After final evaluation of functional expression, nerve samples were harvested, cleared, and imaged as whole samples using ribbon confocal microscopy to examine opsin expression patterns. Figure 5A depicts native eYFP fluorescence of an intact whole nerve sample from the right DP nerve of Monkey M, while no similar fluorescence of fiber tracts was observed in a control nerve from an uninjected muscle as seen in Figure 5B. Imaris software was used to trace the eYFP expression in Figure 5A and approximate a longitudinal profile of expression. 3D surfaces corresponding to positive eYFP expression were first computed using a built-in local background signal subtraction algorithm and manual removal of noisy features, with the resulting surfaces highlighted in Figure 5C. The volume of these surfaces was then binned as a function of distance along the length of the nerve (200 μm bins), and the resulting longitudinal profile of opsin/eYFP expression was plotted in Figure 5D. As seen from Figures 5C,D, expression of the viral gene product was not uniform along the nerve as patches of expression would emerge and disappear along the nerve. This finding corroborated the previously described variability in the nerve's sensitivity to optical stimulation (section Time Course of Expression) as well as similar observations in some of our parallel rodent pilot experiments (Williams et al., 2016). Nerves that had demonstrated optical sensitivity at some point during an animal's experimental timeline but were insensitive by the terminal checkpoint (i.e., right median nerve branch to the PT muscle of Monkey O, right DP nerve to the right TA muscle of Monkey P) were cleared and imaged similarly to the nerves in Figure 5. Reporter expression in these nerves at the time of perfusion was grossly absent or indistinguishable from background suggesting that loss of optical sensitivity was related to loss of opsin expression along the nerve (see Supplementary Figure S1).

[image: Panel A, B, and C are fluorescent microscopy images showing tissue samples in green, with panel C also highlighting pink structures. Panel D is a line graph depicting the average node length rating against expression volume, illustrating fluctuations in the data. Scale bars in panels A, B, and C are labeled for reference.]
FIGURE 5. Spatial variability of transgene expression in cleared whole nerve sections. (A) Native eYFP fluorescence observed in a cleared nerve section from the right DP nerve of Monkey M using ribbon confocal microscopy. Fluorescent labeling of individual axonal fibers appears to fade in and out within the displayed segment. (B) Control nerve from non-injected muscle. In contrast to (A), no distinct patterns of increased fluorescence along individual axons are discernable. (C) Maximum intensity projection zoomed-out view of the cleared nerve segment in (A) with expression sites marked. eYFP positive axon segments were labeled in software as 3D surfaces (purple) to highlight the variable labeling of axons along the length of the nerve segment. (D) Volume of eYFP expression (horizontal axis) as a function of longitudinal distance (vertical axis) along the nerve in (A,C). The dependent variable axis (distance along nerve length) has been rotated to the vertical axis to roughly align with the nerve in (C) and displays how viral expression varies along the length of the nerve.




DISCUSSION

This study represents a critical step in translating the potential of virally mediated peripheral optogenetics to a clinical therapy capable of alleviating a number of motor diseases or injuries. We have demonstrated that the AAV6-hSyn-ChR2 vector previously shown to be efficacious in transducing peripheral motor axons in rodents following muscle injection (Towne et al., 2013; Maimon et al., 2017) is also a viable vector for peripheral expression of light-sensitive opsins in non-human primates. Our results also exhibit several of the suggested benefits of peripheral optogenetic stimulation over electrical stimulation of muscle activity including graded muscle activation and delayed muscle fatigue. Finally, the correlation of EMG responses to basic optical stimulation parameters lays a foundation from which to approach the design of functional optical stimulation paradigms. Although this study is an important proof-of-concept demonstration, our results also highlight several of the necessary hurdles to be addressed prior to clinical viability as well as new potential avenues of investigation.


Time Course of Opsin Expression

Because we employed a novel longitudinal study of nerve expression in Rhesus monkeys with periodic checks of optical sensitivity, we were able to construct a gross timeline of expression in each animal for comparison with other studies and species. Towne et al. utilized a 4–6 week incubation period prior to assessing expression of ChR2 following intramuscular virus injection in rats (Towne et al., 2013). Similarly, a 4 week incubation period was utilized prior to evaluating the expression of eGFP in the spinal cord following intramuscular injection of AAV6-CMV-eGFP in African green monkeys (Towne et al., 2009). However, a recent study utilizing transdermal stimulation of ChR2-labeled nerves mediated by AAV6 (Maimon et al., 2017) suggests that peak transgene expression may occur later in rats, between 5 and 8 weeks, although even these gross time points of peak sensitivity showed considerable variability. Our findings agree with this variable and potentially extended time course of expression as optical sensitivity was observed initially at 5 ½, 8, and 10 weeks post-injection. In the case of monkey P, although expression was evident relatively early at 5 ½ weeks, optical sensitivity had disappeared by the next check at 9 weeks. As we did not test each injected muscle during earlier evaluations in the first two monkeys in order to minimize surgical manipulations at a given site, we cannot rule out that some sites may have demonstrated optical sensitivity at earlier time points similar to Monkey P. Additionally, the focal sensitivity observed along the left DP nerve of monkey M raises the possibility we did not fully expose or probe one of these focal “hotspots” of sensitivity during our earlier assessments while attempting to leave the surrounding tissue grossly intact. Once we more aggressively exposed the DP nerve and its insertion into the TA muscle, stimulation of one of these hotspots likely became more probable. In any case, the time course of expression, as well as differences between species, remains a critical yet poorly understood process.

One potential confound in our experimental design is the multiple surgical procedures utilized to test nerves for optical sensitivity. The variable timeline of functional expression observed in this study supports testing at several time points so as not to miss a window of expression as opposed to using a single checkpoint and perfusion at 6 or 8 weeks as is often employed in similar studies (Towne et al., 2009). However, it is possible that each surgical manipulation of the muscle and nerve could cause an inflammatory or immune response that could interfere with future expression and optical sensitivity. Whereas transdermal illumination of targeted nerves offers a non-invasive approach to probe functional expression in rodents (Maimon et al., 2017), the scattering of blue light caused by additional tissue thickness between skin and nerve in a macaque makes this approach ill-suited to evaluating expression in large primates. Chronically implanted light sources (e.g., LED cuff or fiber) would offer the possibility of evaluating sensitivity over time without additional surgical events, but it is very likely that a device implanted around the nerve could induce a foreign body response that might also compromise expression or efficient light delivery. In the current study, the nerve, muscle, and surrounding fascia did not typically display significant scar tissue buildup between evaluation surgeries, and functional expression was observed in nerves that had already been exposed in a prior evaluation surgery. Thus, we hypothesize that our surgical protocol had minimal impact on opsin expression and offered a reasonable approach to grossly evaluate optical sensitivity over an uncertain timeline compared to unproven alternatives.



Considerations for Chronic Optical Stimulation

Our results also bring forth several considerations for chronic FOS. As one potential application of this gene therapy is to restore volitional control of paralyzed muscle activity through a hybrid optogenetic-BMI, optical nerve stimulation hardware such as chronic LED or fiber optic nerve cuffs must be able to consistently stimulate opsin-labeled axons over a period of years. A potential benefit of using chronically implanted optical nerve cuffs on virally targeted nerves would be the ability to assess the time course of expression without additional surgical procedures. However, the variable expression and sensitivity pattern of ChR2 observed in monkey M in Figure 5 and some of our parallel rat studies (Williams et al., 2016) suggests that proper placement of stimulation hardware for either of these applications may be more challenging than initially anticipated. Correct temporal assessment of opsin expression patterns would require blind, accurate placement of nerve cuffs soon after injection over high expression zones on the nerve. Similarly, to provide consistent chronic optical stimulation capabilities in a rehabilitation setting would require (1) an additional evaluation surgery following the virus incubation period to properly place optical cuffs, (2) securing the cuff such that it does not move relative to the hotspot of expression on the nerve, and (3) stability of expression/low turnover at the hotspot. It is possible that the variable optical sensitivity and fluorescent expression observed in this study is due in part to poor expression and trafficking of opsins to the axonal membrane, although another likely contributor may be the immune system through a piecemeal recognition and degradation of opsins by an immune response. Elucidating the underlying cause of this problem could then direct further development of opsins or promoters (Chaffiol et al., 2017) with better expression and trafficking characteristics vs. development of injection techniques (Favre et al., 2000; Burger et al., 2005; Harris et al., 2012; Tosolini and Morris, 2016; Williams et al., 2016), recombinant viruses (Bartel, 2011; Tervo et al., 2016) to increase the efficiency and total number of axons transduced within a nerve, or immunosuppressive approaches to maintain expressed opsins.



Transduction as a Function of Viral Load

As we contemplate potential approaches to improve opsin expression along the nerve, we must also examine the results of this study with respect to viral load delivered to the muscle. As a first pass study, we used a range of viral loads grossly spanning approximately an order of magnitude (~1012-1013 vp per muscle) between the three monkeys with no obvious trend in expression. The lower end of this range is consistent with a previous study by Towne et al. in African green monkeys (Towne et al., 2009). However, the range of viral loads per kilogram of bodyweight used in this study (9.24 × 1011-1.84 × 1012 vp/kg) is an order of magnitude lower than the high titer intramuscular injections used by Maimon et al. in rats (1.5–2.5 × 1013 vp/kg) (Maimon et al., 2017). Assuming that the mass and volume of the muscles targeted in these studies scale approximately with total body weight, a lack of functional limb movement from optical stimulation in this study could be explained by an insufficient dose of viral particles delivered to muscles with much greater volume compared to prior mouse and rat models. The limited sample size afforded by early NHP studies such as this often precludes the systematic examination of factors such as viral load, but based on rodent studies, it is possible that doses on the order of 1014 vp per muscle might be necessary to yield consistent opsin expression that is functional for eliciting limb movements in primates.



Virus Delivery Approaches

The differences in viral load as a function of body weight across animal models highlights another difficulty in scaling this gene therapy approach up to humans. Because the volume of muscle and corresponding zone of neuromuscular junctions targeted for viral uptake increases dramatically from rodent to primate, efficient delivery of viral particles to the entire motor end plate may become both expensive and technically challenging. Our first attempt to address this challenge was to simply increase the volume of viral solution injected with hypertonic saline to be on the same order of magnitude used in rodent studies (~200 μL/kg bodyweight vs. 100 μL/kg bodyweight in Maimon et al., 2017) with the potential ramifications discussed above. Our second approach was to attempt to localize zones of high neuromuscular junction density near the motor end plate using electrical stimulation. Previous rodent studies have demonstrated that targeting muscle injections along motor endplates greatly enhances motor neuron transduction (Tosolini et al., 2013; Tosolini and Morris, 2016). Targeting of the motor end plate as in these studies requires prior histological mapping of the motor end plate in a given muscle in situ followed by visual alignment of anatomical landmarks in the subject to be injected. Conversely, our approach uses electrophysiological responses to map the end plate and potentially account for anatomical variability between animals. A third injection approach that we employed in Monkey P that may be promising for scaling up injections with animal size was to inject virus directly into the nerve branch of interest. Our experience with this technique has shown that intraneural injections near the insertion of the nerve into the muscle may effectively utilize the nerve sheath to contain and funnel the virus toward the motor end plate as the nerve branches out within the muscle (Williams et al., 2016). Therefore, virus that does not directly enter nerve axons upon injection but instead resides in the connective tissue perineurium may still be guided back down to the muscle where it may have a greater probability of uptake at neuromuscular junctions. Utilization of nerve injections in this manner could significantly reduce the volume of virus needed for effective motor neuron transduction in larger animals such as the macaque. Intraneural injections at sites more proximal to the spinal cord such as the sciatic nerve do hold the possibility of transducing unwanted sensory neurons. However, injecting the nerve closer to the target muscle would likely minimize unrelated sensory transduction or limit it to proprioceptive fibers that could be utilized for feedback. Alternatively, future muscle injection approaches may seek to incorporate advancements utilized in convection enhanced delivery (CED) currently used to deliver drugs and gene therapy in the brain (Yazdan-Shahmorad et al., 2016).



Viral Vector Design

In addition to the load and route of viral particles delivered to motor nerves, the composition of the viral construct itself holds great potential for improvement of motor nerve transduction. The mechanisms by which AAV vectors undergo uptake at the neuromuscular junction and traffic to the spinal cord are not completely understood, but presumably it is a receptor-mediated process facilitated by domains on the viral capsid which confer tissue tropism to various serotypes. A better fundamental understanding of these uptake and transport processes could inform the design of viral vectors for peripheral motor gene therapies. An alternative approach recently taken by several groups is “directed evolution” or high-throughput screening and selection of recombinant AAV variants for a desired trait (Dalkara et al., 2013; Choudhury et al., 2016; Tervo et al., 2016). Similarly, the hSyn promoter has been commonly used for peripheral nerve transduction due to its specificity for neural tissues yet relatively strong expression. Using a promoter restricting expression to specific nerve fiber types (e.g., slow/fast fatiguable motor units, proprioceptive fibers, etc.) would enable selective modulation of efferent or afferent activity as well as an approach to artificially specify the recruitment order of motor unit types. However, in general, more specific promoters result in weaker expression in the target tissues, so this tradeoff of nerve optical sensitivity vs. fiber type specificity would have to be addressed.



Immune Response to AAV and Gene Products

AAV6 was chosen as the gene delivery vehicle in this study due to AAV's safety profile and low immunogenicity (Calcedo and Wilson, 2013) as well as its previously demonstrated success in transducing peripheral motor nerves in non-human primates (Towne et al., 2009). However, a considerable proportion of both humans and macaques naturally exhibit pre-existing neutralizing antibodies (NAbs) to a variety of AAV serotypes (Boutin et al., 2010; Hurlbut et al., 2010; Calcedo and Wilson, 2013). Even at low NAb levels, transgene expression may be significantly inhibited in non-human primates (Jiang et al., 2006; Hurlbut et al., 2010). We did not assess the status of preexisting NAbs to AAV6 in our subjects, so its role regarding differences in expression between monkeys in this study is unclear. Nevertheless, several transient immunosuppression strategies such as those used for organ transplants have shown efficacy in maintaining AAV6-mediated transgene expression in canine models (Shin et al., 2012; Wang et al., 2012) as well as non-human primate models examining AAV8 (Jiang et al., 2006). Employing such regimens may not only increase transduction efficiency and prolong transgene expression, it could also enable separate viral injections of multiple muscle groups over several surgeries without decreased efficacy after an initial viral exposure (Riviere et al., 2006).

In addition to the viral vector, a recent rodent study has strongly suggested that opsins expressed along a peripheral nerve may also elicit a strong immune response and is likely to be a primary factor for the decay of optical sensitivity over time (Maimon et al., 2018). Indeed, results from the aforementioned rodent study and a preliminary study from our group in non-human primates (Williams et al., 2019) have demonstrated that opsin expression and functional sensitivity can be prolonged with the use of chronic immunosuppression similar to regimens used for organ transplants. However, an alternative approach to this problem would be to engineer the opsin itself, screening opsin variants for those that might be minimally immunogenic. Use of such an opsin for expression through a viral vector might preclude the need for subjects to endure long or potentially lifelong courses of immunosuppression.



Optical Stimulation Parameters and Opsin Selection

The results from this study provide baseline practical guidelines for optical stimulation parameters. EMG responses were modulated with pulse widths up to 10 ms, above which responses appeared to plateau. From a frequency response perspective, EMG responses tracked optical stimulation trains up 16 Hz, suggesting an upper bound for use in FOS stimulation schemes. This limit is relatively low compared to the frequency of stimulus trains commonly used for FES, often ranging from 20 to 50 Hz for clinical applications (Doucet et al., 2012). However, due to the previously discussed differences in recruitment order between optical and electrical stimulation, further study is required to elucidate how these optical stimulation parameters translate to functional force production and how to optimize modulation strategies for neuroprosthetic driven movements.

The EMG relation to optical stimulation parameters explored here was only characterized for the opsin ChR2. Although its use in this and similar prior studies in rodents as a first line of investigation is warranted by ChR2's well-characterized behavior and consistent expression patterns in a wide array of neural systems, other recently developed opsins may hold properties beneficial to peripheral motor stimulation. Indeed, we injected several muscles in our second monkey with a construct using the opsin Chronos to exploit its increased sensitivity and faster kinetics to (1) lower the light intensity and consequently power requirements for implantable optical stimulation hardware, and (2) increase the frequency range of pulsed stimulation trains to at least comparable levels used for FES. Recent studies have supported the fast temporal advantages of Chronos over ChR2 in the central auditory pathway (Guo et al., 2015; Hight et al., 2015). Although this study demonstrated a novel use of Chronos in the motor periphery, the brief period during which we were able to observe its response left us unable to fully examine whether these purported benefits extend to the peripheral motor system. However, preliminary data from our parallel rat studies (Williams et al., 2016) suggest that Chronos does have a better frequency response for light stimulus-EMG coupling in the periphery than ChR2. Other opsins which may prove beneficial for peripheral applications include red-shifted variants such as Chrimson (Klapoetke et al., 2014). The use of longer stimulation wavelengths would allow greater tissue penetration that could prove highly desirable when scaling stimulation hardware up to target primate nerves several millimeters in diameter.

Finally, the stimulus response characteristics referenced above may be influenced by both the level of expression within a given axon as well as the number of axons transduced within a given nerve in addition to the basic channel properties of the opsin. As there was a disconnect between the window of functional expression and the time of perfusion for histological evaluation in two of the three monkeys, we were unable to evaluate any such trends in the current study. However, based on our own experience with stimulation of transgenic mice expressing ChR2 in peripheral nerves and virally transduced rats similar to previous rodent studies (Llewellyn et al., 2010; Towne et al., 2013), the EMG frequency response characteristics are unlikely to appreciably change with expression levels while the magnitude of EMG responses will likely show a stronger correlation with expression. How these relationships scale with animal and nerve size is a question worthy of further investigation.



Comparison With Spinal Electrical Stimulation Approaches

Our main goal in this study was to introduce peripheral optogenetic stimulation as an alternative to FES in BMI applications. FES is typically associated with electrical stimulation of muscles directly or through nerve stimulation. However, several groups have used brain-controlled electrical intraspinal (Zimmermann and Jackson, 2014) or epidural spinal (Capogrosso et al., 2016) stimulation in NHPs for grasping and hindlimb locomotion, respectively. This mode of stimulation elicits muscle activation patterns either directly by stimulating pools of alpha motoneurons or indirectly by inducing motor patterns through interneurons following stimulation of dorsal roots. Thus, our peripheral FOS approach may not be directly comparable to electrical stimulation approaches at the spinal level. Nonetheless, it is possible that the potential benefits of FOS observed in the periphery may also extend to analogous optical stimulation of the spinal cord as has been recently investigated (Mondello et al., 2018).



Peripheral Optogenetics Relevance to Motor Behavior

As discussed in the introduction, success in using viral optogenetics to alter behavior has been difficult to achieve in non-human primates, especially regarding direct modulation of somatomotor activity. The current study represents an early success toward this goal. Although the muscle activity elicited by optical stimulation in this study was likely small compared to those typically elicited during normal locomotion, it did produce an easily observable change in the activity of the target effector. Even small optically induced contractions could potentially be used in perturbation studies of natural movements, while larger scales of virus expression and induced muscle contractions will likely be necessary to be therapeutically useful. A primary difference between the success achieved in this study and past unsuccessful attempts at optogenetic modulation of somatomotor behavior in the brain (Diester et al., 2011) may lie in the proximity of targeted opsin expression to the desired output. While even a small cortical volume transduced by a single virus injection may result in transfection of multiple downstream effector pathways, injection of a vector such as AAV into a single desired end effector (e.g., muscle) virtually guarantees that only the desired effector will be optically activated without upstream transmission. This simplicity in targeting and stimulating desired effector pathways further supports the role of this approach in motor disease therapy.




CONCLUSIONS

In summary, the viral transduction and functional expression of opsins for peripheral optical modulation of muscle activity in non-human primates is a step toward effective reanimation of movement in paralyzed subjects. The introduction of neuromuscular junction targeting for virus injection is a useful technique for increasing the likelihood of virus uptake. In addition, the EMG response characteristics to optical stimulation parameters described here serve as an important base upon which to build future primate studies and FOS algorithms.

While the jump from rodent to primate is important in itself, this study also highlights problems due to differences in scale and species that may not have been as pronounced in prior rodent studies. Potential variability in both the timeline and spatial profile of expression, the immune system's probable role in this variability, and effectiveness of the virus as well as light delivery in much larger target muscles/nerves are all challenges that must be addressed before FOS may become a clinically viable approach to restoring lost motor function.
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The neural interface is a critical factor in governing efficient and safe charge transfer between a stimulating electrode and biological tissue. The interface plays a crucial role in the efficacy of electric stimulation in chronic implants and both electromechanical properties and biological properties shape this. In the case of cochlear implants, it has long been recognized that neurotrophins can stimulate growth of the target auditory nerve fibers into a favorable apposition with the electrode array, and recently such arrays have been re-purposed to enable electrotransfer (electroporation)-based neurotrophin gene augmentation to improve the “bionic ear.” For both this acute bionic array-directed electroporation and for chronic conventional cochlear implant arrays, the electric fields generated in target tissue during pulse delivery are central to efficacy, but are challenging to map. We present a computational model for predicting electric fields generated by array-driven DNA electrotransfer in the cochlea. The anatomically realistic model geometry was reconstructed from magnetic resonance images of the guinea pig cochlea and an eight-channel electrode array embedded within this geometry. The model incorporates a description of both Faradaic and non-Faradaic mechanisms occurring at the electrode-electrolyte interface with frequency dependency optimized to match experimental impedance spectrometry measurements. Our simulations predict that a tandem electrode configuration with four ganged cathodes and four ganged anodes produces three to fourfold larger area in target tissue where the electric field is within the range for successful gene transfer compared to an alternate paired anode-cathode electrode configuration. These findings matched in vivo transfection efficacy of a green fluorescent protein (GFP) reporter following array-driven electrotransfer of the reporter-encoding plasmid DNA. This confirms utility of the developed model as a tool to optimize the safety and efficacy of electrotransfer protocols for delivery of neurotrophin growth factors, with the ultimate aim of using gene augmentation approaches to improve the characteristics of the electrode-neural interfaces in chronically implanted neurostimulation devices.
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INTRODUCTION
The neural interface can be considered as the predominant factor limiting further advancement of chronic neurostimulation technologies such as the cochlear implant. Deterioration of the neural interface, due to surgical implant procedure, fibrosis, and strong foreign body responses among other reasons, leads to poor coupling of implanted multi-electrode arrays to target neurons. In the case of cochlear implants, inadequate neural selectivity due to high excitation thresholds and resulting current spread prevents the improvement of positional recruitment – based pitch perception and speech perception outcomes in implant recipients (O’Leary et al., 2009).
Attempts to improve the cochlear implant neural interface have included delivery of neurotrophic factors through a variety of approaches to regenerate nerve fibers, reducing the distance between target neuron processes and the electrode array (Pettingill et al., 2008; Richardson et al., 2009; Wise et al., 2010; Atkinson et al., 2012). Within this context, close field electroporation (CFE) has shown promising potential for the electrotransfer of gene constructs to cells within localized tissue region. Because CFE utilizes the cochlear implant electrode array itself to drive transfection with highly specific localization proximal to the array, CFE is able to achieve meaningful tropism in the context of enhancement of the bionic ear interface (Pinyon et al., 2014). This potentially provides superiority to alternate approaches such as those that are cell-based, viral-based or through direct protein infusion, which do not provide cochlear implant-guided tropic support. An effect that was successfully demonstrated by transfecting localized regions of mesenchymal cells within the cochlea surrounding the electrode array. When these cells produce recombinant neurotrophic factors, a concentration gradient is established, directing regrowth of the cochlear neuron peripheral processes directly toward the transfected mesenchymal cells and thus the electrodes of the cochlear implant array. Furthermore, changing the configuration of active and return electrodes used for gene electrotransfer in an eight-channel array can affect the number of cells transfected both in vitro using cultured human embryonic kidney-293 (HEK293) cells and in vivo in the guinea pig cochlea (Pinyon et al., 2014; Browne et al., 2016).
It is hypothesized that successful electrotransfer of gene constructs is correlated to the strength of electric fields generated by the electroporation pulses in target tissue (Browne et al., 2016). While electric field mapping has been carried out in vitro (Browne et al., 2016), electric field density and the resulting transfection patterns produced within the cochlea are not well understood due to the difficulty of mapping electric fields in a complex geometry such as the cochlea. Knowledge of optimal stimulation parameters for targeted gene electrotransfer is needed to achieve high efficiency and enable spatial control of the transfected region.
To address this knowledge gap, in this study we develop an anatomically realistic computational model of the guinea pig cochlea to enable simulation of electroporation pulses produced by array-driven stimulation. We hypothesize that the electric fields predicted by our computational model are correlated to transfection localization and density observed experimentally. The validated model can then be utilized to design electrode configurations for CFE that optimize acute targeted gene electrotransfer in the cochlea, facilitating broad improvement of chronically implanted neural interfaces in the cochlea.



MATERIALS AND METHODS

Electrode Impedance Characterization

Electrochemical impedance spectrometry (EIS) was conducted on an eight channel Pt electrode array (part no. Z60276; Cochlea, Australia). The array consisted of eight platinum electrodes with diameter 350 μm, length 300 μm, and spacing of 300 μm.

The electrode array was immersed in 40 mL of Dulbecco’s phosphate-buffered saline (DPBS) and measurements were conducted using an EA 163 three electrode potentiostat (eDAQ, Australia). The collecting/return electrode was chosen to be a piece of platinum scrap with dimensions significantly larger than the cochlea working electrodes. The reference electrode was a Ag/AgCl electrode. To ensure that distances between electrodes remained constant, all three electrodes ran into the solution parallel to the axis of the beaker. The cochlea electrode array and return and reference electrodes were vertically aligned and submerged to approximately the mid-level of the solution. Electrodes were positioned so that the reference electrode was in the midline between the working electrode (cochlear electrode array) and the return electrode. The electrode system was placed within a Faraday cage to minimize electrical interference.

The ERZ100 software (eDAQ, Australia) provided the functionality to perform the EIS measurements. It contains a function generator which provided the stimulation waveform as well as a frequency response analyzer that determined impedance magnitude and phase angle. Each of the eight electrodes on the cochlea array was analyzed individually, with order being randomized. For each electrode, frequency was swept in the 0.1–10 kHz range with AC amplitude of 30 mV.

In vivo Electroporation

All experimental procedures were conducted in accordance with the NSW Animal Research Act 1985, NSW Animal Research Regulations 2010, and Australian Code for the Care and Use of Animals for Scientific Purposes 8th Edition 2013, and were approved by the University of New South Wales Animal Care and Ethics Committee (ACEC approval number 10/81A).

The data on cochlear mesenchymal cell transfection with green fluorescence protein reporter (GFP) expression – encoding plasmid DNA used in this study to validate the cochlear implant array computational modeling was derived from the initial report of close-field electroporation (Pinyon et al., 2014). The methodology is further expanded in Browne et al. (2016) and Pinyon et al. (2019). Briefly, colored guinea pigs of both sexes 300–900 g in weight were anesthetized using isoflurane. GFP reporter plasmid DNA incorporating a cytomegalovirus promoter [2 μg/μl in Tris (hydroxymethyl)aminomethane (Tris) buffered saline] was delivered to the cochlea via the round window at a rate of 20 μl per 40 s using a Narishige IM-1 microdrive pump (Narishige, Japan). A pre-clinical research cochlear implant electrode array (part no. Z60276; Cochlea, Australia) was then inserted into the basal turn of the scala tympani via the round window. Prior to electroporation the total impedance of the system was determined using the resistance-measuring mode of a CUY21 square wave electroporator (Nepa Gene, Japan). For electroporation, constant voltage pulses were delivered via the electrode array in either of two electrode configurations: “alternate” whereby alternating electrodes in the array were set as anode and cathode (n = 4), or “tandem” whereby four neighboring electrodes were set as the anode and the next four as cathode (n = 7). In selected experiments, as a no electrotransfer, the array was inserted but the electroporation pulse train was not applied (n = 2). The cochlear implant array was removed within 5 min of the DNA electrotransfer and the surgical field was closed. The guinea pigs were euthanized after 3–4 days and following fixation with 4% paraformaldehyde (PFA), the cochlea was removed and decalcified in 8% ethylenediaminetetraacetic acid (EDTA) in 0.1 M sodium phosphate buffer at 4°C for 2–3 weeks. The nuclear-localized GFP reporter signal in the target mesenchymal cell area adjacent to the electrode array was visualized using a NLO710 confocal laser scanning microscope (Zeiss, Germany). Fluorescence was excited at 488 nm using an argon laser and emissions collected at 492–548 nm wavelengths.

MRI and Image Reconstruction

For high resolution magnetic resonance imaging (MRI) to delineate the spatial features of the cochlea, a 500 g male guinea pig was euthanized via intraperitoneal injection of pentobarbital and then cardiac perfused using 50 ml of saline containing 0.5% sodium nitroprusside, followed by fixation with 100 ml of phosphate buffered 4% PFA. The cochleae were removed and further fixed overnight at 4°C. Magnetic resonance images of the guinea pig cochlea were obtained using a 16.4T AV700 MRI system at the National Imaging Facility, Australia, with a 12.5 μm × 12.9 μm × 12.5 μm spatial resolution, and averaging of four repeats and the following image sequence parameters: 3D gradient echo, Fast Low Angle Shot (FLASH), TR = 40, TE = 5.5, pulse = 35°. The total acquisition time was 22.5 h. The soft tissue, cochlear canals and nerve tissue were segmented and 3D masks reconstructed in Mimics v19.0 (Materialise, Belgium) using standard thresholding and morphological filters as well as tracing tools (Figure 1). Further smoothing and morphological filtering was conducted to define the Reissner’s membrane boundary (between scala vestibuli and scala media) and the basilar membrane boundary (between scala media and scala tympani).

[image: Illustration of a cochlea model. The left side shows connective tissue in brown, highlighting the scala vestibuli, scala media, and scala tympani. The right side depicts neuronal tissue in red, Reissner’s membrane, basilar membrane, and an electrode array in white. Yellow areas represent the cochlear membranes.]
FIGURE 1. 3D reconstruction of guinea pig cochlea.

The geometry for the electrode array was created in SolidWorks 2016 (Dassault Systèmes, France) as a spiral with variable radius and uniform pitch. The curvature was defined based on anatomical measurements to ensure that the electrode array would fit within the scala tympani (Figure 1). The positioning within the scala tympani structure was achieved by manual rotation and translation in 3-Matic v11.0 (Materialise, Belgium). Meshes for anatomical structures and the electrode array were generated, smoothed and assembled in 3-Matic v11.0 (Materialise, Belgium) before export to COMSOL Multiphysics v5.3a (COMSOL AB, Sweden) for further refinement.

Finite Element Modeling

A computational model was built to simulate array-driven electroporation in the reconstructed cochlea using the finite-element solver software COMSOL Multiphysics.

The cochlea geometry with electrode array embedded was meshed using tetrahedral volumetric elements (1,368,698) and triangular boundary elements (125,799). The average element skewness was 0.67, on a scale from 0 to 1 with 1 being a perfect equilateral tetrahedron or triangle.

The cochlea was assumed to be electrically passive, with each anatomical structure having an isotropic specific conductivity σ (S.m-1) (Table 1 for values) with the extracellular voltage distribution V (V) governed by Poisson’s equation:

[image: Equation showing divergence of negative conductivity times the gradient of potential, set equal to zero.]

The basilar membrane and Reissner’s membranes were modeled as boundaries assigned with numerical thicknesses (ds) of 90 μm and 20 μm, respectively, representing contact impedances:

[image: The equation shows \(\hat{n} \cdot \vec{J_1} = \frac{\sigma}{d_s} (V_1 - V_2)\), representing a mathematical expression relating current density, conductivity, and potential difference.]

[image: Equation showing \( \hat{n} \cdot \vec{J_2} = \frac{\sigma}{d_s} (V_2 - V_1) \).]

where [image: Please upload the image or provide a URL for me to generate the alt text.] is the unit vector normal to the boundary, V1 and V2 are the electric potentials on either side of the boundary, and [image: A 3D vector image representing \(\vec{J_1}\). The vector originates from the origin and points in a specific direction in the three-dimensional plane.] and [image: Vector notation with an arrow above the letter \( J_2 \).] the current fluxes (A.m-2) across the boundary in either direction.

TABLE 1. Conductivity values for various anatomical structures in the finite element model.

[image: Table showing specific conductivity of different tissues. Scala tympani, scala vestibule, and scala media have a conductivity of 1.5000 S.m⁻¹ assumed as body fluid. Soft tissue surrounding cochlear ducts has 0.25092 S.m⁻¹ as tendon. The cochlear partition, including the organ of Corti, has 0.017126 S.m⁻¹ as nerve tissue. Basilar and Reissner's membranes have 0.2904 S.m⁻¹ referenced from Thorne et al., 2004.]

Electroporation pulses were modeled as a time-varying electric potential boundary condition on each of the electrode boundaries in contact with the surrounding scala tympani. The voltage waveform outputted by the circuited analysis of the electrode-tissue interface was applied as a Dirichlet boundary condition. To estimate the total resistivity of the tissue for the cases of tandem and alternate electrode configurations, a constant voltage stimulus of 1 V was applied as the Dirichlet boundary condition and the current measured at the boundaries. A Neumann boundary condition (zero flux) was used to model all other boundaries.

The finite element model was solved using an iterative conjugate gradient stationary linear system solver with an algebraic multigrid preconditioner using a successive over-relaxation (SOR) pre-smoother and a backward SOR (SORU) post-smoother algorithm. A backward differentiation formula adaptive time stepping routine was used with a maximum time step of 100 μs. The relative tolerance was set at 10-2. The number of degrees of freedom (DOF) was 1,930,229. Quadratic Lagrange basis functions were applied irrespective of the mesh element type. To capture both rapid changes in electric potential as well as steady state values, simulation results were sampled at adaptive intervals ranging between 10 μs and 1 ms.



RESULTS

Electrode Impedance Characterization

Typical of electrodes in electrolytes, impedance was frequency dependent (refer to Figure 2). All eight electrodes displayed a decrease in impedance magnitude as frequency increased and approached a common value at higher frequencies. The standard deviation at 0.1 Hz was 42.3 kΩ and at 10 kHz the standard deviation was 24.17 Ω. The impedance values fell within two standard deviations of the mean. The phase angle peaked at approximately 65° at 12 Hz, with no values falling outside two standard deviations of the mean (refer to Figure 2, bottom panel).

[image: Two graphs are shown. The top graph displays impedance versus frequency on a logarithmic scale, showing a downward trend. The bottom graph depicts phase angle versus frequency, demonstrating a U-shaped curve. Both graphs compare experimental data (EIS) represented by dots and a model represented by a line, showing close agreement between them.]
FIGURE 2. Electrochemical impedance spectrometry characterization of electrodes of the eight channel cochlea array and optimized model to match experimental EIS data (mean ± standard deviation).

A Circuit Description of the Electrode-Tissue Interface

The electrode-electrolyte can be considered as a constant phase element (CPE), which we modeled as a network of series resistor-capacitor (RC) branches in parallel to allow for simulation of frequency dependency in the time domain. The time constant of each series-RC branch covers a particular frequency such that the entire network spans the 0.1–10 kHz bandwidth analyzed during EIS measurements. This circuit is coupled with a spreading resistance, representing the contact between the electrode-electrolyte bilayer, and the bulk solution or tissue. Scott and Single (2014) provided a method for determining the necessary parameters of the RC network based on work from Morrison (1959) who provided the mathematical basis of building up the RC network to represent a CPE. Figure 3 shows the topography of the required RC network.

[image: Diagram of an electrical interface model. It shows an electrode, interface, and electrolyte/tissue compartment. It includes components labeled as constant phase elements and diode-memristors for non-Faradaic and Faradaic processes, respectively. Resistors and capacitors are depicted with different labels such as K^-29R, K^-29C, and DM1, DM2. The input voltage (V_in) and output voltage (V_out) are indicated, with Rs as a resistance.]
FIGURE 3. Schematic of the circuit implementation of the electrode-tissue interface. The non-Faradaic processes are modeled as 61 RC branches representing a constant phase element. After selection of the initial R and C values for the middle branch, the resistance and capacitance of all the other branches can be calculated using the m and k parameters. Rs is a spreading resistance that represents the contact between the interface and the bulk solution or tissue. Stimulus is provided by a grounded voltage source (Vin) and delivered, via the interface, to the tissue (Vout).

Producing a model with good correlation to the experimental EIS measurements required iterative adjustment of variables. Briefly, to calculate the resistance and capacitance of each branch two parameters are required: the density of RC branches in the network (k), and m the average value of the argument of the CPE. Parameter m is calculated by

[image: Mathematical equation showing \( m = \frac{\pi}{2\theta_{\text{CPE}}} \).]

where θCPE is the phase angle. Model parameters were manually adjusted in the following order to obtain best fit for the impedance magnitude and phase data: number of RC circuits, k, θCPE, and finally Rs. Optimized model parameters are listed in Table 2 and the values of R and C for each branch are provided in the Supplementary Material.

TABLE 2. Parameters of the constant phase element model of electrodes in the cochlea array.

[image: Table displaying electrical parameters: Constant phase angle (θCPE) is 65.3 degrees, density of RC branches (k) is 1.18, number of RC circuits in network is 61, and serial resistance (Rs) is 297 ohms. A note states that parameter values were optimized to reproduce experimental impedance measurements.]

The CPE represents the non-Faradaic mechanisms occurring at the electrode-electrolyte bilayer. To solve the frequency dependent model in the time domain, the 61-branch circuit was implemented as a SPICE model using LTSpice XVII (Analog Devices, United States). The CPE response is characterized by rapid peaks at the onset and termination of voltage pulses and a non-zero steady state of the output potential during the plateau of the pulse (Figure 4), the magnitude of both peaks and steady state are dependent on the resistance of the tissue in contact with the electrode.

[image: Two line graphs compare voltage output over time for different tissue resistances using Faradaic and non-Faradaic mechanisms. The top graph shows resistance at one hundred seventy-four ohms, while the bottom shows five hundred twenty-two ohms. Solid lines represent both mechanisms, and dashed lines represent non-Faradaic mechanisms only. Both graphs display voltage on the vertical axis from negative ten to twenty volts and time on the horizontal axis from zero to seventy milliseconds.]
FIGURE 4. The effect of including Faradaic mechanisms in the electrode-tissue interface model. Two tissue resistance cases are illustrated corresponding to stimulation applied in the alternate and tandem configurations, respectively, in the cochlea. Responses of the interface circuit to a pulse stimulus (20 V, 50 ms, 10 μs rise and fall times) as simulated in LTSpice (1 μs maximum time step size). Faradaic currents were modeled by diode-memristors circuits.

A pair of diode-memristor branches was added to phenomenologically represent Faradaic redox reactions occurring at the electrode-electrolyte interface (Scott and Single, 2014) (refer to Supplementary Material for the full circuit diagram). At a stimulus pulse magnitude of 20 V and duration 50 ms, this addition had the effect of increasing the electric potential output across the electrode-tissue interface and masking the CPE peaks at the onset and termination of the stimulus pulse (Figure 4).

A sensitivity study was conducted to systematically investigate the relationship of tissue impedance and applied pulse amplitude on the potential output of the electrode-tissue interface. Using pulses of 50 ms duration and 10 μs rise and fall times, the response of the interface was simulated in LTSpice. The loss in peak and steady-state electric potential across the interface relative to applied voltage is plotted in Figure 5. In general, the relative loss decreased with applied voltage and tissue resistance, although the effect of tissue resistance was more pronounced, especially when considering the initial peak response.

[image: Diagram showing relative loss across an interface for steady state and initial peak conditions, using color gradations from blue to red. Two panels plot tissue resistance in kilo-ohms against applied voltage in volts. Circles indicate loss levels, with size and color intensity representing magnitude.]
FIGURE 5. Relative loss of applied voltage across the interface predicted by the LTSpice model. For all cases, the applied rectangular pulse had a width of 50 ms and rise and fall times of 10 μs. The loss was measured at the steady state at the end of the pulse and the initial peak.

Finite Element Simulations of Electroporation in the Cochlea

The tissue impedance was predicted in silico by applying a constant 1 V stimulus in the alternate and tandem configurations and solving the computational model using a stationary solver. The tissue impedance was predicted to be 174 and 522 Ω for the alternate and tandem configurations compared to 200 and 600 Ω measured experimentally in vivo.

These in silico predicted tissue impedances were used to calculate the voltage drop across the electrode-tissue interface using the circuit model (Figure 4) in response to 20 V, 50 ms monophasic electroporation pulses for both the alternate and tandem configuration (note that the rise and fall times were increased to 1 ms to facilitate numerical convergence in the following step). The predicted voltage waveforms (Vout in Figure 4) were subsequently applied in the cochlea FE model to examine the electric field distribution during electroporation. The cochlea experienced electric potentials of ±7 and ±12 V at the cathode/anode electrodes for the alternate and tandem configurations, respectively. The differences between tandem and alternate configurations in terms of both electric potentials and fields are illustrated in Figure 6.

[image: Volume potential and basilar membrane maps illustrating electric potential and field differences using color scales from negative (blue) to positive (red). Separate sections show maps for potential, field, and target field comparisons labeled as Alternate and Tandem.]
FIGURE 6. Comparison of electric potential and field maps predicted by a computational finite element model of array-driven electroporation in the guinea pig cochlea. For both alternate and tandem electrode configurations a 20 V, 50 ms pulse was applied with 1 ms rise and fall times. Electric potential and field maps were plotted on the surface representing the basilar membrane.

To quantify differences in the electric fields at the target tissue, namely the basilar membrane, we grouped the electric fields at various levels of interest and calculated the areas of target tissue subject to electric field strengths over each range (Figure 7). It is worth noting the spread of areas subject to the electric field within the target range beyond the insertion point of the electrode array. The area of the basilar membrane subjected to electric fields in the 20–100 V.cm-1 during array-driven electroporation using the tandem configuration was about three to fourfold that predicted for the alternate configuration (Figure 7). In the 4–8 V.cm-1 range an approximately twofold increase in the area in the tandem configuration compared to alternate can be also noted. Also noteworthy is that the alternate configuration generated a large area of target tissue subject to electric fields in the much higher 500–1000 V.cm-1 range.

[image: Bar charts labeled "Alternate," "Tandem," and "B" depict electric field-mediated membrane area changes over 50 milliseconds. Color gradients from blue to red indicate area sizes, with a scale from 0 to 2 square micrometers.]
FIGURE 7. Electric field levels predicted at the basilar membrane by the computational simulation of array-driven electroporation in the guinea pig cochlea. (A) The electric field is categorized into different levels and the area on the basilar membrane subjected fallen within each level is plotted at each sample time point. Two electrode configurations are considered: alternate and tandem, and in both cases a single 20 V, 50 ms pulse was applied with 1 ms rise and fall times. (B) A comparison of the areas at each electric field level obtained using the tandem electroporation configuration relative to the alternate configuration.

In vivo Gene Electrotransfer

As described by Pinyon et al. (2014), using five × 50 ms constant-voltage pulses of 20 V in the tandem array configuration achieved much greater DNA electrotransfer efficiency than equivalent pulses using the alternating electrode configuration. Five × 50 ms pulses of 20 V were the most efficient electroporation parameters tested using the tandem array, while with the alternating array configuration, increasing pulse number to 20 and voltage to 40 V improved electrotransfer efficiency. However, even using these increased parameters with the alternating configuration, the mean number of transfected cells was still greater using the tandem configuration (mean = 169.1 ± 47.9, n = 7) compared to the alternating configuration (mean = 47.4 ± 21.5, n = 5), One-tailed P-value = 0.035 (Figure 8).

[image: Bar graph showing total transfected cells for two groups: "Alternate" and "Tandem". The "Alternate" group has about 50 cells, while "Tandem" reaches approximately 180 cells. An asterisk indicates statistical significance.]
FIGURE 8. Comparison of the number of cells transfected in vivo in the Guinea pig cochlea following electroporation using 40 V pulses delivered by two electrode configurations (∗p = 0.035).



DISCUSSION

In contrast to chronic electrical stimulation in neural prostheses where cell or tissue excitability can be related to charge injection and strength-duration curves, hypotheses to explain the novel acute application of bionic array based electric field focusing underlying electroporation based gene delivery (Browne et al., 2016; Housley et al., 2016; Abed et al., 2018) are less established; naked plasmid DNA electrotransfer appears less dependent on membrane pore formation and resealing, than processes of endocytosis (Escoffre et al., 2011). However, both modalities share the premise that efficacy is tied to the strength of the electric field at the target cell or tissue. Therefore it is imperative to be able to map the electric field at target sites in situ. For the consideration here of the DNA electrotransfer application, electric fields have been mapped in saline baths in vitro and contributed to understanding the improved efficiency of GFP expression using a tandem as opposed to an alternating electrode configuration in HEK293 cell monolayers (Browne et al., 2016). However, the utilized methodology of measuring electric potentials using a microelectrode limits in vivo application, and the computational modeling approach is most informative.

In this study, the computational simulation has predicted the electric fields around the complex target tissues within the guinea pig cochlea. Combining electrochemical impedance characterization and modeling of electrodes and anatomically realistic reconstruction of target geometry we simulated array driven electroporation of the cochlea and predicted the electric fields generated at the basilar membrane for both alternate and tandem electrode array configurations. The model’s predictions were verified by comparing and closely matching in posteriori differences quantified by imaging of transfected marker proteins following in vivo electroporation during similar stimulation protocols.

Finite element computational modeling of electrical stimulation in the cochlea has been the subject of many investigations for over 30 years (Finley et al., 1987; Finley, 1989; Finley et al., 1990). More recent models based on image reconstructions (Ceresa et al., 2014; Kalkman et al., 2015; Kang et al., 2015; Malherbe et al., 2016; Tachos et al., 2016; Teal and Ni, 2016; Wong et al., 2016; Cakir et al., 2017; Schafer et al., 2018) or simplified geometries (Briaire and Frijns, 2000, 2006; Hanekom, 2001; Rattay et al., 2001; Goldwyn et al., 2010; Saba et al., 2014; Nogueira et al., 2016) of the cochlea have been applied to predict electric potential and field distributions following electric stimulation by electrode arrays of cochlear implants.

Our 3D finite element electric model is a novel application of computational modeling to study electroporation in the cochlea (Figure 9). The incorporation of time-domain representation of both Faradaic and non-Faradaic mechanisms occurring at the electrode-tissue interface enables simulation of the relatively large-amplitude voltage pulses applied during gene electrotransfer.

[image: Flowchart depicting the process of cochlea and electrode modeling. Begins with MR imaging, leading to reconstruction and stationary FE simulation. In parallel, electrode impedance is characterized, followed by model optimization. Outputs include estimated tissue resistivity and stimulus voltage waveforms, feeding into tissue-electrode interface simulations. Culminates with time-dependent electroporation FE simulations and in vivo validation.]
FIGURE 9. Modeling workflow.

The utility of computational modeling to predict generated electric fields during electric stimulation or electroporation pulses is especially demonstrated in cases with complex anatomical and electrode geometries. The helical structure of the cochlea and the winding insertion of the electrode array is a case in point. Our simulations predicted extension of target regions in the cochlea structure distal to the insertion point of the electrode array. This unanticipated finding would have been unattainable by simple analytical calculation of electric fields in tissue between two parallel plate electrodes. Other approaches for estimating electric fields in target tissue or cells include MRI or impedance-based methods (Kranjc et al., 2011). However, these still cannot match the spatial or temporal resolution of computational models.

Impedance of the electrodes, more specifically the electrode-tissue bilayer, is one critical factor in neural interfacing. For stimulating electrodes, an extensive research effort has been targeted toward characterization of impedance with the aim of developing materials and fabrication techniques to reduce the interface impedance and improve long-term biocompatibility. Electrochemical impedance spectrometry has motivated development of mathematical and circuit models of the electrode-electrolyte bilayer that could capture the frequency dependency of interface impedance. This has posed a challenge for developers of computational models of neuroprostheses, whom rely on transient analysis to simulate the responses of tissue to electrical stimulation delivered by the prosthesis. In most 3D finite element cases, the interface has simply been ignored, or replaced by a simple RC circuit that fails to capture frequency-dependency behavior. For small offset potentials, that is non-Faradaic stimulation (Franks et al., 2005; Pham et al., 2010) or the use of recording electrodes (Al Abed et al., 2018), the voltage drop across the interface has been modeled using a cosh function based on the Gouy-Chapman-Stern capacitances (Gouy, 1910; Chapman, 1913; Stern, 1924).

Based on the work by Scott and Single (2014) and Morrison (1959) our electrode-tissue interface model includes formulations for both Faradaic mechanisms, optimized to match experimental EIS measures, and non-Faradaic mechanisms occurring at the bilayer and therefore allows simulation of high voltage pulses typical of electroporation that would most likely drive oxidation and reduction of chemical species at the interface. This is a significant advancement on published computational studies of electroporation that use a voltage boundary condition to model application of pulses to target tissue (e.g., Sel et al., 2007; Corovic et al., 2008; Suzuki et al., 2015). On the other hand, our approach can replicate the voltage drop across the electrode-tissue interface and therefore enables more accurate prediction of the effective electric fields generated in the target tissue.

Our sensitivity analysis predicts that for relatively long voltage pulses (50 ms) the relative loss of applied voltage across the interface decreases with tissue resistance and applied pulse amplitude. In chronically implantable neuroprotheses, development of tissue fibrosis around the implanted electrodes is a major issue reducing the long-term efficacy of implants. Our analysis demonstrates that the impact of fibrosis is complex, for voltage-based stimuli. The voltage drop across the electrode-neural interface will be reduced but at the expense of a higher loss across the extracellular space due to the presence of fibrotic tissue.

It appears that predictions from in silico simulations of the cochlea underestimate the tissue impedance for alternate and tandem configurations (174 and 522 Ω for the alternate and tandem compared to 200 and 600 Ω). However, it should be noted that impedance measurements conducted during in vivo experiments are measures of total system impedance including the interface impedance. We have shown in circuit simulations that for voltage stimulation the tissue resistance affects the interface impedance and hence the differences in tissue impedance values are expected.

Gene Electrotransfer in the Cochlea

Cochlear implants can be considered one of the most clinically successful neuroprostheses, with more than 500,000 devices implanted to aid in the restoration of functional hearing in patients. Electroporation facilitated transfection of neurotrophic factors is a methodology that could allow for improving the efficacy of electrical stimulation in cochlear implants (O’Leary et al., 2009; Pinyon et al., 2014, 2019; Browne et al., 2016; Housley et al., 2016; Abed et al., 2018). Even though the model was developed with electroporation as the primary application in this paper, the inclusion of anatomically realistic geometry and EIS-based electrode-electrolyte model makes it well suited to predict electric potentials and fields generated by shorter pulses typically used in cochlear implants for electrical stimulation of the auditory nerve. However, it is notable that current cochlear implant devices cannot produce the sustained current pulses required for CFE due to limitations on rail voltage (∼10 V) and the inductive power supply which is matched to typically low tens of μs pulse durations at kHz frequencies which are effective for auditory nerve fiber excitation, switching dynamically between individual electrodes.

Model Shortcomings and Limitations

As in all computational simulations studies our model takes a compromise between simplicity of assumptions and accuracy. The model’s description of Faradaic mechanisms at the tissue-electrode interface is purely phenomenological, with no details included for the electrochemical reactions per chemical species at the interface. If knowledge of changes in concentration of ions is required, say for example to predict changes in pH associated with exceeding the water window, an alternative approach that is more focused on the electrochemistry is required. For simplicity we approximated likely tissue damage by identifying target regions subject to high electric field intensities. Based on this we postulate that the alternate configuration yields larger areas with higher electric fields, potentially leading to a higher percentage of cell death.

Another limitation is that the parameters of the diode-memristor circuit representing the Faradaic mechanism at the electrode-tissue interface are taken from Scott and Single (2014) who also used a platinum electrode array in their study albeit of a different size and structure. Future work could include optimizing these parameters for our particular experiments and electrode array.
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Optical stimulation and imaging of neurons deep in the brain require implantable optical neural probes. External optical access to deeper regions of the brain is limited by scattering and absorption of light as it propagates through tissue. Implantable optoelectronic probes capable of high-resolution light delivery and high-density neural recording are needed for closed-loop manipulation of neural circuits. Micro-light-emitting diodes (μLEDs) have been used for optical stimulation, but predominantly on rigid silicon or sapphire substrates. Flexible polymer neural probes would be preferable for chronic applications since they cause less damage to brain tissue. Flexible μLED neural probes have been recently implemented by flip-chip bonding of commercially available μLED chips onto flexible substrates. Here, we demonstrate a monolithic design for flexible optoelectronic neural interfaces with embedded gallium nitride μLEDs that can be microfabricated at wafer-scale. Parylene C is used as the substrate and insulator due to its biocompatibility, compliance, and optical transparency. We demonstrate one-dimensional and two-dimensional individually-addressable μLED arrays. Our μLEDs have sizes as small as 22 × 22 μm in arrays of up to 32 μLEDs per probe shank. These devices emit blue light at a wavelength of 445 nm, suitable for stimulation of channelrhodopsin-2, with output powers greater than 200 μW at 2 mA. Our flexible optoelectronic probes are double-sided and can illuminate brain tissue from both sides. Recording electrodes are co-fabricated with μLEDs on the front- and backside of the optoelectronic probes for electrophysiology recording of neuronal activity from the volumes of tissue on the front- and backside simultaneously with bi-directional optical stimulation.

Keywords: neural probe, micro-LED, Parylene C, microfabrication, optogenetics


1. INTRODUCTION

Optical methods have been widely used for stimulation and functional imaging of neural circuits (Delbeke et al., 2017; Yang and Yuste, 2017). In particular, optogenetics has been used as a powerful tool for selective excitation or inhibition of specific cell types using light of different wavelengths (Chen et al., 2017; Zhao, 2017). To isolate details of neural circuit functions at different stages of health and disease, it is desirable to stimulate or inhibit a subset of neurons that express the same light-sensitive proteins. This requires delivering patterns of light into brain tissue with high spatial resolution. Conventional methods based on external optics for light delivery are limited to superficial layers of the tissue because of absorption and scattering (Ntziachristos, 2010). Moreover, in the context of closed-loop optogenetic experiments, recording electrodes must be integrated on an optical neural probe to enable simultaneous electrical recording and optical stimulation. Recently, optoelectronic probes using either integrated μLEDs or passive optical waveguides have been introduced to enable light delivery in deep tissue (Kim et al., 2013; McAlinden et al., 2013; Wu et al., 2013; Hoffman et al., 2015; Schwaerzle et al., 2017; Shin et al., 2017; Noh et al., 2018; Zhao et al., 2018). Probes based on μLED arrays can potentially provide a higher device density for individual optical output ports. Waveguide-based optical neural probes are limited in density because each waveguide needs to be independently routed through the probe shank. Moreover, packaging of commercially-available light sources at the backend further limits the number of independently addressable channels in waveguide-based probes.

To understand the neural basis of brain function and dysfunction, it is essential to perform chronic experiments over a long period of time. Flexible polymer neural probes have recently been shown to reduce chronic damage to the brain by minimizing the tethering force on the tissue and the associated glial scarring (Biran et al., 2007; Lind et al., 2013; Moshayedi et al., 2014; Kozai et al., 2015; Spencer et al., 2017; Wurth et al., 2017). Therefore, such flexible neural probes are potential candidates for long-term chronic neural recording. Adding optical functionality to these polymer neural probes is highly desirable to allow simultaneous stimulation and recording of neural circuits. We have recently demonstrated integration of passive polymer optical waveguides with flexible neural probes to enable simultaneous electrical recording and optical stimulation (Reddy and Chamanzar, 2018a,b). Optoelectronic neural probes consisting of arrays of micro-light-emitting-diodes (μLEDs) operating at optogenetic wavelengths (450–680 nm) with integrated recording electrodes have also been demonstrated by others, but mostly on rigid substrates such as sapphire or silicon (McAlinden et al., 2015; Wu et al., 2015; Shin et al., 2017). Dense integration of μLEDs on flexible substrates remains challenging. Polymer neural probes have been realized based on flip-chip bonding of μLED chips onto a probe shank (Kim et al., 2013; Schwaerzle et al., 2015). This type of integration technique is limited to μLED chips that are separately fabricated and must then be flip-chip bonded onto a flexible substrate. This serial packaging approach of individual μLEDs limits manufacturing throughput. Recently, microfabricated μLEDs were realized on Polyimide or epoxy resin cables by transferring μLEDs from a sapphire substrate using specialized laser processing techniques (Goßler et al., 2014; Klein et al., 2018; Noh et al., 2018). Additionally, 2D arrays of μLEDs have been fabricated on sapphire substrate and bonded to a silicon wafer to take advantage of wafer-scale trace routing on silicon (Klein et al., 2017; Scharf et al., 2018).

Here, we demonstrate fabrication of μLEDs in gallium nitride (GaN)-based heterostructures grown on a silicon wafer, monolithically integrated and encapsulated in a flexible polymer that includes interconnects. The polymer and electrical interconnects are realized on top of the wafer during the fabrication process to encapsulate linear or 2D arrays of GaN μLEDs. The monolithic flexible stack is then released from the silicon substrate at the end of the fabrication process. We demonstrate wafer-scale, high-throughput microfabrication processes to implement μLED neural probes, consisting of monolithically integrated arrays of GaN μLEDs and recording electrodes on a flexible Parylene C polymer substrate. Although GaN-based μLEDs grown on silicon substrates have a low emission efficiency compared to similar devices fabricated on sapphire substrates, the fabrication process is scalable and is based on commonly-used microfabrication techniques. This process allows for a dense integration of optical stimulation and electrical recording functionalities on a unified platform for realizing high-resolution, minimally invasive neural interfaces that can be made available to a wide user base.



2. DEVICE ARCHITECTURE

Our flexible optoelectronic neural probe architecture allows simultaneous optical and electrical access to the brain, while minimizing tethering force and tissue damage inherent to rigid probe implementations. A schematic of the probe architecture is shown in Figure 1A. The backend of the probe, which stays outside the brain, is designed to interface with the control and signal processing electronic circuit boards (Figure 1B). The frontend of the probe (i.e., the probe shank), shown in Figure 1C, contains dense arrays of collocated μLEDs and recording electrodes. Each layer is lithographically defined, allowing for flexibility in designing the layout of the electrodes and μLEDs along the probe shank.

[image: Diagram illustrating components of an electronic probe module. Panel A shows the overall structure with labeled parts like the embedded microLED and recording electrode. Panel B presents a close-up of wire bonds and cable. Panel C details the probe’s front end with microLED and electrodes. Panel D is a cross-section diagram highlighting layers like n-GaN and p-GaN, insulation, and parylene via. Panel E shows a macro photograph of the probe from a side angle, emphasizing the size and positioning of components.]
FIGURE 1. (A) Schematic illustration of the probe architecture with a flexible Parylene C cable routing electrical traces from the device backend to the probe active region, containing μLEDs and recording electrodes, (B) Packaging of probe backend with consumer PCB via wirebonding, (C) Active region of probe, featuring GaN μLED array alongside backside recording electrodes, (D) Schematic cross-section of active region showing GaN μLED mesa embedded in Parylene C insulation. The metal trace layer is entirely embedded in Parylene C; front- and backside electrodes are exposed by patterning the top or bottom layer of Parylene C. Traces are connected to GaN p-type and n-type contacts with vias though the Parylene C insulation. (E) Packaged neural probe with linear array active region and 7-mm cable, packaged with a consumer PCB and showing emission from GaN μLED.


2.1. μLED Light Sources

Arbitrary sizes and shapes of lithographically-defined GaN μLEDs can be realized in our optoelectronic neural probes. As an example, a linear array of μLEDs with a pitch of 60 μm and 30 × 30 μm active area is shown in Figure 1. Two-dimensional arrays with any desired arrangement of light sources and recording electrodes can also be designed in our platform.

The GaN μLED mesas are encapsulated in Parylene C on the top and sides of the mesa, and by insulating undoped GaN and (Al,Ga)N on the bottom surface (Figure 1D). Parylene C is optically transparent at the emission wavelength of our GaN μLEDs (i.e., λ = 445 nm). As opposed to optical neural probes realized on opaque substrates, our μLEDs can emit light from both the front- and backside surfaces for stimulating surrounding neurons on both sides.



2.2. Integrated Recording Electrodes

To enable experiments in which neural activity may be monitored and stimulated at the same time, our optoelectronic neural probe platform features collocated recording electrodes and light sources. Recording electrodes and associated interconnects are realized on the same layer as the metal traces for powering the μLEDs. The traces and interconnects are insulated with a second layer of Parylene C. The recording electrodes are then exposed by etching the Parylene C layer covering the electrode sites. The monolithic fabrication process and lithographic patterning of features in each layer of the neural probe enable us to create customizable recording electrode arrangements. In our design, recording electrodes may be fabricated either on the front- or backside of the probe, allowing for directional recording from both sides (Figure 1D). This capability, along with the bidirectional light emission from individual μLEDs, is a unique feature of our design that maximizes the yield of neural recording from volumes of neural tissue on both sides of the probe.

An example of our optoelectronic neural probes is shown in Figure 1E with the active region near the tip of the 7 mm long probe cable.



2.3. Monolithic Neural Probes With High Channel Counts

To maximize the read/write bandwidth to and from the brain using a neural probe, a high density of light sources and recording electrodes is essential. In some cases, closely spaced electrodes and light sources may interface with overlapping populations of neurons in the brain, which may result in redundant or overlapping information. However, since the mechanisms of neural encoding at the network-level are not well-understood, it is highly advantageous to stimulate and sample neuronal activity in the brain with high spatio-temporal resolution in multiple distinct regions simultaneously (Buzsáki, 2004; Buzsáki et al., 2015). A rather serious challenge in the design of high-density neural probes is the trade-off between the compactness of the neural probe to minimize damage to tissue, and the need to increase the number of channels in a probe. This trade-off is fundamental and is rooted in the planar fabrication processes, where each recording electrode and each μLED requires a dedicated electrical path that must be routed along the probe cable. As a result of this trade-off, the number of electrical traces scales linearly with the number of additional device channels (optical or electrical), which in the end becomes a major bottleneck to maintaining a narrow width of the probe shank (Figure 2A). Under this circumstance, the width of the probe is determined by the number of traces that must be routed along the cable to the probe shank, i.e., (nt) and the trace pitch (p) (Equation 1).

[image: The equation shows \( W = p \times n_t \), labeled as equation (1).]

[image: An image panel illustrating a flexible cable system with multiple components and routing designs. Panel A shows a flexible cable labeled with parts like the backend and active region. Panels B, C, and D depict different routing configurations for LED traces. Panel E shows a detailed view of the circuitry. Panel F displays individually addressable illumination channels with visible microstructures. Each panel highlights various technical aspects of the cable system.]
FIGURE 2. (A) Released, flexible 2.1-cm Parylene C cable with embedded μLEDs. Cable dimensions are constrained by the number of traces that needs to be routed in a single layer. (B) Trace routing scheme when each μLED has a dedicated electrical trace for the p-type and n-type contacts, resulting in 2N total traces. (C) Trace routing scheme where a linear array of μLEDs share n-type contacts, resulting in N + 1 total traces. (D) Trace routing scheme where a 2D array of μLEDs share traces for p-type and n-type contacts, resulting in only 2[image: Square root of N symbol.] traces. This routing scheme cannot be achieved in a single routing layer, as trace intersections will short the p-type and n-type traces. (E) Microscope image of 2D μLED array. (F) Illumination patterns of μLED array showing individual addressability in the 2D routing scheme.

In our current design, we used a conservative trace width of 10 μm for ease of fabrication. However, in our previous work we have demonstrated that traces can be made as small as 300 nm (Chamanzar et al., 2015). In principle, advanced nanofabrication techniques can be employed to implement electrical traces with very narrow widths using high-resolution electron-beam or deep-UV lithography (Shobe et al., 2015; Jun et al., 2017). In general however, specialized lithographic processes are not easily scalable, require dedicated lithography equipment, and are costly to implement. Furthermore, there is a fundamental limitation to the density of traces. As traces become narrower, the electrical resistance increases, although this also depends on the trace thickness. Increasing the trace resistance results in a larger voltage drop on the lines that power μLEDs and also increases the associated thermal noise, decreasing the signal-to-noise ratio for recording electrodes. Therefore, when scaling down the size of traces, resistance must be carefully considered. Reduced spacing between traces also leads to crosstalk between channels. Scaling is only practical to a point through improved lithography resolution. Consequently, an architecture that reduces the number of necessary traces is needed to enable continued future scaling of the number of device channels. In this work, we report an architecture that enables massive scaling of μLEDs on a single neural probe shank, even with large trace widths.

Considering the case of the μLEDs, one notes that each device requires a p-type and an n-type ohmic contact interconnect. In a naive routing scheme, where each contact trace is routed individually (Figure 2B), the total probe width would be given as

[image: Equation showing \( W = p \times 2N \), labeled as equation 2.]

where N is the number of μLED devices. In such a scheme, a probe shank with 200 traces would support a maximum of 100 μLED devices. This scheme can be improved through use of a shared common n-type contact in linear arrays (Figure 2C), thus reducing the width of the shank to

[image: The formula displayed is \( W = p \times (N + 1) \), labeled as equation 3.]

since each μLED now requires only one trace for each contact to the p-type layer, and all devices share a common trace for the n-type contact. In this shared n-type contact scheme, a probe shank that can accommodate 200 traces would support a maximum of 199 μLEDs.

To allow for a massive scaling of the number of μLED devices per probe shank, we can design a network of interconnects such that the traces for the p-type and the n-type contacts are shared among μLEDs in an individually-addressable grid (Figure 2D). Such a scheme would reduce the required probe width to

[image: Mathematical equation showing W equals p times two raised to the power of the square root of N, with equation number four in parentheses.]

in a square device array. In this design, a probe shank capable of accommodating 200 traces would support 10,000 μLEDs, which is a significant improvement over other routing schemes. However, this type of architecture would be precluded by the 2D nature of our planar microfabrication process since perpendicular traces defined in a single layer would cross each other and cause short-circuits. Although multilayer routing schemes are possible, these greatly complicate the fabrication process and reduce yield. Instead, we offer an alternative novel approach to achieving optimal electrical routing without the need for additional trace insulation or routing layers.

Our technique takes advantage of the lithographic definition of each layer of the μLED mesa structure. Since the p-type and n-type GaN layers are defined in separate lithography steps, they may be formed with arbitrary shapes. In this case, we etch individual p-type mesas in a rectangular grid, and etch n-type mesas in horizontal strips along the axis of the grid. The routing of each n-type “row” of the grid is accomplished by the n-type contacts on the GaN mesa itself (Figure 2E), forming a “bridge.” Electrical traces running in vertical “columns” join the p-type contacts vertically. The n-type layer is separated from the electrical traces by SiO2 and Parylene C passivation, providing two separate layers for routing without additional processing steps. This architecture is only possible when the GaN mesas and neural probe cable routing are monolithically integrated, since it requires the geometry in the mesa structures to complement the overall probe routing and architecture.

To demonstrate the feasibility of this monolithically integrated architecture, we have created dense 2D arrays with a pitch of 60 μm along the y-axis and 40 μm along the x-axis. Individual GaN μLEDs have an active area of 22 × 22 μm. Our devices are the first to demonstrate the full 2D implementation of the shared-contact routing scheme. Two-dimensional indexing of μLEDs has been previously suggested by Goßler et al. (2014). The unique feature of our design, which obviates the need for an extra layer of traces in a 2D indexing scheme, is that we use the n-type mesa to access μLEDs in each row.

In this architecture, each μLED may be powered and individually addressed by supplying current to the proper trace for the p-type contacts and grounding the related trace for n-type contacts (Figure 2F). Although arbitrary patterns of μLEDs may not be simultaneously illuminated, arbitrary patterns of neural stimulation are still possible through time-division multiplexing of the μLED channels. In general, GaN optoelectronics can switch at speeds that are several orders of magnitude faster than the relevant time constants of neural activity. For example, GaN LEDs with sizes comparable to our devices, operating at an emission wavelength of 450 nm, can be modulated faster than 300 MHz (Kelly et al., 2012), while the time constants of neuron membrane potentials are at the scale of kHz. Thus, rapid time-division multiplexing between μLED elements would appear as simultaneous stimulation to neurons.




3. METHODS


3.1. Fabrication Methods

We have designed a scalable, wafer-level fabrication process for high-throughput manufacturing of the optoelectronic neural probes. Fabrication is performed on commercially-available GaN-on-Si epitaxial wafers (Suzhou Innovo China). The substrate is a 2-inch, 1.5-mm thick Si (111) wafer; from the substrate up, the layer structure consists of 900 nm of an (Al,Ga)N buffer layer, 400 nm of an undoped GaN layer, 3,200 nm of an n-type doped GaN layer, a 250 nm active region comprised of multiple quantum wells, and a 150 nm p-type doped GaN ohmic contact layer. The fabrication process is schematically illustrated in Figure 3A. In the following sections, we will discuss the details of the process.

[image: A multi-panel image showcasing steps in semiconductor device fabrication and a related SEM micrograph. Panel A illustrates various fabrication processes, represented by colored layers and labeled steps, including wafer preparation and metallization. Panel B features a scanning electron microscope (SEM) image showing the cross-section of the device with labels indicating n-type trace and Parylene insulation. Panel C includes a colored micrograph displaying a detailed top view of the device with labels indicating different traces and contacts.]
FIGURE 3. (A) Schematic process flow for a μLED neural probe, (B) Top-down SEM photomicrograph image of a Parylene C via formed with a sidewall from a photoresist underexposure process. This image is taken perpendicular to the surface; the sloped edge is evident due to the width of the edge. Metal deposited via evaporation is continuous from the top surface of the Parylene C to the μLED contact. (C) 3D optical microscope image of GaN mesa structure during fabrication step (g). Traces for p-type contacts run orthogonally to the mesas and connect to the p-type GaN contacts through Parylene C vias. Traces for the n-type contacts are routed through a via on the edge of the GaN mesa and are connected to n-type contacts which are patterned along the mesa in the n-type GaN layer.

3.1.1. Lithographically-Defined GaN μLED Mesas

To fabricate GaN μLEDs, the process is as follows: first, metal contacts (17 nm Ni/150 nm Au) are deposited and patterned on the top p-type GaN layer of the device structure using an electron beam evaporator (Kurt J. Lesker PVD 75). The contacts are formed using a lift-off process (Figure 3Ab). The p-type GaN mesa is then lithographically defined and dry-etched (Figure 3Ac) in chlorine gas chemistry using an inductively-coupled plasma reactive-ion etching (ICP RIE) process (PlasmaTherm Versaline). The etching process was calibrated and timed to etch the p-type GaN layer and to stop at the n-type layer well below the active multiple quantum well and (Al,Ga)N cladding layers. Metal contacts (17 nm Ni/ 150 nm Au) are then deposited on the exposed n-type GaN layer using an electron beam evaporation and lift-off process (Figure 3Ac). The n-type layer is then lithographically patterned to define the overall μLED mesa structure. In this process, the n-type GaN and (Al,Ga)N layers are etched to the Si substrate (Figure 3Ad) using the chlorine ICP RIE process (PlasmaTherm Versaline). This process requires a thick photoresist layer (10 μm, AZ4620). During the etching process, the backside of the wafer was cooled by the chuck and the etching was cycled in 2-min intervals to prevent substrate heating and reflow of the photoresist.

3.1.2. Parylene C Cables and Vias

To passivate the mesa structures, a 300-nm film of SiO2 was deposited on the mesa sidewalls using a plasma-enhanced chemical vapor deposition (PECVD) method in a Trion Orion II PECVD machine (Figure 3Ae). The SiO2 was then removed from the μLED contacts and the probe outline using a CHF3 RIE process in a PlasmaTherm 790 RIE machine. During this etching step, openings for the backside electrodes are patterned so that the electrode will be exposed when the wafer is released. The SiO2 layer under the cable region of the probe was intentionally left intact as an etch-stop layer during the release process. A 5-μm thick layer of Parylene C was then deposited (SCS Labcoter-2) to form the neural probe substrate and lower trace insulation. An adhesion promoter (A174 Silane) was applied prior to the deposition of Parylene C to prevent its premature delamination during processing (Figure 3Af).

The Parylene C deposition is conformal and covers the entire wafer surface. Vias in the Parylene C insulation layer are required for routing traces to the p-type and n-type ohmic contacts of the μLED, as well as to the backside recording electrodes. Due to the poor selectivity (1:1) of the etching process for photoresist, Parylene C is typically etched using an oxygen plasma RIE process with a hardmask instead of a photoresist mask. Although it provides superior etch selectivity, patterning Parylene C with a hardmask yields steep sidewalls. Such steep sidewalls prevent a continuous metallization layer across the vias, resulting in discontinuous electrical traces and hence poor device yield. To address this issue, we developed an optimized lithography process using a biased mask design with deliberate underexposure to pattern sloped sidewalls in a thick photoresist mask (8 μm), which are then transferred to the Parylene C through oxygen plasma etching (Trion Phantom II RIE). This process creates sloped sidewalls in Parylene C, suitable for realizing vias (Figure 3B). The average sidewall angle was measured to be 70.3° using a combination of top-down scanning electron micrograph (SEM) imaging and step height measurement using a profilometer (KLA Tencor P-15). The sloped sidewalls create process variance in the exact dimensions of the Parylene C openings for contacts, creating larger features than defined on the mask. In practice, this can sometimes lead to shorts between the p-GaN and n-GaN layers when the enlarged contact would overlap with the n-GaN mesa. The precise definition of the contact opening in the SiO2 passivation in a separate lithographic step prevents enlarged Parylene C openings from causing shorts between the p-GaN and n-GaN. This technique is highly repeatable and leads to, on average, a device yield of >90% for the continuity of electrical interconnects. During this step, backside recording electrodes are also defined by patterning and etching the lower Parylene C insulation layer all the way to the surface of the Si substrate. The backside electrodes are exposed after the device is released from the silicon substrate.

To further ensure a contiguous electrical connection through vias, a thick metal layer stack (15 nm Pt, 400 nm Au, 15 nm Pt) is deposited using an electron beam evaporation process (Kurt J. Lesker PVD 75) (Figure 3Ag). Platinum is used as the adhesion layer to Parylene C. It also exhibits favorable electrochemical properties for the recording electrodes, including biocompatibility and low electrochemical impedance (Geddes and Roeder, 2003). To perform the lift-off of such a thick metal stack, we used the polydimethylglutarimide-based photoresist-type known as LOR 5B as the lift-off resist. We note that Parylene C has low temperature processing requirements (glass transition temperature 170 °C). However, Parylene C can usually withstand significantly higher temperatures (300 °C) in the absence of oxygen (von Metzen and Stieglitz, 2013). To perform the required 180 °C bake step for LOR 5B resist, an oven with nitrogen atmosphere was used for the bake process. Traces were patterned with a 10 μm width and spacing. The mesa topography and metal interconnects are shown in Figure 3C as a reconstructed 3D microscope image (InfiniteFocus, Alicona Imaging GmbH).

To insulate the metal traces, a second layer of Parylene C is deposited (SCS Labcoter-2) to a thickness of 5 μm (Figure 3Ah). To expose the frontside recording electrodes and bond-pads, the top layer of the Parylene C must be etched. To singulate the neural probe, the top and bottom layers of the Parylene C (which have a total thickness of 10 μm) need to be patterned and etched around the outline of the device. To pattern such a thick layer of Parylene C, we used a 100-nm chromium (Cr) hardmask. The thin film stress in the Cr hardmask layer can sometimes result in the formation of cracks in the Parylene C film. To alleviate this issue, a customized sputtering process (CVC Connexion) was carefully optimized for the deposition of the Cr hardmask layer in order to minimize the thin film stress by adjusting the chamber pressure during the deposition. We found that cracking of the Parylene C was prevented when the Cr thin film stress was less than 1 GPa. Our optimized deposition process yielded a final stress of 600 MPa, providing a safe margin for achieving crack-free Parylene C films. We patterned the Cr hardmask using wet etching (Cr 1020 Etchant, Microchem GmbH). Parylene C was then etched using oxygen plasma (Trion Phantom II). At an etch depth of 5 μm, the bond-pads and frontside electrodes are exposed. The etch is continued to a depth of 10 μm in order to define the probe outline through the top and bottom layers of Parylene C. We observed that over-etching of the electrode and bond-pad sites removes Parylene C residue from the surface. The Cr hardmask is stripped away using a wet etch step in Cr etchant (Cr 1020 Etchant, Microchem GmbH). Following this step, the optoelectronic probes are finally realized on the wafer (Figure 3Ai). The next step is to remove the silicon handle layer and release the probes.

3.1.3. A Grind-and-Etch Release Process to Release Fully Flexible Devices

To release the flexible devices from the Si substrate, the wafer is first ground down from the backside to a thickness of about 100 μm from its initial thickness of 1.5 mm (Grinding Dicing Services, Inc. San Jose, CA). The remaining silicon is then isotropically etched using XeF2. The wafer is first mounted on a quartz carrier substrate upside-down using a CrystalBond adhesive and then etched using XeF2 (Xactix e2) from the backside. The Parylene C cable is protected by the 300-nm SiO2 passivation layer. Once the Si layer is completely removed, the bottom-facing electrodes are exposed. Finally, the probes may be released from the carrier wafer by dissolving the CrystalBond adhesive by soaking the samples for 4 h in Acetone (Figure 3Aj). The SiO2 sacrificial layer along the probe cable is removed by dipping the backend in a 49% HF acid solution, leaving only the flexible Parylene C cable.

3.1.4. Released and Packaged Optoelectronic Probes With Electronic Circuit Boards

The released optoelectrodes are packaged with printed circuit boards (PCBs) that connect with a commercial neural recording amplifier through a recording headstage (Intan Inc.) using Omnetics connectors. The PCB adaptor also connects with custom-designed electronic control circuitry for driving individual μLEDs. This electronic control circuitry utilizes a switching network of commercial metal-oxide-semiconductor field-effect transistors to route current to the appropriate traces. A commercial Keithley 2401 Sourcemeter, (Keithley Instruments) with a precise (±100 nA) current control capability, was used as a current source to prevent accidental breakdown of the μLEDs.

To package the released optoelectronic probes with the PCB, we developed a die attach technique using Epotek 301 epoxy to affix the flexible probes to the adapter PCB. We were then able to electrically connect the bond-pads on the backend of the flexible polymer substrate to the PCB using an aluminum wedge-bonder.



3.2. Electrophysiology Methods

3.2.1. Brain Slice Preparation

Brain slices recordings were obtained from p22 somatostatin (SST)-Cre/Ai32 mice (SST-Cre, stock: 013044; Ai32(RCL-ChR2(H134R)/YFP), stock: 024109; Jackson Laboratory; Bar Harbor, ME). 350 μm thick coronal slices were cut in ice-cold artificial cerebrospinal fluid (ACSF) containing (in mM): 119 NaCl, 2.5 CaCl2, 1 NaH2PO4, 26.2 NaHCO3, 11 glucose on a VT1200S vibrating blade microtome (Leica Biosystems Inc., Buffalo Grove, IL). Slices were recovered for >45 min and maintained at room temperature for 4–6 h under continuous oxygenation (95% O2 5% CO2).

3.2.2. Electrophysiology

Visualized juxtacellular and whole cell current clamp recordings were performed on an Olympus BX43 Light Microscope (Tokyo, Japan) using an Axon Instruments MultiClamp 700B microelectrode amplifier (San Jose, USA). Recordings were made from the somata of neocortical ChR2-yellow fluorescent protein (YFP) expressing SST interneurons targeted using FITC optical filter (Olympus-Lifescience, Center Valley, PA) using borosillicate glass electrodes, resistance 6–10 MΩ. Recordings were carried out in modified ACSF containing (in mM): 119 NaCl, 5 KCl, 0.5 MgSO4, 1 CaCl2, 1 NaH2PO4, 26.2 NaHCO3, 11 glucose. Upon reaching juxtacellular configuration (20–30 MΩ), neurons were stimulated with a 5 pulse train of blue light LED stimulation (10 ms duration, 80 ms interstimulus interval).

3.2.3. Neural Data Analysis

Neural data were acquired using a custom-written IgorPRO software. To eliminate electronic interference from the neural recordings, data were filtered during analysis. Notch filters were applied to eliminate 60 Hz harmonics. Additionally, a bandpass filter from 400 Hz to 5 kHz was applied. The filtering was performed using Python 3.7.2 and Scipy 1.2.1.




4. RESULTS


4.1. Spectral Intensity of a μLED Suitable for Neural Stimulation

The μLED neural probe in this work was designed for spectral overlap with commonly used channelrhodopsin variants that have peak absorption at λ = 450 nm. Our μLED emission peak is at λ = 445 nm, with a narrow spectral bandwidth of 20 nm; this is the full-width-at-half-maximum (FWHM) (Figure 4A). Optical device characterization was performed using a fiber spectrometer (Flame-S, OceanOptics) equipped with an integrating sphere.

[image: Panel A shows an LED spectrum graph with a peak at 455 nanometers. Panel B displays frontside LED power with output power and wall-plug efficiency plotted against current. Panel C shows backside LED power with similar axes. Panel D includes magnitude and phase graphs for frontside electrode performance, alongside a micrograph of the electrode. Panel E presents magnitude and phase graphs for backside electrode performance, along with a micrograph of the electrode. Each micrograph features a scale bar indicating 6 micrometers.]
FIGURE 4. (A) Micro-LED spectrum with peak intensity at λ = 445 nm and spectral linewidth of 20 nm FWHM, (B) Frontside and (C) Backside μLED power and efficiency vs. drive current. Backside emission is approximately 4 times higher due to reflection from the topside metal contacts. Total efficiency of the μLED structure for a given current is the sum of the frontside and backside efficiencies. Peak efficiency is therefore 6.5%. (D) Magnitude and phase plots of electrochemical impedance in the relevant frequency range of neural recordings for frontside electrodes. Inset image shows frontside electrode surface. (E) Magnitude and phase plots of electrochemical impedance for backside electrodes. Inset image shows backside electrode surface.

The optical power and wall-plug efficiency for individual (22 × 22 μm) μLEDs were measured using a calibrated power meter from the top and bottom surfaces of the device across a range of drive currents (Figures 4B,C). The peak wall plug efficiency of 6.5% agrees with the previously reported results for GaN μLEDs grown on silicon substrate (Wu et al., 2015). The peak efficiency drive current of 8.5 μA corresponds to 540 nW of optical power from the top surface of the probe and 1.3 μW of optical power from the bottom surface. The difference in intensity between top and bottom measurements is due to the reflection of emitted light from the topside U-shaped metal contacts.



4.2. Probes With Front- and Backside Recording Electrodes

We characterize the electrodes of our devices using electrochemical impedance spectroscopy (EIS). Measurements were performed in a 3-electrode configuration in potentiostatic mode (PSGSTAT202N, Metrohm Autolab) in a phosphate-buffered saline (PBS) solution. The electrochemical impedance of the electrode was characterized from 0.1 Hz to 10 kHz with a sinusoidal signal whose peak amplitude was 50 mV at an open circuit potential configuration. A silver/silver chloride (Ag/AgCl) reference electrode (MF-2052, BASI Inc.) and a platinum wire counter electrode (MW-1032, BASI Inc.) were used.

Front- and backside electrodes (25 × 35 μm) were fabricated alongside the GaN μLEDs in our architecture. The frontside electrode performance is shown in Figure 4D, while the backside electrode performance is shown in Figure 4E. Both electrodes exhibit a similar electrochemical impedance of ≈1.0 MΩ at 1 kHz, which is typical for electrodes of this size and suitable for neural recording (Ahuja et al., 2008; Neto et al., 2018). The ability to record from both sides of the probe shank, along with the bidirectional emission of the μLED is a unique feature of our design that enables stimulation and recording from a much larger volume compared to the usual single-sided probes.



4.3. Thermal and Optical Modeling

4.3.1. Thermal Model

A common concern of implantable μLEDs probes is tissue heating during operation. Due to the low conversion efficiency from electrical to optical power (6.5% peak efficiency demonstrated here), the majority of device power is dissipated as heat into the surrounding medium. We adopt the Pennes bio-heat transfer model in COMSOL Multiphysics (COMSOL Inc.) to demonstrate the threshold of safe operation of the device in tissue (Wu et al., 2015; Dong et al., 2018). The probe geometry was modeled exactly using dimensions from the photomask design files and layer thicknesses measured during the fabrication process. The GaN μLED mesas, metal traces, and Parylene C insulation were included in the model. The relevant material properties are listed in Table 1. Blood perfusion rate, density, and heat capacity are taken from Wu et al. (2015).



Table 1. Material properties for thermal simulations.

[image: Table comparing four materials: Brain Tissue, GaN, Parylene C, and Gold. Thermal conductivity (k) values are 0.6, 200, 0.084, and 317 W/(m*K), respectively. Density (ρ) values are 1,057, 6,150, 1,110, and 19,300 kg/m³. Specific heat (Cₚ) values are 3,600, 485, 712, and 129 J/(kg*K).]




Thermal simulations show the effects of local heating in the μLED structure on the surrounding tissue. The front- and backsides of the probe experience different local heating due to the difference in thermal conductivity of the Parylene C insulation on the top surface and the GaN mesa on the bottom. Figure 5A shows the heating profile at the μLED/tissue interface. The tissue in contact with the GaN mesa experiences significantly more heating than the upper Parylene C interface. The heat distribution on a top-view cross-section of the device is shown in Figure 5B. Due to the higher thermal conductivity of the GaN mesa and traces compared to Parylene C and surrounding tissue, heat spreads preferentially throughout the GaN mesa structure and through traces to the adjacent mesas.

[image: A composite image of experimental data related to a micro-LED system. Panel A shows a heat map of the μLED heating profile in tissue. Panel B illustrates a top-down cross-section of μLED heating, highlighting the LED mesa and metal traces. Panel C is a line graph of temperature change at the μLED/tissue interface, comparing frontside and backside measurements. Panel D is a polar plot of experimental emission profiles, compared to Lambertian profiles. Panel E displays a model of light emission profiles. Panel F is a graph of axial intensity decay for different power levels, depicted as dashed lines.]
FIGURE 5. (A) Profile of simulated tissue heating using Pennes bio-heat model at 90 μA of μLED drive current. Due to the difference in thermal conductivity between GaN and Parylene C, front- and backside of the probe experience different amounts of tissue heating. (B) Top-down cross section of heat spread in μLED device structure at 90 μA of μLED drive current. Thermal conduction in GaN mesa and along metal traces can be observed. (C) Tissue heating plot at front- and backside probe/tissue interfaces for 5-ms, 90-μA pulse. (D) Experimental measurement of directional μLED intensity profile and comparison to ideal Lambertian source. (E) Analytical model of light intensity in tissue from a Lambertian source with 4.8 μW of optical power. (F) Analytical model of axial intensity profile in tissue for various optical powers.

To simulate worst-case heating performance, we performed analysis on the forwardmost μLED mesa, which has only one adjacent mesa. The temperature of Parylene C/Tissue and GaN/Tissue interfaces on front- and backside of the probe, directly over the center of the active μLED were monitored in a time-dependent study (Figure 5C). To remain below the standard safety limit of 1 °C temperature increase in tissue, a 5 ms pulse of 90 μA was found to be the limit. This drive current corresponds to a topside optical power of 4.82 μW and a backside power of 14.3 μW. The heat is quickly dissipated in the tissue, and after 10 ms following stimulation offset, the temperature in the surrounding area is less than 0.05 °C above initial temperature (37 °C).

4.3.2. Optical Model

To enable high-resolution interrogation of individual neural circuits, dense two-dimensional arrays of GaN μLEDs may be individually modulated to create independent stimulation voxels in tissue. Analytical and Monte Carlo methods have been developed to describe light scattering in tissue (Wang et al., 1995; Bernstein et al., 2008), with the latter being necessary to accurately model light penetration beyond 200 μm, as light enters the multiple scattering regime (Al-Juboori et al., 2013).

The attenuation of light due to scattering and absorbing media is described via the Kubelka-Monk model, depending on the scattering coefficient, μs, and absorption coefficient, μa of tissue. These coefficients vary throughout the brain and also with the wavelength. We adopt values from previously reported measurements at 450 nm, which is the closest wavelength to our emission wavelength (445 nm). The model parameters are [image: Mathematical expression showing the absorption coefficient, denoted by the Greek letter mu (μ) subscripted with "s," equals nineteen point ninety-six inverse millimeters (mm⁻¹).] (Al-Juboori et al., 2013), and [image: The equation shows \( \mu_a = 0.14 \, \text{mm}^{-1} \), representing a specific absorption coefficient value.] (Yaroslavsky et al., 2002).

We experimentally measured the relative light intensity from multiple angles using a low-NA microscope (NA = 0.10) equipped with a CCD camera on a rotating stage to obtain the μLED emission profile (Figure 5D). Our measured emission profile closely resembled an analytical Lambertian profile (Figure 5D). Therefore, we used an analytical model for the light spread in tissue (Foutz et al., 2012), assuming a Lambertian emission from the μLED.

This model allows for the rapid estimation of penetration depth and light spread for a given optical power. A plot of optical power density spread for 4.8 μW of emitted optical power, which corresponds to frontside emission at our maximum thermally-safe (less than 1 °C) tissue heating threshold, is shown in Figure 5E. A penetration depth of ~40 μm for 0.1 mW/mm2 optical power density is observed, with a lateral spread of less than 20 μm. Thus, the stimulation volumes of adjacent high-density μLEDs are independent at this distance.

During chronic implantation, glial encapsulation and reduced local neuron density can hinder the effectiveness of a neural probe, requiring greater depth of penetration to reach healthy cells. Greater depth of penetration can be achieved by increasing the μLED power up to 200 μW. Figure 5F shows the spatial intensity decay of light from the μLED at several ranges of operating power predicted by our model. To stimulate further from the device, multiple μLEDs may be operated as one larger LED to achieve greater overall optical power and penetration depth.



4.4. Neuronal Spikes and Synaptic Network Activation Elicited by μLED Illumination

To test and validate the efficacy of the μLEDs to elicit evoked activity in channelrhodopsin-expressing neurons, μLED arrays were used to stimulate acute brain slices while simultaneous electrophysiological recordings were conducted. We elected to test μLED array efficacy in driving spikes in a specific subtype of inhibitory neuron, somatostatin-expressing (SST) inhibitory neurons, since these cells typically rest at moderately depolarized potentials (Urban-Ciecko et al., 2018) and it might be easier to drive them to spike in our experimental preparation than pyramidal neurons. The μLED probes were affixed to the bottom of the recording chamber, and brain slices were placed over the probe. SST-targeted recordings were carried out using fluorescence signal from a YFP-tagged channelrhodopsin genetically expressed in these cells, and were selected from the top-surface of the brain slice, above the μLED array (Figure 6A). Upon delivery of a 5-pulse train from μLEDs (10 ms pulse duration, 80 ms inter-pulse interval), ChR2/YFP-expressing neuron showed an increase in evoked spiking, indicating photoactivation (Figure 6B). Onset and offset stimulation artifacts from the μLED were observed with opposite polarity and synchronized with stimulation timings. Due to their highly stereotyped amplitude and waveforms, they are visually distinct from natural spikes. Following μLED illumination, the tissue was subjected to conventional full-field 470 nm light stimulation through a 40x immersion objective lens positioned above the slice using the same pulse train parameters (Figure 6C, top trace). Importantly, full-field optical stimulation elicited more spikes per pulse, likely due to comparatively larger recruitment of the target cell neurites. To test μLED activation of SST-mediated inhibitory synaptic networks, whole-cell current clamp recordings were carried out in neocortical pyramidal neurons (non-ChR2/YFP expressing neurons) from SST-Cre/Ai32 mice. Micro-LED stimulation resulted in inhibition of spontaneous pyramidal neuron firing (Figure 6D, top trace), showing a consistent pause in spiking during μLED pulse train (Figure 6D, mid/bottom). Stimulation was once again changed to conventional full-field 470 nm light stimulation through the 40x objective (Figure 6E, top trace), and a similar synchronized pause in spiking during light pulse train was observed. In contrast to μLED stimulation, conventional full-field illumination elicited distinct optically activated inhibitory postsynaptic potentials (IPSPs), suggesting a more broad activation of local SST interneurons than obtained with the μLED array. Thus, μLED stimulation can both directly activate ChR2-expressing neurons and also indirectly engage feedforward inhibitory networks in acute brain slices.

[image: A. Displays three bands in a sample image. B. and C. Show spike train graphs with time on the x-axis, detailing neural activity. D. and E. Present line graphs of voltage over time, indicating cell response.]
FIGURE 6. (A) Top: Activation of micro-LED (μLED) array embedded beneath recording chamber prior to slice positioning. Center: Targeted recordings from fluorescent ChR2-expressing SST interneurons above array. Bottom: overlay. (Scale = 22 μm). (B) Top: Juxtacellular recording showing μLED activation (blue bars) of channelrhodopsin-expressing SST interneuron. *Shown as inset, single μLED evoked spike. Center: Multi-trial spike rasters from the same neuron aligned to μLED activation. Bottom: Peri-stimulus time histograms (PSTH) from the above. (C) As in (B) but with full-field LED activation of SST interneuron (lower trace) (D) Top: As in (B) but for whole-cell current clamp recording of neocortical pyramidal neuron showing feedforward inhibition during μLED activation of SST interneurons, with suppression of spontaneous pyramidal neuron firing activity. (E) As in (D) but using full-field LED activation. IPSPs are larger than with μLED activation and visible as inward currents as Vrest >ECl.




5. DISCUSSION

Our optoelectronic neural probe platform monolithically combines μLEDs and recording electrodes in a flexible Parylene C substrate. The scalable wafer-level fabrication process introduced in this paper greatly increases the process throughput and yield compared to serial packaging processes such as flip-chip bonding. Unlike manual assembly processes, which are limited by the alignment accuracy of the available device bonders and increased fabrication time with the number of devices, lithographic definition of the electrical and photonic devices in our design results in much higher precision, allowing for high-throughput realization of an arbitrary number of devices in parallel. Because we utilize standard microfabrication techniques, our optoelectronic probes can be manufactured with high yield and volume and made available to a wide user base. This approach could conceivably become the standard way for making this type of neural probe for closed-loop interfacing with neural circuits.

Once released, the μLED probe is supported by a flexible Parylene C substrate, which can significantly help with reducing the foreign body response in tissue. However, flexible neural interfaces incur difficulty during implantation since they lack the rigidity to penetrate brain tissue. The flexible neural interfaces need to be temporarily stiffened so that they can be feasibly implanted. This can be carried out by coating the probes with bioresorbable materials such as polyethylene glycol or silk or by attaching them to a stiff shuttle for implantation (Weltman et al., 2016).

The transparency of Parylene C combined with the process-enabled light emission from both facets of the GaN μLEDs, makes it possible to use light in the tissue from the frontside as well as the backside of the device. This new feature means that having only frontside recording electrodes may be inadequate for recording signatures originating from the entire stimulated volume. The design of our platform allows the integration of backside recording electrodes for simultaneous recording and stimulation from both sides of the probe. The emission profiles from the front and back surfaces in this device are asymmetric due to reflections from the metal contacts of the top surface. Symmetric emission profiles could be achieved using thin or transparent contact materials such as indium tin oxide (Kim et al., 2001).

Electrodes on both sides exhibit electrochemical impedances suitable for neural recording. Electrodes are implemented in separate fabrication steps, etching the top Parylene C insulation layer to expose the topside electrodes, and deposition of the metal films for the electrodes through Parylene C vias on the silicon substrate surface, which is eventually etched off during the release process to expose the backside electrodes. These fabrication differences are believed to be responsible for the different phase characteristics of the impedance of the front- and backside electrodes, either because of Parylene C or silicon debris that remains on the surface or a surface modification of the electrode from exposure to the etching gasses.

Furthermore, the monolithic fabrication process described in our work allows for customizable arrangement of recording electrodes and light sources through patterning of individual layers. Unlike traditional flip-chip bonding processes that utilize pre-fabricated μLED chips, we have the flexibility to design complementary structures in various device layers. We leverage this flexibility to enable an individually-addressable 2D grid of devices. By patterning the n-type GaN to form connected rows, we are able to use the μLED mesa as an additional layer for electrical routing. This allows creation of arbitrary 2D grids of devices without a second electrical trace routing layer that would complicate the fabrication process. In this particular scheme, the number of traces scales as the square root of the number of devices, as opposed to traditional routing schemes where the number of required electrical traces scales linearly with the number of μLEDs. Therefore, our scheme allows a significant increase in the number of devices that can be realized in a given probe footprint with a single trace routing layer.

Here, we have demonstrated dense arrays of μLEDs with a single n-GaN mesa “bridge” forming the n-layer routing. However, for long linear arrays, the stiffness of the n-GaN layer would quickly compromise the flexibility of the probe. It would be preferable to have many small “floating” GaN mesas at optical stimulation sites connected by polymer cable interconnects. This approach is adopted by Goßler et al. (2014) and Klein et al. (2018), who use two routing layers to separate p-type and n-type traces. However, multiple routing layers are only necessary where p-type and n-type traces intersect. We have shown a high-yield method of fabricating Parylene C vias, combined with two-layer routing on the GaN μLED mesa itself. Thus, the 2D grid that we demonstrate could be made sparse, with GaN μLED mesas only at the nodes of the trace matrix, forming a collection of optical stimulators floating in a polymer “web.” Furthermore, additional routing layers may be incorporated in our architecture for linear scaling of cable density, through additional planar layers of Parylene C insulation and vias. We have demonstrated, however, that the fabrication complexity incurred by additional routing layers is not necessary for a 2D routing scheme.

Here, the shank of our demonstration device is very large (570 μm active region), which would be highly damaging during in-vivo implantation despite the flexibility of the substrate. This is primarily limited by the conservative trace pitch (16 μm). As previously discussed (Device Architecture Section), the overall size of the device is determined by the lithography resolution and number of required traces. Our 2D routing scheme allows for a significant reduction in the number of traces, and can be combined with high-resolution lithography to create extremely compact, high-density devices.

Our routing scheme also allows for each μLED device in the array to be individually indexed. However, it does not allow for arbitrary patterns of simultaneous illumination. Each μLED device can be indexed in the array by the trace number for the p-type and n-type contacts: (p, n). To activate a given μLED, the indexing p-type electrical trace is connected to a current source, and the n-type trace to a current sink. Multiple devices may be powered simultaneously by sourcing power to traces for multiple p-type and n-type contacts. This scheme powers specific sets of devices. For example, devices (1, 1) and (2, 2) may not be powered without activating devices (1, 2) and (2, 1). The set of indexed devices is the cartesian product of the sets of active p-type and n-type contacts. In this scheme, entire rows of μLEDs may be powered simultaneously.

Although arbitrary patterns of simultaneous illumination are not possible, arbitrary patterns of simultaneous neural stimulation can be achieved through time-division multiplexing. The temporal response of ion channels, which mediates the generation and propagation of action potentials, is generally on the order of milliseconds (kHz); the light sources in our platform, on the other hand, can be modulated at frequency rates in the range of MHz (Kelly et al., 2012). This means time-division multiplexing on these timescales would be indistinguishable to a neuron from continuous illumination. This way, one may generate arbitrary patterns of neural stimulation by rapidly time-division multiplexing sets of μLEDs. Using this method, the average delivered power to neural tissue is reduced since it is split between various μLEDs, providing an ultimate limit to the number of simultaneous optical stimulation sites that can be achieved. Since the maximum output power of our μLEDs is well above the threshold for optical stimulation, still many devices may be multiplexed. Additional research into the behavior of these devices at short pulse durations is needed to ascertain the total number of simultaneous active light sources that could ultimately be possible.

Our devices emit at a center wavelength of 445 nm, which is typical of GaN LEDs widely used in optogenetics. Although this wavelength overlaps well with the peak absorption of channelrhodopsin, shorter wavelengths increase the risk of photochemical damage in tissue, especially in the context of retinal implants (Wu et al., 2006; Soltan et al., 2018). Thus, a longer wavelength which also overlaps with channelrhodopsin absorption, such as 470 nm, may be preferred. The emission wavelength depends on the exact composition of the (Al,Ga)N/GaN or (In,Ga)N/GaN quantum structure in the active region of the device, and emission wavelengths up to 526 nm have been demonstrated (Alhassan et al., 2016). The process described here may be used with any epitaxial GaN-based structure, and thus is generalizable to longer wavelengths with the appropriate composition of the (Al,Ga)N/GaN or (In,Ga)N/GaN active quantum-well region of the GaN-based device structure.

Similarly, the low device conversion efficiency, which raises concerns about tissue heating, is currently limited by the small number of commercial GaN-on-silicon device wafers. In general, GaN-on-sapphire devices are more efficient than ones grown on silicon substrates because of increased lattice mismatch and thermal mismatch issues on silicon. However, silicon-based μLED neural probes offer significant advantages in micromachining such as isotropic XeF2 etching, used here, which has been developed for the release of MEMS structures. As a standard microfabrication process, XeF2 etching is more widely available and less expensive than laser lift-off (LLO) of GaN on sapphire. Furthermore, the fabrication process discussed in this paper may also be combined with LLO processing of GaN μLEDs fabricated on sapphire substrates.

With our presented conversion efficiencies, the devices may be used in a pulsed mode for high temporal-resolution optogenetic stimulation. We demonstrate a stimulation scheme of 5-ms pulses which leads to the emission of 4.82 μW of optical power from the probe frontside and 14.3 μW from the probe backside, while inducing less than 1 °C temperature increase in surrounding tissue. Such high power may not be necessary in-vivo, as Wu et al. have shown robust induced spiking with only 60 nW of optical power (Wu et al., 2015).

The required power depends on the distance between healthy neurons and the optical stimulator after implantation. Acute and chronic damage to tissue by the neural implant reduces neuron density around the implantation site. Although the flexible platform presented here is intended to reduce chronic damage, a “dead zone” around the implant is unavoidable. In this case, higher optical power will be necessary to stimulate neurons, inducing more local heating. However, heating above 1 °C is not a concern in dead tissue. Thus, a higher power stimulation paradigm, where sufficient optical power extends beyond the “dead zone”, but heating above 1 °C is localized, can be envisioned. Since the extent of tissue damage around the neural probe is difficult to predict, the stimulation paradigm for the probe will need to be calibrated after implantation by slowly increasing optical power until robust evoked activity is observed. We showed that our μLEDs, individually driven at 625 μA can stimulate neurons that express channelrhodopsin through a 350-μm thick mouse brain slice.



6. CONCLUSION

To the best of our knowledge, our neural probe platform is the first to monolithically integrate GaN μLEDs and recording electrodes on a flexible polymer substrate using a process that can be achieved in standard microfabrication facilities. This architecture allows the manufacture of extremely high density of μLEDs in 2D arrays. Since each device layer is lithographically defined in the fabrication process, we are able to use the n-type GaN mesa as an additional routing layer to create a 2D grid without multiple layers of metal traces. This novel routing scheme enables realization of ultra-compact, high-density, optoelectronic neural probes with correspondingly compact shanks and cables. The overall scheme enables arbitrary patterns of neuronal stimulation. Furthermore, through an optimized wafer-scale fabrication process and post-fabrication packaging, we can achieve a high-throughput manufacturing process to produce a large number of these neural probes. Arbitrary patterns of optical stimulation can be generated using our optoelectrodes. The collocation of recording electrodes and μLEDs enables simultaneous electrophysiology recording and optogenetic stimulation of the brain to study neural circuits with high spatio-temporal resolution.
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Many neural interfaces used for therapeutic applications are based on extracellular electrical stimulation to control cell polarization and thus functional activity. Amongst them, retinal implants have been designed to restore visual perception in blind patients affected by photoreceptor degeneration diseases, such as age-related macular degeneration (AMD) or retinitis pigmentosa (RP). While designing such a neural interface, several aspects must be taken into account, like the stimulation efficiency related to the current distribution within the tissue, the bio-interface optimization to improve resolution and tissue integration, and the material biocompatibility associated with long-term aging. In this study, we investigate the use of original microelectrode geometries for subretinal stimulation. The proposed structures combine the use of 3D wells with protuberant mushroom shaped electrode structures in the bottom, implemented on a flexible substrate that allows the in vivo implantation of the devices. These 3D microelectrode structures were first modeled using finite element analysis. Then, a specific microfabrication process compatible with flexible implants was developed to create the 3D microelectrode structures. These structures were tested in vivo to check the adaptation of the retinal tissue to them. Finally, preliminary in vivo stimulation experiments were performed.
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INTRODUCTION
Many neural interfaces used for therapeutic applications are based on extracellular electrical stimulation to control cell polarization and thus functional activity. Common examples range from deep brain stimulators for Parkinson’s disease to sensory prostheses such as cochlear implants (Deuschl et al., 2006; Schwalb and Hamani, 2008; Eshraghi et al., 2012). More recently, retinal implants have been designed to restore some visual perception in blind patients affected by photoreceptor degeneration diseases, such as age-related macular degeneration (AMD) and retinitis pigmentosa (RP). Depending on the chosen surgery, the implant may be placed at different locations to intervene at different levels in the visual system: (i) into the subretinal space where the electrode array is located between the inner nuclear layer and the retinal pigment epithelium to replace the lost photoreceptors like Alpha-AMS (Edwards et al., 2018) and Pixium PRIMA® (Hornig et al., 2017) devices, (ii) on the epiretinal position close to the ganglion cell layer as the Argus-II prosthesis (Luo and da Cruz, 2016) or the Pixium IRIS®. In the case of subretinal implantation, the electrical stimulation is expected to activate the surviving retinal bipolar cells, which transfers the artificial visual information coded as spike signals to the ganglion cells and the optic nerve whereas epiretinal implants aim at direct activation of retinal ganglion cells.
While designing such a neural interface, several aspects must be taken into account: (i) the stimulation efficiency related to the current distribution within the tissue, (ii) the bio-interface optimization to improve resolution and tissue integration, (iii) the material biocompatibility and long-term aging.
Return electrodes in form of grids surrounding the stimulating electrodes could greatly increase the spatial contrast, and in specific cases also the spatial resolution, of electrical stimulation (Joucla and Yvert, 2009; Flores et al., 2016). A photovoltaic retinal implant with a ground grid has also shown the possibility to generate a high spatial resolution in vivo (Wang et al., 2012). 3D structures could further increase the spatial resolution with or without a ground grid by confining neurons in a stimulating area (Djilas et al., 2011) or bringing the electrode in the vicinity of the targeted neurons (Mathieson et al., 2012). Using such 3D geometries, we have previously demonstrated that the remaining retinal tissue of blind rats can mold into 3D wells such that bipolar cells can be isolated in regular columns for a selective stimulation (Djilas et al., 2011). Others have proposed protuberant structures to induce a selective stimulation of retinal cells (Koo et al., 2006; Kim et al., 2008). In parallel mushroom shapes have been used in rigid Micro Electrode Arrays to improve the interaction between cells and the electronic device (Huys et al., 2008; Sasso et al., 2010; Fendyur and Spira, 2012).
We here investigated the possibility to combine 3D wells with the presence of protuberant mushroom electrodes on a flexible retinal implant. This study aimed at modeling the resulting current densities in the tissue and developing in parallel a simple microfabrication process compatible with the production of flexible implants having protuberant structures previously produced by others on rigid substrates such as silicon (Butterwick et al., 2009). Finally, using these prototypes, we investigated how the retinal tissue can interface properly with these new 3D complex structures with protuberant mushrooms in a well.



MATERIALS AND METHODS


FEM Simulation

A finite element model (FEM) was developed using COMSOL®Multiphysics Version 5.2, Grenoble, France. The studied model consisted of a protuberant metallic electrode embedded in an insulating substrate and surrounded by a liquid environment with an electrical conductivity which represents the physiological environment, i.e., the retinal tissue. The interface between the insulating substrate and the liquid bio-environment is classically modeled using insulating boundaries described by Equation 1. For the electrode-electrolyte interface, Robin boundary condition described by Equation 2 is used as previously defined by Joucla et al. (2014). The conductivity values σ for the different materials were considered homogeneous and isotropic, and they are summarized in Table 1.

[image: The image displays the equation "nabla dot v equals zero," labeled with a number one in parentheses.]

[image: The image shows a mathematical equation: sigma times nabla V times n equals g times the quantity V subscript metal minus V, followed by the number two in parentheses.]

TABLE 1. Parameters used for the simulation.

[image: Table showing the conductivity and relative permittivity of three materials. Physiological liquid has a conductivity of 1.47 times ten to the power of negative two Siemens per meter and a relative permittivity of eighty-one. Insulating material has a conductivity of 1.31 times ten to the power of negative eighteen Siemens per meter and a relative permittivity of 3.4. Conductive material has a conductivity of 45.6 times ten to the power of six Siemens per meter, with no relative permittivity value provided.]

Three types of structures were modeled for comparison (Figure 1): a flat electrode in a cavity surrounded by a top ground plane, a single protuberant electrode in a cavity surrounded by a top ground plane, and a double protuberant structure embedded in the same cavity and with the same DC voltage being applied to the electrodes. For the three geometries the other parameters such as the cavity depth, width and length, the electrode diameter, or the pillar base diameter were constant, allowing the exact surface of the electrodes to be considered in each case.

[image: Three 3D models labeled A, B, and C show differently shaped indentations in a hexagonal structure. Each structure measures 80 micrometers across. Model A has one indentation, model B has a rounded feature, and model C has two rounded features.]
FIGURE 1. Different geometries modeled. (A) Cavity with a planar electrode in the bottom; (B) cavity with a planar electrode and one protuberance; (C) cavity with a planar electrode and two protuberances.



Microfabrication

The fabrication technology is based on the existing planar implant technology developed in our laboratory, to which new steps were added to introduce the protuberant electrodes into the 3D shaped wells. The fabrication process for the soft implants on a silicon wafer is summarized in Figure 2. (Step 1) A sacrificial layer composed of sputtered titanium (100 nm) and aluminum (500 nm) was deposited on a silicon wafer. (Step 2) 10 μm of polyimide (PI 2611 from HD MicroSystems) were spin coated and baked to create the substrate of the implant. (Step 3) A layer of titanium (100 nm) and gold (500 nm) was deposited by sputtering and patterned using photolithography to simultaneously define the electrodes, tracks and pads. (Step 4) SU8 2002 (from MicroChem) was spin-coated to form a 2 μm encapsulation layer to protect the metallic parts and, using a second photolithography step, openings were created on the pads and electrodes. (Step 5) Finally, 500 nm of aluminum were sputtered and patterned using an additional photolithography step followed by wet etching to create a mask to define the shape of the implant. The polymer was etched to pattern the shape of the implant by means of reactive ion etching (RIE), using a gas mixture of argon (Ar) and oxygen (O2) at 120 W and under a controlled flow rate. The aluminum layer acts as a stop layer for the polymer etching and it is chemically removed once the process is finished.

[image: Diagram illustrating a five-step fabrication process. (1) Sacrificial layer sputtering on silicon. (2) Polyimide spin coating and baking. (3) Metal sputtering and patterning. (4) SU-8 photoresist patterning. (5) Reactive ion etching of the polymer. Legend identifies colors: gray for silicon, light gray for sacrificial layer, yellow for metal, and orange for polymer.]
FIGURE 2. Fabrication process of the planar flexible implant.

The fabrication process of the 3D structures on the flexible implant is summarized in Figure 3. Indeed the process continues after the patterning of the implant shape to produce the requested 3D structures (top ground grid and pillars at the bottom).

[image: Five-step process for creating a molded structure on silicon: 1) Beginning with a planar structure with metal and polymer layers. 2) Adding a sacrificial layer and patterning the mold. 3) Protuberance growth and removal of photoresist. 4) Patterning of the ground plane mold using AZ4562. 5) Electroplating the ground plane and removing the mold and sacrificial layer. Color key: silicon (gray), sacrificial layer (white), metal (yellow), polymer (orange), and photoresist (purple).]
FIGURE 3. Fabrication process of the 3D structures on the flexible implant – Due to the small size of the holes compared to the implant, the software was unable to produce an image where such features can be appreciated while keeping the large view of the whole implant.

Initially, the 3D structures were fabricated in copper and then encapsulated in parylene to avoid any contact between the tissue and the copper. Copper electroplating is a well-known process in microfabrication technologies, which allowed us to fabricate the first prototypes fast and in a reliable way. Once the technology was established and consolidated, we were able to do in vivo experiments to assess its feasibility. Then, we transferred the technology to a biocompatible metal that does not need to be encapsulated i.e., gold.

(Step 1) On the whole wafer, we deposited a thin seed layer consisting of 50 nm titanium and 150 nm of either copper or gold, depending on the material used for the 3D structures. (Step 2) A photoresist (SIPR 3.0 or 6.0 from ShinEtsuMicroSi) was deposited and patterned to create the mold for protuberant electrodes. (Step 3) The wafer was placed in a copper or gold solution and a constant current (100 mA for copper and 0.1 mA for gold) was applied to electrodeposit the metal, thus creating the protuberances. The first photoresist was cleaned in solvent. (Step 4) A new thick photoresist (15 μm) layer was used to create the ground plane mold. (Step 5) Once the photolithography step was completed, the wafer was placed for a second time in the electrodeposition solution under the same growth conditions to obtain the ground plane. Then wafers were cleaned, and the initial seed layer etched. (Last step – not represented on Figure 3) A thin photoresist protection was applied before peeling off the implants to protect the electrodes and contacts from any corrosion. To peel off the implants from the silicon wafer, the aluminum layer below the implant was dissolved by electro erosion.

After cleaning, in the case of the copper devices only, an additional thin layer of parylene C (2 μm) was used to encapsulate the whole structure and ensure biocompatibility.



In vivo Histology

The 3D structures have been implanted in sub retinal position in blind rats (P23H) to check the structural plasticity of the retina. Indeed, P23H rats (Machida et al., 2000) are considered as a reference model for retinis pigmentosa degeneration, since the rods’ degeneration is comparable to clinical cases observed on patients progressively losing their photoreceptors. The correct position of the implant is monitored by optical coherence tomography (OCT), immediately after surgery, and regularly every week.

The implant is explanted after 12 weeks in vivo and animal sacrifice and cell labeling is done for confocal analysis. The eyes are removed and placed in phosphate-buffered saline (PBS, 0.1 M, pH 7.4). The implanted area is isolated using a 3 mm biopsy punch. This fragment is fixed by incubation overnight at 4°C in paraformaldehyde in PBS (4% wt/vol) and then rinsed in PBS. For immunolabelling, retinal fragments are incubated in a blocking solution [10% bovine serum albumin (Sigma, St. Quentin Fallavier, France), 2% Triton X-100 (Sigma), 0.5% Tween 20 (Sigma) and 0.1 g/l Thimerosal (Sigma) in PBS] for 1 h at room temperature. They are then incubated for 3 days at 4°C (with slow stirring), followed by incubation at room temperature for 2 h with primary antibodies in blocking solution. The antibodies used are polyclonal antibodies directed against Chicken anti Glial Fibrillary Acidic Protein (1:100, LifeSpan Biosciences, Seattle, WA, United States), Rabbit anti Iba1 (1:500, Wako Sobioda, MONTBONNOT St. Martin, France) and a monoclonal antibody directed against mouse Goα (1:200, Merck-Millipore, Darmstadt, Allemagne). The fragments are rinsed and then incubated with secondary antibodies: goat anti-Chicken IgY Alexa 647, goat anti-rabbit IgG Alexa 488, and goat anti-mouse IgG Alexa 594 (1:500, Molecular Probes, Invitrogen, Eugene, Oregon) for 2 days at 4° followed by incubation at room temperature for 1 h. The implant/retina ensemble is rinsed and mounted, in permanent mounting medium (MM France, Brignais, France), on a microscope slide, for viewing under an upright confocal microscope from Olympus (FV1000 laser-scanning confocal microscope). 4′,6-diamidino-2-phenylindole (DAPI) counterstaining, AlexaFluor-488 and AlexaFluor-594 and AlexaFluor-647 can be detected by excitation with a 405 nm laser diode, a 488 nm argon ion laser, and 559 and 635 nm laser diode lines, respectively.

Thanks to this cell labeling technique, it is possible to count in which well we find bipolar cells compared to glial cells, and to proceed to a statistical analysis, typically to estimate the ratio of bipolar cells over total cell number, depending on the geometry and shape of the electrode. We need to keep in mind the limited number of in vivo experiments we can do. So we decided to focus on the largest cavities (80 μm) with more results available as small cavities are more difficult to fill.

All experiments were carried out in accordance with the recommendations of the European Community Council Directives (86/609/EEC) and with the ARVO (Association for Research in Vision and Ophthalmology) statement for the use of animals in ophthalmic and visual research. The protocol was approved by the French “Comité National de Réflexion Ethique sur l’Expérimentation Animale” under the reference #15258 2018052811521506 v1 in October 2018. The surgical procedure used to implant the prototypes has been described in detail elsewhere (Bendali et al., 2015).



Statistical Analysis

Among the implants studied, some of the cavities could not be exploited because of difficulties to determine the number of remaining protuberances. Indeed, after surgery, some protuberances were broken (although we only implanted implants of good quality after fabrication, removing those with missing protuberances). For the determination of the influence of the cavity width, 16 cavities of 100 μm in diameter were exploited, 8 of 80 μm, and 3 of 60 μm. In the case of the influence of the number of protuberances, 12 cavities without protuberant structures were analyzed, 7 cavities with one protuberance, 9 with two protuberances, 9 with three protuberances, and 7 with four protuberances. The average number of total cells per implant is recorded using the explanted retina with previously described labeling technique.



In vivo Physiology

As it is difficult to physically stabilize the 3D implants in the subretinal space, we demonstrate influence of the protuberant structures in acute conditions. Implantation is done just before the stimulation experiments and the retinal tissue does not have time to fully conform the 3D shapes compared to studies where the implant remained for several weeks. For this reason and in order to reduce the mismatch between the retinal tissue and the stimulating electrodes, a set of implants consisting of electrodes with protuberances but without cavities were fabricated for these tests. The idea is also to mimic in a short time a situation close to what is expected after long implantation when the retinal cells move into the wells. The employed device consists of four microelectrodes where one of them is planar, the second one has one protuberant structure, the third one has two protuberances and the fourth one has three three-dimensional structures. The size of the planar electrode is 60 μm and the height of the protuberances is around 7 μm.

The active site of the connected implant was acutely placed in the subretinal space of a 12 weeks old healthy Long Evans rat (Janvier Labs, France) while the flexible shank and base is placed on an adjacent platform. The healthy model enables a positive control of evoked potential via light stimulation to be compared with electrical stimulation. A craniotomy on the contralateral visual cortex is made to allow electrophysiological recordings. Initial anesthesia is provided through a 5% isofluorane induction for several minutes. Fixed anesthesia for the surgery and recording was done using intraperitoneal injection of ketamine 1000 (40 mg/kg, Axience, France) and domitor (0.14 mg/kg, Vétoquinol, France). Anesthesia is maintained with 1/3 initial dosage every 45 min. The animal is placed on a stereotaxic frame with body temperature maintained at 35°C. A sagittal incision is made from the ears to the eyes. Tissue is pushed aside to reveal the cranium. A craniotomy is achieved through drilling a window and removing the parietal bone and the dura mater. Gel foam soaked in cortex buffer is maintaining the integrity of the brain during the implantation.

The implant head was placed in the nasal hemisphere of the subretinal space contralateral to the craniotomy. Surgical microscope verified that the implant is placed in the subretinal position. Tropicamide (5%) was used for eye dilation while oxybuprocaïne provided a local anesthesia. A small sclerotomy was made on the dorsal sclera and a 1 mm incision gives access. Retinal detachment was achieved using basic saline solution as previously described (Roux et al., 2016). Immediately after the device implantation, the recording electrode array is descended into the monocular region of the primary visual cortex (V1M) contralateral to the implanted eye. Electrophysiolgy recording lasted about 3 h after the surgery and the animal was euthanized through intracardiac injection of pentobarbital (dolethal 1 mL).

Full field natural stimulation is provided by a white LED (Thorlabs, United States) having an intensity of 2.2 mW/cm2. Current controlled microelectrical stimulation is delivered using a stimulus generator (Multichannel Systems, Germany) with a stainless-steel needle as a counter electrode is placed subcutaneously on the lower back of the animal. Recording on the primary visual cortex is done using a 16-channel linear MEA (NeuroNexus) connected to a 16-channel amplifier (Multichannel System).

Intracortical recordings are taken while stimulation is delivered at the eye at a rate of 1 Hz and repeated 100 times to be averaged. Light stimulation lasted for 10–100 ms as usually used in brain light stimulation or optogenetics. Electrical stimulation is delivered to individual electrodes on the subretinal implant. Delivered electrical stimulation waveforms have a symmetrical charge balanced biphasic pulse of 1 ms at each phase and an interpulse interval of 1 ms. The 3 ms waveform of is repeated three times to match the duration of stimulations delivered by light and obtain a total of 10 ms stimulation. Variation of stimulus intensity, duration, cathodic vs. anodic, are compared to determine the response effect of the different geometrical configurations. Raw data has been sampled at 25 kHz and is analyzed for evoked potential. The signal is always bandpass filtered from 1 to 100 Hz and averaged over the 100 repetitions aligned by the trigger onset. The results compare the averaged response amplitude and latency of each acquisition.




RESULTS


FEM Simulation

To assess the impact of introducing protuberant structures into a well on current distributions, Figure 4 illustrates the cross-sectional view of the current densities in a color code for the different conditions. The maximum and minimum values of current densities, corresponding respectively to upward and downward black triangles, depend on the computational meshing and so are slightly different, but the color scale is kept the same (dark blue – 0 to dark red – 30). These conditions have a ground plane on the superior part of the implant, a stimulation electrode centered at the bottom surface of the well for the planar geometry (G0) and protuberant mushrooms with an electrode on their surface (G1 and G2). In the planar geometry, a border effect is identified both at the border of the stimulating electrode in the well and the border of the ground plane: most of the current penetrates the liquid in this region of the electrode. In the protuberant geometries we appreciate a redistribution of the current density as higher current density is observed between the mushrooms and the ground plane.

[image: Three sets of images and graphs display current density distributions (G0, G1, G2) beneath ground planes. The left column shows visual representations of current densities: G0 has a uniform distribution, G1 shows higher concentration at the center, and G2 features two peaks. The right column presents graphs of current density versus position relative to the electrode center, measured at upper (A), middle (B), and lowest (C) positions. Graphs illustrate variations in current density for each configuration, with noticeable peaks in G1 and G2. Color scale bars indicate intensity levels in the diagrams.]
FIGURE 4. Comparison of the current density delivered by a flat electrode (G0), a single protuberant (G1) and a double protuberant geometry (G2) in a two level configuration: ground plane and flat electrode plane are not at the same level – but same color scale (dark blue 0 to dark red 30 – units arbitrary here, as simulations done with a normalized applied voltage of 1V). Right side curves show the current density in A/m2 along the lines placed over the cavity (line A), at the ground plane level (line B) and inside the cavity (line C).

Curve graphs show the comparison of the current density through a line over three different positions: over the cavity (line A), in the height of the ground plane (line B) and inside the cavity (line C). In the case of the measurement inside the cavity (line C), the protuberant structures change the distribution of the current density adding one (G1) or two (G2) peaks while the planar geometry (G0) shows two small peaks due to the edge effect of the planar electrode. Measurements done further from the electrode (line A and B) still show this effect but attenuated because of the distance. In the case of the line B measurements, the edge effect of the ground plane is also shown by the peaks in the edges, as line B corresponds to the top of the ground plane.

In addition, Figure 5 shows the derivatives of the current density along the depth (Z axis) and the width of the well (Y axis) which is more representative of the current variations. We clearly see that the introduction of the mushroom pillars into the cavities concentrates the current variations inside the cavity where the bipolar cells are expected to be located. This spatial variation of the current density, according to the work activating function theory, should be responsible of neuron activation. Hence, neurons having moved into the well between the mushroom pillars and the ground plane would therefore be better activated.

[image: Two rows of contour plots comparing Z and Y derivatives labeled G0, G1, and G2. The first row shows Z derivatives, while the second shows Y derivatives. Colors range from blue to red, representing values from negative two point five to positive two point five. Axes are marked Z and Y with varying intensities across different grid points.]
FIGURE 5. Potential derivatives along depth Z axis (A) and width Y axis (B) for the three studied geometries: G0, G1, and G2 (arbitrary color scale – from low value, blue, to high value, red).



Microfabrication

The size of the hexagonal cavities was varied from 100 to 60 μm and the diameter of the base of the protuberances from 12 to 6 μm. The number of protuberances was also varied from 0 to 4 in every cavity in order to study the adaptation of the tissue according to the number of protuberances. Figure 6 summarizes the different geometries resulting in the combination of different sizes of well and protuberances. Every implant has an identification code composed of one letter and three configuration numbers that represent the size of the different parts of the structure: X stands for well length, Y for planar electrode diameter and Z for protuberance base diameter. An additional letter was used to differentiate implants sharing a single configuration.

[image: Six diagrams show different configurations of hexagonal cells on a red background, each labeled with numeric ratios: 100/80/12, 80/60/10, 60/40/8, 100/60/12, 80/40/10, and 60/30/6. Each cell contains circular patterns. An inset drawing illustrates a single hexagonal cell with dimensions labeled as X, Y, Z.]
FIGURE 6. Mask of the six different configurations fabricated.

Previous work in our group focused on the fabrication and in vivo characterization of cavities by means of silicon molding (Bendali et al., 2015). The main drawbacks of this technique are the time consumption required to create the silicon mold and the impossibility to obtain straight edges due to the isotropic (KOH) etching of the mold. Conversely, the electroplating method allows the control of the structure thickness by adjusting the time and the current in the bath during electroplating, and the well cavities can be defined with perpendicular walls at 90 degrees (Figure 7). In addition, the shapes have been defined to be compatible with other families of implants, like those based on photovoltaic effects (Mathieson et al., 2012; Wang et al., 2012).

[image: Scanning electron microscope images labeled A, B, and C, show hexagonal wells with spherical particles inside. In image A, four particles are present. Image B has three particles, and Image C highlights two particles with measurements of fourteen point ninety-eight micrometers and ten point fifty-five micrometers.]
FIGURE 7. SEM picture of the four protuberant pillars made in copper in a 60/40/8 (A) – scale bar 10 μm – and a 80/60/10 (B) – scale bar 10 μm – structures. Detail of the diameter of a 3 protuberances structure with one of the protuberances detached in a 100/80/12 (C), showing the base diameter of the pillar – scale bar 3 μm – For dimensions in (C), 14.98 μm represents the diameter of the top of the mushroom while 10.55 μm represents the base of the pillar of similar mushroom.

As explained, devices were initially fabricated in copper due to its common use in microelectronics and its low cost compared to other techniques. However, copper is not a biocompatible material and it was covered with a layer of parylene (2 μm) to avoid any contact with the retinal tissue. Then a second rendition was fabricated using electroplated gold for the 3D structures. Growth conditions are different between copper and gold, leading to small changes in the mushroom’s shape. Optical (Figure 8A) and SEM (Figure 8B) images show the implant fabricated in gold (large view A with the implant’s head diameter being 1 mm and zoom on electrodes B with a base of 10 μm and the top of the mushroom of 17.5 μm).

[image: Panel A shows a circular implant with a central grid of hexagonal patterns labeled "ESIEE" and "IDV." The implant's head diameter is marked as one millimeter. Panel B depicts an electron microscope image of spherical particles measuring 17.54 micrometers, arranged in a grid format.]
FIGURE 8. Device fabricated in gold: optical microscope image (A) SEM image of protuberances (B); we observe small variations in the mushroom’s shape between Figure 7 and Figure 8, as electroplating parameters in copper and gold are different leading to different growth results.



In vivo Histology

Previous studies in our group have already shown that retinal tissue is capable of adapting to and filling the cavities of a subretinal implant (Bendali et al., 2015). However, the cavities tested before were offering an angle of 54.7° due to KOH etching during mold creation, which may change the adhesion of the tissue compared to the vertical walls (90°) of the new devices described here.

Optical coherence tomography (OCT) and eye fundus observation were used to verify the position of the implant during the 12 weeks of implantation (Figure 9). The results showed that the implant was stable in time over 3 months, did not cause retinal detachment, and did not damage the retina. In addition, OCT allowed us to visualize an absence of inflammation in presence of the implant under the retina.

[image: Eye fundus and OCT images over time showing retinal implants. Each column represents a different time point: two weeks, one month, two months, three months, and before explantation. The top row of each column shows the fundus image with a visible implant. The bottom row shows the OCT scan, detailing the retinal structure and implant presence over time.]
FIGURE 9. Optical coherence tomography (OCT) and eye fundus images of a 100/80/12 implant in subretinal position during the implantation period.

Data from implants ranging from a well length of 100 to 60 μm (X dimension) and without protuberances inside were exploited. For comparison purposes, since the size of the cavities and the space occupied by the protuberances inside was different, the number of bipolar, glial and other types of cells has been counted for every cavity and then normalized regarding the total number of cells in the cavity.

The first relevant aspect is the influence of the diameter of the cavity on the molding of the retina onto the 3D structures. Figure 10 represents the percentage of cells of every type in the different cavities. The graphic shows a direct relation between the number of bipolar cells and the width of the cavity: 60 μm width cavities have an 18.75 ± 10.10% of bipolar cells which increases to 66.29 ± 8.67% for the 80 μm and to 84.10 ± 9.77% for the 100 μm ones. On the contrary, the number of other cells contained in the cavities is inversely proportional: for the 60 μm width cavities, there is a 76.59 ± 7.25% of other cells, 26.16 ± 9.75% for the 80 μm ones and 10.79 ± 10% for the 100 μm ones. We also observe that the number of glial cells almost remains constant for the three different cavity sizes: 4.66 ± 4.25% for the 60 μm, 7.55 ± 3.59% for the 80 μm and 5.11 ± 4.48% for the 100 μm.

[image: Bar chart showing the percentage of different cell types in wells of varying lengths. Bipolar cells (blue) dominate at 100 micrometers, while other cells (orange) are prevalent at 60 micrometers. Glial cells (yellow) have low percentages across all lengths. Error bars indicate variability.]
FIGURE 10. Mean percentage of cells for the different cavity sizes without protuberances inside.

This, again, demonstrates that the residual retina is structurally plastic enough to mold itself into the vertical 3D implant cavities for a cavity of minimal width above 80 μm in diameter, as confirmed with the confocal images (Figure 11).

[image: Section A shows a labeled diagram of a cell sample from a rat, highlighting microglia, glial cells, bipolar cells, and cell nuclei identified by different markers. Section B illustrates a cross-sectional image of cell structures with a diagram indicating the slicing process. The images display colored hexagonal patterns and varied cell structures using fluorescent markers.]
FIGURE 11. Confocal image of a 100/80/12 implant: general view of the implant (A), top view and cross section view of the 3D region (B). Labeling: G0Alpha (red), Iba1 (green), GFAP (brown) and Dapi (Blue).

The second aspect to study is the influence of the protuberances on the adaptation of the retinal tissue to the bottom of the cavity. For this purpose and considering the results of the influence of the cavity size, data from the 100 μm cavities are studied. Figure 12 shows the comparison of the mean percentage of every type of cells for the different structures contained in the 100/80/12 implants studied. Unlike in the case of cavity width, the number of cells of every type does not experience a significant variation for the different configurations. In the case of the bipolar cells the value for the cavities without protuberances is 86.64 ± 10.00% while for the opposite case of four protuberances it is 76.98 ± 13.63%. The average percentage of other cells also does not experience a significant variation being 7.88 ± 9.98% for the case of empty cavities, 13.18 ± 12.45% for the intermediate case of two protuberances and 13.62 ± 12.51% for the extreme case of four protuberances. As in the case of the different cavity width, the percentage of glial cells remains stable ranging from values of 4.13 ± 1.40% for the case of two protuberant structures to 5.47 ± 4.31% in the case of no protuberant structures, with the exception of the four protuberances cavities that has a value of 9.41 ± 4.65%.

[image: Bar chart showing the percentage of bipolar, other, and glial cells for different numbers of protuberances in 100/80/12 geometry. Bipolar cells (blue) dominate at over 80%, while others (orange) and glial cells (yellow) have significantly lower percentages.]
FIGURE 12. Mean percentage of cells for a 100/80/12 implant, depending on the number of protuberant structures (from 0 to 4).



In vivo Physiology

Electrophysiological recording at the visual cortex of the brain allows for the observation of responses to light and electrical stimulation at the retinal. The general set-up is presented on Figure 13. Stimulation was delivered using pulses of 10 ms at 1 Hz with each recording lasting for 100 trials. Three stimulation electrodes were tested for comparison: classic planar electrode and two protuberant electrodes consisting of either one mushroom or two mushroom electrodes. Light stimulation delivered at the retina with different durations and a fixed intensity of 2.2 mW/cm2 was done to evaluate the cortical measured response. Figure 14A shows the cortical response to light stimuli at different duration measured by the recording electrode that had measured the largest response.

[image: Diagram showing an experimental setup for testing a fabricated retinal implant on a rat. An electrical stimulator generates anodic and cathodic pulses, triggering a light source with intensity of two milliwatts per square centimeter. The light stimulates the rat's eye, using a commercial microelectrode array (MEA) to transmit data through 16 channels to an acquisition system. The process evaluates the implant's functionality.]
FIGURE 13. Measurement set-up for in vivo experiments.

[image: Graph A displays amplitude responses over time for light stimuli of varying durations (10, 25, 50, 100 milliseconds) with fluctuations in amplitude from zero to negative two hundred microvolts. Graph B includes four smaller graphs showing the effects of electrical stimulation signals (64, 128, 192, and 256 microamperes) on amplitude, demonstrating differences between planar, one protruberance, and two protruberances. Each graph highlights data variation with arrows indicating notable response points.]
FIGURE 14. (A) Cortical measured response to light stimulus of different durations; (B) Cortical measured response of the three different stimulation electrodes for four different stimulation amplitudes: 64, 128, 192, and 256 μA. The red arrow indicates the moment of electrical stimulation.

Electrical stimulation protocol consists of progressively increasing the current amplitude that is delivered at the different electrodes within the implant while recording at the same exact location in the visual cortex. Figure 14B shows the comparison among the measured responses to the stimulation of the three tested electrodes for the four highest current amplitudes: 64, 128, 192, and 256 μA. Our study did not show a difference in the local field potential response between stimulation waveforms that had started with cathodic or anodic first (data not shown). The plots in Figure 14B show that a threshold of current intensity must be reached in order to result an evoked potential similar to that elicited by light stimulation. This effect may be due to the smaller distance between the retina and the stimulating electrodes in the case of the protuberant ones and may be enhanced by the mismatch between the three-dimension geometries and the tissue.




DISCUSSION

In order to assess the influence of the microelectrode geometry on the current distribution, a finite element model of the microelectrode was developed, and three different geometries were modeled for comparison purposes.

Current density cross view and current density line graphs show that a high spatial variation of the current density is obtained by the introduction of protuberant structures on the top of the flat electrode. This spatial variation of the current density has been shown to have an influence on the neural activation. Hence, we expect that neurons having moved into the well between the mushrooms and the ground plane would therefore become highly activated. In addition, the use of cavities and a ground plane surrounding the stimulating microelectrode keeps the current in its vicinity, thus reducing the probability of activating other neurons.

Simulation results showed the interest of fabricating protuberant structures embedded into a cavity. To implant these structures in the retina and study their performance and the acceptance of the tissue to them, they should be preferably fabricated on a flexible polymeric substrate like polyimide or parylene for example. Two major techniques exist to create 3D structures: etching the silicon substrate or growing the structures by electroplating means. The electroplating method was chosen for its compatibility with soft implantable substrates.

The use of a microelectronics standard technique as copper electroplating allowed a fast development of the microfabrication process and the possibility of assessing the compatibility of these structures with the retinal tissue. Histological results showed that there is a direct relation between the size of the cavity and the number of bipolar cells that can enter in the cavity: cavities smaller than 80 μm are not suitable. Possible limitations of these results may come from the parylene used to encapsulate the metallic protuberant structures that might play a role due to its hydrophobic behavior.

Moreover, we tried to evaluate the influence of the number of protuberances for the same cavity size. For this purpose, 20 cavities per implant were defined, equally divided in five groups: cavities without protuberant structures, with one, with two, three, and four protuberant structures. All cavities were distributed in a manner to keep a constant separation of 16 μm among them. In order to maximize the number of electrodes per implant, this distance should be reduced, but a tradeoff is required to avoid sharp edges that could damage the retinal tissue. Therefore the results obtained in this first study can be exploited in a future study to optimize this parameter.

Another aspect that could have influenced is the distance between the cavities, which could prevent bipolar cells to descent into the cavities. Additional experiments would be needed to verify this hypothesis. These results also showed that the number of protuberances per cavity does not have a big influence on the rate of bipolar cells descending to the cavity.

Finally, after adapting the fabrication technique to use gold as microelectrode material, a preliminary in vivo stimulation experiment with these structures was conducted. Due to the surgical limitation of chronically fastening the flexible shank and base of the implant to the animal while maintaining the active site in the retina, an acute approach was taken. The results of this experiment showed that the implant is functional, and that electrodes with both protuberant and planar surfaces are capable of stimulating retinal tissue and evoking a response in the visual cortex. Recorded signals show that a smaller current is needed to generate a response when using protuberant electrodes. However, these results cannot be considered fully conclusive since the in vivo experiment was performed in only one animal and factors such as the position of the implant may play an important role.

Additional experiments must be conducted in the future to corroborate these preliminary results. Furthermore, in order to evaluate the 3D structures originally designed, a chronic implantation of the connected device must be achieved in order to ensure a reattachment of the retina to the device and that cells of the retina can occupy the 3D surface as in the biocompatibility results.



CONCLUSION

The work presented in this article intends to address one of the problems of the retinal electrical stimulation devices: the specificity of the stimulation. For this, we propose the use of a novel microelectrode geometry that includes three main elements: cavities, protuberant microelectrode structures and a ground plane around the microelectrode structures.

The finite element simulation of the proposed structures showed that a redistribution of the current density is obtained around the protuberances. This redistribution of the current density may increase the probability of activating the neurons in its vicinity.

Considering the results of the simulation and their interest for retinal stimulation, a microfabrication process was developed to create these microelectrode structures on flexible substrates to create implantable devices. These devices were implanted on animals to perform a histological study and assess the feasibility of using these structures in a real retina. Results showed that a minimum width of 80 μm must be used for the cavities and that the number of protuberances per cavity does not have an important influence on the rate of bipolar cells.

Finally, a preliminary in vivo electrical stimulation experiment was performed. Considering that this experiment was performed only in one animal and it is not statistically significant, the results showed that the device is able to stimulate the retina.

In order to determine the performance of the presented microelectrode structures, more in vivo stimulation experiments should be conducted in the close future.
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Chronically Implanted Microelectrodes Cause c-fos Expression Along Their Trajectory

Patrick Pflüger1,2, Richard C. Pinnell1,2, Nadja Martini1,2 and Ulrich G. Hofmann1,2*

1Section for Neuroelectronic Systems, Clinic for Neurosurgery, Medical Center – University of Freiburg, University of Freiburg, Freiburg im Breisgau, Germany

2Faculty of Medicine, University of Freiburg, Freiburg im Breisgau, Germany

Edited by:
Yen-Chung Chang, National Tsing Hua University, Taiwan

Reviewed by:
Kevin J. Otto, University of Florida, United States
Michael Thomas Lippert, Leibniz Institute for Neurobiology (LG), Germany

*Correspondence: Ulrich G. Hofmann, ulrich.hofmann@uniklinik-freiburg.de; ulrich.hofmann@coregen.uni-freiburg.de

Specialty section: This article was submitted to Neural Technology, a section of the journal Frontiers in Neuroscience

Received: 15 July 2019
Accepted: 03 December 2019
Published: 10 January 2020

Citation: Pflüger P, Pinnell RC, Martini N and Hofmann UG (2020) Chronically Implanted Microelectrodes Cause c-fos Expression Along Their Trajectory. Front. Neurosci. 13:1367. doi: 10.3389/fnins.2019.01367

When designing electrodes and probes for brain–machine interfaces, one of the challenges faced involves minimizing the brain-tissue response, which would otherwise create an environment that is detrimental for the accurate functioning of such probes. Following the implantation process, the brain reacts with a sterile inflammation response and resulting astrocytic glial scar formation, potentially resulting in neuronal cell loss around the implantation site. Such alterations in the naïve brain tissue can hinder both the quality of neuronal recordings, and the efficacy of deep-brain stimulation. In this study, we chronically implanted a glass-supported polyimide microelectrode in the dorsolateral striatum of Sprague–Dawley rats. The effect of high-frequency stimulation (HFS) was investigated using c-fos immunoreactivity techniques. GFAP and ED1 immunohistochemistry were used to analyze the brain-tissue response. No changes in c-fos expression were found for either the acute or chronic stimulus groups; although a c-fos expression was found along the length of the implantation trajectory, following chronic implantation of our stiffened polyimide microelectrode. Furthermore, we also observed the formation of a glial scar around the microelectrode, with an accompanying low number of inflammation cells. Histological and statistical analysis of NeuN-positive cells did not demonstrate a pronounced “kill zone” with accompanying neuronal cell death around the implantation site, neither on the polymer side, nor on the glass side of the PI-glass probe.
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INTRODUCTION
When an electrode is implanted into the brain, numerous mechanisms are involved in the wound-healing process (Polikov et al., 2005; Biran et al., 2007). Microglia act as “first responders” and form the main cellular components in this acutely disturbed environment (Davalos et al., 2005). Their roles involve the removal of blood, debris, and pathogens from the implantation site through cytotoxic means (Polikov et al., 2005), and later during the chronic response, the formation of the glial scar (Röhl et al., 2007). Activated astrocytes are later involved with the reactive gliosis representing a frustrated phagocytosis to remove the foreign body (Reier, 1986; Turner et al., 1999; Polikov et al., 2005; Biran et al., 2007; Leach et al., 2010).
While the functionality of recording and stimulating electrodes are generally favorable in the short term, a degradation in the signal can occur during chronic timescales due to both the neuronal cell loss (the so-called “kill zone”) and the encapsulation of the implant by a glial scar formation (Edell et al., 1992; Liu et al., 1999; Biran et al., 2005). This process may be prolonged, depending on various factors including the initial tissue injury, and the long-term stability of the electrode (Campbell and Wu, 2018).
To alleviate the brain-tissue response, numerous approaches have been made, including alterations in the electrode design (Hofmann et al., 2006), material (Csicsvari et al., 2003; Kipke et al., 2003), coating (Ludwig et al., 2006; He et al., 2007), and implantation techniques (Kim et al., 2004; Wise et al., 2004). To this end, we have conducted a study aimed at examining both the effects of high-frequency stimulation (HFS) in the dorsolateral striatum using microelectrodes and the brain-tissue response in rodents for up to 10 weeks. The targeted brain area features somatotopically organized corticostriatal connections (Voorn et al., 2004) and has already served as model region to highlight the neurochemical effects of HFS (Hiller et al., 2007; Xie et al., 2014). Post-mortem immunohistochemistry was used to probe neuronal (using NeuN as a neuronal marker) activation by the expression of c-fos (Dragunow and Faull, 1989; Bullitt, 1990; Herrera and Robertson, 1996; Wilson et al., 2002; Shehab et al., 2014), astrocytic activity by glial fibrillary acidic protein (GFAP), and microglia activity by anti-CD68 (ED1), in order to determine the inflammatory reaction to the chronic implantation of the microelectrode (Turner et al., 1999; Grill et al., 2009; McConnell et al., 2009a; Beck et al., 2010).



MATERIALS AND METHODS


Ethics Statement

All procedures involving animals and their care were conducted in conformity with relevant institutional guidelines in compliance with the guidelines of the German Council on Animal Protection. Protocols were approved by the Animal Care Committee of the University of Freiburg under supervision of the Regierungspräsidium Freiburg (approval G13/97) in accordance with the guidelines of the European Union Directive 2010/63/UE.



Electrode Assembly

A 12-μm-thick, 380-μm-wide polyimide microelectrode (IMTEK; Freiburg University) as described in Böhm et al. (2019) was superglued (Renfert Dental, Hilzingen, Germany) to a 125-μm glass rod prior to implantation to provide accurate positioning and rigidity to the otherwise flexible probe (Richter et al., 2013). The probe’s shaft contains 12 recording sites (15 μm × 15 μm) and four stimulation sites (50 μm × 50 μm). A large circular aperture, surrounded by a 300-nm-thick platinum ring forms the tip of the shaft.



Handling, Surgery, and Recovery

Prior to surgery, all rats underwent several days of handling in order to familiarize them with the experimenter and test apparatus (see Figure 1 for an experimental timeline).


[image: Flowchart depicting an experimental timeline over seventy days. Stages include handling and familiarizing, electrode implantation surgery, recovery (thirteen to fifteen days), HFS and sham-HFS over six days, leading to sacrifice. Timeline noted as six to seven weeks.]

FIGURE 1. Graphical depiction of the experimental period, including handling, surgery, recovery, and the chronic/acute stimulation sessions.



[image: Diagram with three panels. Panel A shows a close-up of a flexible device with multiple dark vertical lines and a long stem. Panel B depicts a rectangular electronic component with circuitry, with a red arrow pointing to a specific part. Panel C illustrates the flexible device from Panel A implanted inside a cross-section of a brain model.]

FIGURE 2. (A) 16-contact polyimide micro probe (IMTEK; Freiburg University) with glass rod. (B) Magnified tip of the micro probe, with the red arrow pointing at one stimulating contact (50 μm × 50 μm). (C) Stiffened probes were implanted parallel to the rat brain’s midline with the polymer facing laterally and the glass rod medially.


Female Sprague–Dawley rats (290–330 g; n = 15) were anesthetized with oxygen (0.15 L/min) and isoflurane (AbbVie, United States); the latter of which was initially set to 4% and gradually lowered to 1.5% after placing the animal into the stereotaxic frame (David Kopf, United States). Animal breathing, reflexes and level of anesthesia were monitored throughout the duration of the surgery.

During surgery, animals were implanted with the electrode-glass assemblies in the left dorsolateral striatum (AP: +0.4, ML: +3.6; from Bregma, DV: -3.7 from dura mater) (Paxinos et al., 1985). For this process, a hole was drilled at the electrode site, after which dura was resected using a fine needle. The electrode was subsequently lowered manually at a rate of approximately 200 μm/s, and the skull aperture around the implanted electrode was filled with bone wax. Once in place, the electrode was fixed to a nearby stainless-steel screw anchor (0–80 × 1/8; Plastics One) using a two-compound dental cement (Palapress; Heraeus Holding GmbH; Germany). An additional four screw anchors were used to attach a 3D-printed headstage socket around the electrode assembly (Pinnell et al., 2016) using five stainless steel screws (0–80 × 1/8; Plastics One). An upward-facing Omnetics connector was attached to the electrode assembly, and the headstage was filled with dental cement.

Following surgery, animals were pair-housed, utilizing a sealable headsocket (Pinnell et al., 2016), and were given 13–15 days recovery. Animals were allowed access to food and water ad libitum, and were housed under a 12-h light–dark cycle, at 22°C and 40% humidity.



Stimulation

Following recovery, all animals underwent two stimulation sessions each, which were spaced apart by 6–7 weeks. The first (chronic) stimulation session took place over six consecutive days, and the second (acute) stimulation session took place 3 h before the animals were euthanized (Figure 1); this approach was made for the purposes to obtain a stable c-fos expression Dragunow and Faull, 1989). Animals were divided into four groups, on the basis of having received stimulation or sham stimulation at either of these sessions (see Table 1). The stimulation parameters were set to the following: 130 Hz biphasic rectangular pulses, 60 μs pulse width/phase, 400 μA constant current intensity, and 5-min duration using a tethered stimulation system (AlphaLab SNR System, Alpha Omega GmbH, Germany). The geometrical area of stimulating iridium-oxide microelectrode contacts (Mottaghi et al., 2015) was 2500 μm2, yielding a charge per stimulating phase of 24 nC/ph and a total stimulating charge of 960 μC/cm2. Sham-stimulated animals had underwent the same procedure as their stimulated counterparts (attachment of tether, etc.), but with the absence of electrical stimulation.


TABLE 1. Organization of animal groups.

[image: Table showing sessions and conditions. For the acute session: \( n = 4 \) STIM, \( n = 3 \) SHAM, \( n = 5 \) STIM, \( n = 3 \) SHAM. For the chronic session: STIM, STIM, SHAM, SHAM.]


Euthanasia and Histology

Following testing, chronically implanted rats were euthanized with an overdose of isoflurane and perfused transcardially with 4% formaldehyde solution (PFA in phosphate buffer). Their brains were removed, post-fixed in PFA for 7 days, and stored in 30% sucrose until cutting them in coronal sections (20 μm) along the probe’s implantation trajectory with a cryostat. The sections were collected on glass and stored at −20°C until further processing.



c-fos and NeuN Immunofluorescence Staining

The c-fos immunoreactivity was visualized using a double-label immunofluorescent staining for c-fos and neuronal nuclei (NeuN). Coronal brain sections were processed and incubated overnight with a polyclonal rabbit anti-c-fos antibody (sc-52, Santa Cruz Biotechnology, Santa Cruz, CA, United States, diluted 1:100) (Shehab et al., 2014). After rinsing in phosphate-buffered saline (PBS), sections were incubated with a fluorescent donkey anti-rabbit IgG conjugated with Alexa Fluor 647 (Abcam, Burlingame, CA, United States, diluted 1:1000). Sections were rinsed again in PBS, blocked with 10% normal donkey serum (NDS), and incubated for 3 h with a polyclonal mouse anti-NeuN antibody (Anti-NeuN, Millipore Cooperation, Burlington, MA, United States, diluted 1:100) (Mullen et al., 1992). After rinsing in PBS, sections were incubated with a fluorescent donkey anti-mouse IgG conjugated with Alexa Fluor 488 (Abcam, Burlingame, CA, United States, diluted 1:1000). Finally, sections were rinsed again in PBS, mounted with DAPI-Fluoromount G (Southern Biotechnology Associates, Inc., Birmingham, AL, United States) and stored at 4°C.



Counting of c-fos/NeuN-Positive Cells

For quantitative analysis, six sections from each animal were used for counting the c-fos/NeuN+ cells along the implantation trajectory. Images of stained sections were taken using a Zeiss microscope equipped with a ProgRes camera, along with ProgRes CapturePro 2.7 software (Carl Zeiss, Germany, Jenoptik, Germany). We created composites of the coronal sections using the ImageJ plugin “stitching” (Preibisch et al., 2009), while the brightness and contrast were adjusted as necessary. Using the ImageJ software “cellcounter,” we first quantified the number of NeuN+ cells per box (Figure 3) (100 μm × 100 μm) and, in the next step from the colocalized NeuN und c-fos sections, the number of c-fos/NeuN+ cells (Figure 8). The mean cell counts of the ipsilateral (stimulated) sides of the coronal sections were compared between groups. For statistical analysis of the NeuN+ cells, we compared their means in the region from 0 to 100 μm to numbers in the background within one group. As such, we calculated the difference between those two means and used its 95% CI as significance marker. The same analysis was performed for double-stained c-fos/NeuN+ cells. Insignificant differences revealed themselves by a 95% CI value overlapping 0 (p > 0.05). A 95% CI not including 0 was taken as a sign of significant differences between close by and background tissue (p < 0.05).


[image: Fluorescent microscopy images depicting green-stained cells. Panel (A) shows a vertical section with dotted lines and two highlighted areas. Panels (B) and (C) are magnified views of these areas, showing densely populated green cells with arrow and arrowhead markers. Each panel includes a scale bar for reference.]

FIGURE 3. NeuN immunoreactivity. (A) Overview of an exemplary corticostriatal area as composite of a series of coronal sections. (B,C) Corresponding magnified pictures from panel (A), with white arrows pointing at high NeuN immunoreactivity, and white arrowheads pointing at low NeuN immunoreactivity. Scale bar = 100 μm.


For a secondary comparison between groups, we used the software JMP (JMP 13.1.0, SAS Institute Inc., SAS Campus Drive, Cary, NC, United States) and applied a one-way ANOVA and the Scheffé method for post hoc testing. We defined a level of p < 0.05 as statistical significance.



GFAP and ED1 Immunofluorescence Staining

To visualize the glial cell and microglial response, we also performed a double-label immunofluorescence staining for GFAP (Figure 4) and anti-CD68 (ED1, Figure 7). The coronal brain sections were processed and incubated for 3 h with polyclonal mouse anti-rat-CD68-antibody (AbD Serotec, United Kingdom, diluted 1:100). After rinsing in PBS, sections were incubated with a fluorescent donkey anti-mouse IgG conjugated with Alexa Fluor 488 (Abcam, Burlingame, CA, United States, diluted 1:1000). For visualizing GFAP immunoreactivity, sections were rinsed again in PBS, blocked with 10% NDS, and incubated for 3 h with a polyclonal rabbit anti-GFAP antibody (GFAP, Millipore Cooperation, Burlington, MA, United States, diluted 1:1000). After rinsing in PBS, sections were incubated with a fluorescent donkey anti-rabbit IgG conjugated with Alexa Fluor 647 (Abcam, Burlingame, CA, United States, diluted 1:1000). Finally, sections were rinsed again in PBS, mounted with DAPI-Fluoromount G (Southern Biotechnology Associates, Inc., Birmingham, AL, United States) and stored at 4°C.



GFAP and ED1 Analysis

Four coronal sections along the trajectory of each animal were used to quantify the GFAP and ED1 immunoreactivity. Images of stained sections were taken using a Zeiss microscope equipped with a ProgRes camera with ProgRes CapturePro 2.7 software (Carl Zeiss, Germany, Jenoptik, Germany). Due to the low microglial (ED1) response to the chronic implantation of the microelectrode, we could not apply a numerical analysis, and a representative picture is shown as an example (Figure 7). For quantifying the GFAP-immunoreactivity, we used ImageJ “PlotProfile” and collected several profiles for each region (cortex, corpus callosum, and striatum), separated in both medial and lateral planes of one section. We calculated the means of one region and site, and subtracted the background immunofluorescence intensities from at least 600 μm away from the scar’s rim (=background-corrected immunofluorescence intensity). The profiles of background-corrected immunofluorescence intensities of the different groups are shown in Figures 5, 6. Furthermore, we calculated the full widths at half maximum (FWHM) to quantify the expansion of the glial scar. For statistical analysis, we compared the FWHM between groups. We applied one-way ANOVA and following significant ANOVA, the Scheffé method for post hoc testing using the software JMP (JMP 13.1.0, SAS Institute Inc., SAS Campus Drive, Cary, NC, United States). We defined a level of p < 0.05 as statistical significance.


[image: Panel A shows a close-up of a tissue sample with a central black channel bordered by red structures and marked with arrowheads. Panels B and C display detailed views of a red fiber network highlighted by white arrows, indicating specific structures within the tissue.]

FIGURE 4. GFAP immunoreactivity. (A) Overview of a corticostriatal area as composite of a series of coronal sections, with arrowheads pointing at a dense glial layer at the brain tissue/microelectrode interface. Scale bar = 100 μm. (B) Corresponding magnified picture from panel (A), white arrows pointing at GFAP+ star-shaped cells (astrocytes). Scale bar = 100 μm. (C) Corresponding magnified picture from panel (B), with white arrows pointing at GFAP+, star-shaped cells (astrocytes). Scale bar = 25 μm.



[image: Chart A shows background-corrected fluorescence intensity versus distance in micrometers for four groups, with Group 1 peaking highest. Chart B is an FWHM plot comparing the distance in micrometers for each group, with Group 1 having the widest range.]

FIGURE 5. GFAP immunoreactivity. (A) Background-corrected mean GFAP fluorescence intensities illustrated as a function of distance from the scar’s rim for each group. (B) Full widths at half maximum (FWHM) of groups 1–4. Mean + maximum/minimum.



[image: Graphs A and B display background-corrected fluorescence intensity against distance in micrometers for microelectrode lateral and medial sections, respectively. Both graphs compare medial (blue line) and lateral (red line) intensity. Intensity peaks near zero distance and declines steadily as distance increases, with medial lines generally higher than lateral ones.]

FIGURE 6. Background-corrected GFAP immunoreactivity relative to the microelectrode assembly. (A) Lateral from assembly. (B) Medial from assembly, Means ± SE.




RESULTS


Effects of the Chronic Implantation of a Microelectrode on NeuN Expression

Among all treatment groups, NeuN-positive cells could be found along the trajectory. They could be seen with a high density in the cortical areas as compared to the striatum (Figure 3A). Statistical analysis of NeuN+ cells in the region of 0–100 μm from the scar’s rim, the tentative former location of the implant, in comparison to a region of 400–500 μm away, showed for group 1 a 95% CI of [0.37;1.16]; group 2, [0.14;0.93]; group 3, [1.27;2.56]; and group 4, [0.37;0.95]. Thus, in all four groups, the number of NeuN+ cells in the vicinity of the tentative microelectrode was not significantly reduced as compared to background (p < 0.05).



Effects of the Chronic Implantation of a Microelectrode on GFAP and ED1 Immunoreactivity

All groups had expressed GFAP alongside the former trajectory of the microelectrode, as illustrated in Figure 4A. Astrocytes agglomerated and built a dense glial layer proximal to the implant trajectory, while their typical star shape can be observed further away (Figure 4B). In Figure 5A, the background-corrected mean fluorescence intensities are illustrated as a function of distance to the implantation lesion. The highest GFAP immunoreactivity is found within a distance up to 100 μm of the scar’s rim (peak background-corrected fluorescence intensity) and decreases with increasing distance from the trajectory. The calculation of the FWHM (full width at half maximum) indicated a mean scar thickness from all groups of 129 ± 10 μm, whereas group 1 had the thickest (150 μm) and group 3 the thinnest (113 μm) FWHM (Figure 5B). Statistical analysis of the FWHM showed no significant difference between groups (p = 0.8826). Thus, the chronic implantation of a stiffened polyimide microelectrode leads to a reactive astrocytosis, with the formation of a glial scar with an extent of about 130 μm.

Please note in Figure 4A a fine example of a disruption of a glial sheath in the center of the picture – presumably caused by removing the implant from the wound prior to slicing.

As the polymer microelectrode was glued single sided and flat to the glass fiber support, we had essentially two different surfaces exposed back to back to the brain’s environment: polymer on the one side and silicon oxide (glass) on the other. However, when analyzing GFAP immunoreactivity with regard to the implant’s orientation, we found no discernible difference between both materials. Figure 6 illustrates the background-corrected fluorescence intensities separated in the medial and lateral directions, for both electrode materials [lateral = polymer (A), medial = glass (B)]. The results demonstrate no difference between the lateral and medial GFAP expression, with astrocytic reaction seemingly independent from the utilized material.

While ED1 expression was generally present (Figure 7), ED1-positive cells were found to form agglomerates on the scar’s edges, and could not be readily distinguished from one another.


[image: Three-panel fluorescence micrograph showing green-stained cells. Panel A displays a vertical section with dotted outlines and arrows indicating cell clusters. Panel B shows a close-up with rectangular insets highlighting cells. Panel C presents a detailed view with arrows pointing to specific cells. Scale bars are visible.]

FIGURE 7. ED1 immunoreactivity. (A) Overview of a corticostriatal area as composite of a series of coronal sections, with arrows pointing at ED1+ cells at the tentative brain tissue/microelectrode interface. Scale bar = 100 μm. (B) Corresponding magnified picture from panel (A), with white arrows pointing at ED1+ cells (microglia). Scale bar = 100 μm. (C) Corresponding magnified picture from panel (B), with white arrows pointing at agglomerated ED1+ cells in the lumen. Scale bar = 25 μm.




Effects of the Chronic Implantation of a Microelectrode on c-fos Expression

All animal groups, independent of their stimulation paradigm, had displayed colocalized c-fos/NeuN+ cells along the microelectrode trajectory. Figure 8 displays the colocalization of the c-fos-labeled cells to NeuN-labeled neurons. Statistical analysis of c-fos/NeuN+ cells in the region of 0–100 μm from the scar’s rim, in comparison to the region of 400–500 μm, showed for group 1 a 95% CI of [12.43;31.46]; group 2, [38.24;66.21]; group 3, [45.27;77.61]; and group 4, [27.63;66.93]. Thus, in all four groups, the number of c-fos/NeuN+ cells in the vicinity of the implant’s scar was significantly higher than that of the background (p < 0.05). This result corroborates that a chronic implantation of a stiff microelectrode for 10 weeks can cause c-fos expression in neurons along the implant trajectory and thus presumably indicates neuronal activation. No c-fos/NeuN+ cells were found contralaterally, as there was no implant (histology not shown). The relative frequency distribution of the c-fos/NeuN+ cells along a full trajectory is displayed by heatmaps in Figure 9.


[image: Composite image of stained tissue sections. Panel A shows a large view with red and blue staining patterns, including a central dotted line indicating a feature. Panel B provides a closer view, with white arrows highlighting specific red-stained areas amidst a blue background. Panel C shows a magnified section with more arrows pointing to distinct red-stained features against a predominantly blue backdrop. Scale bars are present for reference.]

FIGURE 8. c-fos and NeuN immunoreactivity: (A) Overview of corticostriatal area as composite of a series of coronal sections, The merged image shows the colocalization of c-fos-labeled nuclei (red) with respect to NeuN (blue). This indicates that the induced c-fos activity is situated in neurons [white arrows in panels (B,C)]. (B) Corresponding magnified picture from panel (A). Scale bar = 100 μm. (C) Further magnification from panel (A). Scale bar = 25 μm.



[image: Heatmaps in four columns comparing conditions: Acute STIM/Chronic STIM, Acute SHAM/Chronic STIM, Acute STIM/Chronic SHAM, and Acute SHAM/Chronic SHAM. Colors range from green to red, indicating varying intensity levels from zero to five.]

FIGURE 9. Heatmaps of c-fos/NeuN+ cells along the implant trajectory relative to the scar’s rim. Group 1 (Acute STIM/Chronic STIM) n = 4, Group 2 (Acute SHAM/Chronic STIM). n = 3, Group 3 (Acute STIM/Chronic SHAM) n = 5, Group 4 (Acute SHAM/Chronic SHAM) n = 3. Lookup table showing number of c-fos/NeuN+ cells per box (100 μm × 100 μm). See Supplementary Figure S1 for illustration.




Effects of Chronic High-Frequency Stimulation of the Dorsolateral Striatum on c-fos Expression

Chronic HFS of the dorsolateral striatum did not change the neuronal c-fos expression in close vicinity to the tentative microelectrode trajectory. Statistical analysis of neurons expressing c-fos showed no significantly reduced or higher number of c-fos/NeuN+ cells in the ipsilateral striatal (p = 0.99) and cortical (p = 0.12) areas. Group 1 (Acute STIM/Chronic STIM), however, did exhibit the lowest number of c-fos/NeuN+ cells in comparison to the other three groups (Figure 10).


[image: Box plots comparing the number of c-fos/NeuN+ cells in two regions. Graph A shows data from the cortex, with Group 3 having the highest median and Group 1 the lowest. Graph B shows data from the striatum, with Group 4 having the highest median and Group 1 the lowest. Each group represents a different experimental condition with variability in cell counts.]

FIGURE 10. Response of c-fos immunoreactivity to chronic high-frequency stimulation of the dorsolateral striatum. (A) c-fos/NeuN+ cells in cortical area in a distance of 100 μm from the scar’s rim. (B) c-fos/NeuN+ cells in the striatal area in a distance of 100 μm from the scar’s rim. Whiskers showing maximum and minimum.




DISCUSSION

The chronic implantation of a stiffened polyimide microelectrode assembly leads to the formation of a glial scar and an accumulation of microglia cells at the trajectory–brain interface.

In our study, we used polyimide microelectrodes glued to a 125-μm glass rod in order to achieve a precise targeting of electrical microstimulation in the dorsolateral striatum (Figure 2). After a mean implantation time of 70 days, we detected an accumulation of astrocytes (high GFAP expression) alongside the implant trajectory. The highest GFAP intensities were found within 100 μm from the scar’s rim, with a mean glial width of 130 μm, whereas the density of GFAP+ cells decreased as the distance to the implant lesion increased (Figure 5). The GFAP expression had provided no indication for a material-dependent astrocytic reaction, as the fluorescence distribution was similar in both medial and lateral directions, respectively, to PI or glass (Figure 6). Astrocytes represent 30–65% of the glial cell population in the CNS and are essential for maintaining a proper neuronal environment (Nathaniel and Nathaniel, 1981; Kimelberg et al., 1993). Following chronic implantation of an electrode, astrocytes are thought to build an encapsulation (glial scar) (Turner et al., 1999). Our findings are in accordance with reports suggesting a formation of an astrocytic boundary around the lesion, building up a tightly connected network of hyperfilamentous astrocytes, surrounded by an extracellular matrix (Bush et al., 1999; Fawcett and Asher, 1999; Faulkner et al., 2004; Seifert et al., 2006).

A significant neuronal cell loss in the vicinity of the scar’s rim was not observed. However, as can be seen in Figure 4A, the removal of the implant prior to histological preparation may have a strong detrimental impact on the integrity of the true implant/brain boundary. In fact, we recognize a strong and almost pristine appearing glial sheath in the upper, cortical part of the slice. Whereas the subthalamic region doesn’t show a closed glial sheath and instead appears ruptured. Particularly revealing seems the transition region between both, as here the structure resembles the cross-section of an inside-out turned glove’s finger, presumed to be a consequence from probe extraction.

The ED1 immunoreactivity as a result of activated monocytes and macrophages had shown a hard-to-quantify signal. Monocytes and macrophages are usually one of the first responders after an injury or lesion of the CNS and react to it by their activation (Kreutzberg, 1996). Activated monocytes begin to proliferate and change their morphology to a more “amoeboid” shape (Polikov et al., 2005). Proliferation was not observed with the residuals of the ED1+ cells (Figure 7), which were located at the tentative electrode–brain interface, the scar’s rim. Over time, the microglia’s activity and thus the acute foreign body reaction may have faded as is expected by a mean implantation time of 10 weeks (Potter et al., 2012).

The vitality of the surrounding neurons is essential for a stable signal transmission between electrode and CNS (Biran et al., 2005). The foreign body reaction, following an electrode implantation, might very well lead to neuronal cell loss and the resulting formation of a “kill zone” (Edell et al., 1992; McConnell et al., 2009a). The extent of this “kill zone” can reach up to 100 μm (Polikov et al., 2005). In our study, we could not detect a significant kill zone or neuronal cell loss in the vicinity of the trajectory’s rim. This could be either due to a weak foreign body reaction with a low ED1 expression (McConnell et al., 2009b) or simply due to a negative artifact by the destruction of the pristine probe/brain interface when removing the probe.

While c-fos immunochemistry is widely used as a marker for neuronal activation (Dragunow and Faull, 1989; Bullitt, 1990; Herrera and Robertson, 1996; Wilson et al., 2002), c-fos expression has to be considered quite unspecific regarding its mechanism of activation. c-fos is reported to be induced by chemical, physical, or electrical stress, and has even been found expressed in various brain regions (Greenberg and Ziff, 1984; Morgan and Curran, 1989; Hughes et al., 1992; Herrera and Robertson, 1996; Arcot-Desai et al., 2014). However, in our study, the highest density of activated neurons was located alongside the trajectory and declined with increasing distance from the implantation track (Figures 8, 9). This observation indicates that the c-fos expression is most likely caused by the implanted foreign body and is further supported by the low basal c-fos expression in the contralateral brain region. Furthermore, statistical analysis had verified the elevated number of c-fos/NeuN-positive cells in the vicinity of the microelectrode track, demonstrating that the implanted microelectrode resulted in an activation of the surrounding neurons. One possible explanation of this effect could be that the CNS injury caused by the implantation leads to a release of cytokines and growth factors, resulting in a modified cellular state of action (Polikov et al., 2005; He et al., 2007; Pineau and Lacroix, 2007). The cells involved in the foreign body reaction, particularly microglia and astrocytes, change their state of action in response to the trauma, and subsequently release cytokines, growth factors, enzymes, and other neuroactive substances (Eddleston and Mucke, 1993; Fawcett and Asher, 1999; Loane and Byrnes, 2010; Benarroch, 2013). Furthermore, previous evidence has demonstrated that a cortical brain injury can cause an elevated c-fos expression in the surrounding neurons, as a response to release of excitatory amino acids (Faden et al., 1989; Herrera and Robertson, 1990; Sharp et al., 1990). Recent studies utilizing Fast Cyclic Voltammetry (FCV) during human DBS implantations have demonstrated this “microthalamotomy” dubbed release of adenosine (Bennet et al., 2016).

Long-term HFS of the dorsolateral striatum seemed unable to significantly change the number of c-fos/NeuN-positive cells in the stimulated area along the lower end of the trajectory. This is surprising, as several studies report on positive effects of neuronal activation upon electrical stimulation (Krukoff et al., 1992; McKitrick et al., 1992; Arcot-Desai et al., 2014; Neyazi et al., 2016). However, differing to our HFS stimulation paradigm, the mentioned studies stimulated with low frequencies (20–40 Hz, LFS) in other regions of the brain and may thus have used a different mode of operation. Given that our chosen stimulation parameters (60 μs pulse width) coincide with known chronaxy values for neuronal fibers, but not somata, we would rather expect an axonal stimulation than a somal one (Holsheimer et al., 2000a, b; McIntyre et al., 2004; Löffler and Lujàn, 2016). As such, one would not expect a local c-fos expression due to electrical HFS, but rather a change in activation in fiber-connected cells. Considering the broad somatotopically organized cortico-striatal connections (Voorn et al., 2004), we looked at the c-fos expression of cortical neurons as well. Group 1 (Acute STIM/Chronic STIM) had shown the lowest number of c-fos/NeuN-positive cells, when compared to the other groups. HFS of the dorsolateral striatum might result in a suppression of the activity of cortical neurons, by means of an antidromic axonal stimulation that would affect the facilitatory GABAergic autoreceptors (Li et al., 2007; Feuerstein et al., 2011). This might help to explain an apparent reduction in c-fos, given that GABA acts as an inhibitory transmitter and is insensitive to c-fos expression (Faden et al., 1989; Hughes and Dragunow, 1995).

To conclude, our study has shown evidence that sole chronic implantation of a stiffened polyimide microelectrode (groups 1–4), and even an absence of electrical stimulation (group 4), leads to a c-fos expression along its trajectory.
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FIGURE S1 | Artistic sketch demonstrating one exemplary composite c-fos/NeuN+ IHC with an approximated 100µm counting grid on top. Count results from these grids are shown in Figure 9 heatmaps. The sketch includes the targeted coordinate in the striatum (red cross) and the corresponding excerpt from the rat atlas (Paxinos and Watson, 2007).
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Advances in neural engineering have brought about a number of implantable devices for improved brain stimulation and recording. Unfortunately, many of these micro-implants have not been adopted due to issues of signal loss, deterioration, and host response to the device. While glial scar characterization is critical to better understand the mechanisms that affect device functionality or tissue viability, analysis is frequently hindered by immunohistochemical tissue processing methods that result in device shattering and tissue tearing artifacts. Devices are commonly removed prior to sectioning, which can itself disturb the quality of the study. In this methods implementation study, we use the label free, optical sectioning method of second harmonic generation (SHG) to examine brain slices of various implanted intracortical electrodes and demonstrate collagen fiber distribution not found in normal brain tissue. SHG can easily be used in conjunction with multiphoton microscopy to allow direct intrinsic visualization of collagen-containing glial scars on the surface of cortically implanted electrode probes without imposing the physical strain of tissue sectioning methods required for other high resolution light microscopy modalities. Identification and future measurements of these collagen fibers may be useful in predicting host immune response and device signal fidelity.
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INTRODUCTION
Multiphoton microscopy is now a widely adopted brain imaging method, and can be used to monitor in vivo neural activity with single spine resolution (Knott et al., 2006; Svoboda and Yasuda, 2006; Kerr and Denk, 2008; Holtmaat et al., 2009; Ozbay et al., 2018). As a non-linear modality, multiphoton offers spatial confinement to the focal region in scattering brain tissue and allows deep, high-resolution optical sectioning of live brain or thick sections in vitro (Kobat et al., 2011). Multiphoton microscopy can generate both fluorescence and second harmonic generation (SHG) as simultaneous contrast mechanisms, which provide complementary information regarding tissue structure and function, as well as orientation, polarization, and symmetry properties of chiral proteins (Zoumi et al., 2002; Belluscio, 2005; Provenzano et al., 2010; Chen et al., 2012). SHG generates its intrinsic contrast from the interaction of light with non-centrosymmetric structures such as collagen I, collagen II, and myosin (Roth and Freund, 1979; Plotnikov et al., 2006; Chen et al., 2012). SHG is a coherent optical process during which two photons combine and emit a single photon with visible light. As such, SHG imaging offers many of the same benefits of traditional multiphoton microscopy. SHG can be used for high resolution, deep imaging of tissues, allowing a depth penetration of up to ∼500 μm. The triple-helix structure of fibrillar collagen permits visualization up to 0.2–0.3 μm resolution with little to no tissue damage, and does not require the use of fluorescent labels, stains, or genetically modified species (Williams et al., 2005; Li et al., 2011; Chen et al., 2012; Mostaço-Guidolin et al., 2017). While the current study was performed in ex vivo brain slices, SHG can also be used in vivo to observe changes over time (Zoumi et al., 2002; Dilipkumar et al., 2019). Though the phenomenon of SHG was first demonstrated in biological tissues over three decades ago, and is easily observed with the appropriate filter, it remains an underutilized modality by those already using multiphoton microscopy to image brain-implanted devices in vivo and in vitro (Freund and Deutsch, 1986; Chen et al., 2012). One factor might be that the most common application for SHG imaging is examining fibrillar collagen and the role of collagen in the brain is still emerging (Shearer and Fawcett, 2001; Heck et al., 2003).
Extracellular matrix (ECM) molecules in the unwounded brain occupy up to 20% of adult brain volume and are characterized by long, linear polysaccharide glycosaminoglycans such as chondroitin sulfate and hyaluronan, while fibrillar collagen is notably absent (Syková and Nicholson, 2008; Miyata and Kitagawa, 2017). Brain ECM exists in diffuse forms found throughout the neuropil and perisynaptic spaces and condensed forms called perineuronal nets (PNNs) that form lattice-like structures around subpopulations of neurons (Miyata and Kitagawa, 2017). While glycosaminoglycans in brain ECM were previously considered non-specific physical barriers to neural regeneration, recent studies have proposed that ECM molecules actively regulate neuronal function through specific interactions with their binding partners (Miyata and Kitagawa, 2017). Though non-fibrillar types of collagen have been observed in healthy brain tissue and have been shown to be necessary for proper function (Seppänen et al., 2007; Hubert et al., 2009; Su et al., 2010) the brain does not typically show the same patterns or abundance of fibrillar collagen (Rauch, 2007; Fox, 2008). However, early experiments suggest the existence of fibroblasts and fibrillar collagens of types I, III, IV, and V within wound areas in the brain (Berry et al., 1983; Maxwell et al., 1984, 1990).
When a penetrating lesion is made in the adult rat cerebral hemisphere, the initial hemorrhagic reaction is followed by invasion of blood-borne macrophages and fibroblasts from the adjacent connective tissue into the lesion lumen, resulting in collagen fibril and basement membrane formation (Berry et al., 1983; Maxwell et al., 1984). The first responders after electrode insertion are microglia, the macrophage lineage cells of the brain, which begin their activation within minutes of injury and show increased density within 24 h (Davalos et al., 2005; Nimmerjahn et al., 2005; Kozai et al., 2015). Reactive astrocytes peak within the first week following injury, and within approximately three to 4 weeks form a compact, collagen-containing sheath around any foreign bodies that remain (Biran et al., 2005). Glial scar formation around chronically implanted electrodes is a reactive, cellular process with rapidly changing cell population dynamics that include perivascular-derived fibroblasts, pericytes, ependymal cells, and phagocytic macrophages (Adams and Gallo, 2018). Immunohistological labeling of various populations of activated fibroblasts and astrocytes surrounding the lesion core requires histological sectioning, a process that frequently causes artifactual damage to electrodes and surrounding tissue under analysis. While others have reported that the fibrotic scar is replete with collagen (Shearer and Fawcett, 2001), the advantages it offers as an endogenous marker of glial scar formation imageable by SHG is largely unrecognized even by those already characterizing rodent brain tissue around chronically implanted electrodes by multiphoton microscopy.
Established histological methods for identifying collagen in tissue include immunohistochemical staining for collagen types I and II as well as non-specific anionic dye procedures such as Van Gieson’s stain, Masson’s Trichrome, and Sirius Red. Anionic dyes stain collagen by reacting acid groups with the basic groups of collagen, and standard method protocols specify tissue section thicknesses of 5 μm in paraffin sections to permit dye penetration into the tissue. In Sirius Red staining, the elongated axis of dye molecules are attached parallel to the collagen fiber, resulting in enhanced birefringency and specificity when combined with polarized light detection methods. A traditional transmission pathology microscope fitted with linear polarizers or more specialized instrumentation such as the liquid crystal based PolScope perform optimally with standard histological tissue section thicknesses between 5 and 10 μm, so that light can effectively pass through the specimen for phase-shift contribution to contrast in the final image.
Ischemia of a resected specimen before fixation for immunohistochemistry can result in degradation of protein, RNA, and DNA as well as activation of tissue enzymes and autolysis, and small variations in ischemic time can be a crucial factor affecting IHC results. Thick tissue sections can produce higher background signals as can frozen sections, and soluble antigen may be diffused out during the process of IHC prior to fixation. Immunohistochemical protocols for the anticollagens I and II antibodies specify 30–40 μm thick frozen tissue sections, and instruct cutting thinner sections for greater permeation of antibody. These methods typically result in electrode shattering or tearing and separation of the electrode from the tissue for industry standard silicon-based NeuroNexis probes with thicknesses of 15 μm or greater.
None of the methods for imaging collagen described above offer the depth (100s of microns) and non-invasiveness of SHG to image implanted electrode surfaces in histological thick sections 300–500 μm as described in this experiment. SHG is highly specific to the non-centrosymmetric structure of fibrillar collagen, offers high resolution, good signal-to-noise ratio, and ability to work non-destructively on stained and unstained tissues. Unlike fluorescence, SHG suffers no inherent photobleaching or toxicity and does not require exogenous labels. Unlike polarization microscopy, SHG provides intrinsic confocality and deep sectioning in complex tissues.
Previous antibody-based studies have shown collagen I deposition around penetrating neural implants (Kim et al., 2004). However, label-free, high resolution SHG based imaging of the collagenic scar around implanted neural electrodes has not been demonstrated. In this method validation study, multiple penetrating electrodes types harvested at different times post-implantation were imaged post-mortem by SHG to confirm the presence of collagen fiber deposition around the device. We demonstrate collagen fibrils associated with implanted tissue not found in normal brain tissue. Label-free measures of collagen fibers around intact implanted electrodes may be useful in predicting host immune response to various electrode device designs and may also predict signal fidelity of the device.



MATERIALS AND METHODS

Ex vivo SHG images of brain slices in the backward direction were collected through a Nikon 20× water-dipping objective (1.0 NA) at 890 nm excitation. A dichroic cube filter set (Chroma Technologies, Bellow Falls, VT, United States) containing two band-pass emission filters SHG (445/40 nm) and flavin adenine dinucleotide (FAD) (592/100 nm) were used in an imaging system consisting of a multialkali photomultiplier detector (Hamamatsu, Shizuoka, Japan) on a Bruker Ultima IV (Bruker FM, Middleton, WI, United States) multiphoton microscope equipped with an Insight ultrafast laser (Spectra Physics, Santa Clara, CA, United States). A motorized stage was used to automatically collect images at tiled x/y locations throughout the brain sections. Tiled images were stitched together using FIJI’s grid/collection stitching plugin (Preibisch et al., 2009).

The power at the back aperture of the objective was ∼7 mW. For 890 nm, 1.0NA, at these powers the lateral resolution is 380 nm and axial resolution ∼4 um. Imaging parameters were optimized by starting with low Pockels cell values using a range check LUT to display intensity scale for an image to ensure optimal saturation to prevent photobleaching and phototoxicity. The images from the Ultima are digitized to 12 bits, which means that the input channel data intensity scale ranges from 0 (no signal) to 4095 (saturated signal). In a black and white LUT, values of 0 are usually represented as pure black and values of 4095 are usually represented as pure white. Since the computer only has 256 gray levels, a function or LUT is used to define the display intensity scale. If these 256 display gray levels are used to display the full range of 4096 intensity levels then each display gray level is equal to 16 PMT data intensity levels. Photomultiplier tube values on multialkali PMTs were 650–700.

To help validate the SHG based observations, antibody staining on a horizontal electrode was done. Primary antibody staining was done with 1:750 Chicken anti-GFAP (EMD Millipore, AB5541) and 1:300 Rabbit anti- Collagen I (Novus Biologicals, NB600-408). Secondary antibodies used were 1:500 Goat Anti-Rabbit IgG H&L (FITC) (Abcam, AB6717) and 1:1000 Alexa-fluor-633 goat anti-chicken (Invitrogen). The samples were mounted with Vectashield mounting medium with DAPI (Vector Laboratories, Burlingame, CA, United States) and imaged on a Leica DMi8 fluorescence microscope (Leica Microsystems, Wetzlar, Germany) with a 10x 0.4 NA air immersion dry objective (Leica Microsystems, Wetzlar, Germany) and the following filter cubes CFP (Ex. 426–446, Em. 435–485), GFP (Ex. 450–490, Em. 500–550) and Y3/RFP (Ex. 532–558, Em. 570–640). The fluorescence images were registered with the SHG images from the same slide with fine-structures registration approach (BUNWARPJ, FIJII). A mask from SHG was used to see if all the pixels are co-registered.

Off-stoichiometry thiol-enes-epoxy (OSTE+) polymer probes were fabricated in the laboratory of Marting Bengtsson at Lund University, implanted in mice and harvested as previously described by Lee et al. (2017) following Institutional Animal Care and Usage Committee (IACUC) guidelines at the University of Florida. OSTE+ Hard, OSTE+ Soft, polyimide, and silicon electrodes had dimensions of 250 μm wide and 3 mm long with a tapered tip of approximately 18° in angle. Thicknesses were: 21.3 ± 1.0 μm (polyimide), 23.5 ± 2.1 μm (OSTE+Hard), and 22.4 ± 2.1 μm (OSTE+Soft) (mean ± standard deviation, N = 15). Probes were cortically implanted in mice and harvested at 4 and 6 weeks respectively. Mouse brains were lightly embedded with optimum cutting temperature (OCT) compound (Sakura Finetek, Netherlands) and sliced into 25 μm horizontal sections with the retained probes. More common varieties of NeuroNexus silicon probes from implanted rat brains were imaged at various time points as previously described (Woolley et al., 2013). Intact single shank NeuroNexus probes (249 μm width, 15 μm thickness, N = 3; 132 μm width, 15 μm thickness, N = 2), single shank bare silicon probes (132 μm width, 15 μm thickness, N = 3), and quadruple shank bare silicon probes (132 μm width, 15 μm thickness, N = 2) were collected within coronal slices of rat brain harvested between 53 and 177 days prior to sacrifice using the device capture technique described by Woolley et al. (2013) and sectioned between 350 and 450 μm.



RESULTS

We report the direct observation of high-resolution collagen fibers encapsulating intact, indwelling silicon NeuroNexus neural devices in thickly sectioned (350–450 μm) rat coronal slices (N = 10 for all varieties of NeuroNexus probes) that contrasts with the absence of non-fibrillar collagen in the unwounded brain (Figures 1, 2). In Figure 2, abundant collagen fibers within a substantial glial scar are shown with SHG imaging (890 nm excitation 445/40 nm emission) of a NeuroNexus silicon device, implanted for 8 weeks, sectioned at 400 μm, and captured within a coronal slice of rat brain tissue. Collagen fibers on the surface of the silicon device are shown in Panels A and B. Panel C magnifies a 500 μm × 200 μm segment of the image, clearly showing fibers encircling the device as well as extending along the length of the device. When the depth of the collagen within the imaged z-stack is encoded as color (shallow z-depth, surface of tissue slice = white; deep z-depth, interior of tissue slice = indigo), circumferential fibers can be observed both above and below longitudinal fibers. Collagen fibers that match the geometry of implanted silicon NeuroNexus devices (time of implantation ranged from 53 to 177 days) can be observed with SHG imaging independent of probe size and shank number (Figure 3). Imaging 25 μm histological sections of mouse brain tissue harvested at 4 and 8-week timepoints proved more difficult due to the artifacts induced by tissue processing required by the criteria of that study (Lee et al., 2017). In these samples, the softer electrodes were physically cross-sectioned by the 25 μm sectioning processing method. Though collagen fibers were still observable, the degree of apparent collagen deposition was decreased in samples processed in this manner (Figure 4). When tissue from animals implanted with silicon probes was cross-sectioned at 25 μm, the probes shattered and pulled away from the tissue, disallowing observation of collagen fibers. Given the fragile nature of the tissue and electrodes it was challenging to do any sort of antibody validation on most of these samples, few survived the process. However, we were able to take one of the horizontal electrodes and stain it for collagen I and GFAP (Figure 5). We used a mask from SHG to see if all the pixels are co-registered. We found 88% of the SHG pixels belong to the collagen 1 antibody staining.


[image: Cross-sectional image of a brain tissue slice stained in shades of red and orange, highlighting detailed anatomical structures. A thin, bright line is visible near the top, suggesting a potential incision or marker.]

FIGURE 1. Healthy brain tissue is largely devoid of fibrillar collagen. Second Harmonic Generation (SHG) imaging of mouse brain tissue shows virtually no fibrillar collagen (green, 890 nm excitation 445/40 nm emission) within the parenchyma. Collagen fibers can be seen surrounding the cortex and within and between ventricles. Multiphoton induced autofluorescence (red, 890 nm excitation, 592/100 nm emission, likely FAD) was recorded to observe gross anatomical features of the tissue. Scale bar = 1 mm.
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FIGURE 2. Collagen fibers encapsulate indwelling neural devices. Abundant collagen fibers are shown with SHG imaging (890 nm excitation 445/40 nm emission) of a 132 um NeuroNexus silicon device, implanted for 56 days, captured within a coronal slice of rat brain tissue. (A,B) Quantify and visualize, respectively, that collagen fibers are only observed on the surface of the device, not in the surrounding parenchyma. (C) Magnifies a 500 um × 200 um segment of the image, clearly showing fibers encircling the device as well as extending along the length of the device. When the depth of the collagen within the imaged z-stack is encoded as color (shallow z-depth, surface of tissue slice = white; deep z-depth, interior of tissue slice = indigo), circumferential fibers can be observed both above below longitudinal fibers.
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FIGURE 3. Collagen fibers observed with SHG imaging match the geometry of implanted neural devices independent of probe size/type in silicon NeuroNexus probes. Although the manifestation of fibrillar collagen varied, fibers consistently conformed to the implant shape, encompassing both the (A) shank and the (B) tip of the device. Electrodes were implanted between 53 and 177 days prior to sacrifice. Scale bar = 50 um.
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FIGURE 4. Horizontal slices through implanted probes show collagen deposition. SHG imaging (green, 890 nm excitation 445/40 nm emission) shows collagen fibers around neural probes, independent of the indwelling device material. Multiple slices through the same polyimide device show that the collagen fibers are most abundant close to the cortical surface (Ai) but are still observable in deeper cortical regions (Aii) Collagen fibers were also observed on and around neural probes made of OSTE soft (B) and OSTE hard (C) materials. Autofluorescence from the implanted device is shown in gray (890 nm excitation, both 445/40 and 592/100 nm emission). Scale bar = 50 microns.
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FIGURE 5. Immunohistochemistry of Collagen I overlaid with GFAP of the astrocytic glial scar in chronic horizontal slices. We re-registered the two files with fine-structures registration (BUNWARPJ, FIJI). We used a mask from SHG to see if all the pixels are co-registered. We found 88% of the SHG pixels belong to the collagen 1 antibody staining. Scale bar = 200 microns.




DISCUSSION

Understanding glial scar formation is fundamental to improving biocompatibility of chronic implanted electrodes. Scar borders are formed primarily by newly proliferated astrocytes and glia that surround and recruit inflammatory and fibrotic cells into discrete areas that are separated from adjacent tissue containing viable neurons (Wanner et al., 2013). Our observations of fibrillar collagen on the surface and perimeter of chronically implanted electrode probes in rat and mouse, correspond with the glial scar and suggest a correlative signal that may be used to assess and quantify wounding in the brain caused by chronically implanted electrodes. This signal can be evaluated in both in vivo and thickly sectioned post-mortem coronal sections, without the addition of extrinsic stains or fluorescence. This study offers a new method to assess and potentially quantify scarring around a chronically implanted electrode. While fibrillar collagen has not been previously reported on the surface of electrodes in conjunction with glial scar formation, it appears to coincide with glial scar location.

Glial scars provide a biochemical and mechanical barrier to neuronal generation and result in tissue softening in the cortex after injury (Moeendarbary et al., 2017). Blood brain barrier (BBB) leakage, astrogliosis, and tissue remodeling correlate with a reduction in silicon microelectrode array recording performance, increases in microelectrode impedance and loss of neuronal recording attributed to the encapsulating brain tissue response (Nolta et al., 2015). Changes to the tissue microenvironment surrounding the device can dramatically impact electrochemical and electrophysiological signal sensitivity and stability over time (Williams et al., 1999). Glial cells form tight junctions with each other to create a glial sheath, which in combination with collagen along the length of the electrode can form a diffusion barrier that limits transmission of ions as well as overflow of neurotransmitters through the extracellular space (Roitbak and Syková, 1999). In general, this increase in impedance is observed over the first 2 weeks following insertion, before stabilizing (Williams et al., 1999; Kozai et al., 2014). Furthermore, neuronal cell death and degeneration of neurites can occur within 150 μm of the device over the first 4 weeks (Biran et al., 2005; Kozai et al., 2014, 2015). The long-term utility of neural devices depends on the severity of this tissue reaction, with chronically implanted devices becoming less reliable over time (Williams et al., 1999; Polikov et al., 2005; Barrese et al., 2013; Sommakia et al., 2014).

Research also suggests that a mechanical mismatch between the softer brain tissue and industry standard silicon electrodes may induce cellular sheath formation, particularly near the tip and edges of the probe where the highest elevated local strains occur (Lee et al., 2017). Strain–stress caused by neural implant rigidity and the brain’s micromotion may exacerbate the foreign body response (FBR). Flexible nanocomposite probes (12 MPa) induce significantly less neuroinflammatory response than standard silicon probes and polyvinyl acetate (PVAc)-coated silicon probes (Harris et al., 2011; Nguyen et al., 2014) and flexible penetrating devices have been shown to have comparatively long-term electrophysiological characteristics in the CNS. Lee et al. (2017) observed a significant reduction in the fluorescence intensity of biomarkers for activated microglia/macrophages and BBB leakiness around three types of soft polymer probes compared to silicon probes at 4 and 8 weeks post-implantation, suggesting that the mechanical compliance of neural probes can mediate the degree of FBR.

Reactive astrocytes are believed to be the main contributors of the molecular cues that drive glial scar formation in the wounded brain (Ridet et al., 1997; Heck et al., 2003). When astrocytic cell lines were developed with a range of abilities to promote or inhibit neurite outgrowth, the most inhibitory of these cell lines, Neu7, was correlated with fibrillar collagen production (Heck et al., 2003). The glial scar may impede electrophysiology measurements by directly altering the impedance or ionic microenvironment, or by simply increasing the physical distance between the neurons and the recording contacts. Identifying and modulating potentially inhibitory molecules or physical barriers in the ECM will be critical to developing interventions that allow axons to regenerate beyond the glial scar (Silver and Miller, 2004; Fitch and Silver, 2008; Cregg et al., 2014).

SHG can penetrate 100s of microns in brain tissues, making it an appropriate technique for imaging without risking shattering the sample or tearing the tissue during sectioning as occurred in the brain samples harvested in mice for Lee et al. (2017). The most commonly used laser for SHG imaging offers average performance for multiphoton imaging in the brain, the Nd:YVO4 (532 nm; 5–18 W) pumped Ti:sapphire oscillator, that has tuning ranges of ∼700–1,000 nm, repetition rates of ∼80 MHz, average powers of 1–2 W and pulse widths of ∼100 fs, which correspond to a bandwidth of about 10 nm full width at half-maximum (FWHM) (Chen et al., 2012). SHG is not a resonant process, and the choice of excitation wavelength in terms of signal intensity is thus not crucial (Chen et al., 2012). 900-nm excitation is a good compromise between imaging depth, viability and Ti:sapphire performance (Chen et al., 2012). A short wave pass (SWP) dichroic mirror following the laser is necessary for background-free SHG detection, as residual pump (532 nm) can co-propagate with Ti:sapphire through the entire microscope path to the detectors.

SHG can be used to visualize collagen to improve our understanding of how ECM components impact and participate in the foreign body response to implanted neural devices. While this study demonstrated that collagen coincides with glial scar location, a true comparison of the FBR in electrode material will require normalized distribution of tissue processing methods, electrode types, and rodent species. We demonstrate high-resolution, in-depth imaging of fibrillar collagen on the surface of the implants coinciding with glial scar location in intact electrodes in thickly sectioned samples (350–450 μm) without artifacts typically induced by histological sectioning. Future studies should investigate whether the material type or composition of the electrode affects the collagen response. This imaging tool could enable rapid evaluation of new probe designs and therapies aimed at reducing the formation of the glial scar to ultimately improve the chronic performance of implanted neural devices.
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APPsdl, amyloid precursor protein gene mutation; A53T, point mutation human a-synuclein protein; CA1, “Cornu Ammonis” 1 hippocampal region; MPP+, (1-Methyl-4-
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Tested Electrode  Polish method Solution Degassed Initial applied Pulse Change in potential (mV)

Diameter charge density length
(C em™=2)* (ms)
Variable Second Cumulative
pulse six pulses
Applied waveform 600 um Mechanical 0.1 M NaCl Yes -3 5 100 (6) 10(1)
600 um Mechanical 0.1 MNaCl Yes 3 5 —98(5) -8(0)
600 um Mechanical 0.1 MNaCl Yes -10 5 278 (14) 32(3)
600 pm Mechanical 0.1 M NaCl Yes 10 5 ~257 (1) —25(1)
600 um Mechanical 0.1 MNaCl Yes -10 10 259 (8) 27(2)
600 um Mechanical 0.1 MNaCl Yes 10 10 —241(8) —20(1)
Solution composition 600 pm Mechanical PBS Yes ~10 5 207 (40) 23(1)
600 um Mechanical PBS Yes 10 5 —204 (24) —19(5)
600 pm Mechanical Artificial Yes -10 5 220 (14) 27 (4)
perilymph
600 um Mechanical Atificial Yes 10 5 —219(22) —20(1)
perilymph
600 um Mechanical 0.1 M NaCl No -10 5 270 (10) 27(8)
600 um Mechanical 0.1 MNaCl No 10 5 —280 (30) -21(5)
Electrode surface 2mm Mechanical 0.1 MNaCl Yes -10 5 397 (6) 46 (4)
2mm Mechanical 0.1 M NaCl Yes 10 5 385 (6) —36(4)
25um Mechanical 0.1 MNaCl Yes -10 5 12(1) -5@)
25um Mechanical 0.1 MNaCl Yes 10 5 —14(0) -7
600 um Acid 0.1 MNaCl Yes -10 5 420 (15) 43(2)
600 um Acid 0.1 MNaCl Yes 10 5 —437 (14) -392)
Cochlear - Adtificial Yes -10 5 529 (112)* 58 (18)
implant perilymph
Cochlear - Artificial Yes 10 5 —575 (109)* —a6 1)+
implant perilymph

“The initial applied charge density is the magnitude of the first current pulse. Subsequent pulses are of opposing polarity at the same magnitude. *+Average (standard
deviation) of five electrodes.
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" An arrangement of four electrode sites placed close together; 2spacing between individual tetrodes (at first site) as well as between linear sites; *similar to the finear
layout, but efectrode sites are positioned at the edge of the substrate; “similar to the linear layout, but electrode sites are off-set by 21 um relative to each other:
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solution solution solution

NaCl 117.41 73.90 43.93
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Na* external concentration and estimated reversal potential
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Ena (MV) 52 42 32
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BiMEA probes ESA [pm?] |Z| @ 1kHz [k€] Qqgc [MC/cm?]

16-BIMEA 576 33.89 &+ 16.09 562.5+9.3
12-BIMEA-A 800 24.24 +£4.08 243.9 £+ 40
12-BIMEA-B 1600 1226 £1.78 239.3 £31.5

ESA standss for electrode surface area, |Z| @ 1 kHz refers to magnitude impedance
at 1 kHz, and Qg stands for charge delivery capacity.
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Am (ng/mm2) Freq (MHz) Diameter Electrode thickness (nm) Q-factor

054 42 1.2mm 33 7,020
0.49 42 1.2mm 230 7,620
022 42 800 um 230 7,600
035 42 800 um 33 4,800
0073 42 400 pm 230 5,695
0084 42 400 pm 33 4,965
0.081 50 400 um 33 4340
0023 50 200 um 230 3,800
0016 50 150 um 230 3,000
0.182 77 800 um 230 5,000
0049 0 400 pm 230 4,000
0.13 0 800 um 230 6,000
70.13 10 8mm 230 10,000
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Sample csc ESA/GSA csc ESA/GSA
type (mC/ecm?) ratio (mC/cm?) ratio

| 036 - 774 -

[ 54 150 105 14

il 69 190 143 19

v 86 238 177 23

v 58 159 136 18

vi 32 89 £ 13
Vi 107 205 253 33

The ESA/GSA ratios were calculated by dividing the GSC of each of the porous coatings
by the CSC of the smooth reference coatings.
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Values are derived from the voltage transient measurements.
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