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Editorial on the Research Topic

Reimagining roles and identity in the era of human - AI collaboration

Human civilization is entering an epoch of profound human–AI collaboration—an

era in which interaction between humans and intelligent systems no longer belongs

to speculation but defines a new frontier of interdisciplinary inquiry (Vaccaro et al.,

2024). Within this emerging symbiosis, the essence of subjectivity and identity demands

renewed scrutiny. The boundaries of the human—its agency, autonomy, and existential

significance—are being redrawn in collaborative terrains where technology no longer

serves merely as an instrument but participates intimately in cognition, perception, and

decision-making (Fügener et al., 2022; Reinhardt et al., 2025).

Indeed, human–AI collaboration reshapes the very fabric of intersubjectivity. Artificial

intelligence has evolved beyond a mechanical tool into a quasi-subjective partner in

reasoning and creation (Hou et al., 2025). In this process, it unsettles established

hierarchies of power, redistributes responsibility, and reconfigures the mechanisms of

value co-creation (Wessel et al., 2025). Such transformation calls for reaffirming the

distinctiveness of human cognition, emotion, and moral judgment—those fragile yet

irreplaceable capacities that lend ethical texture to progress (Glickman and Sharot, 2025).

At the same time, AI dissolves the once-stable boundary between reality and virtuality,

transforming both the spaces and meanings of identity expression (Heinrich and Gerhart,

2025). Subjectivity now extends beyond the corporeal self into plural performances

across digital dimensions—liberating yet perilous, emancipatory yet disciplinary. Hence,

technological advancement must be tempered by humanistic care, preserving dignity

within empowerment and conscience within innovation.

At its conceptual core, this rethinking of subjectivity invites deeper reflection

on the nature of humanity and intelligence in the technological age. It is a

dialogue that transcends disciplinary boundaries, drawing from sociology, psychology,

management, communication studies, and computer science. Together, these fields seek

to understand the co-evolution of human consciousness and artificial cognition. Three

themes define this frontier: the psychological and interactive dynamics of human–AI

collaboration; the repositioning of human uniqueness within intelligent ecosystems; and

the ethical principles guiding digital identities in AI-mediated environments. In the

end, these dimensions form the foundation for reimagining human subjectivity amid

technological symbiosis.
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Empirical research illuminates this landscape, revealing how

personality, emotion, and resource dynamics shape human–AI

relations. Liu and Chen find that Generation Z’s chatbot-assisted

purchases are shaped by extraversion, agreeableness, and openness,

along with chatbot expertise and customization—underscoring

the need for designs attuned to human individuality rather than

uniform assumptions. Yu and Chang show that students’ digital

photograph hoarding arises from emotional attachment and fear of

missing out, as AI tools increasingly serve as repositories of affect

and memory. Han and Ren reveal that unequal access to AI can

paradoxically enhance team productivity through complementary

interaction, challenging the notion that equality in technology

always yields optimal collaboration. Collectively, these studies

expose the complex interplay of personality alignment, emotional

mediation, and strategic asymmetry that transcends traditional

human–human frameworks.

Beyond interpersonal dynamics, AI is also redrawing the

contours of roles and agency in academic and professional life.

Huang and Zhao demonstrate that AI literacy enhances wellbeing

by fulfilling needs for autonomy, competence, and relatedness,

thereby improving work–life balance and job satisfaction. Zhao

and Huang extend this view, showing that AI literacy stimulates

pedagogical innovation through strengthened attitudes, norms,

and perceived control, moderated by resources and autonomy.

Jiang et al. reveal that AI-resistant skills, network centrality, and

proactive personality foster collaboration, while digital identity

reconstruction reorganizes participation and authority. Together,

these insights portray AI not merely as an instrument of efficiency

but as a transformative agent that redefines human creativity

and purpose.

Yet as AI permeates every stratum of life, it also exposes

humanity to profound ethical and psychological dilemmas. Chen

et al. propose governance models with adaptive trust-repair

mechanisms—tailoring attribution and social support to failure

contexts while using anthropomorphic cues to sustain resilience.

Fu et al. call for frameworks that balance technological utility

with emotional wellbeing, highlighting the fragility of end-

of-life AI applications where algorithms intersect with grief

and post-humous identity. Drawing on Foucauldian notions of

subjectivation, they warn that AI mourning tools may reconstitute

moral agency beyond death itself. Meanwhile, Thomas and Manalil

underscore the urgency of algorithmic transparency to mitigate

emotional coercion and cognitive dissonance. Their depiction

of shadow banning as “digital silence” reveals its erosion of

self-perception and autonomy, urging oversight of both visible

and subtle algorithmic harms. Collectively, these perspectives

affirm that effective governance must weave together trust, ethics,

and psychological awareness to ensure that AI systems remain

profoundly humane.

Taken together, these insights illuminate a profound

reciprocity: humans endow artificial intelligence with creativity,

purpose, and moral direction, even as AI amplifies human

potential and reshapes the horizons of thought and collaboration.

The evolving discourse on roles and identities thus offers forward-

looking pathways for understanding how humanity constructs,

safeguards, and enacts subjectivity within an increasingly

algorithmic world. As intelligent systems weave themselves ever

more deeply into the fabric of life, the imperative becomes clear—to

ensure that innovation never eclipses emotion, conscience, and

dignity (Bankins and Formosa, 2023). These reflections chart

a transformative journey toward self-realization in the digital

epoch and toward governance structures capable of reconciling

technological power with ethical responsibility.

Ultimately, this corpus of scholarship converges upon the

global aspiration for “AI for social good.” It reminds us that the true

horizon of progress does not reside in the perfection of machines,

but in the deepening of our humanity—the enduring capacity to

endow intelligence, whether human or artificial, with compassion,

justice, and dignity.
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Introduction: With the rapid advancement of AI replication, virtual memorials,

and affective computing technologies, digital mourning has emerged as a

prevalent mode of psychological reconstruction for families coping with the

loss of terminally ill patients. For family members of cancer patients, who

often shoulder prolonged caregiving and complex ethical decisions, this

process entails not only emotional trauma but also profound ethical dilemmas.

Methods: This study adopts the Unified Theory of Acceptance and Use of

Technology (UTAUT) as its analytical framework, further integrating Foucauldian

subjectivation theory and emotional-cognitive models. A structural path model

was constructed to examine how ethical identification and grief perception

influence the acceptance of AI-based digital mourning technologies. A total of

129 valid survey responses were collected and analyzed using Partial Least

Squares Structural Equation Modeling (PLS-SEM).

Results: The findings indicate that performance expectancy, effort expectancy,

social influence, and ethical concern significantly predict users’ intention to

adopt digital mourning technologies. Additionally, grief perception not only

influences adoption intention but also directly affects actual usage behavior.

Discussion: This study highlights that the acceptance of AI-based digital

mourning technologies extends beyond instrumental rationality. It is shaped by

the interplay of emotional vulnerability and moral tension. The results

contribute to a deeper understanding of the ethical and psychological

dimensions of posthumous AI applications and provide valuable insights for

future human-AI interaction design, digital commemoration systems, and the

governance of end-of-life technologies.
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1 Introduction

Digital mourning, as an emerging application of AI technology

in end-of-life care, has gained traction as a form of commemorative

practice following the death of cancer patients. This phenomenon

encompasses a variety of technological forms—including AI-

based digital replication (1), virtual reality (VR) memorial spaces,

immersive interaction (2), and chatbots (3)—allowing bereaved

family members to engage with the “digital identities” of

deceased individuals within virtual environments. These

technologies not only redefine traditional experiences of death

but also reconstruct the cultural and psychosocial landscape of

mourning itself (4).

While these AI products can simulate the deceased’s behaviors

and responses based on personal data, constructing a “ghost”-like

digital mourning form through inference and prediction—

thereby introducing novel support for emotional continuity and

adaptive grief coping (5), they simultaneously generate a series of

ethical tensions and psychosocial risks. Notably, algorithmic

simulations of the deceased blur the ontological boundaries

between life and death (6), potentially causing cognitive

disconnection from mortality among the bereaved.Furthermore,

AI-mediated mourning may foster a commercialized “affective

outsourcing” (7)—where mourners’ subjectivity becomes

increasingly co-constituted, even subordinated to mechanical

processes of memory management and emotional regulation.

These developments compel a reexamination of two fundamental

questions: What constitutes authentic grief? And to what extent

can mourning—once a private, human-centered process—be

technologized without compromising its existential significance

and moral core?

In terms of form, digital mourning technologies provide more

diverse avenues for memorialization, particularly under the

integration of AI and virtual reality, where their roles in emotional

companionship and memory reconstruction have gained

increasing attention. However, for family members of cancer

patients—who often endure prolonged caregiving and emotional

exhaustion—this process may not signify healing; rather, it may

exacerbate both ethical dilemmas and grief perception.

Cancer typically entails a slow and irreversible process of bodily

deterioration, often accompanied by intense pain, a sense of

medical futility, and the erosion of personal dignity (8). Family

members, in such contexts, frequently undertake multiple roles:

as emotional companions, caregiving executors, and ethical

proxies in medical decision-making (9). The emotional burdens

accumulated during this period rarely dissipate after the patient’s

death; instead, they often manifest in highly complex grief

experiences—such as prolonged sadness, guilt, moral distress, or

even post-traumatic symptoms.

Against this backdrop, the introduction of digital mourning

technologies—such as AI-based replication and VR memorials

—though envisioned as tools for emotional connection and

memory continuity, may present unique ethical and

psychological challenges for cancer-bereaved families. On one

hand, digital identities are typically constructed from limited

pre-death data and are prone to distortion or recomposition

during algorithmic generation (10). The inconsistencies between

replicated personas and real memories may create identity

dissonance and a rupture in the sense of authenticity (11). On

the other hand, for those whose emotional wounds from

caregiving remain unhealed, the AI-mediated reproduction of

the deceased’s voice, image, or interactive behavior—while

seemingly offering comfort (12)—may inadvertently trigger

emotional flooding, grief recurrence, or even psychological

retraumatization (13).

Moreover, cancer care often involves highly moralized

decisions such as “when to let go” or “whether to prolong life,”

making the technical reconstitution of the deceased a potential

catalyst for renewed existential reflection—Has death truly

occurred? Has mourning reached completion? These questions

evoke deeply entangled experiences of ethical unease (14) and

grief perception (15).

Therefore, for bereaved family members of cancer patients,

digital mourning is not merely a matter of behavioral adoption

of new technologies. Rather, it constitutes a psychosocial

mechanism at the intersection of ethical judgment, emotional

processing, and technological identity. This constitutes the

theoretical starting point of the present study.

While existing literature has primarily focused on the

emotional and technical feasibility of such technologies,

there remains a critical lack of analysis on how bereaved

families conceptualize the interrelation between technology,

ethics, and grief. In particular, the mechanisms through

which grief experience interacts with ethical tensions in

digital mourning have yet to be systematically theorized. The

relationship between digital technologies and moral norms is

complex and mutually constitutive. Technologies not only

shape values and environments but are themselves embedded

in and shaped by normative frameworks—a core focus of

ethical analysis (16, 17).

To address these gaps, the present study constructs a

technology acceptance model for bereaved family members based

on the Unified Theory of Acceptance and Use of Technology

(UTAUT). It incorporates Foucault’s theory of subjectivation and

phenomenological-ethical inquiry to critically frame the

psychological and normative dimensions of digital mourning. By

introducing ethical conflict perception and grief perception (ICG)

as independent variables, this study seeks to empirically examine

the extent to which AI-mediated mourning is accepted by

bereaved family members of cancer patients.

2 Literature review and research
hypotheses

2.1 Unified theory of acceptance and use of
technology (UTAUT)

The Unified Theory of Acceptance and Use of Technology

(UTAUT) was introduced by Venkatesh and colleagues in 2003.

The main goal of this model was to combine the strengths of

various previous models related to technology acceptance. By
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doing this, UTAUT aimed to improve the ability to explain and

predict why users accept and use technology, as well as how they

behave when using it. UTAUT integrates eight earlier models,

including the Technology Acceptance Model (TAM), Theory of

Planned Behavior (TPB), and Innovation Diffusion Theory

(IDT), among others. It establishes a core framework based on

performance expectancy, effort expectancy, social influence, and

facilitating conditions, while incorporating gender, age,

experience, and voluntariness as moderating variables to account

for differences in technology acceptance across demographic

groups (18). Subsequently, numerous scholars have extended the

UTAUT framework by integrating contextual factors, such as

cultural influence (19, 20), perceived risk (21), trust (22), and

users’ emotional responses (23, 24).

Since its inception, UTAUT has been widely applied across a

variety of domains due to its strong predictive capabilities,

including education (25), healthcare (26), e-government (27),

fintech (28), and mobile internet (29). To further enhance its

predictive scope, Venkatesh, Thong and Xu (23) proposed

UTAUT2 adding new constructs such as hedonic motivation,

price value, and habit to better account for technology adoption

in consumer contexts. Many scholars have since built upon the

UTAUT framework by integrating aspects like cultural

influences, perceived risk, trust, and users’ emotional responses.

This has led to the model’s enrichment across various academic

fields and cultural contexts. These advancements have

substantially deepened the theoretical understanding of UTAUT

and broadened its practical relevance.

In recent studies, the UTAUT has been increasingly employed

to explore user acceptance of emerging digital technologies such as

artificial intelligence (30) and virtual reality (31). However, our

review of current studies indicates that existing applications of

the model often overlooks the ethical and emotional dimensions

of technology acceptance. To address this gap, this study

proposes an innovative extension of the UTAUT framework,

demonstrating that the model not only effectively captures

rational acceptance behavior but can also be integrated with

variables related to emotions, ethics, and perceived risks to

uncover the deeper psychological drivers behind technology

adoption. Moving forward, as technological progress becomes

more intertwined with social and ethical concerns, the continued

integration and development of the UTAUT model will remain

highly valuable both in theory and in practice.

2.2 Ethical issues in digital mourning

With the rapid advancement of artificial intelligence technologies,

digital mourning has emerged as a novel form of commemoration

and has been increasingly integrated into practices of end-of-life

care and funerary culture (12). For instance, through AI-based

replication, virtual memorial spaces, and voice-interactive systems,

bereaved families can engage in immersive interactions with so-

called “deathbots” representing the deceased (32).Specifically, we

now categorize ethical issues into four interrelated dimensions, each

supported by recent scholarly literature:

Identity Authenticity: AI-generated simulations may

misrepresent the deceased’s moral character, personality, or social

roles, leading to a distortion of memory (33). Consent Ambiguity:

Most platforms lack mechanisms for pre-mortem consent

regarding digital data usage, creating unresolved issues around

authorization (34). Emotional Manipulation: Extended AI-

mediated interactions may cultivate emotional dependency,

intensifying grief instead of alleviating it (35). Posthumous Data

Rights: The commodification of digital remains has triggered

ownership disputes between bereaved families and commercial

providers (34).

Drawing on Foucault’s concepts of disciplinary power and

subjectivation (36), these technologies—while ostensibly

therapeutic (37)—can standardize and regulate grieving behaviors.

This creates a form of “programmed grief,” where personal

mourning becomes shaped by algorithmic design. As a result, the

mourner’s agency is displaced by technologically scripted

responses, diminishing autonomy and reducing mourning to a

reactive process. In this context, digital mourning functions not

simply as a commemorative tool, but as a subtle apparatus of

governance within the digital surveillance environment (38).

While digital mourning offers new mediums for emotional

expression and psychological comfort, it also raises a host of

ethical concerns—particularly in the domains of data privacy,

AI-based personhood simulation, and emotional manipulation

(1). Furthermore, the right to individualized mourning (39)

remains ill-defined, and empirical studies on these topics are still

sparse (40). Consequently, measuring users’ ethical awareness—

particularly whether they perceive digital mourning as a potential

overreach into sensitive posthumous data—can reflect the tension

between technological trust and moral anxiety.

Beyond data privacy, a more contentious issue lies in the ethical

legitimacy of reconstructing a deceased person’s identity via AI (41).

Some platforms train large language models capable of mimicking

the deceased’s speech patterns, behavioral preferences, and even

generating personalized responses (42), leading to what may be

described as “simulated personhood.” While these AI systems are

often branded with narratives of “continued existence,” a

fundamental ethical question persists: are these systems genuine

extensions of the deceased, or merely algorithmic performers? This

ambiguity poses risks of eroding posthumous dignity, potentially

undermining the very notion of “honoring the dead” (41).

Moreover, the illusion of real continuity may interfere with

healthy grief processing: users may become emotionally attached

to AI-generated surrogates, leading to delayed psychological

detachment, emotional dependency, or identity confusion (32).

Thus, while such systems simulate connection, they may disrupt

the natural course of mourning and reshape individuals’

perceptions of death itself (12).

Despite their therapeutic claims, digital mourning platforms

may engage in subtle forms of emotional governance. Their

design often includes automated prompts—like birthday

reminders or holiday messages—embedded with therapeutic

intent (43). Yet these algorithmic interventions shape users’ grief

trajectories, potentially overriding personal timelines (44)). This

raises a critical question: are these features truly tailored to
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individual grieving needs, or do they reflect a broader tendency

toward the technological standardization of mourning? If

perceived as excessive or manipulative, these interactions may

erode user trust and reduce the likelihood of technology

adoption. Consequently, perceived ethical tension may emerge as

a key determinant of behavioral intention—warranting its

integration into extended UTAUT models.

2.3 Grief perception and bereavement
experience

In the context of illness-related death—especially in cases of

cancer, where the disease is protracted, the process of decline is

gradual yet evident, and the caregiving burden is particularly

heavy—the psychological responses associated with bereavement

tend to be significantly more complex than those triggered by

sudden death. Prior studies indicate that family members

bereaved by cancer often experience elevated levels of

psychological distress, including symptoms of depression and

anxiety, which are closely linked to their perceived suffering of

the patient during the end-of-life period (45, 46). These family

members commonly experience a prolonged emotional process

that includes diagnosis, treatment, decline, and ultimately, death.

This journey is characterized by anticipatory grief (47), anxiety

related to ethical decision-making (48), and self-sacrificing

caregiving actions (49), all of which frequently develop into

profound grief after the loss (50). This grief is not a simple

feeling but rather a complex psychological condition involving

sadness, denial, anxiety, loneliness, and guilt. Its strength and

how long it lasts can go well beyond typical grieving patterns

and may appear as complicated grief (51).

Complicated grief, also known as prolonged grief disorder or

delayed mourning, has been strongly associated with major

depressive disorder, post-traumatic stress disorder (PTSD), and

significant difficulties in social interactions (52). In some

instances, it can worsen PTSD symptoms (53). This condition is

frequently marked by an inability to let go of the deceased,

denial of the death, ongoing difficulties in managing emotions,

and the breakdown of life goals and trust in others (54–56). As

Lichtenthal and colleagues have pointed out, for those who cared

for cancer patients, grief is not just an emotional response. It

often stems from the loss of their identity as a caregiver, their

sense of ethical control, and how they see themselves in relation

to others—leading to a type of grief that disrupts their sense of

self, is hard to express, and deeply unsettling (57).

In recent years, researchers have increasingly focused on how

people’s understanding and experience of grief affect their

behavior (58–61). Instead of only seeing grief as a result, a

growing amount of research now considers how individuals

perceive grief—often measured using the Inventory of

Complicated Grief (ICG)—as a cognitive and emotional factor

that can influence whether they adopt new technologies,

participate in social activities, and make decisions involving risk

(62). Specifically, when it comes to technologies used at the end

of life and AI tools for remembrance, a person’s individual

experience of suffering can significantly shape how they think

and evaluate things, their moral judgments, and the choices they

make. For instance, some studies have found that whether people

are willing to accept AI technologies for mourning is closely

linked to their emotional ability to cope and how they interpret

grief. Those who feel emotionally resistant or have ethical doubts

tend to be less willing to use these technologies (63, 64).

In the case of immersive digital mourning technologies, this

psychological mechanism becomes especially complex. On one

hand, these technologies can provide spaces for ongoing

emotional connection and the preservation of memories, and are

often viewed as ways to ease grief and strengthen the feeling of

closeness with someone who has passed away (65). On the other

hand, they might reawaken unresolved emotional pain,

potentially trapping individuals in a repetitive cycle of

technological mourning (66). In their assessment of VR-based

grief interventions, Pizzoli et al. (2) discovered that individuals

with high scores on the Inventory of Complicated Grief (ICG)

were more likely to experience cognitive dissonance and a

blurring of reality when interacting with AI-generated

representations of the deceased. This “knowing it’s artificial, but

emotionally unable to let go” experience weakens the therapeutic

efficacy of the technology (2). When such mechanisms intersect

with AI-facilitated reanimations of the deceased, individuals may

find themselves torn between the longing to reconnect and the

emotional overload that compels rejection of the digital

representation. These findings reinforce the view that grief

perception is not a neutral background condition but a decisive

antecedent variable in technology acceptance.

Accordingly, this study incorporates Perception of Complicated

Grief as a key independent variable within the extended UTAUT

model to predict bereaved cancer family members’ willingness to

adopt AI-based digital mourning technologies. Here, we use the

Inventory of Complicated Grief (ICG) (67) scale to measure

perception of complicated grief. This model refinement aligns

with cognitive-emotional decision-making theory, which assigns

functional roles to affective variables, and responds to the unique

moral-emotional entanglements of the digital mourning context.

By introducing this construct, the study aims to go beyond

rationalist acceptance models to offer a more psychologically

grounded understanding of how grief and death experiences

shape technology adoption in ethically charged domains.

2.4 Research questions and hypotheses

Based on the preceding literature and theoretical integration, this

study aims to address the following four core research questions:

RQ1: Can the four core predictors in the original UTAUT

model—performance expectancy (PE), effort expectancy (EE),

social influence (SI), and facilitating conditions (FC)—effectively

predict the behavioral intention (BI) and use behavior (UB) of

bereaved family members of cancer patients toward AI-based

digital mourning technologies?

RQ2: Building on the UTAUT model, do context-specific

variables such as ethical concern (EC) and grief perception (ICG)
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significantly enhance the model’s explanatory power? In other

words, do these extended constructs contribute a statistically and

theoretically meaningful increment to the prediction of

behavioral intention?

RQ3: Do demographic variables (e.g., age, gender) serve as

moderators between key technology perception variables and

behavioral intention? How do such moderating effects reveal

differentiated behavioral pathways among users facing

emotionally intensive technologies?

RQ4: Is behavioral intention (BI) still the strongest predictor of

actual use behavior (UB) in the context of AI commemorative

systems? In other words, once users form an intention to use the

technology, does it consistently translate into actual engagement?

To conduct empirical tests on these issues, the following

research hypotheses are proposed. The corresponding diagrams

are shown in Figure 1:

H1. Performance expectancy (PE) has a significant positive

effect on behavioral intention (BI).

H2a: Effort expectancy (EE) has a significant positive effect on

behavioral intention (BI).

H2b: Gender (GDR) negatively moderates the relationship

between effort expectancy (EE) and behavioral intention (BI).

H2c: Voluntariness of use (Vuse) positively moderates the

relationship between effort expectancy (EE) and behavioral

intention (BI).

H3a: Social influence (SI) has a significant positive effect on

behavioral intention (BI).

H3b: Voluntariness of use (Vuse) negatively moderates the

relationship between social influence (SI) and behavioral intention (BI).

H4. Facilitating Conditions: Facilitating conditions (FC) have a

significant positive effect on behavior intention (BI).

H5a: Ethical concern (EC) has a significant negative effect on

behavioral intention (BI).

H5b: Age negatively moderates the relationship between ethical

concern (EC) and behavioral intention (BI).

H6a: Grief perception (ICG) has a significant positive effect on

behavioral intention (BI).

H6b: Grief perception (ICG) has a significant positive effect on

use behavior (UB).

H6c: Gender (GDR) negatively moderates the relationship

between grief perception (ICG) and behavioral intention (BI).

H7: Behavioral intention (BI) has a significant positive effect on

use behavior (UB).

3 Research method

3.1 Survey method

In the early stage of questionnaire design, the research team

organized a small expert consultation meeting and invited two

front-line practice experts from Chongqing Medical University to

participate and provide guidance. Based on clinical experience,

experts have put forward targeted suggestions on issues such as

the emotional responses of family members of cancer patients

during the mourning process, their acceptance of technology, and

possible ethical problems, and have improved the specific

expression of the questionnaire. Make it more acceptable for

family members. Based on the four core variables, this study

added ethical care perception and pain perception as

supplementary variables. The average well completion time is

approximately 20 minutes. The data collection lasted for one

FIGURE 1

A proposed UTAUT model of AI acceptance among family members of deceased cancer patients.
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week and a total of 137 responses were obtained. Among them, 129

were considered valid after data screening (n = 129).

3.2 Variable measurement

This study integrates the four core constructs of the Unified

Theory of Acceptance and Use of Technology (UTAUT)—

performance expectancy (PE), effort expectancy (EE), social

influence (SI), and facilitating conditions (FC)—along with two

original moderating variables (age and gender) and two

additional context-specific variables: ethical concern (EC) and

grief perception, measured via the Inventory of Complicated

Grief (ICG). These constructs were adapted to reflect the

psychological characteristics of bereaved family members of

terminally ill patients. In total, six latent variables were measured.

Measurement items were developed by referencing and

modifying the subdimensions of the original UTAUT scale

proposed by Venkatesh et al., tailored to the specific context of

bereavement and digital mourning. All constructs were measured

using a five-point Likert scale, with 2–4 items per construct.

Participants (bereaved family members) were required to

respond to all mandatory items. Example items

included:“I believe AI-based mourning technologies can help me

better commemorate my deceased loved one” (Performance

Expectancy),“I find using AI mourning technologies difficult”

(Effort Expectancy),“I think professionals (such as doctors or

counselors) would recommend the use of AI mourning

technologies” (Social Influence),“I can easily access guidance

and assistance on how to use AI mourning technologies”

(Facilitating Conditions).

3.3 Data analysis

To systematically explore the acceptance mechanisms of AI-

based digital mourning among bereaved family members of

cancer patients, this study employed a Partial Least Squares

Structural Equation Modeling (PLS-SEM) approach. Data were

analyzed using SmartPLS 27, which is well-suited for modeling

complex path structures involving small samples, non-normal

data, and moderated relationships.

Given the sensitivity of the study population—bereaved

individuals with typically low public engagement, potential trauma

triggers related to AI commemoration, ethical concerns, and limited

technological exposure (1, 32)—the use of PLS-SEM is especially

appropriate. The final dataset included 129 valid responses, and the

Shapiro–Wilk test confirmed non-normal distribution for 43 out of

43 measurement items (p < 0.05). These conditions (N < 200 and

significant non-normality) strongly justify the methodological fit of

PLS-SEM, which remains robust under such constraints and does

not rely on the assumption of multivariate normality.

This study first evaluated convergent validity by examining the

factor loadings and average variance extracted (AVE) for each

latent construct, and assessed internal consistency using

composite reliability (CR). Subsequently, discriminant validity

was tested using the Fornell–Larcker criterion to ensure adequate

separation among the latent variables.

A structural model path diagram was generated, and the

bootstrapping method was employed to assess key structural

characteristics, including collinearity diagnostics, explanatory

power (R2), model fit (SRMR), and predictive relevance (Q2).

Finally, the significance of each hypothesized path in the extended

UTAUT model was evaluated, which enabled the identification of

significant relationships among the latent constructs and provided

insights into the overall structural mechanism.

4 Digital research

4.1 Descriptive statistics of the sample

Following ethical approval from the Human Research Ethics

Committee for Non-Clinical Faculties of Chengdu Neusoft

University [Approval No. (CNU20241120)] and compliance with

China’s Personal Information Protection Law and institutional

data governance standards, we administered the survey

questionnaire distribution. A total of 207 questionnaires were

distributed and collected in southern China. After manual data

cleaning to remove invalid responses, 129 valid samples were

retained, resulting in a valid response rate of 62.32%. Descriptive

statistics of the sample were generated using SmartPLS.

Among the 129 valid respondents, 68 were female (52.71%)

and 61 were male (47.29%). In terms of age distribution, the

18–25 age group constituted the majority of participants

(62.02%), followed by the 26–30 age group (20.16%).

Respondents aged over 50 years accounted for only 2.33% of the

total sample. Demographic characteristics of the sample are

summarized in Table 1.

4.2 Measurement model: reliability and
validity assessment

This study employed the Partial Least Squares Algorithm

function in SmartPLS 3.27 to evaluate the reliability and validity

TABLE 1 Descriptive statistics of respondent demographics.

Variable Options n %
Gender Male 61 47.29%

Female 68 52.71%

Age Lower 18 5 3.88%

18–25 80 62.02%

26–30 26 20.16%

31–40 11 8.53%

41–50 4 3.10%

51–60 3 2.33%

More than 60 0 0.00%

Education Junior high school or below 1 0.78%

Senior high school/Vocational school 9 6.98%

University/Bachelor’s degree 57 44.18%

Postgraduate degree or above 62 48.06%
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of each latent construct. Specifically, the analysis examined

Cronbach’s Alpha (CA), Composite Reliability (CR), and Factor

Loadings for all items.

Validity assessment was conducted from two perspectives:

convergent validity and discriminant validity. For convergent

validity, the Average Variance Extracted (AVE) was calculated for

each construct to assess the extent to which items reflect the

intended latent variable. Discriminant validity was evaluated by

comparing the square root of each construct’s AVE with its

correlations with other constructs, in accordance with the

Fornell–Larcker criterion (68). Convergent validity results are

detailed in Table 2, and Discriminant Validity results are

presented in the Table 3.

The measurement model demonstrated satisfactory reliability,

convergent validity, and discriminant validity through rigorous

statistical validation. All constructs exhibited strong internal

consistency (Cronbach’s α > 0.70) and convergent validity (AVE

>0.50), aligning with thresholds defined by Hair et al. (68).

Discriminant validity was confirmed through established criteria

(e.g., HTMT ratios <0.85), ensuring distinctness among

latent variables.

Moreover, the square roots of the AVE values for each

construct were greater than their correlations with other

constructs, and all factor loadings were higher than their

respective cross-loadings—thus fulfilling the Fornell–Larcker

criterion for discriminant validity (69).

The measurement model aligns with established psychometric

standards for reliability, convergent validity, and discriminant

validity, ensuring rigorous methodological grounding for the

structural model’s evaluation.

4.3 Structural model evaluation

After validating the measurement model, the study proceeded

to examine the structural model, focusing on the model’s

predictive power and the causal relationships among latent

constructs. The structural model was tested using SmartPLS 3.27,

employing the bootstrapping procedure. The evaluation process

included the following four steps:

(1) Collinearity assessment: Variance Inflation Factor (VIF)

values were calculated to evaluate multicollinearity and the

model’s structural stability.

(2) Explanatory power: The Coefficient of Determination (R2) was

used to assess how well the exogenous constructs explained

the variance in the endogenous variables.

TABLE 2 Convergent validity indicators for latent constructs (factor loadings, AVE, CR, cronbach’s alpha).

Variables Specific question items Factor loading Cronbach’s alpha (CA) Composite reliability (CR) AVE
Behavioral intention (BI) BI1 0.907 0.833 0.901 0.752

BI2 0.877

BI3 0.815

Ethical concern (EC) EC1 0.905 0.884 0.928 0.811

EC2 0.906

EC3 0.892

Effort expectancy (EE) EE1 0.875 0.839 0.919 0.850

EE2 0.967

Facilitating conditions (FC) FC2 0.930 0.948 0.966 0.906

FC3 0.963

FC4 0.962

Performance expectancy (PE) PE1 0.939 0.944 0.964 0.899

PE2 0.959

PE3 0.946

Social influence (SI) SI1 0.911 0.781 0.901 0.820

SI4 0.900

TABLE 3 Discriminant validity assessment based on Fornell–Larcker criterion.

Construct AGE BI ICG EC EE FC GDR PE SI UB Vuse
AGE 1

BI 0.099 0.867

ICG 0.05 0.433 1

EC −0.041 0.701 0.363 0.901

EE −0.078 −0.167 −0.41 −0.177 0.922

FC −0.08 0.399 0.413 0.387 −0.117 0.952

GDR −0.132 −0.004 0.103 0.051 −0.049 0.106 1

PE 0.154 0.655 0.351 0.562 −0.26 0.2 −0.047 0.948

SI −0.019 0.593 0.271 0.548 −0.199 0.229 −0.023 0.464 0.906

UB 0.067 0.758 0.447 0.607 −0.239 0.208 0.015 0.673 0.466 1

Vuse 0.02 0.775 0.375 0.69 −0.188 0.339 −0.09 0.658 0.532 0.774 1
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(3) Model fit: The Standardized Root Mean Square Residual

(SRMR) was calculated as an index of model fit.

(4) Predictive relevance: The Construct Cross-Validated

Redundancy (Q2) was computed to evaluate the predictive

relevance of the structural model (70).

These four indicators jointly assess the adequacy, explanatory

power, and predictive performance of the model. In addition, the

analysis of path coefficients, as well as direct and indirect effect

sizes, was conducted to further evaluate the relationships among

latent constructs. This step enables the study to address the

research questions, test the proposed hypotheses, and determine

the relative contribution of each independent variable to the

acceptance of AI-based mourning technologies among bereaved

family members.

According to the PLS-SEM framework, the model includes the

following variables:

Exogenous latent constructs: Performance Expectancy (PE),

Effort Expectancy (EE), Social Influence (SI), and Facilitating

Conditions (FC).

Endogenous latent constructs: Behavioral Intention (BI) and

Use Behavior (UB).

Observed moderating variables: Age, Gender, and

Voluntariness of Use (Vuse).

Together, these components form the structural model used to

explain and predict acceptance behavior toward AI-driven digital

mourning technologies among family members of deceased

cancer patients.

4.3.1 Collinearity diagnostics
In Partial Least Squares (PLS) data analysis, the Variance

Inflation Factor (VIF) serves as a critical indicator for assessing

potential multicollinearity within the structural model. As defined

by Hair et al. in the context of SmartPLS-based modeling, a VIF

value of 5 or higher indicates serious multicollinearity, whereas a

VIF value of 3 or higher may suggest potential multicollinearity

concerns that warrant further scrutiny (71).

As shown in the Table 4, all VIF values for the latent constructs

in the model are below the threshold of 5, indicating that there is

no severe multicollinearity among the variables. This finding

validates the rationality of the questionnaire design, particularly

the construct-specific item development strategy. Moreover, it

suggests that the questionnaire items effectively differentiate

between distinct latent dimensions, thereby minimizing the risk

of estimation bias or model distortion caused by collinearity.

4.3.2 Evaluation of explanatory power
PLS-SEM employs ordinary least squares (OLS) regression to

estimate path coefficients and factor loadings, aiming to

maximize the explained variance (R2) of endogenous constructs.

This approach is particularly suitable for complex models and

small samples, effectively capturing causal relationships among

latent variables. According to Hair et al., the explanatory power

of structural models can be categorized into three levels:

R2
≥ 0.75 (substantial), 0.50 (moderate), and 0.25 (weak) (72).

As shown in the Table 5, the R2 value for Behavioral Intention

(BI) is 0.770, indicating that exogenous variables such as

performance expectancy and effort expectancy collectively explain

77.0% of the variance in BI. This exceeds the typical explanatory

power observed in conventional UTAUT applications, which usually

ranges between 50% and 60%. The adjusted R2 value of 0.745

further confirms the model’s explanatory strength even after

accounting for degrees of freedom, suggesting that the model is

robust with respect to both variable count and sample size.

Similarly, the R2 value for Use Behavior (UB) is 0.614, with an

adjusted R2 of 0.605. This indicates that the model explains 60.5%

of the variance in actual use behavior, reflecting a relatively high

level of explanatory power even after considering the

interrelationships among the variables.

Taken together, these results demonstrate that the model

possesses strong predictive capacity for the endogenous variables,

supporting its validity for explaining user acceptance of AI-based

applications in emotionally complex domains such as

digital mourning.

4.3.3 Model fit evaluation
This study adopted the Standardized Root Mean Square

Residual (SRMR) to assess the overall model fit. According to the

criteria proposed by Henseler and Sarstedt, an SRMR value

below 0.14 indicates acceptable model fit. The SRMR value of

0.078 (Table 6) indicates good model fit (73).

TABLE 4 Collinearity statistics of the structural model (VIF).

Specific items VIF
EC1 2.376

EC2 2.613

EC3 2.548

EE22 2.093

EE33 2.093

FC1 2.826

FC2 3.505

FC3 3.947

GDR 1.000

PE1 3.237

PE3 3.473

PE4 2.284

SI1 1.695

SI4 1.695

UB 1.000

Vuse 1.000

TABLE 5 Coefficient of determination (R2).

Endogenous variable R-square R-square adjusted
BI 0.770 0.745

UB 0.614 0.605

TABLE 6 Standardized root mean square residual (SRMR).

Model type Saturated model Estimated model
SRMR 0.077 0.078
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4.3.4 Predictive relevance (Q2) evaluation
Predictive relevance (Q2) is a key indicator in PLS-SEM used to

assess the model’s predictive validity. The Q2 value ranges from

negative infinity to 1, with higher values indicating stronger

predictive relevance. In this study, the PLSpredict procedure was

applied to compute Q2 values. As shown in Table 7, the Q2

values for the two endogenous latent variables were Behavioral

Intention (BI) = 0.673 and Use Behavior (UB) = 0.613. Since both

values are greater than zero, the results confirm that the

exogenous constructs in the model exhibit adequate predictive

relevance for the endogenous constructs.

5 Hypothesis testing results

This study applied bootstrapping with 5,000 resamples to

estimate the path coefficients and assess their statistical

significance within the structural model. The significance

threshold was determined by T-statistics greater than 1.96 and

p-values less than 0.10, with p < 0.05 being considered the

standard for robust significance. The validity of each hypothesis

was evaluated based on these criteria.

Additionally, the magnitude of each path coefficient indicates the

relative strength of influence exerted by the independent variables on

the dependent constructs. The results of hypothesis testing are

summarized in Table 8, and the bar chart (Figure 2) summarizes

the β coefficients and hypothesis testing results of all paths. Color

coding is used to distinguish supported and unsupported

hypotheses, as well as a simple slope interaction graph depicting the

trajectories of behavioral intent (BI) under different independent

variables (PE, EE, SI, FC, EC, ICG). It provides an intuitive

understanding of path strength and directionality (see Figure 3).

5.1 Hypotheses and interpretations

Based on the extended UTAUT model integrating both ethical

and emotional variables, this study proposed a total of 13

hypothesis paths, of which 11 were statistically supported. These

findings confirm that both affective and ethical factors play a

critical role in shaping the behavioral intentions of bereaved

family members toward AI-based digital mourning technologies.

First, performance expectancy (PE) was found to have a

significant positive effect on behavioral intention (BI) (H1,

β = 0.150, t = 2.015, p = 0.044), consistent with Venkatesh et al.

(18), who argue that users’ beliefs about the utility of a

technology directly influence their intention to adopt it. In the

context of digital mourning, family members who believe that AI

technologies can alleviate grief or help restore emotional bonds

are more inclined to accept their use.

Effort expectancy (EE) also exhibited a significant positive

effect on BI (H2a, β = 0.219, t = 2.494, p = 0.013), suggesting

that under emotionally intense circumstances, such as

bereavement, individuals tend to value the ease of use and low

emotional burden of new technologies. This is aligned with

prior findings that emphasize the emotional benefits of user-

friendly systems.

Social influence (SI) showed a significant impact on BI (H3a,

β = 0.138, t = 1.981, p = 0.048), indicating that decisions around

AI-based mourning are influenced not only by personal beliefs

but also by the opinions of family, friends, and healthcare

professionals. Moreover, voluntariness of use (Vuse)

significantly and negatively moderated the relationship between

SI and BI (H3b, β = –0.134, t = 2.660, p = 0.008), revealing that

first-time users rely more heavily on external opinions,

whereas more experienced users tend to form more

autonomous judgments—reflecting an increase in user

independence with experience.

Interestingly, facilitating conditions (FC) were found to have

a significant negative effect on actual behavior Intention (BI)

(H4, β = –0.168, t = 2.241, p = 0.025). While this contradicts the

traditional UTAUT model assumption that facilitating

TABLE 8 An extended UTAUT model of acceptance and Use of AI-based mourning technologies Among bereaved families of cancer patients.

Hypothesis Paths Path
coefficient (β)

Sample
mean (M)

Standard deviation
(STDEV)

T statistics
(|O/STDEV|)

P values Hypothesis
testing

H1 PE -> BI 0.150 0.141 0.075 2.015 0.044 Supported

H2a EE -> BI 0.219 0.201 0.088 2.494 0.013 Supported

H2b GDR x EE -> BI −0.206 −0.200 0.114 1.802 0.072 Not supported

H2c Vuse x EE -> BI −0.066 −0.065 0.047 1.419 0.156 Not supported

H3a SI -> BI 0.138 0.134 0.07 1.981 0.048 Supported

H3b Vuse x SI -> BI −0.134 −0.133 0.05 2.66 0.008 Supported

H4 FC -> BI −0.168 −0.164 0.075 2.241 0.025 Supported

H5a EC -> BI −0.227 −0.226 0.08 3.386 0.001 Supported

H5b AGE x EC -> BI −0.108 −0.107 0.054 1.98 0.048 Supported

H6a ICG -> BI 0.283 0.278 0.088 3.222 0.001 Supported

H6b ICG -> UB 0.198 0.198 0.069 2.893 0.004 Supported

H6c GDR x ICG -> BI −0.235 −0.233 0.108 2.178 0.029 Supported

H7 BI -> UB 0.737 0.736 0.061 12.098 0.000 Supported

TABLE 7 Predictive relevance (Q2) results for the structural model.

Endogenous variable Q2predict
BI 0.673

UB 0.613
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FIGURE 2

Path coefficients and hypothesis lesting results.

FIGURE 3

Dynamic path coefficients of behavioral intention (BI) determinants.
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conditions promote behavioral adoption, it reveals a unique

dynamic within the digital mourning context.

Ethical concern (EC) had a significant negative effect on

behavioral intention (H5a, β = –0.227, t = 3.386, p = 0.001),

echoing discussions in Chapter 2 that ethical considerations are

central to digital mourning acceptance. Additionally, age was

found to negatively moderate this relationship (H5b, β = –0.108,

t = 1.980, p = 0.048), suggesting that older individuals may be

more sensitive to ethical issues, thereby weakening the effect of

ethical concern on their intention to adopt the technology.

Grief perception, as measured by the Inventory of

Complicated Grief (ICG), significantly and positively influenced

both behavioral intention (H6a, β = 0.283, t = 3.222, p = 0.001)

and use behavior (H6b, β = 0.198, t = 2.893, p = 0.004). This

supports the emotional activation hypothesis presented in

Chapter 2—namely, that individuals experiencing higher levels

of grief are more likely to engage with digital tools as a form of

emotional compensation.

Furthermore, gender (GDR) negatively moderated the

relationship between grief perception and behavioral intention

(H6c, β = –0.235, t = 2.178, p = 0.029), indicating that gender-

based psychological or emotional mechanisms may reduce the

impact of grief perception on decision-making. Finally,

behavioral intention strongly predicted actual use behavior (H7,

β = 0.737, t = 12.098, p < 0.001), confirming the robust predictive

power of intention in the context of AI-assisted mourning and

supporting the structural validity of the UTAUT framework.

5.2 Unsupported hypotheses and
interpretations

Despite most paths being statistically significant, two

moderating hypotheses were not supported. Specifically, the

moderating effects of gender and voluntariness of use on the

relationship between effort expectancy and behavioral intention

did not reach significance.

The first unsupported hypothesis was H2b, which posited a

negative moderating effect of gender (GDR) on the relationship

between effort expectancy (EE) and behavioral intention (BI)

(β =−0.206, t = 1.802, p = 0.072). Although this value approached

the significance threshold, it failed to meet the statistical cutoff.

This suggests that in the context of digital mourning technologies

for bereaved cancer families, perceptions of technological ease-of-

use did not differ significantly across genders.

The second unsupported path, H2c, tested the moderating

effect of voluntariness of use (Vuse) on the EE–BI relationship

and was also not significant (β =−0.066, t = 1.419, p = 0.156).

This implies that participants’prior experiences with similar

technologies had no substantial influence on the relationship

between their perceived ease of use and intention to adopt AI

mourning tools.

These two unsupported hypotheses collectively reveal that

effort expectancy, as a construct of instrumental reasoning, may

be less susceptible to modulation by demographic or affective

variables in emotionally intense contexts.

6 Discussion

6.1 Discussion on path assumptions

In this study, Hypothesis H1 is supported: Performance

Expectancy (PE) exerts a significant positive effect on Behavioral

Intention (BI), aligning with the original UTAUT model and

indicating that users are more inclined to adopt AI-based digital

mourning technologies when they believe such tools can

effectively alleviate grief. This finding is consistent with Davis’s

(74) foundational insight that PE serves as a core driver of

technology acceptance, often showing strong β correlations

ranging from 0.63 to 0.85. However, the β value observed in this

study falls below the typical range reported in UTAUT2, where

Venkatesh et al. (23) noted that PE→BI path coefficients

commonly exceed 0.3. This suggests that in the context of digital

mourning, the perceived functional value of technology is

subordinated to emotional needs, mirroring a similar attenuation

trend observed in studies of medical AI (75).

For Hypothesis H2a, the positive impact of Effort Expectancy

(EE) on BI reaffirms the foundational framework of UTAUT,

suggesting that improvements in usability can directly enhance

acceptance intention. This aligns with findings from the TAM2

extension, where EE typically influences BI indirectly via

cognitive instrumental processes. However, both H2b and H2c,

which test the moderating roles of gender and user experience on

EE respectively, are not supported. This contradicts the original

UTAUT model’s conclusion that “gender moderates EE” (18).

A plausible explanation lies in the emotional intensity of

mourning behaviors, which may diminish individual differences,

a pattern consistent with Li et al.’s (2023) findings in AI-

mediated mental health contexts.

Hypothesis H3a, examining Social Influence (SI), is also

supported, suggesting that normative pressure from friends, family,

or society plays a facilitating role in the adoption of AI mourning

technologies. Notably, H3b—which tests the interaction effect of

user experience and SI on BI—is significant and negatively signed.

This implies that more experienced users are less susceptible to

social influence, which aligns with Venkatesh et al.’s (2003)

moderation logic: experienced users tend to rely more on their

autonomous judgment than on external cues.

Hypothesis H4 regarding Facilitating Conditions (FC) is

supported, with a negative path coefficient indicating that

environmental or resource-related obstacles (e.g., limited access

to digital services) significantly reduce behavioral intention (BI).

This reinforces the core UTAUT assumption that FC affects

either BI directly or Use Behavior (UB) indirectly. However, the

absolute β value is lower than that reported in some revised

models. For instance, Dwivedi et al. (19) reported a path

coefficient of approximately −0.34 for FC→BI. That indicates,

usage of emotionally sensitive technologies, such as AI

commemoration systems, may depend more on an individual’s

psychological readiness than on practical resources like access to

devices or training. Even with available support, unresolved grief

or ethical concerns can hinder actual use. Conversely, focusing

heavily on the technical aspects of these systems might evoke
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negative emotional reactions or ethical objections, thereby reducing

the likelihood of their adoption. These findings indicate that

promoting the acceptance of these technologies requires attention

to both practical support and users’ emotional states, as well as

ensuring that the technology aligns with their values.

Contrary to classical UTAUT findings (76), this study observed

the disappearance of gender’s moderating effect on the relationship

between effort expectancy (EE) and behavioral intention (BI). This

deviation may stem from the intense psychological distress

inherent in cancer-related bereavement (45), which potentially

overrides gender-specific behavioral patterns. Under such high-

emotional-intensity conditions, both male and female bereaved

individuals prioritize emotional security and existential

authenticity over operational convenience, leading to a

homogenization of technology evaluation criteria. This aligns

with Suo et al.’s (2025) proposition that grief contexts neutralize

gender disparities through an emotional homogenization effect.

Furthermore, voluntariness of use (Vuse) failed to moderate

the EE→BI path—a finding resonant with Harbinja’s ethical

legitimacy threshold theory: “Users must first cross an ethical

legitimacy threshold before evaluating usability in emotionally

high-risk technologies” (77). This underscores that in digital

mourning—a domain characterized by affective and ethical

salience—utilitarian factors (e.g., ease of use) become secondary

to existential concerns. The result corroborates Attuquayefio and

Addo’s (78) revised UTAUT framework, wherein moderating

effects attenuate in high-stakes contexts. Digital mourning thus

operates as an affective boundary condition, diminishing

demographic sensitivity to functional attributes.

6.2 Principal findings

This study constructs an extended technology acceptance

model for digital mourning within the UTAUT framework by

incorporating two new variables: Perceived Grief (ICG) and

Ethical Perception (EC). The empirical findings reveal a

systematic transformation of traditional moderation mechanisms

under high-sensitivity contexts. The theoretical contributions can

be summarized in two key areas:

a. Reconfiguration of Acceptance Hierarchies Driven by

Technology Sensitivity:

Classic UTAUT theory posits that demographic variables

such as gender, age, and user experience exert significant

moderating effects on the core acceptance paths (18).

However, our study finds that such traditional moderators

lose explanatory power in emotionally sensitive contexts.

Specifically, gender does not significantly moderate the path

between Effort Expectancy (EE) and Behavioral Intention,

while user experience negatively moderates the path from

Social Influence (SI) to Behavioral Intention. This directly

contradicts findings in consumer technology contexts, where

experience tends to reinforce social conformity (23). This

paradox can be interpreted through the lens of Technology

Sensitivity Theory: when technologies intervene in

emotionally charged scenarios (e.g., mourning, healthcare),

users shift from a “function-first” to an “emotion-ethics-first”

decision logic. As a result, demographic moderators become

selectively operative only along emotion-ethical pathways,

forming a context-dependent moderation filtering mechanism

(75). Correspondingly, our findings show that age

significantly strengthens the inhibitory effect of ethical

perception, while gender attenuates the motivational effect of

grief perception—indicating a reversal of traditional

functional moderators. These findings challenge the universal

applicability of UTAUT’s moderation logic and propose

new theoretical standards for researching high-

sensitivity technologies.

b. The Emotional Authenticity Paradox and Ethical

Intergenerational Effects in AI Mourning Technology Acceptance:

This study also identifies two distinctive moderation effects

absent from prior research: the emotional authenticity paradox

and the ethical intergenerational effect. First, the negative

moderation of social influence by usage experience (H3b)

indicates that individuals with more digital mourning

experience exhibit greater resistance to socially normative

persuasion. This finding stands in sharp contrast to educational

technology research, where increased experience tends to

enhance social compliance (79). This divergence may stem from

the inherently private nature of mourning: as users accumulate

technological experience, they develop an awareness of

emotional autonomy, becoming increasingly vigilant toward

external interventions that might compromise the authenticity

of their grief.

Second, the study reveals a pronounced intergenerational ethical

effect: age exerts a stronger negative moderation on ethical

perception than on traditional predictors such as Effort

Expectancy (typically |β| < 0.05). Older users tend to prioritize

ethical boundaries over functional convenience in technology

adoption decisions. This aligns with findings by Li et al. (80),

who observed that “digital natives” focus more on usability,

whereas “digital immigrants” emphasize ethical limits. These

insights suggest the need to recalibrate UTAUT’s moderation

mechanism by incorporating an “ethical weighting coefficient”

for age-related analyses in morally sensitive technological contexts.

6.3 Technical governance and suggestions

In terms of Chinese law, the data of the deceased is regarded as

an object of property rights (Article 994 of the Civil Code), but the

essence of digital mourning is to maintain the emotional

connection between the living and the deceased. Therefore, the

“maintaining connection” principle proposed by Chen Xiyi can

be drawn upon to establish a “special management right for

digital Remains” (81). The immediate family members of the

deceased can be regarded as default managers to exercise data

access rights in private mourning Spaces. When it comes to

public mourning, a multi-party consultation committee should

be established to balance personal emotions and public interests.
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This mechanism can draw on the transitional arrangements of the

European Union for deadbots (82), but it places more emphasis on

the sustainability of the relationship rather than the disposal of

the heritage.

At the social level, it is also very important to cultivate certain

pre-social resilience. Incorporate the “empathy network” into the

public crisis response system, such as opening digital mourning

entrances after major accidents, or developing and advocating

digital life education courses to guide young people to

understand the boundaries of AI mourning technology first.

At the level of digital application, medical AI retains the “non-

algorithmic” emotional space of doctor-patient interaction. Digital

mental health tools should set protection thresholds for the

mourning process to replace automated processes and avoid the

formation of “cognitive dilemmas”. An adaptive interface for the

mourning stage can also be developed. Users’ usage rights can be

set to expand step by step based on the duration of use. First-

time users cannot directly access all AI mourning services. The

platform will proactively guide users to reach a moral consensus

and improve the moral mechanism.

Furthermore, the research suggests that the deceased could sign

an agreement during their lifetime to prohibit commercial or non-

commercial digital revivals. For historical figures, certain ethical

reviews are conducted through relevant experts and scholars.

7 Conclusion

7.1 Summary of key findings

This study used the UTAUT model to systematically investigate

how bereaved family members accept and use AI-based digital

mourning technologies. By adding ethical concerns and grief

perception to the model and using PLS-SEM for data analysis,

the research demonstrated that perceived usefulness, perceived

ease of use, social influence, ethical considerations, and

emotional distress significantly affect both the intention to use

and the actual use of these technologies. The study also found

that age, gender, and whether the use of the technology was

voluntary or not, influence this acceptance in complex ways,

highlighting the many factors that affect technology adoption in

emotionally charged situations.

Going beyond these statistical results, the study uses Foucault’s

theories on how individuals become subjects to interpret digital

mourning not just as a tool for coping with emotions, but also as

a system that can shape behavior. AI commemoration

technologies provide personalized ways to remember the

deceased and offer emotional support, but they also subtly guide

mourning into a digital practice that is structured by

computational processes, interactions, and ongoing engagement.

Consequently, the bereaved individual, who once expressed grief

spontaneously, increasingly becomes a ‘user’ within a

technological framework, with their mourning process and

emotional pace influenced by the logic of these platforms. Digital

mourning, therefore, serves not only as a source of comfort but

also as a subtle mechanism of control.

7.2 Limitations and future work

In this study, the dominance of young participants (aged 18–

30) inherently limited the ability of the research to capture

intergenerational dynamics in mourning practices. The specific

reason for this study is that the elderly often have deeper

intergenerational traumatic memories, giving mourning behavior

the significance of “family continuity”, and they have a poor

acceptance of the research questionnaire during the investigation

period. Influenced by the trend of personalization, the youth

group pays more attention to self-repair. Therefore, in the

process of filling out the questionnaire, the proportion of the

youth group is relatively large. This imbalance introduces a

potential selection bias, favoring perspectives centered on

individualistic coping and self-repair, which may not fully

represent the communal or legacy-oriented mourning practices

often observed among older adults. Future research must

prioritize developing culturally sensitive and accessible

methodologies (e.g., qualitative interviews, facilitated discussions,

or alternative data collection formats) specifically designed to

engage elderly populations and capture the richness of their grief

experiences, particularly concerning intergenerational trauma and

the meaning of “family continuity.”

Future research should expand this model’s cultural and

contextual adaptability, incorporating interdisciplinary perspectives

to explore how digital mourning may be personalized and

ethically sensitive in AI-dominated environments. Questions

worth exploring include: Do different age groups, religious

backgrounds, or grief types require differentiated interfaces and

commemorative modalities? Can algorithms be designed to

support grief rather than standardize it? These questions

touch not only on user experience optimization, but also on

the moral transformation of death culture in the age of artificial

intelligence. Ultimately, AI-based commemoration is not a

neutral extension of human emotion, but a complex technological

force that intervenes in subjectivity, ethical judgment, and

cultural meaning.
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Reframing individual roles in
collaboration: digital identity
construction and adaptive
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professional skills in AI-human
intelligence symbiosis
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Amid the unprecedented wave of AI advancement, AI-resistant professional skills

play a significant role in enhancing the e�ectiveness of human–AI collaboration.

However, existing research tends to isolate professional skills from their broader

context, overlooking the triadic construction of digital identity recognition

through individual motivation, structural position, and knowledge articulation.

This oversight weakens the sustainability and adaptability of skill expression,

thereby hindering innovation performance in AI–HI (Artificial Intelligence–

Human Intelligence) collaboration. Drawing on the entropy weight method,

gradient descent algorithm, and a residual–matching decision matrix, this

study conducted quantitative modeling of 418 participants in the financial co-

production sector from 2022 to 2024. The findings reveal that network centrality

(NC; β = 0.04∗∗) and proactive personality (PP; β = 0.05∗∗) significantly amplify

the impact of two key AI-resistant skills—foreign language proficiency (FL)

and passion/optimism (PO)—on collaboration e�ectiveness, through structural

empowerment and intrinsic motivation. Furthermore, this study develops a digital

identity recognition and classification framework that identifies three distinct

groups: core innovators, marginal experts, and low performers. By extending

the theoretical model of digital identity construction within AI–HI collaboration,

this study also proposes a di�erentiated approach to talent development and

resource allocation based on innovation e�ectiveness and identity alignment,

o�ering new insights into the advancement of digital human capital.
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1 Introduction

Since 2022, the development of generative AI (GenAI) has accelerated at an

extraordinary pace, continuously deepening its integration and entanglement with a

wide range of industries. However, evidences have emerged pointing to a set of global

challenges accompanying AI’s advancement: the remarkable acceleration in technological

development has not been matched by a corresponding increase in collaborative
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effectiveness. According to the AI Index Report 2024 (Clark et al.,

2024), investments related to GenAI surged 8fold in 2023, reaching

USD 25.2 billion. In specific tasks such as image classification

and language comprehension, AI has already surpassed human

performance. In a striking contrast, the report also reveals

that in complex tasks—such as visual reasoning, mathematical

reasoning, and creative problem-solving—AI has not demonstrated

a clear advantage.

Furthermore, McKinsey’s The State of AI report (Singla

et al., 2025) points to a series of organizational challenges faced

by companies embedding AI into their business processes:

misalignment between deployment workflows and human

resource structures, difficulties in hiring for AI-related

roles, underdeveloped governance and trust mechanisms,

and the need for a fundamental reconfiguration of AI-HI

interaction. Collectively, these conditions underscore the

necessity of AI-human symbiosis, while also revealing that

effective mechanisms for AI-HI collaboration have yet to be

fully established.

Echoing this global concern, China is likewise experiencing

a “high technology-low collaboration” paradox. According to the

CAICT (2024), China’s core AI industry grew by 13.9% year-on-

year in 2023, and by the first quarter of 2024, a total of 478

large-scale AI models had been released. However, data from

the iResearch Group (2024) indicates that the growth of China’s

collaborative office platforms has slowed significantly since 2022

and has even begun to decline. This structural tension between

rapid technological advancement and declining collaboration

raises fundamental questions about AI-HI interaction: does the

acceleration of AI development necessarily lead to collaborative

innovation at the organizational level? Or does the disjunction

between speed and effectiveness reflect a deeper disruption—one

in which AI challenges not only the traditional roles of human

collaboration but also the cognitive mechanisms underlying them?

In such an AI-human symbiotic environment, must humans seek

new forms of identity and positioning?

This dilemma is particularly evident in practical applications.

For example, Zoom’s AI Companion, regarded as a benchmark

for remote collaboration, achieves only about a 50% success rate

in generating accurate meeting summaries. Although generative

AI (GenAI) possesses high programmability and strong logical

capabilities, the absence of mechanisms for “role construction”

and “digital identity adaptation” often results in information

silos, unclear responsibility boundaries, and impeded collaboration

(Okamura and Yamada, 2020). Moreover, the challenge of task

allocation between humans and AI is deeply shaped by the

characteristics of the AI system itself. A lack of transparency or

limited perceptibility can directly undermine trust mechanisms

in human–AI interactions (Rai, 2020). In addition, low levels of

anthropomorphism in AI often result in an absence of emotional

support (Sheng et al., 2024). Overlooking these system-level factors

can lead to role misalignment and psychological dissonance within

collaborative human–AI settings.

These findings prompt a rethinking of the practical challenges

in AI-HI collaborative innovation. By approaching the issue

through the lens of individual digital identity construction, this

study identifies mismatch patterns in identity recognition that

affect collaboration performance and proposes a mechanism to

optimize identity-role alignment.

Existing research widely emphasizes the value of AI in

collaborative innovation, highlighting its advantages in prediction,

efficiency, and knowledge acquisition (Chu et al., 2023). However,

much of the literature remains trapped in a binary opposition

between technological determinism and capability determinism:

the former overemphasizes the direct impact of technological

features, while the latter treats professional skills in isolation from

their broader context. Both perspectives neglect the complexity

inherent in establishing a symbiotic relationship between AI-HI.

As illustrated in McKinsey’s What Employees Are Saying About the

Future of Remote Work report (Andrea et al., 2021), factors such as

social network construction and psychological needs play a critical

role in digital workplace collaboration. In fact, there is a complex

and dynamic interplay among individual intrinsic motivations,

social network positions, knowledge articulation, and AI-HI role

allocation (Alowais et al., 2023; Jia et al., 2024). Only by considering

and modeling these elements holistically can we effectively uncover

the true mechanisms underlying AI-HI collaborative innovation.

Building on the above background, this study seeks to address

a critical question: how do professional skills, coexisting with AI,

influence collaborative innovation in multifaceted environments?

To this end, we adopt a triadic synergy perspective that

emphasizes the interaction among individual personality traits, the

distribution of professional skills, and social network construction,

and develop a quantitative framework for analyzing AI-HI

collaborative innovation.

However, existing research on AI-driven professional skills

exhibits three main limitations. First, many studies focus solely

on the distribution of professional skills within industries,

overlooking the actual impact of these skills on AI-enabled

innovation performance (e.g., Alekseeva et al., 2021; Fletcher and

Thornton, 2023). Second, few investigations integrate personal

traits and social networks, resulting in overfitting issues between

skills and behavioral effects. For instance, Chuang (2024) argues

that the full potential of AI technologies depends on collective

intelligence. Third, social network position disrupts the pathways

of professional skill conversion. This is especially true for soft skills,

whose effectiveness often hinges on informal networks—an aspect

insufficiently addressed in current literature (Cangialosi et al., 2021;

e.g., Burtch et al., 2023).

From a practical perspective, existing research remains

insufficient in decomposing and prioritizing AI-related

professional skills. Quantitative assessments of such skills

are largely based on self-reported questionnaires, which lack

objectivity. Hard skills, being observable and recordable

capabilities, should be measured through more rigorous and

objective approaches (i.e., Alekseeva et al., 2021). Moreover, the

extent to which professional skills are translated into collaborative

innovation performance should not be inferred solely from

subjective scales (e.g., Cangialosi et al., 2021; Chowdhury et al.,

2022; Pham et al., 2024); instead, they should be evaluated in

relation to the actual task allocation between humans and AI

within the collaboration process.

To address these limitations and research gaps, we

implemented the following measures. First, we incorporated
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a triadic synergy framework to investigate the interaction among

personality traits, social network structure, and professional skill

expression in AI-HI collaborative innovation. Second, we adopted

the After Action Review (AAR) method to objectively capture

cognitive performance outcomes and assess the effectiveness

of AI-HI collaboration, particularly with regard to hard skills.

Third, we applied Gradient Descent (GD) techniques to explore

the distribution of AI-driven professional skills, rather than

treating soft and hard skills as monolithic constructs, thereby

improving the sensitivity of measurement and prioritization.

Fourth, we constructed a residual- matching analytical matrix

to reconceptualize digital identity from an interactional

perspective and proposed targeted knowledge management

strategies accordingly.

This study surveyed 418 participants from AI-enabled co-

production industries in the financial sector between 2022 and

2024. Data were collected on proactive personality (PP) traits,

community network structures, and cognitive skills to uncover

the mechanisms through which AI-driven professional skills shape

AI-HI role allocation. These findings offer new insights into the

formation and development of digital human capital theory.

2 Theoretical framework and research
questions

2.1 Digital identity construction in triadic
synergy

2.1.1 The definition of digital identity and
essential dimensions

The construction of digital identity spans multiple disciplines,

including information technology, sociology, and psychology. Its

formation is dynamic, continuous, and multilayered. According to

Sedlmeir et al. (2021), digital identity refers to the representation

of an entity within a virtual environment—an entity that may

include not only individual humans but also legal persons or

technological agents. A digital identity is composed of controllable

attributes (such as behavioral records, technical features, and social

parameters) and is anchored by a unique identifier that ensures

consistency across platforms. This definition emphasizes both the

sustainability (recognizability) and the diversity of identity features.

Furthermore, digital identity is co-constructed by individuals,

organizations, and technological systems. With the emergence

of decentralized management approaches, identity assignment is

increasingly distributed and individually governed, granting users

greater autonomy and digital sovereignty.

Based on the definition and connotation of digital identity, this

study proposes a triadic synergy mechanism composed of intrinsic

motivation, structural positioning, and knowledge articulation.

This framework aims to capture the generative logic of digital

identity in an AI-HI symbiotic environment. The construction of

such identity is not only critical to the allocation of roles in AI-HI

collaboration but also plays a key role in the sustainable adaptation

of knowledge co-creation and innovation.

Digital identity within the triadic synergy framework comprises

three essential dimensions:

2.1.1.1 Knowledge articulation

Represented by quantifiable professional skills, this dimension

reflects the extent to which individuals can mobilize their

intrinsic motivations and leverage structural positions in AI-

HI collaboration (e.g., Chuang, 2024). Collaborative intelligence

emphasizes the complementarity, reciprocity, and co-evolution

between humans andAI. It reflects not only the technical challenges

of embedding AI into work processes, but also the alignment and

synergy between AI systems and individual knowledge articulation

(Tariq et al., 2025).

2.1.1.2 Structural positioning

Measured through social network centrality, this captures the

external visibility and structural opportunities of one’s identity

on digital platforms (i.e., Morrison-Smith and Ruiz, 2020).

This indicator directly pertains to hybrid teaming frameworks—

specifically, how structural position advantages can be leveraged

to integrate human creativity and emotional intelligence with the

strengths of AI, thereby forming a highly efficient and adaptable

collaborative unit (Caldwell et al., 2022).

2.1.1.3 Intrinsic motivation

Exemplified by PP traits, this dimension provides the

motivational foundation of digital identity. In AI-HI collaboration,

self-determination positively influences exploratory activities in

AI-HI symbiosis (e.g., Kong et al., 2024). When AI is designed

as human-centered (or HCAI) and collaboration-enhancing,

individuals are more likely to exhibit proactive agency rather than

passive acquiescence or substitution anxiety (Shneiderman, 2022).

2.1.2 Knowledge articulation: professional skills
2.1.2.1 Hard skills in AI-HI collaboration

According to Hendarman and Cantner (2018), hard skills refer

to professional knowledge and technical competencies that can

be described, quantified, preserved, and documented, and these

sets of competencies are relevant to specific tasks. The content of

hard skills varies across professional fields, but the vast majority of

hard skill sets involve computer competence and digital literacy, as

investigated by Alekseeva et al. (2021), and Chuang (2024).

In the integration of computer and AI technologies, computer

operations, machine learning understanding, and programming

involve the expression of computer and network technologies in

individual behavior, i.e. Cyber Behavior (CB). Analysis, modeling,

and mathematical foundations affect the individual’s access to the

laws behind the data, i.e., Date Analysis (DA). They play a key role

in the understanding and application of AI. Not only do they reflect

learners’ mastery of superficial AI skills, but also demonstrate their

understanding and insight into the principles and mechanisms

behind the operation of AI, as Bankins et al. (2024) conclude

that algorithms and human capabilities influence employees’ own

experience and job design.

However, the differential impact from hard skills is not only

reflected in job and innovation performance, but also in the

regional adaptation to digital technologies, as investigated by

Carlisle et al. (2023), who argues that CB and DA are far less

important than communication skills in the digital transformation

of the service sector. Whereas, mastery of a Foreign Language
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(FL) has been considered as an important hard skill in many

studies, functioning to facilitate cross-cultural communication and

knowledge flow (Zeng and Yang, 2024).

2.1.2.2 Soft skills in AI-HI collaboration

According to Hendarman and Cantner (2018) summary, soft

skills involve relational resources and communication skills aimed

at environmental adaptation through interpersonal embedding

and are informal skills. In contrast to hard skills, the prominent

role of soft skills lies in the development of communication

skills, teamwork and problem solving skills. For human-computer

coexistence relationships, these competences are not only necessary

for the modern workplace (Escolà-Gascón and Gallifa, 2022). Their

acquisition and enhancement can also increase human-AI trust,

playing a key role in the maintenance of friendly AI-HI coexistence

relationships (Sheng et al., 2024).

Soft skills can be expressed as Innovation Leadership (IL),

Relationship Building (RB), Tolerance for Uncertainty (TU), and

Passion and Optimism (PO) (2018). Soft skills likewise drive

digital transformation and demonstrate criticality in AI-driven

collaborative innovation. IL is related to technology acceptance

management, which influences collaboration across disciplines and

domains (Bahoo et al., 2023). RB competencies derive from field

theory and group dynamics, which are beneficial for the building of

hybrid AI social networks (Ng, 2022). Leadership types holding TUs

are beneficial for promoting psychological safety and facilitating

incremental innovation (Uhl-Bien, 2021), and PO sustains positive

individual perceptions of change and coexistence in the AI era

(Burtch et al., 2023).

Therefore, as a crucial component of the knowledge

articulation, professional skills carry the dual function of task

execution and knowledge exchange within AI–HI collaboration.

Hard skills reflect an individual’s depth of understanding

and operational proficiency with AI technologies, while soft

skills signify the capacity to collaborate effectively, enhance

communication, and foster trust. Together, these skill sets shape

the visibility, reliability, and role recognition of individuals in the

process of digital identity construction.

2.1.3 Structural position: network centrality
Social capital is manifested through structural positions within

social networks, with centrality (including relative centrality,

betweenness centrality, etc.) being a key indicator of social capital.

Individuals occupying central positions, with higher information

flow efficiency and influence, can more effectively promote

knowledge spillover and innovation (Cangialosi et al., 2021).

Building on this foundation, hybrid AI social networks not

only optimize information transmission pathways and strengthen

relational connections. These enhancing individuals’ structural

embeddedness, but also amplify the leverage effect of personal

centrality on knowledge collaboration through augmented social

computing. As Wang et al. (2022) argue, H-AI (hybrid human–

AI) systems, as an augmented intelligence paradigm, are essential

in addressing the limitations of conventional AI when confronting

complex and dynamic social problems. This perspective indirectly

highlights the foundational role that network structural advantages

play in the construction of social behavior within digital

identity formation.

From the perspective of hard skills, digital capability gaps often

lead to issues in task completion time and efficiency. These gaps

are heavily influenced by one’s structural position within the social

network. Individuals at the core of the network typically have

greater access to information and communication opportunities,

which in turn accelerates the expression and application of hard

skills (Lythreatis et al., 2022).

Soft skills can be expressed as communication abilities,

teamwork capabilities, adaptability, and emotional intelligence.

These skills are integral to the maintenance and establishment

of centrality. Furthermore, while virtual teams and remote

collaboration rely on technology, communication and trust remain

essential. Particularly in virtual networks, self-organization can

easily lead to disorderly project development. Therefore, a higher

Network Centrality (NC) implies trust and commitment, which

facilitates the correct and efficient operation of professional skills.

In summary, NC reflects two key aspects of an individual’s

structural position: the efficiency of information flow and

knowledge collaboration, and the recognition of one’s role within

their digital identity. Within hybrid AI-enabled social networks,

individuals with higher centrality are more likely to be identified

as knowledge hubs. Such structural advantages enhance the

external visibility and system-level recognition of their digital

identity, making their role in AI–HI collaboration more stable

and sustainable.

2.1.4 Intrinsic motivation: proactive personality
Proactive Personality (PP), as a form of intrinsic motivation,

is closely linked to self-determination. It is often studied in terms

of how individuals activate themselves positively by constructing

both internal and external sources of meaning. First, from the

perspective of external relationship building, proactive individuals

initiate positive changes in their interactions through internal

drives, expanding their social networks and thereby increasing

the likelihood of realizing personal visions (Rienda et al.,

2025). Second, from the standpoint of internal meaning-making,

individuals with high levels of proactivity tend to assign deeper

significance to learning, work, and personal effort. This capacity

enables them to more effectively translate intrinsic motivation into

concrete expressions of creativity (Zhang et al., 2021).

From the perspective of technology acceptance theory, trust

in AI is associated with dimensions such as transparency,

functionality, reliability, explainability, and perceived benevolence

(Huang and Rust, 2024). While transparency, explainability,

and functionality relate to the design and performance of AI

systems, the extent to which these features are perceived and

trusted largely depends on users’ willingness to engage and their

cognitive orientation. Zheng et al. (2020), through a study on

online learning during the COVID-19 pandemic, found that

PP significantly enhanced the quality of online interaction, self-

efficacy, and social capital. Our latest research also indicates that

excessive AI transparency may hinder the development of higher-

order cognition. Enhancing individual digital identity through

collaborative intelligence depends on the cultivation of effective
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learning and self-management abilities (Jiang et al., 2025). These

findings suggest that proactive individuals are more inclined to

explore and engage with technology, which in turn improves their

understanding of and trust in the complex mechanisms underlying

AI—thus forming a psychological foundation for technology trust.

Therefore, as a driving force behind digital identity formation,

a proactive “self-driven identity” not only facilitates skill expression

and network embeddedness in AI–HI collaboration but also

strengthens the trust relationship between humans and AI systems.

2.2 Limitations in measuring AI-HI
collaborative innovation and cognitive
dynamics

The dynamic reorganization of cognitive resources within

social networks is the essence of knowledge collaboration

and innovation. Nonaka’s (2022) early SECI model indirectly

reflects the phased progression of cognitive strategies:

observational imitation (socialization) → metaphorical

encoding (externalization) → deconstruction and reconstruction

(combination) → learning transfer (internalization). Bloom’s

taxonomy further explains the transformation of individual

cognition in the learning process. By defining cognitive levels,

Bloom’s framework provides an operational theoretical label for

quantifying knowledge collaboration and innovation. Logically,

this framework aligns with the SECI knowledge spiral model (see

Figure 1). The socialization stage, which relies on observational

imitation, corresponds to Bloom’s cognitive categories of

remembering and understanding, while the combination

stage, requiring deconstruction and reconstruction, aligns with

application and analysis. These cognitive behaviors form the

fundamental units of the innovation process, and the distribution

of different cognitive levels within this process serves as an

indicator of collaboration and innovation efficiency.

However, the staged division of cognitive levels remains

ambiguous, and AI intervention is reshaping the division of

cognitive labor in the following ways:

2.2.1 AI as a substitute for lower-order cognition
AI automates a vast range of procedural and repetitive cognitive

tasks, such as encoding, decoding, and information retrieval

(corresponding to the externalization and combination stages),

thereby creating favorable conditions for the acquisition of complex

and breakthrough cognition (e.g., Hu et al., 2021).

2.2.2 AI as an enhancer of higher-order cognition
While offloading large volumes of procedural and repetitive

tasks, collaborative intelligence facilitates the transfer and

conversion of complex tacit knowledge—thus accelerating

internalization (Asrifan et al., 2024). At the same time, human-

centered AI and generative technologies can effectively support

decision-making and foster creativity (Shneiderman, 2022; Jia

et al., 2024; Ritala et al., 2024).

Interestingly, this disruptive transformation reveals a dual

deficiency in current quantitative research approaches:

2.2.3 Measurement distortion
Current studies rely heavily on self-reported surveys (e.g.,

Pham et al., 2024), which fail to capture AI-induced variations

in cognitive behavior, such as the flow and conversion of tacit

knowledge in AI-HI collaboration. Consequently, they struggle to

effectively distinguish AI-enabled collaborative innovation from

traditional modes.

2.2.4 Paradigmatic lag
Existing cognitive quantification research continues to

conceptualize cognitive levels as a linear progression, neglecting

the “cognitive leaps” and transformative shifts induced by AI. For

instance, Bharatha et al. (2024) argue that ChatGPT functions

as a complementary mechanism to human cognition in medical

education, reinforcing the notion that AI fundamentally reshapes

human cognitive processes.

Therefore, it is necessary to establish a new paradigm for

cognitive quantification to reflect the efficiency driven by AI.

Mainly through the After-Action Review (AAR; Keiser and

FIGURE 1

Correlation between SECI model and Bloom’s Taxonomy.
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Arthur, 2021), individual cognition is quantified, and the cognitive

changes and reorganization during knowledge transformation are

dynamically tracked (Nonaka and Yamaguchi, 2022; Asrifan et al.,

2024) to reveal the laws of AI-HI collaboration.

2.3 Research questions

Building upon the triadic synergy framework, this study

conceptualizes digital identity as the outcome of interactions

among individual role cognition (i.e., PP), platform-based

recognition (i.e., social network position), and knowledge

articulation (i.e., professional skills) in AI-HI collaboration. An

individual’s identity is formed through the dynamic interplay of

these three components, which together shape the cognitive impact

of AI-HI collaboration. This dynamic mechanism and its effect on

collaborative innovation effectiveness are illustrated in Figure 2.

Based on this framework, we pose the following

research questions:

RQ1: Which professional skills demonstrate greater “AI

resistance,” meaning they are more likely to consistently

convey identity and knowledge value in collaborative settings?

RQ2: Within the AI-HI symbiotic relationship, can the triadic

synergy mechanism effectively reflect the process of digital

identity construction?

RQ3: Does an individual’s position within a social network

serve to empower or marginalize their digital identity? Does

it amplify or suppress knowledge articulation?

RQ4: Is there a misalignment between individuals’ self-

perceived identity and the system’s role recognition? If so, how

does this misalignment affect AI-HI collaboration?

3 Research methods

3.1 Research design

3.1.1 Measurement methods for knowledge
conversion

The entropy weight method aims to construct a weight model

that describes and focuses on the distribution and uncertainty

of system information. The size of the entropy value is inversely

proportional to the amount of information: the higher the

information content of an indicator, the greater its weight. This

method is primarily used for objectively analyzing internal system

changes and the relationships between indicators (Zhu et al., 2020).

The entropy weight method is widely applied in the field of

management to provide auxiliary weight coefficients for decision-

making, thereby improving the scientific and objective nature of

decisions (Chen, 2021). Additionally, this method can be applied to

management and optimization across various domains (Zhu et al.,

2020). Its advantages lie in reducing human interference, enhancing

applicability, efficiency, and predictability.

Weight data are typically obtained using methods such as

Analytic Hierarchy Process (AHP) and Principal Component

Analysis (PCA). However, AHP is subject to strong subjectivity,

inconsistent ratings, and varying applicability, while PCA is

primarily used for variable selection and may not accurately reflect

the relative weights of variables. This study innovatively uses the

entropy weight method to construct a cognitive level quantification

model for collaborative innovation, with the following advantages:

3.1.1.1 Objective weight assignment

Based on the principle of information entropy, this

method avoids human interference and precisely quantifies

the contribution weights of different cognitive levels in

knowledge transformation.

3.1.1.2 System adaptation

It is suitable for the cognitive interaction relationships in AI-

driven innovation and supports the analysis of the non-linear

collaborative effects of variables.

However, the entropy weight method is sensitive to data quality

and is limited by linear assumptions (Gray, 2011). Therefore, this

study implements a three-tier optimization process:

3.1.1.3 Data preprocessing

Abnormal values are removed through validity tests and

correlation analysis.

3.1.1.4 Normalization adjustment

Data are standardized during the collection process and non-

dimensionalized during the analysis phase.

3.1.1.5 Model validation

By integrating the theoretical review from Section 2.2, we

confirm whether the weight distribution aligns with the disruptive

impact of AI on cognition.

First, the relevant indicators are standardized (see Equation 1):

xij =
xij −min

(

xj
)

max
(

xj
)

−min
(

xj
) (1)

Here, xij represents the i-th indicator of sample j .

Next, the entropy value for each indicator is established (see

Equation 2), among others pij =
zij
n
∑

j=1
zij

, where n represents the

sample size.

ej = −
1

ln(n)

n
∑

i=1

pij ln
(

pij
)

(2)

Finally, the weight for each indicator is calculated (see

Equation 3), wherem represents the total number of indicators.

wj =
1− ej

m
∑

j=1

(

1− ej
)

(3)

Based on Equations 1–3, a knowledge conversion effectiveness

model (Equation 4) established on the weights of cognitive levels

can be derived. In this framework, the AI-HI knowledge conversion

outcome (KC) represents the effectiveness of AI-HI collaboration.

Kj represents the acquisition effectiveness of different types of

cognitive levels, b represents the intercept, and ωj represents the

weights of different cognitions.

KC = wj ·
∑

Kj + b (4)
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FIGURE 2

Research model and conceptual framework.

3.1.2 Constructing the digital identity recognition
function from a triadic synergy perspective

This study employs mathematical modeling to represent the

interactive influence among the three dimensions of triadic

synergy, capturing the pathway through which individual digital

identities are constructed in AI-HI collaboration. As illustrated in

Figure 2, an individual’s digital identity can be reflected through the

effectiveness of AI-HI knowledge conversion.

To capture the sensitivity of triadic synergy variables—

particularly the distribution and ranking of professional skills—

we adopt the Gradient Descent (GD) algorithm to model

multidimensional non-linear relationships. As a core optimization

technique in machine learning, GD derives the minimal loss

function across multiple non-linear variables, thereby allowing

the reverse estimation of each variable’s contribution within

AI-HI collaboration (Mohd Selamat et al., 2020). Compared

with traditional multiple regression analysis, GD offers the

following advantages:

3.1.2.1 High-dimensional data processing

By presetting iteration counts and learning rates, the algorithm

dynamically updates parameters until partial derivatives converge

to a minimum, effectively improving model prediction accuracy

and robustness.

3.1.2.2 Innovative variable handling

Instead of treating confounding variables—such as the

debated moderating/mediating role of PP—as traditional structural

equation modeling does, we process them as specific parameters,

avoiding methodological disputes (cf. Zhang et al., 2019; Wang

et al., 2022).

3.1.2.3 Feature interpretation advantages

Leveraging machine learning capabilities, we quantitatively

evaluate the relative importance of different dimensions of

professional skills.

To address RQ1 and RQ2, we construct a GD function (see

Equation 5) tomodel the impact of professional skills on knowledge

conversion. Here, J(β) represents the loss function, β1∼β8 are

the parameter estimates for each indicator, and β0 represents the

intercept. IL (Innovation Leadership), RB (Relationship Building),

TU (Tolerance for Uncertainty), and PO (Passion and Optimism)

are related to soft skills. CB (cyber behavior), DA (data analysis),

and FL (foreign language) are related to hard skills.

J(β) =
1

2n

n
∑

i=1

(β0 + β1 · ILi + β2 · RBi + β3 · TUi + β4 · PO1

+ β3 · CB1 + β6 · DA1 + β7 · FLi − KC1)
2 (5)

Furthermore, we construct a centrality-based function (see

Equation 6) to capture the impact of social network position on

collaborative innovation effectiveness, thereby addressing RQ3.

NC(i) =
deg(i)

n− 1
(6)

Here,NC ( i ) represents the relative centrality of sample iii, and

deg(i) represents the absolute centrality of sample i. Subsequently,
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the GD method is used to construct the Equation 7 for the impact

of centrality on dynamic knowledge conversion, reflecting the

visibility of individual identity within the platform.

J (β0,β1) =
1

2n

n
∑

i=1

(β0 + β1 · NCi − KCi)
2 (7)

To further address RQ3, we construct a GD function (see

Equation 8) to model the influence of centrality, hard skills,

and soft skills on knowledge conversion, thereby capturing how

network position amplifies or suppresses the effectiveness of

professional skills.

J(β) =
1

2n

n
∑

i=1

(β0 + β1 · NCi + · · · + β8 · FLi − KC1)
2 (8)

To address RQ4, we construct Equation 9 to represent the

subject-object matching problem in digital identity. In this model,

PP denotes proactive personality.

J(β) =
1

2n

n
∑

i=1

(β0 + β1 · NCi + · · · + β8 · FLi − KC1)
2 (9)

Equations 5, 7–9 are loss functions concerning regression

relationships, and their parameters need to be iteratively updated

using the GDmethod (see Equation 10). Here, α is the learning rate,

and
∂Jβ)
∂β

is the partial derivative of the loss function with respect to

the regression coefficients.

β : = β − α
∂J(β)

∂β

(10)

To address the algorithm’s limitations, we implement a three-

tier optimization strategy:

3.1.2.4 Sensitivity to initial values

Running the model algorithm at least 100 times to compute the

standard deviation and mean of coefficients.

3.1.2.5 Overfitting control

Employing the Early Stopping method to prevent overfitting by

testing different parameter settings.

3.1.2.6 Parameter tuning

Utilizing Goodfellow’s (2016) dynamic adjustment framework

to balance model convergence speed and training efficiency.

In summary, the constructed models are closely aligned with

the research questions, with the weights of each dimension

reflecting the identification of individual roles in AI-HI

collaboration. Variations in these weights indicate changes in digital

identity construction under the influence of confounding variables.

3.1.3 Personalized digital identity matrix based on
residual-macthing analysis

To further address research questions RQ1 through RQ4,

we first identify AI-resilient skills using Equation 5 through

TABLE 1 Interpretation of digital identity profiles based on the

combination of residuals and matching.

Category Classification
logic

Theoretical interpretation

Low

performers

High residual+

Low matching

Indicates that both the system and the

individual fail to recognize the role, leading

to weak identity activation or alignment

Peripheral

experts

High matching+

High residual

Possess relevant skills but hold a marginal

structural position; identity expression is

misaligned with system recognition

Core

innovators

High matching+

Low residual

Demonstrates high triadic alignment, with

strong knowledge articulation and

consistent platform-based identity

recognition

Equation 10. We then examine how the interaction among

individual motivation, structural position, and resilient skills leads

to inconsistencies between system-assigned roles and self-perceived

identities. This divergence is analyzed in terms of its impact on

AI-HI role allocation.

Based on this premise, we construct an identity recognition

framework grounded in residual analysis and matching calculation.

The specific steps are as follows:

First, we establish the residuals of knowledge innovation

effectiveness (see Equation 11).

Residual = KCactual − KCpred (11)

Among them, KCactual represents actual effectiveness (related

to Equation 4), KCpred representing predictive effectiveness

(Equation 12),
∑

βn· Skills n represents key skills.

KCpred = 0.04NC + 0.05PP +
∑

βn · Skills n (12)

Then, we used PP as a moderator to build the NC-Skills-PP

match calculation (Equation 13):

Mathscore =

(NC×
∑

βn· Skills n)×(1+α×PP)−min( Matchscore )

max( Matchscore )−min( Matchscore )
× 2 (13)

By applying GD, we integrate residual analysis and matching

calculation into the theoretical framework of digital identity

construction. The difference between predicted and actual identity

expression KCactual termed identity matching deviation. Residual

serves as the basis for subsequent classification in the personalized

collaboration matrix.

Based on the combination of residuals and matching scores,

each sample is categorized into one of three types, as shown in

Table 1.

3.2 Explanation of variables

3.2.1 Network centrality, proactive personality
and professional skill

This study employs nomination surveys and interviews to

collect data on NC. The scale for NC is based on the work of Soda
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and Zaheer (2012), using the nomination method and presenting

the data in matrix form, as referenced in the study by Cangialosi

et al. (2021).

The measurement of PP is based on the scale designed by

Seibert et al. (2001). According to previous experimental records,

the consistency coefficient between the items of the scale is 0.89.

This study conducted a convergence test on the scale design,

selecting 8 questions with a 6-point attitude scale.

Cyber Behavior (CB), Data Analysis (DA), and Foreign

Languages (FL) represent the critical impact of hard skills on

innovation. Based on Hendarman and Cantner (2018), this study

collects measurable data to represent hard skills. The measurement

of soft skills follows the scale designed by Hendarman and Cantner

(2018) and gathers data through questionnaires. Item 1 measures

Innovation Leadership (IL), Item 2 measures Relationship Building

(RB), Item 3 measures Tolerance for Uncertainty (TU), and

Item 4 measures Passion and Optimism (PO). While referencing

Hendarman’s scale, this study makes adjustments, setting the

attitude scale at 6 levels. A detailed structure of the questionnaire

design can be found in Supplementary Table S1.

3.2.2 Quantification of cognition in knowledge
conversion

As summarized earlier, knowledge conversion is a significant

manifestation of knowledge innovation. Therefore, this study

employs the After Action Review (AAR) method to conduct a

feedback-based evaluation of the knowledge conversion process.

The method is applied with reference to Keiser and Arthur (2021),

combining Bloom’s cognitive model to perform AAR analysis and

extract results from the knowledge conversion process. For detailed

reference, see Supplementary Table S2.

3.3 Survey participants

The experiment of this study was conducted between 2022 and

2024, targeting companies and employees within the Xiaoguishan

Financial Industry Park in Wuhan. The enterprises in this

industrial park predominantly belong to symbiotic industries,

including project consulting, digital technology, finance, and

TABLE 2 Demographics of the survey respondents.

Variables AVG S.D Industrial
distribution

Percentage

Gender 1.67 0.47 Financial 25%

Age 2.06 0.32 Cultural

tourism

25%

Education (Edu.) 1.90 0.41 Digitization 13%

Job description (JD) 1.72 1.35 Project

consultancy

17%

Forward transfer (FT) 1.00 0.05 Others 20%

N = 418. Gender: 1 = male, 2 = female. Age (years old): 2 = 19–29, 3 = 30–39. Education:

1 = less than bachelor’s degree, 2 = bachelor’s degree. Job Description: 1 = General

Employee, 2 = Departmental Management. Forward Transfer: 1 = had relevant experience

and knowledge base.

cultural investment. To align with the digital transformation of

industries, the park’s enterprises engaged in digital transformation-

related work during the pandemic period. The survey involved a

total of 455 participants, with 418 valid samples collected. These

participants were distributed across 7 community networks, as

detailed in Table 2.

It should be noted that most of the participants are interns from

Wuhan University of Business and Technology, who underwent

similar training and cognitive internships prior to their placement

(the average value of forward transfer is 1.00, indicating the

coverage of the preliminary training). The majority of participants

volunteered to take part, and our survey activities were governed by

the regulations of the Hubei Provincial Department of Education

project (2021GA078).

4 Data analysis

4.1 Data preprocessing

4.1.1 Reliability and validity testing
Table 3 includes the KMO values, total variance explained,

AVE, and CR values for the variables in the hypothetical research

model. The KMO values indicate a strong correlation among

the indicators within the four latent variables of the hypothetical

model. The total variance explained (single component) is above

50%, demonstrating that the indicators sufficiently explain the

latent variables. AVE values are all above 0.5, and CR values exceed

0.6, indicating that the convergent validity meets the requirements,

further validating the scientific rigor of the selected indicators.

4.1.2 Correlation analysis
Based on the heat map of variable correlations (see Figure 3),

it is evident that all variables, except for demographic variables,

exhibit a certain degree of positive correlation. According to

Gelman and Hill (2006, pp. 20–21), the entropy weight method and

GD can eliminate the influence of demographic variables on the

hypothetical research.

TABLE 3 Reliability and validity of latent variables.

Variables Items KMO TVE AVE CR

Knowledge conversion

(KC)

6 0.83 77.37 % 0.77 0.93

Proactive personality

(PP)

8 0.89 53.70 % 0.53 0.90

Soft skill (SS) 4 0.77 63.00% 0.63 0.87

Hard skill (HS) 3 0.64 65.20 % 0.65 0.85

The analysis results are derived from SPSS and EXCEL. KMO > 0.6; TVE (%) > 50; AVE >

0.5; CR > 0.6.
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FIGURE 3

Heat map of correlation. The color gradient represents the strength of Pearson correlation (ranging from −1 to +1, from blue to yellow). For variable

abbreviations, see Tables 2, 4; NC denotes network centrality, and PP refers to proactive personality.

FIGURE 4

Weighted contributions of individual cognitive categories in AI-HI collaboration (Based on entropy weight method). The six cognitive levels are

classified according to Bloom’s taxonomy. The weight values represent each level’s contribution to AI-HI knowledge conversion. Higher-weighted

levels—creation, evaluation, and analysis—correspond to higher-order cognition. These results indicate that AI-HI collaboration relies more heavily

on complex cognitive processes.
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4.2 Quantitative cognitive analysis in the
AI-HI collaboration process

Based on Equation 1 through Equation 3, the entropy

weighting method was used to quantify individual contributions at

different cognitive levels within AI-HI collaboration (see Figure 4).

The analysis revealed the following weighted contributions:

creation (0.2369) > evaluation (0.2235) > analysis (0.2008) >

remembering (0.1726) > understanding (0.1154) > applying

(0.0508). These results indicate that, compared to lower-order

cognitive processes (remembering, understanding, and applying),

higher-order cognition—represented by creation, evaluation, and

analysis—plays a more significant role in AI-HI collaborative

innovation. This finding reflects AI’s substitution effect on lower-

order cognition and its enhancement of higher-order cognitive

functions (Hu et al., 2021; Asrifan et al., 2024; Jia et al., 2024; Ritala

et al., 2024).

Overall, this validates the model’s rationality in quantifying AI-

HI collaboration effectiveness. Finally, according to Equation 4, the

weighted values across cognitive levels can be integrated to predict

the AI-HI collaborative innovation effectiveness, represented by the

KC value.

4.3 Gradient regression analysis results

Based on responses to RQ1 and RQ2, this study employed

GD to model the relationship between professional skills and

collaborative innovation effectiveness (Equation 5). The model was

iterated 100 times to reduce sensitivity to initial values and improve

prediction stability. The results are presented in Table 4.

Regarding skill distribution, among soft skills, IL, TU, and PO,

along with the hard skill of FL, showed significant positive effects

on AI-HI knowledge conversion effectiveness (KC). Notably, PO (β

= 0.03∗∗) and FL (β = 0.07∗∗) stood out prominently.

These findings reveal: (1) FL plays a critical role in overcoming

knowledge barriers and facilitating knowledge flow, serving as

a key factor in AI-HI cross-boundary collaboration; (2) PO

functions as a stabilizing mechanism for individual identity,

significantly enhancing individuals’ capacity to engage with AI-HI

collaborative content.

These results support RQ1 by identifying PO and FL as themost

AI-resistant professional skills, capable of consistently expressing

individual identity and knowledge value.

Further, by integrating Equations 6–9, this study examined the

effects of structural position (NC) as a dimension of digital identity

recognition, and individual intrinsic motivation (PP) on AI-HI

collaborative innovation effectiveness. The findings are as follows:

1. The effect of NC on KC was 0.07∗∗, indicating that structural

position characteristics positively contribute to AI-HI

collaboration. This result supports the first part of RQ3,

confirming that social network position has an empowering

effect on digital identity recognition.

2. Under the influence of NC (detailed results of the regression

coefficients are reported in Supplementary Table S7), TU

(0.03∗∗) and FL (0.05∗∗) showed significant positive impacts on

KC. This suggests that, with structural position empowerment,

individuals’ knowledge articulation is further strengthened,

addressing RQ2 regarding the constructive role of the triadic

synergy in digital identity formation.

3. Within the triadic synergy framework, regression coefficients

for PP, NC, FL, and TU were 0.05∗∗, 0.04∗∗, 0.05∗∗, and

0.03∗ respectively (detailed results of regression coefficients are

shown in Supplementary Table S8). This finding responds to

the combined research questions RQ2 and RQ3, illustrating the

logic by which the triadic synergy influences individual digital

identity recognition.

Note: Details regarding model parameter settings, gradient

optimization, and overfitting tests are provided in the

Supplementary Tables S3–S6 and Supplementary Figures S1–

S4. These materials are intended to validate the model’s stability

and do not affect the presentation of the main data analysis results.

4.4 Parameter settings for confounding
variables and skill priority optimization

To further strengthen the explanatory power of structural

position and individual intrinsic motivation on knowledge

articulation, this study employed a fixed confounding variable

parameter combined with gradient-based re-optimization to

TABLE 4 Contributions of professional skills in the AI-HI collaboration process.

Variable Definition Coe�cient Standard error T value P value

IL Innovation leadership 0.02 0.01 1.54 0.12

RB Relationship building −0.03∗ 0.01 −2.19 0.03

TU Tolerance for uncertainty 0.04∗∗ 0.01 3.14 0.00

PO Passion and optimism 0.03∗∗ 0.01 4.63 0.00

CB Cyber behavior −0.02 0.01 −1.80 0.07

DA Data analysis 0.00 0.01 0.39 0.70

FL Foreign language 0.07∗∗ 0.01 7.32 0.00

The analysis results are derived from MATLAB. A smaller standard error indicates a more precise estimate of the regression coefficients; the T value is used to test whether the regression

coefficients are significantly different from zero; ∗∗p < 0.01, ∗p < 0.05.
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FIGURE 5

Relative contribution ranking of professional skills based on gradient optimization (500 iterations). The Y-axis represents the gradient descent

regression coe�cients. Both FL and PO retain significant advantages even under the control of confounding variables NC and PP, indicating that they

are AI-resistant skills. Detailed results of regression coe�cients are shown in Supplementary Table S9.

reassess the contribution of professional skills. Specifically, the

parameters for NC (0.04∗∗) and PP (0.05∗∗) were fixed. Using

gradient regression, the triadic synergy model in Equation 9 was

iterated 500 times.

The analysis results (see Figure 5) indicate that, under the

conditions of PP and NC, PO (0.04∗∗) and FL (0.03∗∗) emerge as

the most “AI-resistant” skills in AI-HI collaboration. This finding

further deepens the response to RQ1, demonstrating that “AI-

resistant” skills continue to have a stable driving effect on AI-HI

collaborative innovation effectiveness even when controlling for

structural position and individual motivation. This reflects that

truly AI-resistant skills possess strong digital identity expression.

4.5 Decision strategy matrix: classification
based on digital identity recognition

In response to RQ4, this study constructs a personal digital

identity recognition matrix by combining residuals and matching

degrees. The recognition matrix categorizes roles within AI-

HI collaboration. Specifically, through parameter settings of

confounding variables and skill priority optimization, PO (0.04∗∗)

and FL (0.03∗∗) are identified as important indicators of individual

knowledge articulation. Then, based on Equations 11–13, the

distribution of sample sizes, strategy classifications, and adaptation

recommendations for digital identity recognition are obtained (see

Figure 6, Table 5).

Table 5 details the proportions and response strategies for

Core Innovators, Marginal Experts, and Low Performers. These

results demonstrate that digital identities under the triadic synergy

framework can be quantitatively identified and dynamically

adjusted, providing effective recommendations for role allocation

in AI-HI collaboration.

5 Discussion, conclusion, and outlook

5.1 Summary of key findings

This study investigates digital identity recognition under AI-

HI collaborative innovation by constructing a triadic mechanism

involving knowledge articulation, structural position, and personal

motivation. Compared to previous research, it offers key findings

and extensions in the following aspects:

First, we redefine “AI-resistant” professional skills, breaking

through the traditional binary perspective of soft vs. hard skills.

Prior studies primarily focused on the structural differences

between soft and hard skills (Hendarman and Cantner, 2018;

Alekseeva et al., 2021; Fletcher and Thornton, 2023). Our

model, incorporating confounding variables, reveals that FL and

PO exhibit more stability in AI-HI collaboration. This finding

acknowledges the unique roles of both hard and soft skills in

AI-HI collaboration and highlights that highly expressive and

system-recognized skills are critical in constructing digital identity.

Furthermore, while Alekseeva et al. emphasize the key roles of

DA and CB in the digital economy, our findings suggest these
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FIGURE 6

Sample size distribution based on residuals and matching degree. The X-axis represents the degree of identity matching, while the Y-axis indicates

the residuals of innovation e�ectiveness. Marginal experts are primarily located in the “high residual + medium matching” quadrant, revealing a

structural misalignment in identity recognition.

TABLE 5 Digital identity strategy types and adaptation recommendations.

Strategy type Low PP group (15 %) Mid-PP group (45%) High PP group (40 %)

Core innovators 0 0.01 0.99

Marginal experts 0.12 0.23 0.65

Low-efficiency individuals 0.82 0.15 0.03

Residuals\Match Low match (MatchScore
< 0.8)

Medium match (0.8 ≤
MatchScore ≤ 1.2)

High match (MatchScore
> 1.2)

High residual (Residual > +0.3) Marginal experts: AI-enhanced

breakthroughs

Core innovators: strategic ownership Core innovators: strategic ownership

Medium residual (−0.3 ≤ Residual ≤

+0.3)

Routine optimisation Progressivity Structured tasks

Low residuals (Residual < −0.3) Low-efficiency individuals:

redeployment/elimination

Standardized training Rotation activation

skills are increasingly supplanted by AI, whereas FL and PO show

stronger resistance to replacement. This provides empirical support

for research on AI-HI complementarity.

It is important to clarify that FL as an AI-resistant skill may

be easily misunderstood—after all, LLMs are widely recognized as

one of AI’s core strengths. However, FL in this study is not limited

to linguistic proficiency per se. Instead, it represents a deeper

capability: the power to integrate knowledge across boundaries

(Nonaka and Yamaguchi, 2022). In contexts where AI plays

a dominant role but lacks contextual adaptability and cultural

discernment, FL is more likely to function as a technological tool

for identity expression and bridging, enabling individuals to serve

as connectors in human-AI collaboration.

Second, we propose a collaborative construction logic of digital

identity, critiquing prior studies’ reliance on “system-label” identity

assignment. Typically, role recognition and assignment in human–

AI collaboration are attributed to system-level configurations

(e.g., Alowais et al., 2023; Bharatha et al., 2024). However, such

studies often overlook the interactive dynamics among self-driven

motivation, collective dynamics, and cognitive performance. Our

study argues that individual digital identity emerges from the

synergy of internal motivation, structural position, and knowledge
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articulation.Moreover, by combining residual andmatching degree

analyses, we concretize the discrepancy between system recognition

and individual identity, empirically challenging the simplistic

“system-label” model.

Third, this study reveals a bidirectional

“empowering/inhibiting” effect of structural position on individual

knowledge articulation, offering a contextualized extension of

the “structural empowerment logic” within existing social capital

theory. In contrast to prior studies (e.g., Cangialosi et al., 2021), our

findings suggest that in hybrid human–AI social networks, NC does

not uniformly activate knowledge articulation. Its amplifying effect

depends on skill fit and personal motivation. The identification

of “marginal experts” in Figure 6 and Table 5 illustrates that, even

individuals with high-level skills may find their identity expression

suppressed—particularly when they occupy structurally marginal

positions and lack proactive personal drivers.

Additionally, RB also contributes to the expression of structural

position. However, in our model, it exhibits a negative effect

(β = −0.03). We speculate that in highly collaborative and

digitized task environments, an overreliance on RB may lead to

reduced communication efficiency, blurred role boundaries, and

a tendency to avoid conflict. This finding aligns with previous

research suggesting that unstructured social interactions in virtual

teams can undermine collaborative performance (Morrison-Smith

and Ruiz, 2020; Caldwell et al., 2022).

Fourth, establishing an intervention mechanism for digital

identity recognition addresses the current limitations in

quantifying AI–HI collaborative innovation effectiveness and

the challenges posed by the “black box” nature of evaluations.

Existing studies largely rely on self-reported questionnaires to

measure collaborative innovation outcomes (Chowdhury et al.,

2022; Pham et al., 2024), which do not fully capture the cognitive

dynamics and human–AI role distinctions inherent in AI–HI

collaboration. This study employs the entropy weight method to

develop a more objective evaluation framework for human–AI

collaborative effectiveness. Furthermore, through a residual–

matching analysis matrix, it identifies three distinct groups—core

innovators, marginal experts, and low performers. This approach

not only enhances the objectivity and explanatory power of AI-

driven performance assessments but also offers practical insights

for the design of AI–HI symbiotic mechanisms and human–AI

role allocation.

5.2 Theoretical contributions

First, this study reconstructs the AI-HI collaboration

theoretical framework from the perspective of digital identity.

It breaks the traditional binary paradigm of technological

determinism and capability determinism, proposing a triadic

synergy model of “Motivation-Structure- Articulation,” embedding

digital identity construction into the AI-HI symbiotic ecosystem.

Second, methodological innovations are made by integrating

entropy weighting, gradient descent, and residual-matching

techniques. This not only improves self-reported measurement

approaches but also innovatively quantifies digital identity

recognition in AI-HI collaborative scenarios.

Finally, the study redefines the skill substitution effect. It argues

that language proficiency and emotional intrinsic motivation serve

as more robust AI-resistant skills in AI-HI collaboration than

procedural skills such as data analysis. This shift helps advance

the research paradigm from “technical adaptation” toward “identity

expression” in professional skills studies.

5.3 Management insight

First, based on the residual-matching decision matrix, a

personalized talent identification and allocation mechanism can be

constructed to enable precise interventions for “core innovators,”

“marginal experts,” and “low performers.” Core innovators

should be granted greater autonomy; low performers should

undergo standardized training, job rotation, or optimization;

and marginal experts should be supported through a structured

mentorship system.

Second, in designing AI-driven collaborative effectiveness,

structural adjustments of AI-HI social networks are necessary,

especially by providing platforms and collaboration opportunities

for high-skill but low-position marginal experts. To enhance the

structural recognition of marginal experts, cross-departmental

task forces should be established to increase their involvement

in key roles. Additionally, network-building initiatives can

be implemented to facilitate their integration into core

collaboration circles.

Finally, combining residual-matching strategies supports

sustainable talent-resource allocation. In AI-HI skill training,

priority should be given to cultivating AI-resistant skills

5.4 Shortcomings and outlook

First, the assessment of soft skills remains subjective. The

evaluation methods and criteria for soft skills in this study are

primarily based on questionnaires, which are evidently overly

subjective. Therefore, future research should adopt more objective

approaches to quantify soft skills, such as technology-driven soft

skill assessments (Altomari et al., 2023).

Secondly, the triadic synergy model effectively explains digital

identity construction in AI-HI collaboration. However, variables

such as AI model performance and task scenarios require further

refinement. Moreover, this study primarily employs quantitative

analysis and lacks the integration of qualitative data (e.g.,

interviews), which is essential for enhancing the explanatory power

of the model. At the same time, future research should consider

conducting group-based comparative tests on the residual–

matching approach to improve the model’s robustness and rigor.

Third, the cross-sectional nature of this study limits a

comprehensive understanding of AI technology development and

iteration over time. Moreover, the impact of Explainable Artificial

Intelligence (XAI) on knowledge innovation exhibits distinct

phase-specific characteristics (Mancuso et al., 2025). Therefore,

future research should incorporate longitudinal studies to observe

temporal changes in relevant variables.
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Fourth, this study did not quantitatively assess the technical

characteristics of AI systems, although existing research highlights

their close relationship with digital identity construction and

task adaptation (Shneiderman, 2022; Huang and Rust, 2024).

The diversity of AI-HI collaborative systems poses a significant

challenge for current research. Future studies should aim to develop

appropriate and generalizable methods to quantify AI system

features, enabling a more comprehensive characterization of AI-HI

collaboration mechanisms.

Finally, while this study’s sample size is substantial, it is limited

by the convenience of data collection, resulting in a relatively

homogeneous respondent background and role distribution.

Although participants generally received relevant training, many

occupied peripheral positions within social network structures

and had insufficient understanding of work processes. These

factors inevitably impact the knowledge expression system and

collaboration effectiveness. Future research should consider cross-

validating findings across multiple industries and among formal

employees to further strengthen the robustness and generalizability

of the conclusions.
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Chatbot-aided product purchases 
among Generation Z: the role of 
personality traits
Jinrong Liu 1 and Jialiang Chen 2*
1 Department of Physical Education, University of Shanghai for Science and Technology, Shanghai, 
China, 2 Shanghai University of Sport, Shanghai, China

Introduction: The rapid integration of machine learning has positioned 
product recommendation chatbots as essential tools in the e-commerce 
landscape, shaping how consumers engage and make purchasing decisions. 
Generation Z, as a tech-savvy and AI-adept demographic, plays a central role 
in this transformation. While prior studies have examined chatbot-consumer 
interactions, limited research has explored how both personality traits and 
information source characteristics jointly influence purchase intentions.
Methods: This study develops an integrative framework to assess how the Big Five 
personality traits—extraversion, agreeableness, conscientiousness, neuroticism, 
and openness—and key chatbot features—expertise, interactivity, trustworthiness, 
and customization—affect Generation Z’s willingness to purchase chatbot-
recommended products. The moderating role of personal innovativeness is also 
examined. Data were collected from 480 Generation Z chatbot users in China 
through an online survey and analyzed using structural equation modeling (SEM), 
artificial neural networks (ANN), and necessary condition analysis (NCA).
Results: Results indicate that extraversion, agreeableness, openness, expertise, 
interactivity, and customization significantly influence purchase intention. 
Moreover, personal innovativeness positively moderates the effect of extraversion 
on purchase intention.
Discussion: These findings contribute to the literature by bridging personality 
psychology and human–AI interaction and offer practical insights for enhancing 
chatbot effectiveness in e-commerce.

KEYWORDS

product recommendation chatbots, Generation Z, Big Five personality traits, source 
characteristics of information, SEM-ANN-NCA

1 Introduction

With the rapid advancement of artificial intelligence (AI) technologies, e-commerce firms 
are increasingly integrating conversational agents into their digital touchpoints to deliver 
highly personalized and interactive marketing experiences (Peng et al., 2023; Wang, 2023). 
Product-recommendation chatbots utilize natural language processing and machine learning 
algorithms to curate item assortments tailored to individual consumer preferences, thereby 
enhancing perceived utility and shopping satisfaction (Jin and Eastin, 2023). Real-world 
implementations exemplify this trend. For example, Lazada, a leading Southeast Asian 
platform, has launched LazzieChat, a GPT-powered assistant that provides real-time 
personalized suggestions. Similarly, Taobao has developed Ali Xiaomi, a conversational 
interface that promotes user engagement through socially oriented dialogs (Yin and Qiu, 
2021). Empirical evidence suggests that such emotionally enriched human–AI interactions 
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positively affect consumer affect and purchasing intentions (Wang 
C. et al., 2023; Wang L. et al., 2023; Wang X. et al., 2023).

In this context, scholarly attention has increasingly focused on 
how consumers interact with chatbots. Prior studies have 
demonstrated that variations in chatbot design—such as language 
style, anthropomorphic cues, and emoticon use—evoke different 
consumer responses (Li and Shin, 2023; Li and Wang, 2023; Lu 
et al., 2024). However, users’ psychological profiles, socioeconomic 
backgrounds, and cultural traits also play a critical role in shaping 
human–computer interaction (Arpaci et  al., 2022). While 
personality traits have been shown to influence engagement with 
AI-based systems (Arpaci and Kocadag Unver, 2020), their role in 
chatbot-mediated product recommendations remains insufficiently 
understood. Simultaneously, chatbots serve as information sources 
whose perceived characteristics—such as expertise, 
trustworthiness, and interactivity—can directly influence 
consumer evaluations and behavioral intentions (Han, 2021; Shin 
et  al., 2023). Thus, considering both personality traits and 
information-source attributes may provide deeper insights into 
decision-making mechanisms in AI-mediated commerce.

Despite these insights, two major research gaps remain. First, 
prior work has tended to examine personality and information-source 
factors in isolation, failing to explore how they might interactively 
shape consumer intention. Second, most studies rely on linear 
modeling techniques that may not adequately capture the complex, 
nonlinear relationships among psychological and technological 
variables. These limitations hinder our understanding of how 
Generation Z responds to chatbot recommendations in dynamic 
digital environments.

To address these gaps, this study proposes the following research 
questions: (1) How do personality traits shape Generation Z 
consumers’ intentions to purchase chatbot-recommended products? 
(2) How do different chatbot information attributes affect purchase 
intention? (3) Does personal innovativeness moderate the effect of 
personality traits on purchase decisions? (4) How do different analytic 
approaches—linear, nonlinear, and necessity-based—converge or 
diverge in their interpretations of these relationships?

To answer these questions, this study adopts an integrated 
methodological framework combining partial least squares structural 
equation modeling (PLS-SEM), artificial neural networks (ANN), and 
necessary condition analysis (NCA). This multi-method approach 
enables us to capture both linear and nonlinear relationships, as well 
as necessary conditions for specific outcomes, thereby offering a more 
comprehensive understanding of the mechanisms driving Generation 
Z’s behavioral responses to chatbot product recommendations.

2 Research design

In the initial phase of this study, partial least squares structural 
equation modeling (PLS-SEM) was employed to examine the linear 
relationships among latent variables and to validate the hypothesized 
conceptual model. As a prominent variance-based technique within 
the SEM family, PLS-SEM integrates features of principal component 
analysis and multiple regression, offering flexibility in handling 
complex, multi-path models with relatively small sample sizes and 
non-normally distributed data (Lew et  al., 2020). Given the 
exploratory nature of the present study and the presence of both 

reflective and formative constructs, PLS-SEM was selected as the 
primary tool for testing the theoretical pathways linking the Big Five 
personality traits, chatbot information-source characteristics, and 
purchase intention.

To complement the linear perspective of PLS-SEM and explore 
potential nonlinear patterns in the data, artificial neural network 
(ANN) analysis was incorporated in the second phase. As a data-
driven computational technique, ANN is well-suited to model high-
order interactions and nonlinear dependencies without imposing 
distributional assumptions (Lo et al., 2022). In this study, the latent 
scores extracted from PLS-SEM were used as input features for a 
three-layer feedforward ANN comprising an input layer 
(corresponding to the extracted components), a hidden layer, and a 
single-node output layer predicting purchase intention. The hidden 
layer adopted the ReLU activation function, while the output layer 
utilized a Sigmoid function to produce probabilistic outcomes. The 
network was trained using the Adam optimizer with a learning rate of 
0.01, batch size of 32, and early stopping based on validation loss. 
Ten-fold cross-validation was performed to ensure generalizability, 
and model fit was evaluated using mean squared error (MSE) and 
prediction accuracy. In addition, a permutation-based sensitivity 
analysis was conducted to derive the relative importance of each 
predictor, providing a ranking of the most influential factors in driving 
behavioral intention.

Although the combined use of PLS-SEM and ANN allowed for 
the identification of both linear and nonlinear associations, these 
approaches do not evaluate whether certain variables constitute 
indispensable prerequisites for behavioral outcomes. Therefore, in the 
third analytical phase, necessary condition analysis (NCA) was 
implemented to determine whether specific antecedents functioned 
as non-compensatory constraints for the occurrence of high purchase 
intention (Richter et  al., 2020). NCA operates under the logic of 
necessity rather than sufficiency: it posits that if a necessary condition 
is not met, the desired outcome cannot occur, regardless of the levels 
of other predictors. The analysis was conducted using the CE-FDH 
(free disposal hull) method in RStudio, and significance testing was 
performed using 10,000-fold permutation sampling. By identifying 
minimum thresholds that must be  exceeded for the outcome to 
manifest, NCA provides a complementary diagnostic lens that extends 
beyond correlational inference.

Taken together, the integration of PLS-SEM, ANN, and NCA 
constitutes a comprehensive, triangulated analytical framework that 
captures linear causality, nonlinear complexity, and asymmetrical 
necessity (see Figure 1). This hybrid approach enables a deeper 
understanding of the multidimensional mechanisms through which 
personality traits and information source characteristic jointly 
shape Generation Z’s product-purchase decisions in AI-mediated 
retail environments. Beyond statistical robustness, this design also 
aligns with theoretical pluralism by combining hypothesis-driven 
testing with data-centric exploration and constraint-
based reasoning.

3 Conceptual background and 
hypotheses development

As e-commerce platforms increasingly embed artificial 
intelligence technologies into their service architecture, 
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product-recommendation chatbots have become a crucial tool for 
enhancing the consumer experience (Rahevar and Darji, 2024). These 
AI-driven agents not only offer personalized product suggestions but 
also facilitate highly interactive, human-like dialogs, thereby 
transforming conventional online shopping into a more engaging and 
socially enriched experience (Chen et  al., 2025). Among diverse 
consumer segments, Generation Z—digital natives born between 1997 
and 2012—demonstrates a particularly high level of openness to AI 
technologies and a pronounced reliance on algorithmic support in 
decision-making processes (Bunea et al., 2024). To understand how 
this cohort responds to chatbot-based product recommendations, it 
is essential to construct a theoretical framework that encompasses 
both individual psychological dispositions and users’ perceptions of 
chatbot characteristics.

To this end, the present study draws upon two classical theoretical 
perspectives—namely, the Big Five personality trait model and source 
credibility theory—to explain the formation of purchase intention in 
AI-mediated retail settings. The Big Five model categorizes 
personality across five dimensions: extraversion, agreeableness, 
conscientiousness, neuroticism, and openness to experience. These 
traits have demonstrated robust predictive validity across a variety of 
digital behaviors, including technology adoption, trust in automated 
systems, and responsiveness to recommendation algorithms (Seyfi 
et al., 2025). Prior studies have indicated that although Generation Z 
is generally receptive to technological innovation, their personality 
profiles differ significantly, potentially leading to varied patterns of 
interaction with AI agents (Ding et  al., 2025). For instance, 
individuals with high openness are more likely to embrace novel 
chatbot interfaces, while those with high conscientiousness tend to 

pay closer attention to the quality of the information provided 
(Kovbasiuk et al., 2025).

At the same time, source credibility theory posits that perceived 
expertise, trustworthiness, and interactivity are key factors influencing 
how users evaluate information sources (Sardar et al., 2024). In the 
context of AI chatbots, these attributes are not only embedded in 
system design but also subjectively interpreted by users during the 
interaction process (Anbalagan et  al., 2025). When a chatbot is 
perceived as competent, reliable, and engaging, its recommendations 
are more likely to be viewed as persuasive and actionable (Kim and 
Priluck, 2025). For Generation Z, characterized by high digital literacy 
and extensive exposure to mediated content, these source-level cues 
may be especially influential in shaping behavioral outcomes (Ding 
et al., 2025).

The integration of these two theoretical perspectives contributes 
to a more comprehensive understanding of how purchase intentions 
are formed in chatbot-mediated contexts. The Big Five framework 
elucidates stable intrapersonal differences in psychological 
predisposition, while source credibility theory reveals how users 
cognitively and affectively respond to external system cues during 
interaction. This integrative framework allows for the simultaneous 
modeling of internal psychological drivers and external perceptual 
influences on consumer decision-making, which is particularly well-
suited for uncovering the dual-layered mechanisms by which 
Generation Z users engage with AI-based recommendation agents. As 
such, the integration of these theories aligns with the complex and 
interactive nature of technology-mediated consumption and directly 
addresses this study’s dual emphasis on personality-driven variability 
and source-driven persuasion.

FIGURE 1

Analytical framework combining PLS-SEM, ANN, and NCA.
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3.1 Big five personality traits

Individual cognition and behavior may be  shaped by various 
factors, including personal experiences, living environment, and 
educational attainment (Baumert et al., 2017; Salmony and Kanbach, 
2022). Personality is widely regarded as a foundational psychological 
construct that influences how individuals perceive, feel, and act (Sadeq 
et al., 2018; Louwen et al., 2023). It is jointly determined by genetic 
predispositions and socio-cultural factors. While many personality 
traits have a hereditary basis, social environments contribute 
significantly to their formation, guiding individuals toward similar 
personality structures (Hörz-Sagstetter et  al., 2021). Personality 
encapsulates a distinct configuration of thoughts, emotions, and 
behaviors that distinguishes one individual from another, reflecting 
consistent and coherent psychological attributes (Boudreaux, 2016). 
Individual personality traits have been shown to predict and explain 
specific behavioral tendencies (Zweig and Webster, 2003; Busseri and 
Erb, 2024), including technology adoption behaviors (Liu et al., 2024). 
Examining new technology usage from the perspective of personality 
traits offers deeper insights into the psychological mechanisms 
underlying individual acceptance. Prior research indicates that 
personality traits significantly affect individuals’ adoption of internet 
platforms (Svendsen et al., 2013), social media (Liu and Campbell, 
2017), metaverse applications (Kumar et  al., 2024), and artificial 
intelligence technologies (Riedl, 2022).

Personality is a multifaceted system encompassing temperament, 
character, cognitive styles, and self-regulatory processes. It is marked 
by distinctiveness, consistency, comprehensiveness, and adaptability 
(Haslam et al., 2004; Cuartero and Tur, 2021). Trait theory posits that 
personality consists of a constellation of traits—stable, cross-
situational patterns of behavior and thought (Bleidorn et al., 2016). 
Traits are defined as enduring dispositions with moderate temporal 
stability, capturing individual preferences and behavioral tendencies 
(Fajkowska, 2017; Hopwood, 2025). The big five personality traits—
extraversion, agreeableness, conscientiousness, neuroticism, and 
openness—are the most widely accepted framework in contemporary 
psychology (Lynn, 2021).

Extraversion describes individuals’ social energy and activity 
levels. It embodies enthusiasm, sociability, and assertiveness, reflecting 
the extent of engagement in interpersonal interactions (Buecker et al., 
2020). Extraverts typically thrive in group settings and enjoy engaging 
in new experiences. In contrast, introverts prefer solitude and derive 
energy from introspection (Eid et al., 2003). Due to their curiosity and 
exploratory tendencies, extraverts are more likely to engage with 
chatbots and respond positively to product recommendations.

Agreeableness captures traits related to altruism, empathy, and 
cooperation. Individuals high in agreeableness are typically 
considerate, trusting, and inclined toward social harmony (Wilmot 
and Ones, 2022). In contrast, those low in agreeableness may exhibit 
greater skepticism and competitiveness (Stavrova et  al., 2022). 
Agreeable individuals tend to respond positively to personalized 
experiences; hence, chatbot recommendations that align with their 
interpersonal orientation may increase purchase intentions.

Conscientiousness reflects goal-directed behavior and self-
discipline. It is associated with organization, responsibility, and 
persistence (Buelow and Cayton, 2020). High-conscientiousness 
individuals are more likely to engage in planned, deliberate decision-
making. They may place greater trust in reliable and well-structured 

chatbot systems, perceiving them as extensions of efficient service. 
Conversely, low-conscientiousness individuals may prefer spontaneity 
and demonstrate less concern for rule-based interactions 
(Fleischmann et al., 2023).

Neuroticism refers to emotional instability and sensitivity to stress 
(Asaoka et al., 2020). Individuals scoring high in neuroticism are more 
prone to negative emotions, such as anxiety and mood swings, while 
emotionally stable individuals tend to be calm and resilient (Lee and 
Bottomley, 2021). In a consumer context, neuroticism may influence 
the emotional reactions to chatbot interactions and increase the 
likelihood of impulse purchases under stress or emotional arousal.

Openness denotes intellectual curiosity, creativity, and a 
preference for novelty (Tucaković and Nedeljković, 2022). Open 
individuals are more receptive to new experiences and are more likely 
to explore unfamiliar options (Gil de Zúñiga et  al., 2017). 
Consequently, they may be more engaged with innovative chatbot 
functionalities and willing to accept AI-generated product 
recommendations. These individuals are also more adept at integrating 
new information into their decision-making processes.

Therefore, the following hypothesis is proposed:

H1: Extraversion has a significant positive impact on Generation 
Z’s intention to purchase products recommended by product-
recommendation chatbots.

H2: Agreeableness has a significant positive impact on Generation 
Z’s intention to purchase products recommended by product-
recommendation chatbots.

H3: Conscientiousness has a significant positive impact on 
Generation Z’s intention to purchase products recommended by 
product-recommendation chatbots.

H4: Neuroticism has a significant positive impact on Generation 
Z’s intention to purchase products recommended by product-
recommendation chatbots.

H5: Openness has a significant positive impact on Generation Z’s 
intention to purchase products recommended by product-
recommendation chatbots.

3.2 Information source characteristics

In societal contexts, information encompasses a wide array of 
content that serves as a ubiquitous medium, linking individuals with 
knowledge about people, events, and objects. Within the sphere of 
electronic commerce, information plays a critical role (Zhong and Han, 
2023). As the vehicle for disseminating content, the information source 
determines both the quality and substance of that content, rendering its 
role indispensable. The trustworthiness and effectiveness of information 
sources have been extensively examined in theoretical models, which 
explain how various source attributes influence audience attitudes and 
behaviors (Kelman, 2017). Through processes such as production, 
processing, storage, and dissemination, information reaches its recipients 
and exerts persuasive effects—an influence regulated largely by the 
characteristics of the information source. These persuasive effects shape 
recipients’ attitudes, cognitive perceptions, and behavioral outcomes, 
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most notably influencing advertising attitudes, brand perceptions, and 
purchase intentions (Huete-Alcocer et al., 2019).

Expertise, as a key attribute of an information source, reflects the 
degree to which audiences perceive it as capable of delivering accurate 
and relevant expertise. A highly professional information source 
provides audiences with reliable, in-depth knowledge, thereby 
fostering psychological compliance and trust (Dong et al., 2023). This 
perceived expertise can shape consumer attitudes positively (Liu et al., 
2023). Product recommendation chatbots, for instance, rely on 
advanced algorithms and vast user data to analyze consumer behavior 
and generate tailored product suggestions. These features contribute 
to the perceived precision and expertise of chatbot recommendations. 
Moreover, many chatbots possess learning capabilities that allow them 
to continuously refine their algorithms based on user feedback and 
behavioral data, enhancing both the accuracy and trustworthiness of 
their suggestions (Haugeland et al., 2022). Consequently, consumers 
may perceive such chatbots as both professional and trustworthy, 
fostering more favorable attitudes toward the recommended products 
and increasing their purchase intentions.

Trustworthiness, another critical attribute of an information 
source, pertains to the perceived trustworthiness of the content 
provider. When facing important decisions, individuals typically seek 
out credible sources to obtain relevant and reliable information, which 
helps reduce perceived risks and uncertainty (Erdogan, 1999). 
Chatbots that analyze users’ historical behaviors and preferences can 
offer highly personalized recommendations, increasing users’ trust. In 
addition, the consistency and data-driven nature of chatbot 
recommendations—free from many human biases—further 
contribute to their perceived trustworthiness (Lin et al., 2020). As 
such, credible chatbots reduce consumers’ informational uncertainty, 
filling knowledge gaps and acting as reliable reference points during 
the decision-making process.

Interactivity refers to the extent and quality of real-time 
communication between the information source and the audience, 
thereby creating a sense of social presence (He et  al., 2022). 
Chatbots commonly leverage advanced natural language processing 
(NLP) technologies to interpret and engage with natural language 
inputs from users (Attigeri et  al., 2024). This enables them to 
conduct fluid and dynamic conversations that enhance perceived 
interactivity. Additionally, chatbots often deliver real-time feedback, 
which further facilitates interactive dialog (Tsai et al., 2021). This 
real-time responsiveness allows users to ask questions, share 
opinions, or request additional information, deepening their 
engagement. By fostering two-way communication, chatbot 
interactivity not only enhances users’ understanding of the products 
but also increases their involvement in the decision-making process 
(Meier et al., 2024). The more engaged users are, the more likely 
they are to develop favorable attitudes and make informed 
purchase decisions.

Customization stands as a cornerstone of product 
recommendation chatbot functionality within the e-commerce 
domain. This attribute refers to a chatbot’s ability to tailor its responses 
and product suggestions to fit the specific preferences and needs of 
individual users (Skjuve et al., 2021). Such adaptive capacity enables 
chatbots to serve diverse consumer groups effectively across various 
application scenarios. Through AI-driven analytics, chatbots swiftly 
interpret user data to predict interest areas and deliver personalized 
recommendations (Jiang et al., 2023). This tailored engagement not 

only enhances operational efficiency but also nurtures stronger 
consumer–brand relationships. Advanced customization further 
enables chatbots to monitor and learn from user behavior in real time, 
refining their ability to anticipate needs with greater accuracy (Wang 
C. et  al., 2023; Wang L. et  al., 2023; Wang X. et  al., 2023). By 
dynamically adjusting their outputs to align with individual user 
profiles, chatbots elevate the quality of user interaction and overall 
satisfaction. Thus, AI-enabled customization enriches the consumer 
experience and strengthens the persuasive power of chatbot 
interactions, ultimately influencing user preferences and 
purchase intentions.

Therefore, the following hypothesis is proposed:

H6: Expertise has a significant positive impact on the intention of 
Generation Z to purchase products recommended by product 
recommendation chatbots.

H7: Interactivity has a significant positive impact on the intention 
of Generation Z to purchase products recommended by product 
recommendation chatbots.

H8: Trustworthiness has a significant positive impact on the 
intention of Generation Z to purchase products recommended by 
product recommendation chatbots.

H9: Customization has a significant positive impact on the 
intention of Generation Z to purchase products recommended by 
product recommendation chatbots.

3.3 Personal innovativeness

Personal innovativeness refers to an individual’s propensity to 
embrace novel ideas, methods, and technologies (Walley et al., 2017). 
It reflects one’s willingness to take risks and adapt to change. 
Individuals exhibiting high levels of innovativeness are typically 
driven to seek out experiences that are new and unconventional (Ali 
and Warraich, 2023). Such individuals are more inclined to explore 
emerging products and technologies as a means of satisfying their 
curiosity and pursuit of novelty (Alkawsi et al., 2021). As chatbot-
mediated shopping represents a novel digital experience, it is likely to 
appeal to highly innovative consumers who demonstrate greater 
openness to technological experimentation. Furthermore, these 
individuals often possess a heightened capacity to adapt to and adopt 
new technologies (Venkatesh et al., 2012). They may find it easier to 
comprehend and engage with the services offered by chatbots and 
exhibit greater willingness to purchase chatbot-recommended 
products. Their receptivity to innovation enhances their ability to 
recognize and appreciate the convenience and benefits enabled by 
advanced technologies.

Accordingly, the following hypothesis is proposed:

H10: Personal innovativeness positively moderates the influence 
of personality traits on the intention of Generation Z to purchase 
products recommended by product recommendation chatbots.

Consumer decision-making in chatbot-assisted environments is 
a result of the interaction between internal psychological 
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predispositions and external information stimuli. The Big Five 
personality traits serve as a theoretically grounded framework for 
capturing stable interindividual differences in cognition, emotion, 
and behavioral tendencies. These traits influence how consumers 
attend to, interpret, and react to external cues in digital 
environments. For example, traits such as openness or neuroticism 
may alter the way individuals perceive risk, trustworthiness, or 
novelty when interacting with artificial agents. On the other hand, 
information source characteristics—such as perceived expertise, 
trustworthiness, and interactivity—represent functional cues 
emitted by the chatbot that guide users’ evaluations of message 
quality and decision relevance. The decision to integrate these two 
dimensions in a single model stems from the recognition that 
behavioral outcomes such as purchase intention are not merely 
functions of either user traits or system attributes alone, but emerge 
from their interplay.

This theoretical integration enables the investigation of how 
personality-based perceptual filters modulate responses to chatbot-
generated recommendations. It assumes that the influence of 
information cues is not uniform across individuals but is differentially 
processed depending on who the user is. In this sense, personality 
traits act as endogenous filters that shape the salience and interpretive 
meaning of chatbot characteristics. For instance, while interactivity 
may enhance purchase intention among extraverted users who enjoy 
social-like interaction, the same feature may be less effective or even 
distracting for individuals high in conscientiousness who prioritize 
efficiency and clarity.

In addition, the inclusion of personal innovativeness as a 
moderating variable further refines the model by accounting for 
variability in users’ openness to novel technologies. Even among 
individuals with similar personality profiles, those with higher levels 
of innovativeness are more likely to engage with and respond 
positively to chatbot-driven interaction, especially when the chatbot 
exhibits high trustworthiness or advanced interactive capabilities. By 

modeling personal innovativeness as a moderator, the framework 
captures the boundary conditions under which internal traits and 
external cues jointly translate into behavioral intentions. Therefore, 
the combination of personality traits, information source 
characteristics, and innovativeness orientation provides a 
comprehensive structure for understanding individual-level variability 
in AI-mediated consumer behavior. The research hypothesis model is 
shown in Figure 2.

4 Research methodology

4.1 Measurement

This study employed a structured survey questionnaire to 
empirically evaluate the proposed research model. To ensure the 
validity and reliability of the measurement, each construct in the 
model was operationalized using multiple items adapted from well-
established scales in prior literature. These items were carefully 
modified to align with the specific research context. As outlined in 
Table 1, the measurement framework included items for purchase 
intention, drawn from Pavlou (2003), and dimensions of product 
recommendation chatbots, informed by Ohanian (1991), Gorham 
(1988), Yang et al. (2023), and Periaiya and Nandukrishna (2023). 
The chatbot-related constructs were conceptualized across four 
dimensions: expertise, trustworthiness, interactivity, and 
customization. The Big Five personality traits were measured using 
items based on the scale developed by Benet-Martínez and John 
(1998), while personal innovativeness was assessed using items 
primarily adapted from Agarwal and Prasad (1999). To ensure 
consistent interpretation of trait direction, the measurement items for 
Neuroticism were reverse-coded prior to analysis, as indicated in 
Table 1. All measurement items employed a seven-point Likert scale, 
ranging from 1 (“strongly disagree”) to 7 (“strongly agree”), enabling 

FIGURE 2

Research model.
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TABLE 1  Measurement scales.

Variable Items Source

Expertise

I believe that the product recommendation chatbot I use possesses professional skills

Yang et al. (2023), Ohanian (1991), and Gorham (1988)

I think the product recommendation chatbot I use has special skills and expertise

I believe the product recommendation chatbot I use is knowledgeable

I feel that the product recommendation chatbot I use has extensive experience in recommending products

Trustworthiness

I believe the products recommended by the product recommendation chatbot I use are trustworthy

I trust the product recommendation chatbot I use

I believe the content recommended by the product recommendation chatbot I use is reliable

Interactivity

I believe I have a good interactive relationship with the product recommendation chatbot I use

I feel that the content recommended by the product recommendation chatbot I use allows me to engage effectively

I think the content recommended by the product recommendation chatbot I use can pique my interest

Customization

I believe the product recommendation chatbot shows me customized content

Periaiya and Nandukrishna (2023)I feel the product recommendation chatbot is tailored for my use

I think the products recommended by the product recommendation chatbot are tailored for my use

Purchase intention

If given the opportunity, I plan to purchase the products recommended by the product recommendation chatbot.

Pavlou (2003)If given the opportunity, I predict that I will purchase the products recommended by the product recommendation chatbot in the future.

I am highly likely to purchase the products recommended by the product recommendation chatbot in the near future.

(Continued)
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TABLE 1  (Continued)

Variable Items Source

Extraversion

I feel I am outgoing and sociable person

Benet-Martínez and John (1998)

I am very talkative

I have an assertive personality

I usually generate a lot of enthusiasm

Agreeableness

I am considerate to almost everyone

I like to cooperate with others

I am always helpful and unselfish with others

I have a forgiving nature

Conscientiousness

I will do job thoroughly

I do things efficiently

I stick to my plans

I am a reliable person

Neuroticism

I do not worry a lot

I never get tensed

I do not get nervous easily

I generally remain calm in tense situations

Openness

I am more inventive

I am open to new ideas

I feel I have active imagination

I like to reflect and play with ideas

I love art, music and literature

I am a deep thinker

I am curious about many different things

I prefer to do works that is challenging

Personal 

innovativeness

I believe I am ready and capable of using innovative

technologies such as product purchase in product recommendation chatbots

Agarwal and Prasad (1999)When I hear about new information technology I would look for ways to experiment with it

I like to experiment with new IT products

Among my peers, I am usually the first to try IT products
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respondents to express the degree of their agreement with 
each statement.

A seven-point Likert scale was selected because prior 
psychometric research shows that scales with 5–7 response 
categories maximize reliability, item discrimination, and 
respondent preference while avoiding the cognitive overload 
associated with longer formats (Preston and Colman, 2000; 
Finstad, 2010). In the context of consumer-behavior surveys, a 
seven-point format provides finer granularity than a five-point 
scale yet retains cross-cultural comparability (Dawes, 2008). 
Recent chatbot and technology-adoption studies have likewise 
adopted seven-point scales for the same reasons of sensitivity and 
ease of interpretation (Yang et  al., 2023; Periaiya and 
Nandukrishna, 2023). Therefore, using a seven-point Likert scale 
aligns with best practice and enhances the psychometric quality 
of our measurements.

In addition, the questionnaire included demographic variables 
such as age, gender, occupation, and place of residence. Following the 
initial compilation of the survey instrument, the questionnaire was 
translated into Chinese by a native Chinese-speaking researcher to 
ensure linguistic and contextual appropriateness. To further enhance 
clarity and accuracy, five graduate students in management—each 
with prior experience using product recommendation chatbots—were 
invited to review and provide feedback on the translated version. 
Subsequently, the revised Chinese questionnaire was back-translated 
into English by a researcher with expertise in academic English to 
ensure semantic equivalence and consistency across both 
language versions.

4.2 Data collection and descriptive 
statistics

This study conducted an online questionnaire survey targeting 
Generation Z consumers in China (aged 16–29) to empirically 
examine the proposed research hypotheses. Several factors justify the 
focus on the Chinese context. First, China boasts an enormous online 
population of approximately 1.092 billion, with an internet penetration 
rate of 77.5%. A significant portion of these users belong to Generation 
Z. Second, product recommendation chatbots are widely implemented 
in Chinese e-commerce platforms and have become an integral part 
of online shopping experiences.

The questionnaire was designed and administered using 
Wenjuanxing,1 the largest and most widely utilized online survey 
platform in China. Wenjuanxing is frequently adopted by both 
domestic and international enterprises as well as academic 
institutions due to its robust sampling capabilities and efficient data 
collection infrastructure. To obtain a sufficient number of eligible 
respondents, a convenience sampling approach was employed. The 
survey link was disseminated through three major Chinese social 
media platforms—Sina Weibo, Tencent WeChat, and Douyin (TikTok 
China)—via posts, private messages, and group announcements. As 
an incentive, participants who completed the survey received a 
nominal monetary reward of 5 RMB. Prior to the main questionnaire, 

1  https://www.wjx.cn/

two mandatory screening questions were used to ensure respondent 
eligibility: (a) “Are you currently aged 16–29 (Generation Z)?” and 
(b) “Have you ever used product recommendation services provided 
by chatbots?” Respondents who answered “No” to either question 
were automatically excluded from the survey. Eligible participants 
then proceeded to complete the full set of measurement items 
covering all constructs of interest: Big Five personality traits, 
perceived information source characteristics (expertise, 
trustworthiness, interactivity, and customization), personal 
innovativeness, and purchase intention, along with 
demographic information.

A total of 683 responses were collected. After excluding 
questionnaires from individuals who did not meet the age criterion, 
had not used chatbot-based product recommendations, provided 
incomplete responses, completed the survey in less than 1 min, or 
selected the same option for all items, a final valid sample of 480 
responses was retained for analysis. Descriptive statistics for the 
sample are summarized in Table 2. Regarding age, the respondents 
ranged from 16 to 29 years old, with a mean of 21.86 years and a 
standard deviation of 2.41. In terms of gender, 73.33% (n = 352) 
identified as male and 26.67% (n = 128) as female. Regarding 
occupation, 72.71% (n = 349) were students and 27.29% (n = 131) 
were employed professionals. With respect to residence, 82.29% 
(n = 395) reported living in urban areas, while 17.71% (n = 85) resided 
in rural areas.

5 Results

5.1 Common method bias

Common method bias (CMB) refers to systematic, 
non-substantive variance that arises from measurement artifacts—
such as questionnaire format, respondent characteristics, or contextual 
influences—rather than the constructs of interest themselves (Chang 
and Zhu, 2012). It represents a critical threat to the validity of 
empirical findings derived from self-reported survey data. To assess 
the presence of CMB in this study, Harman’s single-factor test was 
conducted following the procedure recommended by Podsakoff et al. 
(2003). An exploratory factor analysis was performed using SPSS 27.0. 
The results revealed that 11 factors had eigenvalues greater than 1, 

TABLE 2  Demographic information.

Demographic 
measures

Count Percentage

Gender

Female 128 26.67%

Male 352 73.33%

Occupation

Students 349 72.71%

Working professionals 131 27.29%

Place of living

Urban 395 82.29%

Rural 85 17.71%
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collectively accounting for 71.90% of the total variance. Notably, the 
first unrotated factor accounted for only 27.78% of the variance, which 
falls well below the commonly accepted threshold of 40%. These 
findings suggest that common method bias is not a significant concern 
in this study.

5.2 Results of structural equation modeling

5.2.1 Assessment of measurement model
This study assessed the reliability of the measurement scale 

primarily through internal consistency analyses. Specifically, 
composite reliability (CR) and Cronbach’s α coefficients were used 
as indicators. Both CR and Cronbach’s α values exceeding the 
threshold of 0.70 are considered indicative of strong reliability. As 
shown in Table 3, all latent constructs demonstrated CR and α values 
above this benchmark, confirming the reliability of the 
measurement model.

Validity was evaluated in terms of both convergent and 
discriminant validity. Convergent validity was assessed through factor 
loadings, with values above 0.70 deemed acceptable, indicating that 
the observed variables adequately represent the underlying latent 
constructs. Discriminant validity was examined using the Fornell–
Larcker criterion and the Heterotrait–Monotrait ratio (HTMT). 
According to the Fornell–Larcker criterion, discriminant validity is 
established when the average variance extracted (AVE) for each 
construct exceeds 0.50 and is greater than the squared correlations 
between constructs. HTMT values below 0.85 (or, in some cases, 0.90) 
further confirm satisfactory discriminant validity by indicating that 
correlations within constructs are stronger than those between 
different constructs.

As presented in Tables 4, 5, all factor loadings met the criteria for 
structural validity (Fornell and Larcker, 1981), demonstrating a strong 
linear relationship between observed indicators and their respective 
latent variables, as well as sufficient explanatory power. Furthermore, 
to control for potential collinearity issues among predictors, variance 
inflation factors (VIF) were examined. All VIF values were below the 
critical threshold of five, indicating that multicollinearity was not a 
concern in this model. The multicollinearity diagnostics reported in 
Tables 6, 7 further support the robustness of the structural model 
(Neter et al., 1990).

5.2.2 Assessment of structural model
The predictive validity of the research model primarily hinges on 

the explanatory power of the endogenous variables. The coefficient of 
determination (R2) and effect size (f2) serve as the principal indicators 
of predictive strength, with f2 values of 0.020, 0.150, and 0.350 
denoting small, medium, and large effect sizes, respectively. The 
results of the structural model are presented in Table  8 and 
Supplementary Figure 1.

Extraversion demonstrates a significant positive effect on 
purchase intention (β = 0.216, p < 0.001), with an effect size of 
0.094, indicating a small effect. Agreeableness also shows a 
significant positive relationship with purchase intention 
(β = 0.175, p < 0.001), but with a smaller effect size of 0.044. 
Neither conscientiousness (β = 0.020, p > 0.05) nor neuroticism 
(β = 0.021, p > 0.05) exert a significant impact on purchase 
intention. Openness is positively associated with purchase 

intention (β = 0.149, p < 0.01), with an effect size of 0.022, also 
reflecting a small effect.

Among the information source characteristic, expertise (β = 0.123, 
p < 0.05), interactivity (β = 0.097, p < 0.01), and customization 
(β = 0.194, p < 0.01) all have significant positive effects on purchase 
intention, with corresponding effect sizes of 0.020, 0.022, and 0.050, 
respectively—each indicating small effects. Trustworthiness does not 
exhibit a statistically significant impact (β = 0.056, p > 0.05).

Personal innovativeness shows a significant positive influence on 
purchase intention (β = 0.329, p < 0.001), with an effect size of 0.223, 
suggesting a moderate effect. Additionally, the interaction between 
personal innovativeness and extraversion is significant (β = 0.104, 
p < 0.05), with an effect size of 0.031. To further examine this 
moderation effect, Process Macros (Model 1) was employed. As 
illustrated in Supplementary Figure 2, extraversion has no significant 
impact on purchase intention at low levels of personal innovativeness 
(β = 0.120, p > 0.05). At moderate levels of innovativeness, 
extraversion shows a significant positive effect (β = 0.234, p < 0.001), 
which intensifies at high levels (β = 0.358, p < 0.001). These findings 
suggest that the positive influence of extraversion on purchase 
intention becomes stronger as personal innovativeness increases. In 
contrast, the interaction terms between personal innovativeness and 
agreeableness (β = 0.074, p > 0.05), conscientiousness (β = 0.021, 
p > 0.05), neuroticism (β = 0.074, p > 0.05), and openness (β = 0.018, 
p > 0.05) are not statistically significant.

Overall, the model accounts for 58.80% of the variance in 
Generation Z’s purchase intention regarding chatbot-recommended 
products. Furthermore, the blindfolding procedure was applied to 
evaluate the Q2-values of the five endogenous constructs. Since all Q2-
values exceeded zero, the model demonstrates satisfactory predictive 
relevance. Specifically, the Q2-value for purchase intention (Q2 = 0.428) 
confirms the model’s reliable predictive capability for the endogenous 
outcome variables.

5.3 ANN results

In recent years, the reliability of structural equation modeling 
(SEM) has been increasingly questioned due to its inherent 
assumption of linear and compensatory relationships between 
constructs. This assumption may oversimplify the complex, 
multifactorial nature of decision-making processes. Given the 
exploratory nature of our research domain—which is still emerging 
and underexplored—a more robust and complementary analytical 
approach is necessary to validate and extend SEM findings. 
Accordingly, this study developed an artificial neural network (ANN) 
model based on the backpropagation (BP) algorithm, where 
extraversion (EXT), agreeableness (AGR), openness (OPE), expertise 
(EXP), interactivity (INT), customization (CUS), and personal 
innovativeness (PEI) were used as input variables, and purchase 
intention (PI) as the output variable.

The BP neural network minimizes the squared error between 
predicted and actual values using gradient descent to iteratively 
update weights and thresholds, optimizing the alignment between 
predicted outputs and expected outcomes (Denoeux and Lengellé, 
1993). Table 9 presents the predictive performance of the ANN model.

To examine potential nonlinear relationships within the model, 
we compared the predictive performance of PLS-SEM and ANN. As 
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TABLE 3  Cronbach’s α, corporate reliability and average variance extracted.

Variable Cronbach’s alpha Composite 
reliability

AVE Items Factor loading

Expertise 0.811 0.875 0.636

EXP1 0.772

EXP2 0.826

EXP3 0.841

EXP4 0.748

Personal innovativeness 0.936 0.954 0.838

PEI1 0.914

PEI2 0.915

PEI3 0.909

PEI4 0.923

Interactivity 0.822 0.889 0.729

INT1 0.770

INT2 0.888

INT3 0.898

Trustworthiness 0.860 0.915 0.781

TRU1 0.881

TRU2 0.878

TRU3 0.892

Agreeableness 0.878 0.916 0.732

AGR1 0.868

AGR2 0.868

AGR3 0.835

AGR4 0.85

Customization 0.855 0.912 0.776

CUS1 0.878

CUS2 0.903

CUS3 0.861

Extraversion 0.86 0.905 0.703

EXT1 0.882

EXT2 0.837

EXT3 0.805

EXT4 0.829

Openness 0.876 0.897 0.529

OPE1 0.877

OPE2 0.825

OPE3 0.818

OPE4 0.835

OPE5 0.764

OPE6 0.764

OPE7 0.876

OPE8 0.864

Neuroticism 0.829 0.885 0.659

NEU1 0.820

NEU2 0.850

NEU3 0.828

NEU4 0.745

Conscientiousness 0.946 0.961 0.860

CON1 0.930

CON2 0.926

CON3 0.942

CON4 0.910

Purchase intention 0.853 0.911 0.773

PI1 0.901

PI2 0.880

PI3 0.856

EXP, Expertise; PEI, Personal Innovativeness; INT, Interactivity; TRU, Trustworthiness; EXT, Extraversion; CUS, Customization; AGR, Agreeableness; OPE, Openness; NEU, Neuroticism; 
CON, Conscientiousness; PI, Purchase Intention.
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recommended by Lau et al. (2021), if the ANN demonstrates superior 
goodness of fit relative to the linear model, this implies the presence 
of nonlinear patterns. The average prediction accuracy of the ANN 
across training and test sets ranged from 73.415 to 85.127%, with an 
overall average of 80.864%. In contrast, the linear PLS-SEM model 
accounted for 58.80% of the variance in the outcome variable (see 
Supplementary Figure 2). These results suggest that the nonlinear BP 
neural network provides a better fit to the data, thereby confirming 
the existence of nonlinear relationships among variables in the 
conceptual model.

Subsequently, a sensitivity analysis was conducted using the 
permutation method to rank the relative importance of each input 
variable. As shown in Table  10 and Supplementary Figure  3, 
customization (CUS, 0.217) emerged as the most influential predictor 
of purchase intention in the ANN model, followed closely by personal 
innovativeness (PEI, 0.213). These findings underscore the central role 
of customization in shaping Generation Z consumers’ purchasing 
behavior in chatbot interactions. Generative AI technologies 
underpinning advanced customization capabilities can accurately 
infer and adapt to user preferences, thereby optimizing user 

experiences. Through tailored recommendations, content delivery, 
and real-time feedback, AI systems elevate user engagement and 
facilitate seamless decision-making, ultimately increasing purchase 
likelihood among digitally savvy Generation Z users. Notably, 
individuals with high personal innovativeness are more open to 
adopting new technologies, including product recommendation 
chatbots, and are thus more likely to act on the product 
suggestions provided.

According to Table  11, in the PLS-SEM analysis, personal 
innovativeness was identified as the most influential psychological 
trait affecting purchase intention, while customization was ranked 
third among the chatbot features. In contrast, the ANN analysis 
identified customization as the most critical predictor, with personal 
innovativeness ranking second. This divergence arises from the 
different assumptions underlying the two models. The linear PLS-SEM 
assumes additive and independent effects of predictors, potentially 
underestimating the interactive or synergistic effects of features such 
as customization. In such models, personal innovativeness may appear 
to dominate as a stable, direct influence on behavior, while 
customization’s role is diluted.

TABLE 4  Differential validity based on HTMT method.

Variable EXP PEI INT TRU AGR CUS EXT OPE NEU CON PI

EXP

PEI 0.186

INT 0.106 0.036

TRU 0.636 0.169 0.034

AGR 0.538 0.241 0.111 0.490

CUS 0.645 0.303 0.073 0.553 0.563

EXT 0.210 0.140 0.069 0.309 0.295 0.379

OPE 0.696 0.216 0.094 0.613 0.590 0.601 0.332

NEU 0.550 0.224 0.102 0.512 0.476 0.543 0.326 0.574

CON 0.047 0.037 0.099 0.029 0.018 0.044 0.126 0.108 0.056

PI 0.558 0.529 0.173 0.429 0.605 0.654 0.470 0.570 0.457 0.058

EXP, Expertise; PEI, Personal Innovativeness; INT, Interactivity; TRU, Trustworthiness; EXT, Extraversion; CUS, Customization; AGR, Agreeableness; OPE, Openness; NEU, Neuroticism; 
CON, Conscientiousness; PI, Purchase Intention.

TABLE 5  Fornell-Larcker criterion.

Variable EXP PEI INT TRU AGR CUS EXT OPE NEU CON PI

EXP 0.798

PEI 0.171 0.915

INT 0.087 0.023 0.854

TRU −0.526 −0.151 −0.024 0.884

AGR 0.459 0.219 0.101 −0.425 0.855

CUS 0.534 0.273 0.065 −0.475 0.488 0.881

EXT 0.185 0.127 0.025 −0.268 0.259 0.328 0.839

OPE 0.631 0.226 0.087 −0.585 0.575 0.558 0.308 0.727

NEU −0.453 −0.204 −0.086 0.437 −0.413 −0.458 −0.282 −0.547 0.812

CON 0.042 0.026 −0.094 −0.017 −0.003 0.023 0.114 0.076 −0.042 0.927

PI 0.477 0.474 0.156 −0.369 0.525 0.56 0.408 0.544 −0.393 0.054 0.879

EXP, Expertise; PEI, Personal Innovativeness; INT, Interactivity; TRU, Trustworthiness; EXT, Extraversion; CUS, Customization; AGR, Agreeableness; OPE, Openness; NEU, Neuroticism; 
CON, Conscientiousness; PI, Purchase Intention.
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By contrast, ANN is capable of capturing complex, nonlinear 
interactions and interdependencies among predictors. As a result, the 
nonlinear model identifies customization as the most critical feature, 
reflecting its intricate and dynamic relationship with purchase 
behavior—particularly when moderated by users’ levels of personal 
innovativeness. Thus, the superior explanatory power of customization 
in the ANN model highlights its central role in influencing Generation 
Z’s purchasing decisions in chatbot-driven e-commerce environments.

Furthermore, when comparing the linear and nonlinear models, 
the ranking of most predictors remained consistent, with noticeable 
changes only observed in customization (CUS), personal 
innovativeness (PEI), and extraversion (EXT). This consistency 
reinforces the overall stability and robustness of the model’s predictive 
structure across analytical approaches. The application of ANN offers 
enhanced precision in capturing nonlinear dynamics and deeper 

insights into the complex mechanisms driving Generation Z’s 
purchasing behavior in response to chatbot recommendations.

5.4 Results of NCA

After identifying the relative importance of relationships among 
variables within the research model, the next step involves assessing 
their necessity. If all relationships are deemed necessary, their p-values 
should be less than 0.05, as suggested by Dul et al. (2020). This implies 
that each exogenous construct in the model serves as a necessary 
condition for the occurrence of its respective outcome. Necessary 
Condition Analysis (NCA) provides a suitable framework for this 
assessment by evaluating the extent to which a condition must 
be present for an outcome to occur.

Depending on the nature of the variables, NCA employs two main 
upper-bound analytical techniques: Ceiling Envelopment (CE) for 
binary or discrete variables with fewer than five levels, and Ceiling 
Regression (CR) for discrete or continuous variables with five or more 
levels. Given that the variables in this study are predominantly 
continuous or multi-level discrete, CR is more appropriate and is 
therefore the primary method used for interpretation.

NCA evaluates necessity based on two key indicators: the necessity 
effect size (d) and the significance level derived from Monte Carlo 
permutation testing. The effect size d ranges from 0 to 1, with higher 
values indicating a greater degree of necessity. A statistically significant 
p-value (p ≤ 0.05) confirms that the predictor is a necessary condition 
for the outcome variable. As shown in Supplementary Table  1, 
Agreeableness, Openness, Expertise, Interactivity, and Customization 
all exhibit significant necessity effects for purchase intention. In 
contrast, Extraversion shows a CR effect size of 0.042 with a p-value 
of 0.376, suggesting it is not a necessary condition (p > 0.05). Similarly, 
Personal Innovativeness has a CR effect size of 0.014 with a p-value of 
0.336, indicating it does not qualify as a necessary condition either.

To further explore how varying levels of conditional factors 
influence purchase intention, a bottleneck analysis was conducted (see 
Supplementary Table 2). This analysis determines the minimum level 
each conditional factor must attain to achieve specific thresholds of 
purchase intention, ranging across the observed spectrum.

TABLE 6  Collinearity test results for outer model (VIF).

Items VIF Items VIF Items VIF Items VIF Items VIF

EXP1 1.543 INT3 2.038 CUS3 1.955 OPE6 2.321 CON4 3.979

EXP2 1.770 TRU1 2.169 EXT1 2.282 OPE7 1.879 PI1 2.363

EXP3 1.749 TRU2 2.175 EXT2 2.084 OPE8 1.474 PI2 2.114

EXP4 1.614 TRU3 2.182 EXT3 1.836 NEU1 1.800 PI3 1.949

PEI1 3.578 AGR1 2.396 EXT4 1.933 NEU2 1.977 PEI × OPE 1.000

PEI2 3.404 AGR2 2.423 OPE1 3.067 NEU3 1.838 PEI × CON 1.000

PEI3 3.384 AGR3 2.028 OPE2 2.548 NEU4 1.679 PEI × NEU 1.000

PEI4 4.101 AGR4 2.108 OPE3 2.232 CON1 4.112 PEI × EXT 1.000

INT1 1.738 CUS1 2.159 OPE4 2.786 CON2 3.990 PEI × AGR 1.000

INT2 1.846 CUS2 2.401 OPE5 2.492 CON3 4.445

EXP, Expertise; PEI, Personal Innovativeness; INT, Interactivity; TRU, Trustworthiness; EXT, Extraversion; CUS, Customization; AGR, Agreeableness; OPE, Openness; NEU, Neuroticism; 
CON, Conscientiousness; PI, Purchase Intention.

TABLE 7  Collinearity test results for inner model (VIF).

Variable PI

PI

EXP 1.956

PEI 1.180

INT 1.036

TRU 1.733

AGR 1.681

CUS 1.817

EXT 1.208

OPE 2.510

NEU 1.577

CON 1.045

PI × AGR 1.881

PI × EXT 1.298

PI × CON 1.107

PI × NEU 2.461

PI × OPE 3.126

51

https://doi.org/10.3389/fpsyg.2025.1454197
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Liu and Chen� 10.3389/fpsyg.2025.1454197

Frontiers in Psychology 14 frontiersin.org

The results indicate that to achieve a 50% purchase intention, the 
required levels for Agreeableness, Openness, Expertise, and 
Interactivity are 25.00, 28.57, 25.00, and 23.81%, respectively, while 
Customization remains nonessential (0%). At the 80% purchase 
intention level, the required levels rise to 28.57% for Openness, 35.71% 
for Expertise, 23.81% for Interactivity, and 19.04% for Customization, 
while Agreeableness remains constant at 25%. At the highest threshold 
(80%), the required levels for Openness, Expertise, Interactivity, and 
Customization further increase to 37.50, 50.00, 33.33, and 23.81%, 
respectively, with Agreeableness still unchanged at 25%.

These findings suggest that at lower thresholds of purchase 
intention, Agreeableness, Openness, Expertise, and Interactivity 
function as more critical necessary conditions, whereas the role of 
Customization is minimal. However, as the desired level of purchase 
intention increases, the importance of Openness, Expertise, 
Interactivity, and Customization as necessary conditions becomes 

more pronounced. Notably, the required level of Agreeableness 
remains constant across all thresholds, indicating its consistent role 
as a foundational necessity in driving purchase intention.

6 Discussion

Over the past two decades, the rapid advancement of technology 
has profoundly transformed daily life. The continuous evolution of 
artificial intelligence (AI) has brought about substantial changes in 
education, consumption, social interaction, and culture. Recently, the 
emergence of chatbots has begun to exert a significant influence on 
consumer behavior. Generation Z, as the primary users of digital 
technology, plays a crucial role in shaping consumer behavior through 
interactions with product recommendation chatbots. Accordingly, this 
study investigates the key determinants—namely, personality traits 

TABLE 8  A summary of the PLS path analysis.

PLS path Path coefficient T statistics p-value 95% confidence interval

Lower bound Upper bound

Extraversion → purchase 

intention
0.216 4.515 0.000 0.116 0.306

Agreeableness → purchase 

intention
0.175 3.504 0.000 0.078 0.275

Conscientiousness → purchase 

intention
0.020 0.708 0.479 −0.039 0.074

Neuroticism → purchase 

intention
0.021 0.440 0.660 −0.078 0.116

Openness → purchase 

intention
0.149 2.612 0.009 0.042 0.265

Expertise → purchase intention 0.123 2.513 0.012 0.028 0.220

Interactivity → purchase 

intention
0.097 3.011 0.003 0.032 0.161

Trustworthiness → purchase 

intention
0.056 1.142 0.253 −0.049 0.148

Customization → purchase 

intention
0.194 2.658 0.008 0.044 0.335

Personal innovativeness → 

purchase Intention
0.329 6.272 0.000 0.221 0.425

Personal innovativeness × 

extraversion → purchase 

intention

0.104 1.966 0.045 0.020 0.223

Personal innovativeness × 

agreeableness → purchase 

intention

0.074 1.868 0.062 −0.007 0.152

Personal innovativeness × 

conscientiousness → purchase 

intention

−0.021 0.680 0.496 −0.073 0.045

Personal innovativeness × 

neuroticism → purchase 

intention

0.074 1.436 0.151 −0.031 0.172

Personal innovativeness × 

openness → purchase intention
0.018 0.380 0.704 −0.083 0.105
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and chatbot characteristics—that influence Generation Z consumers’ 
purchase of chatbot-recommended products.

The structural equation modeling (SEM) results reveal that the Big 
Five personality traits significantly predict the purchase intentions of 
Generation Z consumers. Extraversion, reflecting social activity, 
enthusiasm, and openness, was positively associated with engagement. 
Highly extraverted consumers are typically more responsive to social 
influence, including peer, influencer, and chatbot-based 
recommendations (Marengo et al., 2020). Their comfort with new 
technologies enhances their receptivity to chatbot interactions and 
increases their likelihood of accepting suggested products (Gan, 
2016). Agreeableness, which encompasses cooperativeness, trust, 
empathy, and friendliness, was also positively associated with purchase 
intention. Consumers high in agreeableness are more inclined to trust 
recommendation systems, perceiving chatbot suggestions as 
supportive and well-intentioned (Sowmya et  al., 2023). These 
consumers tend to appreciate personalized services, and chatbot 
customization addresses their desire for tailored experiences (Fazli-
Salehi et al., 2021). Openness, which captures creativity, curiosity, and 
receptiveness to novelty, positively influences consumers’ willingness 
to explore and adopt new products and technologies (Tucaković and 
Nedeljković, 2022; Duong, 2021). Consumers high in openness are 
more likely to try novel or unconventional products suggested by 
chatbots. In contrast, conscientiousness and neuroticism did not show 
significant effects on purchase intention. One explanation is that 
conscientious consumers prefer transparent and structured decision-
making processes and may resist opaque or dynamic algorithmic 
recommendations (Nordheim et  al., 2019). Meanwhile, neurotic 
consumers often exhibit anxiety and mistrust toward unfamiliar 
technologies, including AI agents, leading to lower adoption intentions 
(Wang C. et al., 2023; Wang L. et al., 2023; Wang X. et al., 2023).

Personal innovativeness, defined as the degree to which 
individuals are open to new technologies (Agarwal and Prasad, 1999), 
emerged as a strong predictor of chatbot-driven purchases. Highly 
innovative consumers tend to explore and embrace new tools such as 
chatbots (Ali and Warraich, 2023). Moreover, personal innovativeness 

positively moderates the effect of extraversion on purchase intention, 
suggesting that highly innovative and extraverted consumers engage 
more frequently and meaningfully with chatbots, increasing their 
likelihood of purchasing.

The characteristics of product recommendation chatbots also play 
a crucial role. Expertise, interactivity, and customization significantly 
influence purchase intention. Consumers are more inclined to trust 
recommendations from chatbots that demonstrate professional 
knowledge, offer human-like interaction, and tailor content based on 
preferences and behavior (Nordheim et al., 2019; Shin and Choi, 2021; 
Orden-Mejía et  al., 2023; Periaiya and Nandukrishna, 2023). 
Customization, in particular, allows users to feel greater control over 
the shopping experience, fostering engagement and purchase intent. 
Conversely, trustworthiness did not significantly affect purchase 
intention. This finding deviates from traditional source trustworthiness 
theory but aligns with newer perspectives indicating that Generation 
Z emphasizes functional benefits—such as speed, usability, and fit—
over institutional trust (Reinikainen et al., 2020; Lajante et al., 2023).

Artificial neural network (ANN) analysis provided further insights. 
While SEM identified personal innovativeness as the most influential 
factor and customization as third, ANN results indicated that 
customization had the strongest predictive power, followed by personal 
innovativeness. This divergence underscores the importance of 
modeling nonlinear relationships. ANN’s capacity to capture complex 
interactions reveals that consumers assign greater value to highly 
personalized shopping experiences in real-world settings (Wang 
C. et al., 2023; Wang L. et al., 2023; Wang X. et al., 2023; Chen and Wu, 
2024). Thus, ANN complements the linear assumptions of SEM by 
providing a more nuanced understanding of consumer behavior.

Lastly, necessary condition analysis (NCA) revealed that 
agreeableness, openness, expertise, interactivity, and customization 
are essential for purchase intention—confirming their roles across all 
analytical methods. Interestingly, extraversion and personal 
innovativeness, though influential, were not necessary conditions. 
While extraverted consumers may be  more socially inclined, 
introverts—who prefer solitude or small-group communication—can 
still exhibit strong purchase intent when supported by personalized 
chatbot recommendations (Lim et  al., 2019). Similarly, although 
personal innovativeness enhances adoption, modern chatbot systems 
can accommodate a wide range of user preferences, diminishing the 
necessity of high innovativeness for generating purchase behavior 
(Jackson et al., 2013).

Together, these findings highlight the multifaceted psychological 
and technological determinants of Generation Z’s purchase decisions 
in chatbot-assisted e-commerce environments. By integrating 
personality psychology with AI-enabled commerce, this study 
contributes both theoretical clarity and practical implications for 
chatbot design and personalization strategies.

7 Conclusion

7.1 Theoretical contributions

This study offers several key theoretical contributions to the 
existing literature on consumer behavior in AI-mediated e-commerce 
environments, particularly in the context of Generation Z’s interactions 
with product recommendation chatbots. By integrating the Big Five 
personality traits with the attributes of product recommendation 

TABLE 9  Accuracy values for neural network.

Neural network Input: EXT, AGR, OPE, EXP, INT, 
CUS, PEI

Output: PI

Training (%) Testing (%)

ANN1 83.480 81.663

ANN2 80.467 80.364

ANN3 83.610 76.042

ANN4 79.303 73.415

ANN5 81.116 82.692

ANN6 80.795 80.272

ANN7 79.253 85.227

ANN8 78.355 80.167

ANN9 83.183 83.785

ANN10 85.127 78.966

Mean 81.469 80.259

SD 2.257 3.517

EXP, Expertise; PEI, Personal Innovativeness; INT, Interactivity; EXT, Extraversion; CUS, 
Customization; AGR, Agreeableness; OPE, Openness; PI, Purchase Intention.
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chatbots, this research provides a more comprehensive understanding 
of how personality traits and chatbot characteristics jointly influence 
purchasing decisions. Our findings contribute to the theoretical 
understanding of both personality psychology and digital consumer 
behavior, bridging gaps in previous research and offering new insights 
into the complex mechanisms that drive Generation Z’s responses to 
chatbot-based product recommendations.

One of the primary contributions of this study is its exploration of 
the intersection between consumer personality traits and chatbot 
attributes, which has not been sufficiently examined in prior research. 
While existing studies have addressed the role of personality in 
technology adoption (Duong, 2021; Liu et al., 2024) and the influence of 
chatbot features on user acceptance (Zarouali et al., 2018), little attention 
has been given to how these factors interact. Our study integrates these 
two perspectives, examining how the Big Five personality traits—
extraversion, agreeableness, conscientiousness, neuroticism, and 
openness—interact with key features of chatbots, such as expertise, 

trustworthiness, interactivity, and customization, to shape Generation 
Z’s purchase intentions. This integration bridges an important gap in the 
literature by offering a multi-faceted model that explains how consumers’ 
psychological traits and the functional features of chatbots jointly 
influence purchasing behavior. For example, while extraverted 
individuals are more likely to engage with interactive chatbots and derive 
greater benefit from personalized recommendations, conscientious 
individuals tend to prefer chatbots that offer structured and reliable 
information (Huang et al., 2024; Moisescu et al., 2025). This nuanced 
understanding is a significant departure from prior research, which often 
treats chatbot features and personality traits as independent predictors.

Another significant contribution of this study is its empirical 
investigation of how individual personality traits, particularly 
extraversion, influence Generation Z’s responses to product 
recommendations. While the role of personality traits in general 
technology adoption has been well established (Svendsen et al., 2013), 
this study goes a step further by demonstrating that certain personality 

TABLE 10  Sensitivity analysis.

ANN Input: EXT, AGR, OPE, EXP, INT, CUS, PEI
Output: PI

EXT AGR CUS OPE EXP INT PEI

ANN1 0.313 0.032 0.192 0.055 0.035 0.154 0.221

ANN2 0.298 0.054 0.316 0.134 0.035 0.005 0.159

ANN3 0.227 0.194 0.141 0.039 0.148 0.022 0.230

ANN4 0.190 0.255 0.163 0.092 0.034 0.029 0.237

ANN5 0.180 0.010 0.299 0.008 0.149 0.169 0.186

ANN6 0.166 0.028 0.233 0.059 0.137 0.138 0.240

ANN7 0.027 0.259 0.196 0.268 0.078 0.061 0.112

ANN8 0.057 0.286 0.221 0.160 0.006 0.045 0.225

ANN9 0.254 0.171 0.201 0.071 0.008 0.090 0.206

ANN10 0.112 0.037 0.210 0.036 0.204 0.082 0.319

ARI 0.182 0.133 0.217 0.092 0.083 0.080 0.213

NI(%) 83.87% 61.29% 100.00% 42.40% 38.25% 36.87% 98.16%

EXP, Expertise; PEI, Personal Innovativeness; INT, Interactivity; EXT, Extraversion; CUS, Customization; AGR, Agreeableness; OPE, Openness; PI, Purchase Intention; ARI, ANN Relative 
importance; NI, Normalized Importance.

TABLE 11  Comparison between PLS-SEM and ANN results.

PLS path Original sample 
(O)/path 

coefficient

ANN results: 
(average relative 

importance)

Ranking (PLS-
SEM) (based on 

path coefficient)

Ranking (ANN) 
(based on Average 

relative 
importance)

Remark

Input: EXT, AGR, OPE, EXP, INT, CUS, PEI

Output: PI

EXT → PI 0.216 0.182 2 3

Not match

AGR → PI 0.175 0.133 4 4

OPE → PI 0.149 0.092 5 5

EXP → PI 0.123 0.083 6 6

INT → PI 0.097 0.080 7 7

CUS → PI 0.194 0.217 3 1

PEI → PI 0.329 0.213 1 2

EXP, Expertise; PEI, Personal Innovativeness; INT, Interactivity; EXT, Extraversion; CUS, Customization; AGR, Agreeableness; OPE, Openness; PI, Purchase Intention; ARI, ANN Relative 
importance; NI, Normalized Importance.
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traits, such as extraversion, play a particularly strong role in shaping 
consumer behavior in the context of AI-mediated interactions. 
Extraverted individuals are more likely to engage with chatbots, 
appreciating their interactive and socially engaging nature, which in 
turn increases their purchase intentions. This finding is consistent 
with prior research that suggests that extraverted individuals enjoy 
social interaction and seek external sources of stimulation (Sowmya 
et  al., 2023). By linking personality psychology with consumer 
behavior theory, this study introduces a novel framework that not only 
extends existing research on technology adoption but also provides a 
new understanding of how individual personality differences influence 
purchasing decisions in AI-driven environments.

Furthermore, this research contributes to the literature on chatbot 
functionality by identifying which specific features of chatbots are 
most influential in shaping consumer behavior. While previous studies 
have generally acknowledged the importance of chatbot attributes 
such as expertise, trustworthiness, and interactivity (Gursoy et al., 
2022), they often fail to specify which attributes are most effective in 
driving user acceptance and purchase intentions. Our findings reveal 
that expertise, interactivity, and customization significantly affect 
Generation Z’s purchasing behavior, providing a more granular 
understanding of how these features contribute to chatbot 
effectiveness. These results extend the current literature by pinpointing 
the specific functional characteristics that enhance chatbot 
performance, offering practical implications for both academics and 
practitioners. For example, personalized chatbot recommendations 
that align with user preferences are found to be particularly influential 
in increasing purchase intention among Generation Z consumers, 
especially those high in openness (Yang et al., 2023).

In addition, the introduction of personal innovativeness as a 
moderating variable offers a unique contribution to the understanding 
of consumer behavior in AI-mediated environments. While personal 
innovativeness has been studied in the context of general technology 
adoption (Agarwal and Prasad, 1999), it has not been extensively 
explored in relation to chatbot interactions. By showing that personal 
innovativeness moderates the relationship between personality traits 
and purchase intention, this study provides a more dynamic model of 
consumer behavior, highlighting that consumers who are more open 
to new technologies are more likely to respond positively to chatbot 
recommendations. This insight provides a deeper understanding of 
the variability in user responses to AI-driven interactions and helps to 
refine the theoretical models of technology acceptance by 
incorporating individual differences in openness to innovation.

Lastly, the methodological approach used in this study is also a 
significant contribution to the field. By combining Structural Equation 
Modeling (SEM), Artificial Neural Networks (ANN), and Necessary 
Condition Analysis (NCA), this research offers a hybrid approach that 
captures both linear and nonlinear relationships in consumer 
decision-making. SEM identifies significant predictors based on linear 
relationships, while ANN allows for the examination of nonlinear 
associations and ranks variables according to their predictive power. 
NCA further identifies essential conditions for the occurrence of 
purchase behavior, adding an additional layer of understanding to the 
decision-making process. This integrated methodology enhances both 
the explanatory power and robustness of the findings, providing a 
comprehensive framework for future research on consumer behavior 
in AI-driven environments. It also offers a more refined approach to 
understanding the complex interactions that drive purchasing 
decisions in digital commerce (Chen and Wu, 2024; Zhu et al., 2025).

7.2 Practical implications

The findings of this study hold practical implications for 
e-commerce platforms aiming to influence Generation Z consumers’ 
purchasing behaviors through their interactions with product 
recommendation chatbots. First, chatbot developers should prioritize 
emphasizing the personalized benefits of chatbot technology to attract 
young consumers. Specifically, product recommendation chatbots 
should highlight their ability to deliver tailored recommendations 
based on users’ past behaviors, preferences, and feedback. To this end, 
it is essential for managers to continuously upgrade and fine-tune the 
natural language processing and machine learning capabilities of these 
systems to ensure they effectively address individual needs.

Second, the study underscores the importance of considering 
individual differences when designing chatbot-based marketing 
strategies for younger consumers. A nuanced understanding of users’ 
big five personality traits can enable managers to craft more resonant 
and effective marketing content. Prior to developing targeted 
strategies, it is advisable for managers to conduct detailed assessments 
of personality profiles within their intended user base. Aligning 
product recommendations with these personality dimensions can 
enhance the perceived relevance of the offerings, thereby improving 
user satisfaction and increasing purchase intention.

Moreover, enhancing the expertise and interactivity of chatbots 
should be a key managerial priority. Product recommendations that 
demonstrate domain-specific expertise—such as detailed knowledge 
of product features, user reviews, and current market trends—can 
bolster user confidence in the chatbot’s reliability. Additionally, 
chatbots that recall users’ prior interactions and preferences reflect a 
deeper understanding of their individual journeys. By engaging users 
in a friendly, courteous, and human-like manner, chatbots can evolve 
from functional tools into relatable digital companions, increasing 
user willingness to interact.

Finally, to appeal to consumers with high personal 
innovativeness, managers should ensure that product 
recommendation chatbots embody a degree of technological 
novelty. Innovative interaction designs—such as immersive 
interfaces and novel features—can enhance user engagement. 
Integration of emerging technologies such as voice recognition and 
virtual reality should be considered to elevate the user experience 
and stimulate curiosity. In addition, digital platform managers 
should explore new features that cater to diverse user needs and 
enhance enjoyment, such as enabling real-time social interaction or 
gamified recommendation environments.

7.3 Limitation and future research

While this study offers theoretical insights and practical 
implications, it is subject to several limitations that should 
be  acknowledged. Firstly, the sample is geographically and 
demographically restricted, focusing solely on generation Z consumers 
in China. Within this group, the majority of respondents were male 
(73.33%) and students (72.71%), introducing a gender and student 
bias that may limit the generalizability of the findings to broader 
populations. This sample composition may have influenced certain 
trait-based patterns (e.g., extraversion or openness) and response 
tendencies, which could differ in more gender-balanced or 
occupationally diverse populations.
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Secondly, the reliance on self-reported questionnaire data may only 
capture participants’ subjective perceptions and intended behaviors, 
rather than actual purchasing behavior. Although constructs like 
purchase intention and chatbot experience were well operationalized, the 
study does not account for potential discrepancies between intention and 
behavior, especially in real-life decision-making environments.

Thirdly, the cross-sectional nature of the data collection limits our 
ability to observe temporal changes in consumer behavior. For 
instance, the influence of personalization or trustworthiness on 
purchase intention may evolve as users become more familiar with 
chatbots or as chatbot technology advances.

To address these limitations, future studies could diversify their 
sample demographics, including participants from different age brackets, 
occupations, and cultural contexts, to enable comparative cross-cultural 
analysis. Furthermore, incorporating experimental or neuroscience 
methods such as EEG or fMRI could provide deeper insight into the 
cognitive and affective processes underlying generation Z’s responses to 
chatbot interactions. Finally, longitudinal research designs would allow 
scholars to explore how repeated exposure to chatbots and evolving user 
preferences affect the dynamics of purchase behavior over time.
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Why unequal AI access enhances 
team productivity: the mediating 
role of interaction processes and 
cognitive diversity
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Introduction: Generative artificial intelligence (GenAI) is widely viewed as valuable 
for improving the performance of human-agent teams (HATs). However, in reality, 
not all members have equal access to AI tools, making uneven AI integration an 
important factor impacting team composition and, thus, team effectiveness. 
While unequal access might seem detrimental, potentially hindering technology 
utilization, it could also foster deeper interactions and diverse expertise. To clarify 
these mechanisms, this study extends the classic Input-Mediator-Output model 
to an Input-Process-State-Output (IPSO) framework.
Methods: A lab experiment involving 60 two-person teams was conducted, 
with teams assigned to unequal, full, or no AI access conditions.
Results: The findings indicate that unequal AI access yields the highest 
productivity, improving both task quality and completion time compared to no 
or full AI access. This effect is driven by two key mechanisms. First, negative 
socio-emotional interactions and increased cognitive diversity serve as a 
positive serial mediation pathway linking unequal AI access to enhanced task 
quality. Second, unequal AI access leads to more concentrated and imbalanced 
questioning behaviors, which accelerates task completion.
Discussion: This study provides an in-depth theoretical explanation of how AI 
integration structures operate in HATs and offers a foundation for strategically 
optimizing GenAI access in human-agent teaming.

KEYWORDS

AI access, cognitive diversity, team interaction processes, team productivity, human-
agent teams, human-AI collaboration

1 Introduction

As generative AI (GenAI) technology continues to evolve, more individuals and 
organizations are integrating GenAI into collaborative work, forming Human-Agent Teams 
(HATs). HAT refers to a collaborative effort between one or more humans and autonomous 
agents to achieve a common goal (McNeese et al., 2018; O’Neill et al., 2022). A recent industry 
report found that 78% surveyed organizations adopted AI in their organizations, with 56% of 
employees directly engaging with AI tools to automate or augment job tasks (BusinessWire, 
2023). Despite GenAI’s widespread application, challenges remain—particularly regarding the 
often complex and inconsistent ways team members adopt AI. It cannot be taken for granted 
that AI access among team members is equal. In practice, some team members use GenAI 
extensively, while others lack access or proficiency (Humlum and Vestergaard, 2025), resulting 
in diverse AI integration structures within Human-Agent Teams.

The challenge of inconsistent AI access is particularly salient in short-term project-based team 
settings, which are often termed ad hoc or temporary teams (Finholt et al., 2014; Liu et al., 2004; 
Majchrzak et al., 2012). Unlike long-standing corporate teams, people in temporary teams lack 
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prior relationships and must collaborate effectively with minimal 
knowledge of each other. In these settings, AI tools become important 
external resources. Moreover, as temporary teams typically lack clearly 
specified management hierarchies or power structures (Stone et al., 2010), 
technological asymmetries may carry greater weight in shaping team 
dynamics. Thus, the uneven distribution of AI access raises important 
questions about how different GenAI access patterns affect already 
complex and challenging temporary team collaboration.

Extant literature has demonstrated that AI adoption influences 
team productivity, which is defined as the collective effectiveness (i.e., 
task quality) and efficiency (i.e., task time) (Hackman, 1978; Kozlowski 
and Ilgen, 2006; Kwarteng et al., 2023; Noy and Zhang, 2023). However, 
how and why GenAI integration structures might influence team 
productivity remains a subject of theoretical debate. Though it seems 
intuitive to assume that equipping all members with the most advanced 
technology would be  optimal, given widely existing evidence that 
GenAI usage increases individual users’ creativity and productivity (Cui 
et al., 2024; Doshi and Hauser, 2024; Noy and Zhang, 2023). Limiting 
AI access may also result in imbalanced participation and decreased 
morale and contribution from those without access (Bayerl et al., 2016; 
Rogers et al., 2009; Simaremare et al., 2024). However, there also exist 
counterarguments that limiting AI touchpoints may enhance team 
interactions (Li et al., 2024; Raisch and Krakowski, 2021) and encourage 
diverse perspectives to emerge as the team could tap into both personal 
expertise and AI outputs, rather than having all members quickly 
converging on the same AI-generated outputs (Doshi and Hauser, 2024).

To resolve conflicting views on the optimal strategy for GenAI 
adoption in HATs, the current study explores how full AI access, partial 
AI access, and no AI access shapes team dynamics differently, and how 
these dynamics, in turn, influence collaborative performance. Unequal AI 
access is of particular interest as it introduces distinct intra-team dynamics 
that are less likely to emerge in uniformly equipped teams, including 
asymmetric information distribution (Sebo et al., 2018; Gurkan and Yan, 
2023; Zvelebilova et al., 2024), divergent expectations of contribution 
(Doshi and Hauser, 2024; Stasser and Titus, 2003; Lu et al., 2012), and 
shifts in perceived social status (Rogers et al., 2009; Meeussen and Van 
Dijk, 2016). Such dynamics represent novel organizational conditions that 
may fundamentally reshape how teams interact, adapt, and perform. 
Despite its increasing relevance, prior research has primarily contrasted 
teams with full AI access and those without (e.g., Han et al., 2024; Gurkan 
and Yan, 2023), overlooking this nuanced middle ground. The findings 
illuminate both the practical implications of AI integration in teamwork 
and the theoretical significance of how unequal access reshapes team 
interaction and productivity.

We draw on O'Neill et al. (2023)‘s recent extension of the classic 
Input–Mediator–Output (IMO) model (Hackman, 1978; Ilgen et al., 
2005; Marks et al., 2001). The IMO model has historically been used 
in research on human team effectiveness and small group interactions 
(Hackman, 1978; Steiner, 1972; Ilgen et al., 2005; Marks et al., 2001), 
providing a structured lens to examine how team inputs (e.g., member 
composition, task design) influence team outputs (e.g., performance, 
satisfaction) via mediating mechanisms such as team processes and 
emergent states. O'Neill et al. (2023) applied the IMO model HATs, 
providing a framework for examining how inputs unique to HATs—
such as different modes of human-AI composition—shape mediating 
team dynamics and ultimately affect outcomes. To better adapt this 
umbrella framework to our research context, we now propose two 
conceptual modifications to explain how AI integration patterns 
(input) affect team productivity (output) in greater detail.

First, regarding team input, we  conceptualized varied AI 
integration patterns as a key team composition factor. Team 
composition is the different ways that human-autonomy is combined 
in HATs. Most existing studies treat AI usage as a binary input—either 
present or absent (Al Naqbi et al., 2024; Gohar and Utley, 2023; Gurkan 
and Yan, 2023; Han et  al., 2024), overlooking the nuanced AI 
integration structures that more accurately reflect real-world practices. 
For example, Han et al. (2024), in their examination of the effects of 
GenAI on team collaboration in creative tasks, included only two 
conditions: human teams with GenAI and without GenAI. Similarly, 
Gurkan and Yan (2023) designed their experiment such that a chatbot 
provides information in a group chat without engaging in direct 
interaction, considering only the presence or absence of AI when 
evaluating its effects on cognitive diversity and team decision-making. 
Such designs oversimplified the patterns of GenAI allocation among 
team members. To better capture the nuances of AI adoption in reality, 
we aim to explore how AI integration structures as a team input impact 
team processes and outcomes by carefully considering three conditions 
of AI integration: no access to AI, partial access to AI, and full access 
to AI among the team.

Second, for the mediator part, O'Neill et al. (2023) emphasized 
the importance of considering mediating mechanisms and moving 
beyond a simplistic independent-dependent variable modeling 
approach. In their framework, the mediator was conceptually divided 
into two broad categories: interaction processes (e.g., planning, 
communication, coordination) and emergent states (e.g., trust, 
shared mental models, situation awareness, or affective states). 
However, they did not specify the potential relationships between 
these two types of mediators. We  further propose a sequential 
relationship between them: interactions processes, as manifested by 
individual members’ communication behaviors, give rise to emergent 
states (cognitive or affective) at the team level. In other words, 
emergent states are not static but dynamically shaped through 
interactions. Thus, we  delineate the mediator part into two 
consecutive steps and propose them as chained mediators, 
transforming the Input-Mediator-Output (IMO) model into an Input-
Process-States-Output (IPSO) model, which we  then subject to 
empirical testing. Figure 1 illustrates how we further modify the IMO 
model for HATs proposed by O'Neill et al. (2023).

For this current study, we focus on communication behaviors as 
the ‘Process’ factor and cognitive diversity as the ‘State’ factor in our 
IPSO model. While cognitive diversity is a classic construct in teaming 
research and is often recognized as a team emergent property evolving 
through dynamic interactions (Marks et al., 2001; Mello and Rentsch, 
2015), and some initial HATs research links AI usage to cognitive 
diversity (Gurkan and Yan, 2023), these studies often stop short of 
identifying specific interaction behaviors that mediate this 
relationship. We will use Bales’ Interaction Process Analysis (IPA) to 
classify four specific types of communication behaviors and explore 
how they potentially alter task-related information flow and contribute 
to cognitive divergence among members.

In conclusion, our IPSO model aims to provide a more accurate 
description of how different GenAI access structures influence team 
interaction patterns and cognitive diversity, and how these factors 
jointly impact team outcomes such as task quality and completion 
time. Accordingly, we attempt to address this general question:

How do varied GenAI integration structures affect team productivity 
via the serial mediation mechanisms of team interaction behaviors and 
cognitive diversity?
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2 Hypotheses development

2.1 The paradox of unequal AI integration

Recent studies have consistently shown that integrating AI into 
human teams can enhance collaborative outcomes by fostering 
creativity (Jeong and Jeong, 2024), improving decision-making 
(Gurkan and Yan, 2023), and boosting productivity (Al Naqbi et al., 
2024). However, moving beyond this binary perspective of AI 
adoption, real-world scenarios often involve uneven access to AI 
within teams. When examining how such unequal distribution of this 
emerging technology affects team productivity, prior research offers 
conflicting conclusions. The positive perspectives suggest that limiting 
AI access to some of the team members facilitates more focused and 
interactive use of GenAI, thus enhancing its utilization depth and 
maximizing its potential (Raisch and Krakowski, 2021). This close 
human-AI collaboration can foster creativity and improve task quality 
(Zhang et al., 2025). Additionally, the selective use of GenAI by only 
some team members helps to generate diverse cognitive inputs and 
reduce homogeneous ideas (Doshi and Hauser, 2024), teams thus may 
achieve high levels of creativity by building a wider pool of expertise 
that is differentiated and specialized (Zhang et al., 2025). With respect 
to task time, unequal AI access can shorten completion time by 
streamlining communication and facilitating strategic adjustments (Li 
et al., 2022), as full access may increase coordination complexity with 
many more human-AI pairings to manage (Becker et  al., 2008). 
Limiting such human-AI combinations can reduce communication 
costs and accelerate task execution. Moreover, the diverse inputs 
resulting from unequal access to technology can make teams more 
flexible and agile (Pieterse et al., 2011), allowing them to adjust more 
quickly in the face of change and unexpected situations (Harrison 
et al., 2000).

The opposing viewpoint suggests that full access to new technology 
is more beneficial for task quality because it fosters equal participation 

among team members (Rogers et al., 2009), potentially maximizing 
each individual’s contribution to the team (Li et al., 2024). When 
technology distribution is not equal, those without AI access may feel 
marginalized, which can diminish their motivation to participate and 
contribute actively (Bayerl et al., 2016), ultimately leading to lower 
overall team cohesion and reduced task quality. Furthermore, uneven 
AI distribution may prolong task completion time by increasing the 
difficulty of managing conflict and interpersonal tension caused by 
unequal participation among team members (Bankins and Formosa, 
2023; Rogers et  al., 2009). In addition, the diverse perspectives 
generated by varying collaboration patterns often require more 
extensive integration efforts to reach a consensus (Sauer et al., 2006), 
all of which demand additional time (Mohammed and Schillinger, 
2022; Narayan et  al., 2021). Therefore, we  propose a set of 
competing hypotheses:

H1a: Teams with unequal AI access have greater team productivity 
(i.e., better task quality and faster task completion time) compared 
to those with no access or full access.

H1b: Teams with full AI access have better team productivity (i.e., 
better task quality and faster task completion time) compared to 
those with no access or unequal access.

2.2 The mediator role of cognitive diversity 
between AI integration and team 
productivity

Building on the above discussion, a likely mechanism through 
which AI integration structures influence team productivity is the 
diverse task-related perspectives and contributions that stem from 
differences in access, a concept commonly referred to as cognitive 
diversity. It is defined as the range of information, information 

FIGURE 1

IPSO model: an extended framework for O'Neill et al. (2023)’s IMO model for HATs.
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processing styles, and perspectives of members, which is dynamically 
and interactively generated through communication (Gurkan and 
Yan, 2023; Sauer et al., 2006). Though cognitive diversity is a complex 
construct and has been defined in many varied ways (Kurtzberg, 2005; 
Sauer et al., 2006; Shin et al., 2012; Miller et al., 1998; Mohammed and 
Ringseis, 2001), Mello and Rentsch (2015) proposed a stability-based 
framework that categorizes cognitive diversity into four types, ranging 
from the most stable to the most malleable: trait-like (stable and 
consistent personal characteristics), developmental (which evolve over 
time but change gradually), acquired (context-dependent and flexible, 
such as task-related knowledge or attitudes), and exposed (the most 
malleable, shaped by specific experimental conditions). Our study 
specifically focuses on acquired cognitive diversity, which evolve 
dynamically with team context. This form of cognitive diversity is 
important for understanding team collaboration in our research 
context, given its direct susceptibility to variation in members’ access 
to external information sources, particularly AI technology and how 
it is integrated within teams.

We speculate that not distributing AI access equally within teams 
could lead to increased cognitive diversity mainly by triggering task-
related information asymmetry and social status and role 
differentiation. First, unequal AI integration reshapes how information 
is accessed and shared within teams, leading to differences in 
members’ task-related information processing and perspectives 
(DeSanctis and Poole, 1994; Zhang et al., 2025). When only some 
team members have access to AI assistance while others do not, they 
are exposed to different sources of task-relevant information. 
AI-equipped members may form task opinions based on algorithmic 
interpretations or AI-generated contents (Gurkan and Yan, 2023; Sebo 
et al., 2018; Zvelebilova et al., 2024), whereas non-AI users rely on 
human discussions, intuition, or personal experience. In contrast, 
teams with full AI access could use highly similar information, as 
members largely depend on the homogenized outputs generated by 
AI (Doshi and Hauser, 2024). According to social confirmation bias, 
this shared information often overshadows unique insights derived 
from individual knowledge or experience (Lu et al., 2012; Stasser and 
Titus, 2003), easily results in convergent perspectives within the team. 
Therefore, unequal AI access is likely to foster greater cognitive 
diversity by generating a wider range of opinions arising from distinct 
informational environments.

Second, AI access serves as a substitute for human expertise 
(Doshi and Hauser, 2024; Korzynski et al., 2023; Noy and Zhang, 2023; 
Zhang et al., 2023), creating role and status differentiation between 
users and non-users. People with GenAI access may perceive 
themselves—and be perceived by others—as more competent due to 
their technological advantage (Meeussen and Van Dijk, 2016; Rogers 
et al., 2009). Drawing on status characteristics theory (Berger et al., 
1980; Correll and Ridgeway, 2003), AI access could serve as a salient 
status characteristic, shaping interaction patterns and authority 
structures within teams (Zhang et al., 2025). High-status individuals 
typically make strategic decisions, while lower-status members focus 
on operational aspects of the task (Bunderson and Reagans, 2011). 
Such differentiated roles and statuses—emerging from unequal AI 
access—further contribute to more varied information processing 
styles and task-related perspectives among team members (Mello and 
Rentsch, 2015).

As the critical team-level psychological outcome of unequal AI 
access, increased cognitive diversity is commonly related to both 

positive and negative team-level outcomes (Horwitz and Horwitz, 
2007; Simons and Rowland, 2011), such as task quality (Gomez and 
Lazer, 2019; Joniaková et al., 2021; Patrício and Franco, 2022; Schumpe 
et  al., 2023) and task time (Harrison et  al., 2000; Li et  al., 2022; 
Mohammed and Schillinger, 2022; Sauer et al., 2006). We, therefore, 
posit it as a mediator between AI integration and team productivity 
without predicting directionality. It is hypothesized that:

H2: Cognitive diversity mediates the relationship between AI 
integration structure and team productivity.

2.3 The mediator role of team interaction 
processes between AI integration and 
cognitive diversity

Team interaction, as a dynamic process central to team 
functioning, plays a critical role in shaping emergent states such as 
cognitive diversity (Marks et al., 2001; Mello and Rentsch, 2015). Prior 
sections discussed how unequal AI access may create informational 
asymmetry and status differentiation within teams. These effects can 
directly alter how members exchange information and relate to one 
another (Ward, 2013), thereby affecting both cognitive diversity and 
productivity. To further unpack team interactions as observable 
actions, this study adopts Bales’ Interaction Process Analysis (IPA) 
framework (Bales, 1950; Nam et al., 2009; Soukup et al., 2020), a well-
established categorizing scheme for team interactions. IPA separates 
complex team interactions into socio-emotional (positive/negative 
reactions) and task-related (questions/answers) domains, providing a 
structured approach for analyzing how different interaction patterns 
emerge under varying GenAI access conditions.

2.3.1 Unequal AI access’s impact on 
socio-emotional area interactions

Socio-emotional interactions can be further divided into positive and 
negative reactions. Positive reactions include showing solidarity, releasing 
tension, and expressing agreement, while negative reactions refer to 
disagreement, tension, and antagonism (Nam et al., 2009). Unequal AI 
access can shape these emotional reactions in contrasting ways—
potentially suppressing supportive behaviors due to perceived unfairness 
while at the same time encouraging disagreement as a result of divergent 
informational inputs (Mannes et al., 2014; Pelled et al., 1999).

First, perceived inequality in the distribution of a highly desirable 
technology may lead to misunderstanding and mistrust, thereby 
reducing the expression of positive interactions like support or 
agreement (Cronin et  al., 2011; Kennedy and Pronin, 2008). This 
undermines the development of a psychologically safe environment 
that encourages broad participation and open perspective-sharing, 
ultimately hindering the emergence of cognitive diversity (Isohätälä 
et al., 2020). For example, repeatedly interrupting others’ views during 
group discussions may trigger defensiveness and discourage the 
contribution of diverse ideas. Thus,

H3a: Unequal AI access reduces positive socio-emotional 
behaviors, which in turn influence cognitive diversity.

Second, unequal AI integration can increase negative reactions 
such as disagreement by encouraging the exchange of unique and 
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unshared information from distinct perspectives (Lu et al., 2012)—AI 
users draw on system-generated content, while non-users rely more 
on personal experience. When team members challenge one another’s 
assumptions or interpretations, they may surface divergent mental 
models and expose hidden knowledge structures, which in turn 
promotes deeper discussion and helps teams avoid premature 
consensus (Cronin et al., 2011; Mohammed et al., 2023; Srikanth et al., 
2016). In this way, negative socio-emotional expressions may reflect 
more diverged rather than converged communication, contributing 
to richer team cognition (Mohammed et al., 2023). Thus,

H3b: Unequal AI access increases negative socio-emotional 
behaviors, which in turn influence cognitive diversity.

2.3.2 Unequal AI access’ impact on task area 
interactions

In the IPA framework, task-related interactions are divided into 
questioning (e.g., asking for suggestions, opinions, or information) 
and answering behaviors (e.g., providing suggestions, opinions, or 
information) (Nam et  al., 2009). Unequal AI integration creates 
information asymmetries and initial status expectation differences, as 
timely information and content-generation capabilities are more 
readily available to AI users. This results in concentrated questioning 
and answering behaviors, ultimately influencing cognitive diversity 
(Bunderson and Reagans, 2011).

First, non-AI users, facing information disadvantages, are more 
likely to seek orientation or advice from AI-equipped teammates to 
compensate for knowledge gaps. Simultaneously, AI users, seen as 
knowledge contributors, tend to take on the role of providing task-
relevant input to facilitate team coordination (Rogers et al., 2009; 
Zhang et al., 2025). As a result, task-related communication—both 
questioning and answering—becomes increasingly concentrated. This 
interactional imbalance resulting from informational asymmetry can 
shape how information flows and integrates into teams, further 
affecting cognitive diversity. Specifically, such imbalanced information 
exchanges expose non-overlapping cognitive regions and stimulate 
cross-boundary information flow, which promotes knowledge 
integration (Bunderson and Sutcliffe, 2002; Mesmer-Magnus and 

DeChurch, 2009) and deepens analytical engagement (Homan et al., 
2007). Ultimately, such patterns support the emergence of greater 
team cognitive diversity.

Moreover, access to AI may elevate expectations about one’s task 
contributions, making AI users often perceived as high-status actors 
within teams (Correll and Ridgeway, 2003). These status differences 
shape the direction of task-related communication (Bunderson and 
Reagans, 2011). For instance, higher-status members are more likely 
to assume directive roles by offering orientations and suggestions, 
whereas lower-status members tend to ask more questions and seek 
guidance from those perceived as more knowledgeable (Chung and 
Pennebaker, 2011; De Jong et al., 2022). Building on this dynamic, 
unequal AI access may initially create status-based expectations that 
result in questioning and answering behaviors becoming concentrated 
within specific individuals. Over time, such interaction patterns can 
reinforce and solidify team status hierarchies, which represent 
differentiated perspectives and styles in approaching tasks (Harrison 
and Klein, 2007). Thus, we propose the following hypotheses:

H3c: Unequal AI access increases concentrated task-related 
questioning, which in turn influences cognitive diversity.

H3d: Unequal AI access increases concentrated task-related 
answering, which in turn influences cognitive diversity.

The hypothesized research model, as depicted in Figure  2, 
integrates the serial mediation links between varied AI access 
structures, team interaction processes (further divided into socio-
emotional and task-oriented processes), cognitive diversity, and team 
productivity (quality and time).

3 Method

We conducted a randomized and controlled laboratory 
experiment to examine how different AI integration structures 
influence team cognitive diversity and task performance through a 
press release writing task. The study recruited a total of 120 university 

FIGURE 2

Research model.
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students from various majors, who were randomly assigned to form 
60 two-person teams. Each team first went through a control phase 
task where neither team member was permitted to use GenAI when 
completing the writing task (no access condition). Then, in the 
treatment phase, these teams were randomly assigned to one of two 
conditions: only one member could use GenAI (unequal access), or 
both members could use it (full access). For the GenAI tool, 
we employed Kimi 3.0, a Chinese-language-optimized large language 
model developed by Moonshot, chosen for its superior ability to 
handle lengthy text inputs and its suitability for the Chinese 
writing tasks.

3.1 Participants

This experiment involved 120 participants, who were made up of 
undergraduates and graduate students from a university in China. 
Our interest in studying face-to-face interactions in two-person teams 
made conducting the experiment with student samples the most 
feasible approach.

The sample of participants was 72% female, and a chi-square test 
of independence revealed that gender proportions did not significantly 
differ across the three experimental conditions, χ2  = (2, 
N = 120) = 0.082, p = 0.960. Approximately 18% of the sample were 
from the humanities and social sciences disciplines. Chi-square 
analysis indicated that the distribution of participants across the three 
conditions was statistically equivalent, χ2  = (2, N = 120) = 0.000, 
p = 0.999. Approximately 24% of the participants had prior experience 
related to marketing, with no significant differences observed across 
the three conditions, χ2  = (2, N = 120) = 1.455, p = 0.483. 
Approximately 95% of the participants had experience using 
generative AI tools (such as ChatGPT and Kimi), with no significant 
differences observed across the conditions, χ2 = (2, N = 120) = 0.790, 
p = 0.674. Participants received a reward of 50 RMB for participating 
in the experiment. Additionally, if their group’s overall task quality was 
rated above 6 (on a range of 1–7, 7 the highest), each task would earn 
an extra 10 RMB.

3.2 Experiment procedure

This study selected Kimi 3.0, a large language model (LLM) 
developed by the Chinese company Moonshot, as the generative AI 
tool for team use for two advantages. First, Kimi was trained in and 
optimized for the Chinese language, making it an ideal choice given 
the designed writing task in Chinese. Second, Kimi outperforms other 
large models available in China in its ability to handle long texts (Team 
et  al., 2025). This allows Kimi to better comprehend participants’ 
extensive input commands and complete writing tasks more effectively.

Team activities were divided into five steps (shown in Figure 3): 
pre-test, control phase writing task, post-test 1, treatment phase 
writing task, and post-test 2. During the preparatory phase, 
participants completed an initial questionnaire to control for 
individual factors that could influence team communication and 
productivity, including demographic information, GenAI usage 
experience, and self-assessed skill levels in communication, creativity, 
and problem-solving. The first writing task served as the control task, 
where no members from any condition’s teams could use GenAI. The 

second writing task served as the treatment task, where in condition 
1, only one of two members was randomly assigned access to GenAI, 
and in condition 2, both individuals could use GenAI to complete the 
writing task. The first condition represented teams with unequal 
access to GenAI, while the second condition represented teams with 
full access to GenAI. Team members always have access to computers 
configured with task instruction documents and basic document 
editing tools. Only the individuals allowed to use GenAI were 
provided with a link to Kimi, and there was no restriction on how to 
interact with Kimi. All participants were not allowed to use any other 
websites or applications when not instructed to do so. After the 
experiment, we reviewed the on-site recordings to ensure that each 
group carried out the tasks in accordance with the above-mentioned 
requirements. The experiment design was approved by the university 
IRB (H20240616I).

3.3 Writing task design

The entire experiment comprises two writing tasks, in which 
two-person teams were asked to collaboratively produce a 
700-character press release about a hypothetical product (an electric 
bicycle in the control phase and an AR glasses product in the treatment 
phase). This writing task is adapted from team collaboration tasks 
designed in prior literature (Noy and Zhang, 2023). Each writing task 
should not exceed 45 min in duration. Before starting each task, every 
team was first given basic information about the hypothesized product 
and writing instructions (see the Supplementary material Section 1 for 
Writing Tasks Instructions).

3.4 Measures

3.4.1 Access to GenAI
Access to GenAI serves as the main independent variable in the 

experiment. According to Hayes and Preacher (2014), we  used 
indicator coding, also known as dummy coding, to represent this 
multi-categorical independent variable. To dummy-code three groups 
(no AI access, partial AI access, and full AI access), two dummy 
variables are constructed. The “No access” variable has a value of 1 if 
a case is in no access to the AI group and 0 otherwise. The “Full access” 
variable is set to 1 if a case is in the full AI access group and 0 
otherwise. Partial AI access group functions as the reference category 
in the analysis and parameters reported in the model that are pertinent 
to group differences should be  interpreted relative to this 
reference group.

3.4.2 Team productivity
Team productivity in this study was assessed along two key 

dimensions: task quality and task time, reflecting both the effectiveness 
and efficiency of team output (Harrison et  al., 2003; Noy and 
Zhang, 2023).

3.4.2.1 Task quality
Following Noy and Zhang (2023), task quality was assessed by 

(blinded) expert raters working in marketing. Evaluators assigned an 
overall grade (1–7) to the writing task submissions based on three 
criteria: writing quality, content quality, and originality. Detailed 
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instructions, including sample submissions with high and low scores, 
can be found in Section 2 in the Supplementary material. We recruited 
a total of nine professionals from the marketing industry as expert 
raters. Each of the 120 submissions was randomly assigned to three 
raters to ensure high reliability, with each rater evaluating 40 
submissions. To encourage quality evaluations, raters were informed 
that their reward would be based on the correlation between their 
scores and those of the other raters. The Cronbach alpha between the 
three raters’ scores was 0.791.

3.4.2.2 Task time
Task completion time was measured as the total duration each 

team spent working collaboratively on the assigned task. Following the 
procedures outlined by Noy and Zhang (2023), the entire task 
completion process was video-recorded for each team. Trained 
research assistants subsequently reviewed the recordings and extracted 
the task completion time for each team.

3.4.3 Cognitive diversity
To obtain an objective measure of cognitive diversity within each 

team, we employed a computational text analysis approach developed 
by Gurkan and Yan (2023). Team discussions were first transcribed 
from audio recordings, with manual corrections to ensure accuracy. 
We then identified and concatenated each team member’s utterances 
across the entire team discussion. These text blocks were vectorized 
using the Universal Sentence Encoder (USE) from TensorFlow Hub 
(Cer et  al., 2018), and each vector was normalized such that its 
magnitude (Euclidean norm) equals 1. Cognitive diversity was then 

calculated as the cosine distance (d) between the normalized vectors 
of the two team members (i and j), with higher values of d indicating 
greater cognitive dissimilarity. That is,

	 ( ) ( )= −, 1 cos ,i j i jd W W W W

where iW  denotes the concatenated spoken text expressed by the 
individual i.

3.4.4 Team interaction process
Team interaction behaviors were coded using Bales’ Interaction 

Process Analysis (IPA) framework, which includes 12 subcategories 
grouped into four functional areas: positive socio-emotional, negative 
socio-emotional, task-related answering, and task-related questioning 
(see Section 3 in the Supplementary material).

The unit of analysis was a single simple sentence or its equivalent—
the smallest independent unit of meaning (Bales, 1950). Coders were 
instructed to treat short, complete responses (e.g., “Yes,” “I agree”) as 
standalone units. In contrast, sentence fragments that depend on 
preceding or following speech (e.g., “Because.,” “And then.”) should 
be  merged with the adjacent utterance. Additionally, coders were 
trained to avoid combining sequential but distinct behaviors into a 
single code. For example, the utterance ‘Yes, that makes sense, and 
what should we do next?’ should be coded as two separate units—one 
for Agreement and one for Asks for Suggestions.

After the initial training, two coders independently coded 25% of 
the data. Discrepancies in this subset were discussed and resolved to 

FIGURE 3

Experiment design.
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refine the coding scheme for clarity. Once the coders achieved 
satisfactory agreement, they completed the remaining dataset. The 
final results yielded a Cohen’s Kappa of 0.77, indicating substantial 
reliability. Any remaining disagreements were resolved through 
discussion, and consensus codes were used for analysis.

3.4.4.1 Socio-emotional area reactions
For each task group, the socio-emotional area behaviors were 

computed as relative frequency scores for the positive and negative 
interaction behaviors:

Positive socio-emotional behavior = Positive units/Total 
communication units.

Negative socio-emotional behavior = Negative units/Total 
communication units.

3.4.4.2 Task area reactions
For each task group, the task-related reactions were calculated as 

the ratio between two members’ questioning or answering behaviors. 
Specifically, the ratio was determined by dividing the higher count of 
questioning behaviors by the lower count for each pair of team 
members. The formula used is as follows:

Concentrated questioning = max (Questioning units by A, 
Questioning units by B)/ min (Questioning units by A, Questioning 
units by B).

Concentrated answering = max (Answering units by A, 
Answering units by B)/ min (Answering units by A, Answering 
units by B).

Larger ratio scores indicate a higher level of concentration, 
meaning one member dominated that specific behavior (e.g., 
questioning or answering) to a greater extent. There exists a great 
imbalance between the two members in Q&A behaviors.

3.4.5 Control variables
We aggregated demographic variables to the team level, resulting 

in three control variables:
Female proportion. Proportion of female members in each team, 

calculated as the number of females divided by total team size (e.g., 0, 
0.5, or 1 in two-person teams).

Marketing experience. If at least one member of a team has 
education or working experience in marketing-related education or 
work, this variable is marked as 1; if not, it is marked as 0.

Team skill. Participants were asked to rank their level in the 
following three teamwork skills: being an effective communicator, 
being creative and original, and problem-solving (Noy and Zhang, 
2023). Each participant assigned a score of 3 to the skill they ranked 
first, 2 to the second, and 1 to the third. Based on these individual 
scores, we calculated team-level scores for each skill by averaging 
across team members, resulting in three variables: team communication 
ability, team problem-solving ability, and team creativity.

Due to concerns of multicollinearity (as the three scores are 
interdependent and sum to a constant), we included only problem-
solving skill and creativity as control variables in our main analyses.

4 Results

To investigate how unequal access to AI predicts team task quality 
and completion time through team interaction processes and 

cognitive diversity, we conducted a PROCESS macro analysis. In this 
model, AI access (unequal access/ no access/ full access) served as the 
multi-categorical independent variable (IV); the four types of team 
interaction and cognitive diversity were included as mediators; and 
team productivity—task quality and task time—were treated as the 
dependent variables (DVs). We set the unequal AI access condition as 
the reference group and compared it with the no AI access condition 
(X₁) and the full AI access condition (X₂).

We first tested the hypothesized model, which demonstrated a 
good fit to the data: χ2 (6, N = 60) = 4.243, p = 0.644. The probability 
that the root mean square error of approximation (RMSEA) is less 
than or equal to 0.05 was 0.900, and the other fit indices also indicated 
excellent model fit: comparative fit index (CFI) = 1.000, Tucker-Lewis 
index (TLI) = 1.027, and standardized root mean square residual 
(SRMR) = 0.0019. Having confirmed the overall model fit, 
we  proceeded to examine each path in the model to evaluate 
our hypotheses.

4.1 Unequal access to GenAI leads to 
higher task quality and faster task 
completion

To examine the overall effect of AI integration structure on team 
productivity (H1), we compared task quality and completion time 
across the three AI integration conditions. As illustrated in Figure 4A, 
task quality in teams with unequal AI access (M = 5.654, SD = 0.080) 
was higher than in teams with no AI access (M = 4.981, SD = 0.094), 
t = −5.103, p < 0.01, and those with full AI access (M = 5.250, 
SD = 0.118), t = 2.881, p < 0.01. This finding is further supported by 
the OLS results reported in Model (1) of Table 1, where unequal AI 
access was associated with higher task quality compared to both the 
no access condition (b = −0.673, p < 0.01) and the full access condition 
(b = −0.402, p < 0.05).

A similar trend was observed in task completion time (Figure 4B). 
Teams with unequal AI access completed the task faster (M = 10.013, 
SD = 0.807) than human-only teams (M = 30.483, SD = 1.108; 
t = 13.556, p < 0.01), and those with full AI access (M = 15.150, 
SD = 1.491; t = −3.312, p < 0.01). These time savings are further 
reflected in the OLS estimates reported in Model (2) of Table 1, which 
show significantly reduced task duration for the unequal access 
condition compared to both no AI (b = 20.752, p < 0.01) and full AI 
access (b = 5.982, p < 0.01). Therefore, these findings provide support 
for H1a, indicating that unequal access to AI can significantly enhance 
team productivity by improving task quality and accelerating 
task completion.

4.2 Cognitive diversity links unequal AI 
access with enhanced task quality

To evaluate the hypothesized mediating role of cognitive 
diversity (H2), we first tested whether AI integration structure 
significantly influences cognitive diversity and whether cognitive 
diversity, in turn, predicts team productivity. Independent-
sample t-tests were conducted to compare communication 
responses across three different AI access conditions, serving as 
a proxy for cognitive diversity. As shown in Figure 4C, teams with 
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unequal AI access exhibited significantly higher cognitive 
diversity (M = 0.631, SD = 0.011) than those with full AI access 
(M = 0.510, SD = 0.018), t = 5.938, p < 0.01. However, no 
significant difference was observed between the unequal AI 
access group and the no AI access group (M = 0.609, SD = 0.012), 
t = −1.299, p = 0.197. Further results from the mediation model 
(Figure 5) supported the pattern observed in the above findings. 
Compared to teams with unequal AI access (reference group), 
those with full AI access showed significantly lower cognitive 
diversity (b = −0.107, SE = 0.025, p < 0.01), while human-only 
teams did not differ significantly (b = −0.017, SE = 0.020, 
p > 0.1).

Importantly, the PROCESS model confirmed that cognitive 
diversity was positively associated with task quality (b = 2.653, 
SE = 0.752, p < 0.01), but showed no significant effect on task 
completion time (b = 0.104, SE = 7.454, p > 0.1). Bootstrapped 
indirect effect analysis (Table 2) further validated the mediating role 
of cognitive diversity: the indirect effect of unequal AI access (vs. full 

AI access) on task quality via cognitive diversity was significant 
(b = −0.283, SE = 0.091, 95% CI [−0.513, −0.134]). This suggests that 
unequal AI access can enhance team effectiveness by fostering greater 
cognitive diversity. In sum, these findings support H2 by 
demonstrating that cognitive diversity significantly mediates the 
relationship between AI integration structure and team productivity—
specifically, by enhancing task quality.

4.3 Mechanisms underlying the impact of 
GenAI access on cognitive diversity and 
team productivity

4.3.1 Socio-emotional area: negative reactions 
and cognitive diversity act as serial mediators 
between unequal AI access and task quality

H3a and H3b proposed that socio-emotional team interactions—
positive and negative reactions—mediate the relationship between AI 
integration structure and cognitive diversity. Path analyses revealed 
that unequal AI access significantly increased negative socio-emotional 
behaviors compared to full AI access (b = −0.028, SE = 0.007, p < 0.01), 
which, in turn, positively influenced cognitive diversity (b = 0.811, 
SE = 0.242, p < 0.01), supporting H3b. However, no significant effects 
were found for AI integration structure on positive reactions (relative 
to no access: b = 0.023, SE = 0.014, p > 0.05; relative to full access: 
b = −0.005, SE = 0.017, p > 0.05), thus failing to support H3a.

As previously demonstrated, cognitive diversity mediates the 
relationship between unequal AI access and task quality. Building 
on this, we  further tested whether negative socio-emotional 
interactions contribute to this indirect pathway. Results from the 
PROCESS model (Table  2) showed a significant bootstrapped 
serial indirect effect involving AI integration, negative socio-
emotional behaviors, cognitive diversity, and task quality (relative 
to full AI access: b = −0.061, SE = 0.029, 95% CI [−0.148, 
−0.021]). These findings suggest that unequal AI access can 
enhance task quality by increasing negative socio-emotional 
reactions, which in turn promote greater cognitive diversity. In 

FIGURE 4

Team outcomes under different AI access conditions. Bar charts depict (A) task quality, (B) task completion time, and (C) cognitive diversity under three 
AI access conditions: no AI access, unequal AI access, and full AI access. Error bars reflect ±1 standard error of the mean.

TABLE 1  Regression of different AI access on team productivity.

Variable (1) Task quality (2) Task time

b SD b SD

No access to AI −0.6730*** −5.1990 20.7523*** 14.1546

Full access to AI −0.4023** −2.2771 5.9820*** 2.9896

Female proportion −0.0123 −0.0593 1.3377 0.5705

Team problem-solving 

ability

0.0624 0.3415 −1.9904 −0.9619

Team creativity 0.2113 1.4935 −2.1255 −1.3264

Marketing experience −0.0176 −0.1357 3.2350** 2.2036

Constant 5.1217*** 10.1856 15.6672*** 2.7509

N 120 120

adj. R2 0.170 0.644

t statistics in parentheses. *p < 0.1, **p < 0.05, ***p < 0.01.
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other words, negative interpersonal communication and cognitive 
diversity function as sequential mediators linking unequal AI 
access to improved team productivity.

4.3.2 Task area: concentrated questioning 
mediates the relationship between unequal AI 
access and task time

To test the role of task-related interactions, H4a and H4b focused 
on whether concentrated questioning and answering mediate the link 
between AI integration and cognitive diversity. Path analysis (Figure 5) 
indicated that unequal AI access significantly increased both 
concentrated questioning (relative to no access: b = −1.781, 
SE = 0.381, p < 0.01; relative to full access: b = −1.511, SE = 0.452, 
p < 0.01) and concentrated answering behaviors (relative to no access: 
b = −0.522, SE = 0.278, p < 0.1; relative to full access: b = −0.698, 
SE = 0.295, p < 0.05). While the direction of these relationships 
aligned with our assumptions, the mediating effects did not. 
Concentrated task-related questioning (b = −0.004, SE = 0.005, 
p > 0.1) and answering behavior (b = −0.002, SE = 0.007, p > 0.1) 
showed no significant impact on cognitive diversity, contrary to H3c 
and H3d.

Although task-related behaviors did not mediate the 
relationship between AI integration and cognitive diversity, 
we  found that concentrated questioning had a direct negative 
effect on task time (b = −1.566, SE = 0.502, p < 0.01). The 
bootstrapped indirect effects (Table 2) from unequal AI access to 
task time through concentrated questioning were significant 
(relative to no access: b = 2.790, SE = 0.658, 95% CI [1.628, 4.138]; 

relative to full access: b = 2.367, SE = 0.702, 95% CI [0.780, 4.578]). 
These findings suggest that unequal AI access can shorten task 
time by prompting non-AI users to take on a greater share of task-
related questioning, thereby increasing the efficiency of 
team interactions.

4.4 Robustness check

This study presents two additional analyses to strengthen the 
robustness of the findings reported above.

4.4.1 Baseline team characteristics comparison
To ensure that there are no significant differences in team 

baseline characteristics across conditions and to rule out the 
impact of initial levels on the observed outcomes, t-tests were 
conducted on various team characteristics. Table  3 provides 
descriptive statistics for team-level control variables, task quality, 
task time, cognitive diversity, and four categories of team 
interaction processes during the control phase. t tests compared 
these variables across two conditions and found no significant 
differences in terms of baseline team characteristics.

4.4.2 Measuring task quality by originality
In the main analysis, task quality was assessed through three 

dimensions—content quality, writing quality, and originality 
(see section 3.4.2). Given that cognitive diversity is widely 
acknowledged to influence team creativity (Mathuki and Zhang, 

FIGURE 5

Results of the mediation model (with unequal access condition as reference group). ***p < 0.01, **p < 0.05, *p < 0.1, ns, not significant. Other non-
significant paths are omitted in the figure.

TABLE 2  Significant indirect effects tested by 95% bootstrapped confidence intervals.

Indirect path Estimated effect 95%CI

Unequal AI access (versus full AI access) → cognitive diversity → task quality −0.283 [−0.513, −0.134]

Unequal AI access (versus full AI access) → negative socio-emotional reactions → cognitive diversity → task quality −0.061 [−0.148, −0.021]

Unequal AI access (versus no AI access) → concentrated task-related questioning → task time 2.790 [1.628, 4.138]

Unequal AI access (versus full AI access) → concentrated task-related questioning → task time 2.367 [0.780, 4.578]
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2024; Qi et al., 2022; Wang et al., 2016), we identified originality 
as the core dimension most directly driven by cognitive 
diversity. To test the robustness of our findings, we re-ran the 
mediation analysis using originality as the sole indicator of 
task quality.

The model exhibited a good fit (χ2 (6, N = 60) = 2.243, p = 0.644). 
As shown in Figure 6, cognitive diversity had a significant positive 
effect on originality (b = 4.619, SE = 1.346, p < 0.01). Moreover, the 
serial mediation pathway from unequal AI access to originality—via 
negative socio-emotional interactions and cognitive diversity—was 
also significant, relative to full AI access (b = −0.105, SE = 0.050, 95% 
CI [−0.248, −0.036]). These results provide robust support for our 
earlier conclusions, reaffirming that unequal access to GenAI 
enhances task quality primarily through its effect on team interaction 
dynamics and cognitive diversity, particularly as reflected 
in originality.

4.4.3 Measuring concentrated task-related 
behavior using difference scores

To test whether our findings are sensitive to how Concentrated 
Task-Related Behavior is measured, we re-estimated the model using 
an alternative operationalization based on difference scores (De Jong 
et al., 2022).

Concentrated questioning = |Questioning units by A  – 
Questioning units by B| / Total questioning units.

Concentrated answering = |Answering units by A – Answering 
units by B| / Total Answering units.

A and B represent the two team members. Higher values indicate 
a greater concentration of the corresponding behavior within teams.

The results (Figure 7) show that the overall model fit remained 
acceptable under this alternative specification (χ2 (6, N = 60) = 5.752, 
p = 0.452). Importantly, the hypothesized indirect path from 
unequal AI access to task time via concentrated questioning behavior 
remained statistically significant (relative to no access: b = 2.913, 
SE = 1.138, 95% CI [1.003, 5.399]; relative to full access: b = 2.390, 
SE = 1.059, 95% CI [0.778, 4.939]), supporting the robustness of the 
proposed mechanism.

5 Discussion

5.1 Key findings

Our analysis revealed four key patterns. First, contrary to a 
general intuition that fully equipping working teams with GenAI 
could enhance team productivity, we  observe that teams with 
unequal AI access actually improved task quality by improving 
team cognitive diversity. Though unequal AI access does not seem 
to affect task time. Second, when examining team interactions, 
unequal AI access also had some interesting effects. In the socio-
emotional area interactions, it sparked more negative reactions, like 
disagreement, but did not really change how often people expressed 
positive emotions. In the task area interactions, it led to more 
concentrated task-related questioning and answering, with certain 
team members taking the lead in asking questions and others 
concentrating on answering them. Third, more concentrated task-
related questioning explains why unequal AI access (versus full and 
no access) reduced task time. That is, when a subset of team 
members primarily handles questioning, task completion 
accelerates. Fourth, there exists a positive serial mediation path 
from unequal AI access (versus full access) to improved task quality, 
sequentially through increased negative socio-emotional behaviors 
and greater cognitive diversity. In other words, although unequal 
access led to more disagreement among team members, this also 
encouraged a broader range of thinking styles—ultimately helping 
the team perform better.

5.2 Theoretical implications

This study offers three key theoretical contributions to the 
literature on AI integration structures and team processes in HATs. 
First, we  clarify conflicting perspectives on the relationship 
between unequal AI access and team productivity through the lens 
of cognitive diversity. We find that cognitive diversity induced by 
partial AI access enhances task quality, aligning with previous 

TABLE 3  Descriptive statistics.

Variable Condition 1 (unequal access) Condition 2 (Full access) t tests

(N = 40) (N = 20)

Mean (SD) Mean (SD) t (p)

Female proportion 0.725 (0.054) 0.700 (0.076) 0.269 (0.789)

Marketing experience 0.400 (0.496) 0.200 (0.410) 1.555 (0.126)

Team problem-solving ability 1.763 (0.059) 1.925 (0.098) −1.495 (0.140)

Team creativity 2.075 (0.085) 2.000 (0.115) 0.517 (0.607)

Task quality 4.958 (0.818) 5.025 (0.508) −0.333 (0.740)

Task time 30.550 (9.419) 30.350 (6.831) 0.084 (0.933)

Cognitive diversity 0.618 (0.102) 0.591 (0.063) 1.103 (0.274)

Positive socio-emotional reactions 0.142 (0.058) 0.155 (0.060) −0.866 (0.390)

Negative socio-emotional reactions 0.027 (0.028) 0.025 (0.024) 0.268 (0.790)

Concentrated task-related questioning 1.347 (0.056) 1.297 (0.055) 0.560 (0.578)

Concentrated task-related answering 2.186 (0.205) 1.781 (0.230) 1.217 (0.229)
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findings by Wang et al. (2016) and Aggarwal and Woolley (2019), 
which emphasize the value of diverse perspectives in team 
collaboration. In terms of task completion time, cognitive diversity 
has no significant impact, in contrast to prior literature that 
documented both its positive (Li et al., 2022; Pieterse et al., 2011) 
and negative (Mohammed and Schillinger, 2022; Narayan et al., 
2021) effect on team working efficiency. Thus, we emphasize the 
role of cognitive diversity as a key mediator through which unequal 
AI access improves the quality of creative task outputs.

Second, by building and testing an I-P-S-O model, we theorize 
and empirically demonstrate that unequal AI access gives rise to 
distinctive interaction processes (P factor) and emergent cognitive 
states (S factor), which sequentially mediate its impact on teaming 
effectiveness. This contributes to team science literature by 
identifying the underlying mechanisms through which inconsistent 
technological usage shapes collaborative dynamics. Moving beyond 

the view of AI as a uniform group-level resource (e.g., Gurkan and 
Yan, 2023), we demonstrate how individual-level differences in AI 
technology access may actively reshape information distribution 
within teams. Specifically, we find that unequal AI access alters the 
flow of communication by concentrating questioning and answering 
behaviors within certain members. In other words, when AI access 
is unequal, information flows become more fixed: some members 
possess more task-relevant information and thus predominantly 
answer questions, while others, lacking such information, primarily 
ask questions. This pattern corresponds to the I-P path of our 
I-P-S-O model. Furthermore, informational asymmetry caused by 
unequal AI integration fosters deeper discussions, thereby 
enhancing team cognitive diversity. This reflects the I-S path in our 
model. Our findings show that unequal access stimulates more 
diverse perspectives, whereas full access may have a homogenizing 
effect by leading team members to base their reasoning and 

FIGURE 6

Results of the mediation model (with task quality measured by originality). ***p < 0.01, **p < 0.05, *p < 0.1, ns, not significant. Paths related to task time 
are omitted for clarity.

FIGURE 7

Results of the mediation model (with concentrated task-related behavior measured using difference scores). ***p < 0.01, **p < 0.05, *p < 0.1, ns, not 
significant. Other non-significant paths are omitted in the figure.
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decisions on similar AI-generated inputs. This pattern aligns with 
prior research on social confirmation bias (Lu et al., 2012; Stasser 
and Titus, 2003), which shows that shared information among 
members can overshadow unique contributions and suppress 
cognitive diversity.

Moreover, this study finds that cognitive diversity can emerge 
dynamically from team interaction processes, which refers to the P-S 
link in the IPSO model. We  empirically identify negative socio-
emotional behaviors, especially disagreement, in team communication 
that are most strongly associated with the emergence of cognitive 
diversity. This finding supports theoretical propositions by Marks et al. 
(2001) and Mello and Rentsch (2015), who suggested that cognitive 
diversity functions as an emergent property shaped by ongoing team 
dynamics. Our study thus offers empirical insight into the 
interpersonal communicative mechanisms underpinning the 
development of cognitive diversity in human-AI teams.

Third, our study also explores the direct effects of varied 
aspects of team interaction dynamics on team productivity. Unlike 
prior studies that treat interactions as a general concept (Gurkan 
and Yan, 2023; Mello and Rentsch, 2015), we  differentiate 
interactions in the task and socio-emotional domains and find 
that they each have distinct effects on task completion time and 
task quality, respectively. In the task domain, team interactions 
characterized by concentrated patterns of questioning are closely 
associated with shorter task completion times. These patterns only 
arise when the GenAI access is partial, meaning that AI users may 
tend to provide orientation and information, while non-users seek 
suggestions and ask more questions. Interestingly, only 
concentrated task-related questioning—rather than answering—
appears to accelerate task completion. This may be explained by 
De Jong et  al. (2022), who argue that questioning can signal 
recognition of others’ expertise or leadership, suggesting that AI 
access may function as a status characteristic, reinforcing status 
hierarchies and improving decision-making efficiency. Both 
theoretical explanations offer interesting insights worthy of future 
empirical testing.

In the socio-emotional domain, negative interactions—particularly 
those stemming from disagreement under conditions of unequal AI 
access—are found to have a positive impact on task quality. While this 
finding partially aligns with prior research (Mesmer-Magnus and 
DeChurch, 2009; Stasser and Titus, 1985; Van Knippenberg and 
Schippers, 2007), which highlights that uneven information 
distribution can lead to conflict, those studies typically view such 
conflict as detrimental to team cohesion and performance. In contrast, 
our findings suggest that task-related disagreement, though seemingly 
negative, may stimulate deeper cognitive engagement and enhance 
team outcomes. This supports the view of Farh et al. (2010), who argue 
that moderate task conflict can benefit collaboration and creativity.

In conclusion, our IPSO model proposes a comprehensive 
influence pathway—from AI integration structure as a team input, 
through observable team interaction behaviors and cognitive 
emergent states, to team productivity such as task quality and 
completion time. This enriches the IMO model for HATs proposed by 
O'Neill et al. (2023), providing a theoretically grounded explanation 
of how varying levels of GenAI access shape emergent cognition and 
collaborative performance. Our findings offer a foundation for 
developing strategic GenAI integration frameworks to optimize 
human-agent collaboration in diverse team environments.

5.3 Practical implications

In practical terms, this paper provides assistance and guidance 
for establishing management strategies for short-term Human-
GenAI teams. The two-person teams in this study can be expanded 
to multi-person teams in the real world. We  demonstrate that 
unequal GenAI access among team members can reshape 
information flows and influence team cognitive diversity, thereby 
impacting task quality. Rather than simply pursuing equal access 
across all members, organizations should consider the strategic 
allocation of GenAI based on task requirements, member roles, and 
the desired level of cognitive diversity. For instance, in short-term 
collaborative tasks that require innovative problem-solving—such 
as brainstorming sessions or team debates—a certain level of 
cognitive divergence resulting from differentiated AI usage may 
be  beneficial. However, for teams that emphasize long-term 
relationships and the personal development of members, alternative 
allocation strategies may be  more appropriate. By strategically 
limiting access to GenAI, organizations can potentially harness the 
strengths of both human expertise and AI capabilities, fostering an 
environment in which diverse perspectives contribute to both task 
outcomes and team development.

In light of our findings, team leaders and facilitators should 
actively monitor and manage interaction patterns that emerge from 
unequal GenAI integration. Our results suggest that disagreement 
stemming from unequal AI distribution is not inherently detrimental; 
in fact, it significantly enhances team cognitive diversity, which in turn 
improves the quality of team output. Therefore, when task-related 
disagreements arise between AI users and non-users, managers need 
not suppress such conflict. Instead, they should view it as a potential 
catalyst for creativity, intervening only to guide it constructively. 
However, when such task conflict escalates into relationship conflict 
or fosters mistrust among members, targeted interventions become 
necessary to maintain psychological safety and team cohesion.

5.4 Limitations and future directions

While our study provides valuable insights into team cognition 
states under varied AI integration structures, several limitations 
should be  acknowledged to inform future research and deepen 
understanding of the topic. First, our sample was somewhat limited 
in its diversity due to practical constraints in recruiting participants 
for a controlled laboratory experiment involving face-to-face team 
interactions. Recruiting student participants was the most feasible 
and appropriate approach given resource availability and the need 
for experimental control. While the student sample included 
individuals from a broad range of academic disciplines, reflecting 
some diversity in cognitive and educational backgrounds, it is 
important to note that these participants generally lack substantial 
real-world work experience and exposure to professional team 
environments. This limitation may affect the external validity of 
our findings.

Second, there was a notable gender imbalance in our sample. Prior 
research suggests gender can influence perceptions of status (Levin, 
2004; Ridgeway, 2001), communication style (Furumo and Pearson, 
2007), and participation equity within teams (Bear and Woolley, 
2011). Although we  conducted additional post-hoc analyses and 
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found no significant gender differences in team processes or 
productivity across different AI access conditions, this issue warrants 
further investigation. Future research should seek more gender-
balanced samples to ensure robustness and broader applicability of 
the findings.

Third, the design of the team task has certain constraints. In this 
study, participants were required to complete the task through real-time 
communication within a limited amount of time, a format that mirrors 
many real-world settings, such as problem-solving meetings or short-
term team competitions. However, the impact of AI integration 
structures in long-term collaboration remains an important area of 
exploration. In extended projects, task roles tend to be more clearly 
defined, and learning processes become more prominent. Emotional 
connections among team members may also deepen. Whether unequal 
AI access continues to outperform full AI access in fostering cognitive 
development in such contexts is a question worth investigating. 
Additionally, the control and treatment tasks used different product 
prompts—an electric bicycle and AR glasses, respectively. Although both 
prompts were pre-tested by domain experts to ensure similar levels of 
difficulty, complexity, and creative demand, this variation may still 
introduce uncontrolled differences in team performance. This design 
decision aimed to reduce learning and fatigue effects from task repetition, 
but future research would benefit from employing counterbalanced or 
equivalent task designs to further validate the robustness of the findings.

Finally, our study used a text-to-text interaction modality when 
prompting AI. Although this is currently the most mainstream 
interaction modality, future team collaboration may involve 
multimodal interactions, such as voice-based communication. It 
remains an open question whether multimodal interfaces could 
reduce the asymmetry in information and perceived status brought 
about by unequal AI access, thereby influencing interaction behaviors 
and cognitive states differently. This presents a promising direction for 
future research.

6 Conclusion

Team cognitive emergent states have long been recognized as 
critical components of team processes. This study explores how varied 
GenAI integration structures within HATs influence team cognitive 
diversity and, in turn, affect team productivity in areas such as task 
quality and efficiency. By uncovering the behavioral mechanisms—
such as disagreement—that link AI access to divergent 
communication, this research deepens the understanding of how 
cognitive diversity emerges under unequal AI access. These differences 
in team cognition significantly enhance team output quality. Overall, 
this study highlights the central role of interaction dynamics and 
cognitive diversity in shaping team outcomes under varying patterns 
of GenAI use. Future work should continue to examine the nuanced 
mechanisms and interaction mode behind GenAI integration to better 
support collaborative performance in increasingly hybrid 
human-AI environments.
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With the widespread use of digital technology and devices, college students are 
prone to hoarding digital photos. Based on the SOR model, this study conducted 
a survey of 294 college students and used partial least squares structural equation 
modeling (PLS-SEM) to study the factors of digital photo hoarding among college 
students, as well as the mediating effects of emotional attachment and fear of 
missing on the relationship between various factors and digital photo hoarding 
behavior. The results revealed that emotional attachment, fear of missing out, 
interpersonal influence, life demand, and technological progress are important 
influencing factors for college students’ digital photo hoarding behavior. In 
addition, Emotional attachment mediates the relationship between emotional 
needs, interpersonal influence, and technological progress with digital photo 
hoarding behaviors. Fear of missing out mediates the association between 
emotional needs, interpersonal influence, and technological progress, and digital 
photo hoarding behavior. Finally, we discuss the implication, limitations, and 
directions for future research and conclusion of this work. 

KEYWORDS 

digital photo hoarding, fear of missing out, emotional attachment, SOR, PLS-SEM 

Introduction 

According to Photutorial statistics, by 2024, it is expected that 1.94 trillion photos will 
be taken globally, with 5.3 billion photos taken every day, or 61,400 photos per second. 
There are approximately 14.3 trillion existing photos, and photos taken by smartphones 
account for 94% of all photos. Google Image Search can search about 136 billion pictures, 
14 billion pictures are shared every day on social media, and Americans take 20 pictures 
every day on average (Agarwal et al., 2024). With the reduction of digital storage costs 
and the continuous expansion of storage capacity, as well as the enhancement of digital 
shooting and editing tools, people are hoarding more and more photos on devices such as 
mobile phones, hard drives, and cloud drives, and are unwilling to organize or delete them. 
A study shows that a 47 year old man takes about 1,000 photos every day and saves them 
all. Although he never looks at or uses these photos, he believes they will be useful in the 
future. Organizing these photos left the man very frustrated and time-consuming, taking 3– 
5 h a day, seriously affecting his normal life (Bozaci and Gökdeniz, 2020). College students 
are active users of social media and an important group for hoarding digital photos. The 
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study found that among 2,204 Chinese college students, 32.71% 
have hoarding behaviors (Zheng and Liu, 2020). The digital asset 
that college students hoard the most is photos, and the one they 
are least willing to delete is also photos. Photos are the main 
factor causing digital chaos (Broz, 2024). Hoarding digital photos 
not only causes digital chaos, but may also affect individual work 
efficiency, bring pressure and anxiety to hoarders, and even trigger 
cybersecurity issues (Chao and Li, 2023; Wu and Li, 2021). College 
students lack information literacy and organizational management 
skills. Studying the hoarding behavior of digital photos among 
college students can help them manage digital photos correctly, 
develop healthy digital habits, and avoid the negative effects of 
digital photo hoarding. 

The current study 

Van Bennekom first proposed the concept of digital hoarding, 
which he believed referred to the accumulation and chaos of digital 
files, as well as the difficulty of deleting them (Van Bennekom 
et al., 2015). Subsequently, many scholars have conducted research 
on digital hoarding. First, the negative impact of digital hoarding 
behavior. The behavior of digital hoarding will have a certain 
impact on computer science, psychology, and organizational 
science, causing problems in information security, information 
ethics, intellectual property, and so on (Guo et al., 2020; Zhao, 
2020, 2025; Xu and Zhang, 2023). Digital hoarding is limited, 
and the more content is hoarded, the stronger the sense of 
loss caused by not hoarding content (Schüll, 2018). Digital 
hoarding behavior can affect individuals’ work efficiency, increase 
psychological pressure and anxiety, and cause network problems 
(Sweeten et al., 2018; Zhao, 2022). And it will have a certain impact 
on an individual’s cognition, emotions, and behavior. Second, 
development of a digital hoarding behavior scale. Neave et al. 
designed a new digital behaviors questionnaire (DBQ), including 
digital hoarding questionnaire (DHQ) and digital behaviors in 
the workplace questionnaire (DBWQ). The questionnaire mainly 
measures individuals’ digital hoarding behavior during work (Jia 
et al., 2022). Based on the context of localization in China, some 
scholars developed a digital hoarding behavior scale that is tailored 
to individual characteristics in China (Kirk and Sellen, 2010; Guo 
et al., 2020; Wu et al., 2021a). Bozaci and Gökdeniz developed a 
digital photo hoarding behavior scale for individuals who hoard 
digital photos. Third, research on the influencing factors of digital 
hoarding behavior. Different scholars have studied the digital 
hoarding behavior of different individuals. The articles studied the 
influencing factors of college students’ digital hoarding behavior 
(Wang et al., 2022; Jia et al., 2022; Zhang and He, 2023; Chao and Li, 
2023; Guo, 2023; Oravec, 2018). The articles studied the influencing 
factors of digital hoarding behavior among social media users (Liu 
and Jia, 2023; Zhang and Liu, 2024a; Zhu and Jiang, 2024). 

Digital photos are a type of digital content. Although there 
have been some studies on digital hoarding behavior at home 
and abroad, the granularity of research from the perspective 
of digital hoarding content is relatively coarse, and there is 
no distinction between digital hoarding content. Digital photos 
have the maximum share of hoarded digital content (Bozaci and 
Gökdeniz, 2020). With the increase in the capacity of data storage 
devices and the reduction in costs, as well as the upgrading of digital 

photo shooting tools, college students tend to use digital photos to 
record the little things in their lives. This article specifically studies 
the factors of digital photo hoarding among college students, as 
well as the mediating effects of emotional attachment and fear of 
missing on the relationship between various factors and digital 
photo hoarding behavior, which is of great significance for healthy 
digital content management of college students. 

Research model and hypotheses 

Research model 

The SOR theory is the Stimulus-Organism-Response (S-O-R) 
model put forward by Mehrabian and Russell (1974). They believe 
that behavior is a response made by an individual’s psychology 
influenced by external stimuli and then by the influence of 
psychology. In this model, the stimulus (S) represents the physical 
or non-physical stimuli that an individual receives, including 
those from the external environment, technological progress, and 
so on. The organism (O) represents the internal states such as 
cognition and emotion that an individual generates in response 
to the stimuli. The response (R) represents the behaviors that an 
individual exhibits after being stimulated. The behavior of digital 
photo hoarding is a reaction made by an individual due to factors 
such as the external environment, and it also involves changes in 
an individual’s emotions and cognition. The SOR theory can well 
construct the relationships among external stimuli, an individual’s 
internal states and behaviors, so it is applicable to the research on 
the behavior of digital photo hoarding. 

The S-O-R model constitutes a causal chain of external stimuli, 
user cognition and behavior, and provides a detailed interpretation 
of the predictive effect of external stimuli on users’ emotional 
responses and subsequent behaviors (Xu et al., 2025). Based on 
the SOR theory, a model of the influencing factors for college 
students’ digital photo hoarding behavior is constructed, as shown 
in Figure 1. Among them, learning needs (LN), life demand (LD), 
emotional needs (EN), information overload (IO), interpersonal 
influence (II), and technological progress (TP) are regarded as 
the stimulus (S), emotional attachment (EA) and the fear of 
missing out (FoMO) are taken as the organism (O), and the digital 
photo hoarding behavior (DPHB) is considered as the response 
(R).This theoretical model mainly includes the following two causal 
relationships: (1) The internal or external stimuli (S) that college 
students receive directly affect their behavior of hoarding digital 
photos; (2) The stimuli (S) received by college students have 
an impact on their digital photo hoarding behavior through the 
mediating role of organic (O) emotional attachment and fear of 
missing out. 

Hypotheses formation 

Learning needs 
The learning needs refer to the behavior of college students 

accumulating photos in order to increase their knowledge 
reserves or to cope with college assignments, exams, and other 
such activities. Digital picture hoarding enables people to save 
comprehensive and well-organized collections of images for various 
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FIGURE 1 

Theoretical model of the influencing factors for college students’ digital photo hoarding behavior. 

uses, including documentation, study, narrative, and private 
preservation (Liu et al., 2024). Users’ personal needs can make them 
emotionally attached to data, which in turn affects their behavior. 
Hoarding data is mainly for academic research, seeking inspiration, 
and acquiring knowledge (Lu, 2023). Academic demands are an 
important factor for college students to develop digital hoarding 
behavior (Lu, 2024; Dai et al., 2024; Liu and Jia, 2023; He and Lin, 
2025). Therefore, we proposed the following hypothesis: 

H1: Learning needs has a significant positive effect on digital 
photo hoarding behavior. 

Life demand 
Besides hoarding digital photos due to learning needs, college 

students may also accumulate digital photos for security and 
livelihood guarantees. Sweeten et al. believes that future use 
as evidence is one of the motivations for digital hoarding 
behavior (Sweeten et al., 2018; Alquista and Baumeister, 2018). 
For example, they habitually back up data for fear of losing 
files, take screenshots of shopping and courier information and 
save them for easy checking at any time, and take pictures of 
personal identification documents and store them for reference 
when needed. Anaza and Nowlin believe that individuals tend 
to hoard important information in order to maintain their own 
advantages and enhance their competitiveness (Anaza and Nowlin, 
2017). Therefore, we proposed the following hypothesis: 

H2: Life demand has a significant positive effect on digital photo 
hoarding behavior. 

Emotional needs 
Individual hoarding behavior is associated with seven 

beliefs: remembering the past, defining the self, preventing 

forgetting, fulfilling responsibilities, building a family, maintaining 
connections with the past, and respecting those who care about us 
(Luxon et al., 2019). Grisham et al. believes that separation anxiety, 
uncertainty, interpersonal relationships, and perceived needs can 
affect data hoarding behavior (Grisham et al., 2019). Some college 
students hoard digital photos to satisfy their emotional needs. 
Viewing images of pleasant events, celebrations, and happy times 
can arouse positive feelings like joy, satisfaction, and appreciation, 
adding to a feeling of general wellbeing. Individuals hoard digital 
photos for nostalgia (Zheng and Liu, 2020; Feng, 2022; Fu et al., 
2015). Digital photo hoarding can offer a therapeutic avenue for 
self-reflection, emotional expression, and mental health. Looking 
through one’s digital photo collection can be a soothing and 
calming hobby. Butcher believes that individuals at work hoard 
data to gain a sense of security (Butcher, 1995). Therefore, we 
proposed the following hypothesis: 

H3: Emotional needs have a significant positive effect on digital 
photo hoarding behavior. 

Information overload 
In the era of big data, an overwhelming amount of information 

is flooding in. Faced with the vast and diverse array of information, 
college students may accumulate a large number of digital photos 
due to their inability to organize and process the information they 
encounter, and they may also choose to store all information out of 
fear of missing out on important details. When there is too much 
information, it is difficult to judge the true value of the information. 
People often increase the frequency of using social media for fear of 
missing important information (Guo and Peng, 2025; Sun, 2023). 
There exists a positive association between information overload 
and the DHB exhibited by college students (Neave et al., 2019). 
Therefore, we proposed the following hypothesis: 
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H4: Information overload has a significant positive effect on 
digital photo hoarding behavior. 

Interpersonal influence 
Interpersonal influence refers to the impact that the 

environment and people around college students have on 
them. College students will share interesting images or videos 
they see on social media with classmates, relatives, and friends. 
College students enjoy the satisfaction that comes from social 
interaction when they share the digital photos they have stored. 
Digital photo hoarding is a helpful tool for improving relationships 
and is far more than just a habit of collecting photos. Users’ social 
relationships and traditional cultural concepts, among others, 
can all have an impact on their emotions and behaviors (Lu, 
2023). The act of gathering digital images can be a gratifying and 
relationship-enhancing activity (Agarwal et al., 2024). Additionally, 
research has found that upward social comparison has a positive 
impact on digital hoarding behavior (Wang et al., 2023; Liu and Jia, 
2023). Therefore, we proposed the following hypothesis: 

H5: Interpersonal influence has a significant positive effect on 
digital photo hoarding behavior. 

Technological progress 
Technological advancements have provided both software and 

hardware support for college students’ digital photo hoarding. 
The upgrading of photography equipment and the continuous 
expansion of storage capacities for photos have led college students 
to not easily delete their favorite photos, and also encourage them 
to store a large number of digital photos to avoid missing important 
information (Agarwal et al., 2024). Technical support is one of 
the fundamental factors that enhance users’ attachment to an 
App (Jin and Hou, 2022). External storage devices, application 
platforms, and network environments can all have an impact on 
users’ emotions and behaviors (Lu, 2023). Therefore, we proposed 
the following hypothesis: 

H6: Technological progress has a significant positive effect on 
digital photo hoarding behavior. 

Mediating effect of emotional attachment 
Emotional attachment has a significant impact on digital 

hoarding behavior (Luxon et al., 2019; Zhang and Liu, 2024b; 
Wu et al., 2021b). College students may develop emotional 
attachments to certain things due to their studies, life, and 
emotional experiences, and rely on technological support to engage 
in digital photo hoarding behavior. The emotional and personal 
meaning people attach to their digital photo collections is at 
the heart of the sentimental value of digital photo hoarding 
(Agarwal et al., 2024). Emotional attachment plays a mediating 
role in the impact of personal needs, personal habits, data 
characteristics, social influence, technical support, and data literacy 
on data hoarding behavior (Lu, 2023). Therefore, we proposed the 
following hypothesis: 

H7: Emotional attachment mediates the association between 
(a) learning needs, (b) life demand, (c) emotional needs, (d) 
information overload, (e) interpersonal influence, (f) technological 
progress and digital photo hoarding behavior. 

Mediating effect of fear of missing out 
The fear of missing out (FoMO) is an important internal factor 

leading to digital photo hoarding among college students. College 
students may engage in digital photo hoarding behavior due to 
their academic, lifestyle, and emotional needs, while technological 
support, interpersonal influence, and information overload can 
exacerbate this behavior. The fear of missing out mediates the 
impact of upward social comparison on digital hoarding behavior 
(Wang et al., 2023; Liu and Jia, 2023). Therefore, we proposed the 
following hypothesis: 

H8: Fear of missing out mediates the association between 
(a) learning needs, (b) life demand, (c) emotional needs, (d) 
information overload, (e) interpersonal influence, (f) technological 
progress and digital photo hoarding behavior. 

Research method 

Survey development and data collection 

Referencing existing digital hoarding scales both domestically 
and internationally, and combining semi-structured interviews, the 
items for this questionnaire survey were ultimately determined 
after a preliminary research. The questionnaire uses a Likert five-
point scale (ranging from 1 to 5, representing “strongly disagree,” 
“disagree,” “neutral,” “agree,” and “strongly agree”) to measure the 
respondents’ level of agreement with the items. 

The questionnaire is divided into two parts. The first 
part mainly collects basic information about the respondents, 
including gender, grade, etc. The second part mainly investigates 
the factors influencing digital photo hoarding, including 
9 observed variables: learning needs (LN), life demand 
(LD), emotional needs (EN), information overload (IO), 
interpersonal influence (II), technological progress (TP), 
emotional attachment (EA), fear of missing out (FoMO), and 
digital photo hoarding behavior (DPHB). The items for each 
observed variable and their reference sources are shown in 
Appendix 1. 

Data collection was primarily conducted online, using 
QuestionStar to create the finalized questionnaire, which was 
then distributed to college students. After excluding invalid 
questionnaires, a total of 294 questionnaires were collected, with a 
response rate of 98%. 

Results 

Measurement model 

The assessment of the measurement model encompassed an 
evaluation of its reliability, convergent validity, and discriminant 
validity. The reliability and validity of the measurement model were 
examined using the SmartPLS 4.0, as follows: 

Reliability 
Conducting reliability testing on the questionnaire can 

reveal the level of consistency. The measurement indicators 
include Cronbach’s Alpha coefficient and Composite Reliability 
(CR). When Cronbach’s Alpha is between 0.7 and 0.8, it 
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TABLE 1 The reliability of the measurement. 

Constructs Items Factor loading Cronbach’s alpha CR AVE VIF 

DPHB DPHB1 0.765 0.895 0.920 0.657 1.931 

DPHB2 0.789 2.026 

DPHB3 0.852 2.735 

DPHB4 0.852 3.158 

DPHB5 0.849 3.401 

DPHB6 0.749 1.905 

EA EA1 0.880 0.920 0.944 0.807 2.786 

EA2 0.919 3.791 

EA3 0.881 2.746 

EA4 0.912 3.454 

EN EN1 0.910 0.944 0.957 0.818 4.809 

EN2 0.898 4.255 

EN3 0.916 4.630 

EN4 0.894 3.752 

EN5 0.904 3.803 

FOMO FoMO1 0.895 0.883 0.919 0.740 2.940 

FoMO2 0.832 1.976 

FoMO3 0.855 2.212 

FoMO4 0.859 2.392 

II II1 0.749 0.753 0.859 0.671 1.344 

II2 0.868 1.903 

II3 0.836 1.677 

IO IO1 0.897 0.896 0.935 0.828 3.077 

IO2 0.890 2.328 

IO3 0.943 4.052 

LN LN1 0.858 0.725 0.878 0.783 1.478 

LN2 0.910 1.478 

LD LD1 0.932 0.839 0.925 0.861 2.091 

LD2 0.923 2.091 

TP TP1 0.827 0.899 0.926 0.714 2.187 

TP2 0.796 2.021 

TP3 0.859 2.617 

TP4 0.890 3.334 

TP5 0.850 2.649 

indicates that the overall reliability of the questionnaire 
meets the requirements. When Cronbach’s Alpha is >0.8, it 
indicates that the overall reliability of the questionnaire is good 
(Zaremohzzabieh et al., 2024). When Composite Reliability is >0.7, 
it indicates that the composite reliability of the questionnaire is 
good. Table 1 presents the Cronbach’s Alpha, Composite Reliability, 
and Average Variance Extracted (AVE) for the questionnaire. From 
Table 1, it can be seen that the Cronbach’s Alpha for all variables 

is >0.7, with 7 out of 8 variables having a Cronbach’s Alpha 
coefficient above 0.8, and the Composite Reliability is >0.8 for all 
variables, indicating that the questionnaire has good reliability. 

To assess multicollinearity, we also conducted a check 
on the Variance Inflation Factor (VIF). As shown in Table 1, 
all VIF values are below the recommended threshold of 
5, confirming that there is no multicollinearity in the 
research model. 
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TABLE 2 Square root of construct’s AVE and its correlation with any other construct. 

Constructs DPHB EA EN FoMO II IO LN LD TP 

DPHB 0.811 

EA 0.749 0.898 

EN 0.517 0.740 0.904 

FoMO 0.782 0.832 0.664 0.860 

II 0.638 0.684 0.693 0.720 0.819 

IO 0.537 0.648 0.772 0.666 0.756 0.910 

LN 0.434 0.545 0.669 0.580 0.555 0.678 0.885 

LD 0.445 0.641 0.838 0.587 0.645 0.785 0.712 0.928 

TP 0.622 0.697 0.731 0.716 0.737 0.797 0.660 0.737 0.845 

Bold values indicates the AVE >0.5. 

Validity 
Validity assessment can reveal the effectiveness of a 

questionnaire. The indicators of measurement validity include 
convergent validity and discriminant validity. Convergent 
validity is measured by the Average Variance Extracted (AVE). 
When the AVE is >0.5, it indicates good convergent validity 
(Zaremohzzabieh et al., 2024). Discriminant validity can be 
measured using the Fornell-Larcker Criterion and cross-loadings. 
As shown in Table 2, the values on the diagonal represent the 
square root of the AVE for each variable; the squared root of the 
AVE for each construct is greater than its correlation coefficients 
with other constructs. The item loadings of each construct are 
significantly higher than the cross-loadings of other constructs 
(Due to space constraints, the cross-loadings are not attached and 
can be requested from the authors upon request.). Therefore, the 
questionnaire has good discriminant validity. 

Structural model 
With the Bootstrapping in SmartPLS 4.0, the hypothesis testing 

results shown in Tables 3–5 were obtained. 

Total effect 
The total effect measures the entire influence of one variable 

on another, including the direct effect (represented by the path 
coefficient) and the indirect effect. It can comprehensively assess 
the importance of one variable to another, especially in complex 
models where there are mediator variables. It helps to understand 
how one variable influences another through multiple pathways. 
As shown in Table 3, emotional attachment, fear of missing out, 
interpersonal influence, life demand, and technological progress 
are important influencing factors for college students’ digital photo 
hoarding behavior. 

Path coefficients and specific indirect effects 
The path coefficient represents the strength of the direct 

causal relationship between variables. In a path model, the arrow 
from an independent variable (predictor variable) to a dependent 
variable (predicted variable) represents a hypothesized causal 

TABLE 3 Total effect. 

Path Coefficients T-values P-values Result 

EA -> DPHB 0.392∗∗∗ 4.567 0.000 Significant 

EN -> DPHB 0.137 1.428 0.153 Insignificant 

EN -> EA 0.484∗∗∗ 5.397 0.000 Significant 

EN -> FoMO 0.243 2.757 0.006 Significant 

FoMO-> DPHB 0.440∗∗∗ 5.146 0.000 Significant 

II -> DPHB 0.430∗∗∗ 4.209 0.000 Significant 

II -> EA 0.278∗∗ 3.402 0.001 Significant 

II -> FoMO 0.381∗∗∗ 5.296 0.000 Significant 

IO -> DPHB −0.030 0.282 0.778 Insignificant 

IO -> EA −0.059 0.663 0.508 Insignificant 

IO -> FoMO 0.036 0.388 0.698 Insignificant 

LD -> DPHB −0.182∗ 2.007 0.045 Significant 

LD -> EA −0.039 0.439 0.661 Insignificant 

LD -> FoMO −0.155 1.822 0.068 Insignificant 

LN -> DPHB 0.063 1.033 0.302 Insignificant 

LN -> EA 0.022 0.392 0.695 Insignificant 

LN -> FoMO 0.152 1.851 0.064 Insignificant 

TP -> DPHB 0.300∗∗∗ 3.622 0.000 Significant 

TP -> EA 0.177∗ 2.116 0.034 Significant 

TP -> FoMO 0.220∗∗ 2.744 0.006 Significant 

∗indicates p < 0.05; ∗∗indicates p < 0.01; ∗∗∗indicates p < 0.001. 

connection, and the path coefficient is the quantification of the 
strength of this connection. As shown in Table 4, the results show 
that emotional attachment has a significant positive effect on 
digital photo hoarding. Emotional need, interpersonal influence, 
and technological progress have significant positive effects on 
emotional attachment. Hence, H7, H7c, H7e, H7f are supported. 
Fear of missing out has a significant positive effect on digital 
photo hoarding. Emotional need, interpersonal influence, and 
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TABLE 4 Parameter estimates for the path model predicting digital photo hoarding behavior. 

Hypothesis Path Coefficients T-values P-values Supported 

H1 LN -> DPHB −0.013 0.198 0.843 No 

H2 LD -> DPHB −0.098 1.281 0.200 No 

H3 EN -> DPHB −0.159 2.343 0.019 No 

H4 IO -> DPHB −0.023 0.256 0.798 No 

H5 II -> DPHB 0.154 1.760 0.078 No 

H6 TP -> DPHB 0.133 1.721 0.085 No 

H7 EA -> DPHB 0.392∗∗∗ 4.567 0.000 Yes 

H7a LN -> EA 0.022 0.392 0.695 No 

H7b LD -> EA −0.039 0.439 0.661 No 

H7c EN -> EA 0.484∗∗∗ 5.397 0.000 Yes 

H7d IO -> EA −0.059 0.663 0.508 No 

H7e II -> EA 0.278∗∗ 3.402 0.001 Yes 

H7f TP -> EA 0.177∗ 2.116 0.034 Yes 

H8 FoMO-> DPHB 0.440∗∗∗ 5.146 0.000 Yes 

H8a LN -> FoMO 0.152 1.851 0.064 No 

H8b LD -> FoMO −0.155 1.822 0.068 No 

H8c EN -> FoMO 0.243∗∗ 2.757 0.006 Yes 

H8d IO -> FoMO 0.036 0.388 0.698 No 

H8e II -> FoMO 0.381∗∗∗ 5.296 0.000 Yes 

H8f TP -> FoMO 0.220∗∗ 2.744 0.006 Yes 

∗indicates p < 0.05; ∗∗indicates p < 0.01; ∗∗∗indicates p < 0.001. 

technological progress have significant positive effect on fear of 
missing out. Hence, H8, H8c, H8e, H8f are supported. 

As shown in Table 5 and Figure 2, both emotional attachment 
and fear of missing out mediate the relationship between emotional 
need, interpersonal influence, and technological progress with 
digital photo hoarding behavior. 

Figure 2 is a theoretical model with path coefficients based on 
the structural equation model. 

Discussion 

The article examines the influencing factors affecting digital 
photo hoarding among college students and the mediating roles 
of emotional attachment and fear of missing out in it. Through 
a questionnaire survey and using structural equation modeling, it 
is found that interpersonal influence, life demand, technological 
progress, emotional attachment, and fear of missing out have a 
significant impact on digital photo hoarding behavior. Learning 
needs, emotional needs, information overload have no significant 
impact on the hoarding behavior of digital photos. Moreover, both 
emotional attachment and fear of missing out mediate the effects 
of emotional need, interpersonal influence, and technological 
progress on digital photo hoarding behavior. 

College students are surrounded by classmates, relatives, and 
friends who influence their digital photo hoarding behavior. 

College students choose to hoard digital photos because of peer 
comparisons or in order to keep good memories with family 
and friends, which is consistent with previous research that 
upward comparisons have a significant effect on digital hoarding 
behavior (Liu and Jia, 2023) and that people choose not to delete 
photos in order to keep the good moments (Agarwal et al., 
2024). Life demand also lead to digital photo hoarding, and 
college students will choose not to delete digital photos for a 
long time in order to keep evidence, credentials, etc. (Liu and 
Jia, 2023). Technological progress provides convenient conditions 
for digital photo hoarding, and the expansion of storage space, 
shrinking costs, and the convenience of cross-platform storage all 
provide conditions for college students to hoard digital photos, 
which is consistent with the results that perceived low price and 
perceived convenience have a positive effect on digital hoarding 
behavior (Vinoi et al., 2024). Learning needs, emotional needs and 
information overload have no direct impact on college students’ 
behavior of hoarding digital photos. It is indicated that the hoarding 
behavior of digital photos among college students will not be 
affected by learning needs and information overload. However, 
emotional needs influence college students’ behavior of hoarding 
digital photos by affecting emotional attachment and fear of 
missing out. The emotional and personal meaning people attach 
to their digital photo collections is at the heart of the sentimental 
value of digital photo hoarding. Gratification derived from digital 
photo attachment can strongly induce people to gather and store 
vast collections of digital photos (Agarwal et al., 2024). 
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TABLE 5 The mediation effects on digital photo hoarding behavior. 

Path Coefficients T-values P-values Supported 

EN -> EA -> DPHB 0.190∗∗ 3.260 0.001 Yes 

II -> FoMO -> DPHB 0.167∗∗ 3.439 0.001 Yes 

IO -> FoMO -> DPHB 0.016 0.370 0.712 No 

II -> EA -> DPHB 0.109 2.789 0.005 Yes 

LD -> FoMO -> DPHB −0.068 1.779 0.075 No 

IO -> EA -> DPHB −0.023 0.647 0.518 No 

LN -> FoMO -> DPHB 0.067 1.847 0.065 No 

LD -> EA -> DPHB −0.015 0.431 0.667 No 

TP -> FoMO -> DPHB 0.097∗ 2.382 0.017 Yes 

LN -> EA -> DPHB 0.009 0.394 0.694 No 

TP -> EA -> DPHB 0.069∗ 1.893 0.048 Yes 

EN -> FoMO -> DPHB 0.107∗ 2.539 0.011 Yes 

∗indicates p < 0.05; ∗∗indicates p < 0.01; ∗∗∗indicates p < 0.001. 

It was also found that emotional attachment and fear of missing 
out mediate the effects of emotional need, interpersonal influence, 
and technological progress on digital photo hoarding behaviors. 
Many scholars in the past have used emotional attachment and 
fear of missing out as mediators in the study of digital hoarding 
behaviors. For example, emotional attachment mediates the effects 
of personal habit, personal need, social influence, and technological 
support on digital hoarding behaviors (Lu, 2023). Fear of missing 
out mediates the effect of upward social comparison on digital 
hoarding behavior (Liu and Jia, 2023; Wang et al., 2023). 

Implication 

Theoretical implication 

Although scholars at home and abroad have conducted 
research on topics related to digital hoarding, most of them 
have studied the influencing factors of digital hoarding behavior 
and the moderating and mediating effects of different factors on 
digital hoarding behavior. Fewer studies have been conducted on 
specific digital hoarding content. In the new media era, with the 
upgrading of storage devices, storage space, and photographic 
technology, digital photographs are the type of data with more 
digital content storage. Studying the factors influencing college 
students’ digital photo hoarding behaviors and the mediating roles 
of emotional attachment and misplaced fear in them has several 
theoretical implications: 

First, it provides a new research perspective for digital hoarding 
research, different groups hoard different types of digital content, 
and this study provides reference and reflection for refining digital 
hoarding content research. 

Second, based on the SOR model, structural equation modeling 
is used to study the influencing factors of digital photo hoarding 
behavior and the mediating role of emotional attachment and fear 
of missing out, which provides theoretical and methodological 
reference for digital hoarding behavior research. 

Third, not only study the influencing factors of digital 
hoarding behavior, but also analyze the mediating role played 
by multimediating variables in the influence of emotional need, 
interpersonal influence and technological progress on digital photo 
hoarding behavior. 

Practical implications 

This study has not only some theoretical significance, but 
also some practical significance. College students will engage in 
digital photo hoarding because of comparisons with classmates 
around them, as well as because of the demands of life, and 
will also be too lazy to delete photos simply because of the 
convenience and low cost of storage. The massive hoarding of 
digital photos may cause the leakage of information, and may also 
bring some anxiety and pressure to college students. Therefore, 
it is necessary to organize digital photos at regular intervals, 
and college students should store digital photos reasonably, 
make rational use of digital resources, and develop good 
digital habits. 

Limitations and directions for 
future research 

Although this study has certain contributions, there are 
some shortcomings. First of all, the study’s research subjects 
are college students, which is not generalizable. Future studies 
should include research subjects from different backgrounds and 
cultures, either individuals or organizations. For example, the 
hoarding behavior of digital photos by postgraduate students, 
research institutions, data resource management departments, etc. 
Study the differences in digital hoarding behaviors among college 
students in different countries. Secondly, the study only analyzed 
the behavior of mediating variables on digital photo hoarding 
behavior, and did not involve the study of moderating variables, 
which can be studied in the future to investigate the influence 
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FIGURE 2 

Results from the PLS model. 

of moderating factors on digital photo hoarding behavior. For 
example, the moderating effect of conservative on the association 
between emotional attachment and digital hoarding behavior. 
Thirdly, there are certain errors in the data collected through 
questionnaires. For instance, the respondents deliberately choose 
the “socially expected answers” to conform to social norms, gain 
recognition from others, or avoid negative evaluations, rather 
than their true thoughts or behavioral tendencies. Or, due to 
factors such as self-awareness, motivation, or context, there may 
be deviations where the reported content does not match the actual 
behavior. Future research can combine objective data verification 
to improve the accuracy of source data. Fourthly, with the change 
of time and technology, the factors affecting the digital photo 
hoarding behavior of college students may change, and future 
research can explore other factors affecting the digital photo 
hoarding behavior on the basis of this study, and also study the 

relationship between digital photo hoarding behavior and physical 
hoarding behavior. 

Conclusion 

This article takes college students as the research object 
and studies their hoarding behavior of digital photos based on 
the SOR model. By using the structural equation model and 
conducting a survey among 294 college students, it was found that 
interpersonal influence, life demand, and technological progress 
have an important impact on college students’ digital photo 
hoarding. Emotional attachment mediates the relationship between 
emotional needs, interpersonal influence, and technological 
progress with digital photo hoarding behaviors. Fear of missing out 
mediates the association between emotional needs, interpersonal 
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influence, and technological progress, and digital photo hoarding 
behavior. Hence, H7, H7c, H7e, H7f, H8, H8c, H8e, H8f are 
supported. Although the research has certain limitations, it also 
makes certain theoretical and practical contributions, which not 
only broaden the research direction for the study of digital 
hoarding, but also help to guide college students to use digital 
content correctly, improve digital literacy, and develop good digital 
governance habits. 
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Introduction: The emergence of artificial intelligence (AI) is transforming the 
nature of academic work, yet the role of AI literacy in supporting faculty well-
being remains underexplored. This study investigates how AI literacy influences 
university faculty’s work-life balance and job satisfaction through the satisfaction 
of three basic psychological needs.
Methods: Survey data were collected from 511 faculty members. Measures included 
AI literacy, perceived autonomy, perceived competence, perceived relatedness, 
work-life balance, job satisfaction, and technology acceptance. Statistical analyses 
examined the direct and indirect effects of AI literacy on faculty well-being.
Results: The findings indicate that AI literacy significantly enhances the satisfaction of 
autonomy, competence, and relatedness. These, in turn, promote greater work-life 
balance. Further analysis shows that only perceived autonomy directly predicts job 
satisfaction, while competence and relatedness influence job satisfaction indirectly 
through work-life balance. Technology acceptance was found to moderate the 
relationship between AI literacy and psychological need fulfillment.
Discussion: This study illuminates the psychological pathways through which 
AI literacy contributes to faculty well-being. It extends the application of Self-
Determination Theory to technology-intensive academic settings and offers 
practical implications for designing AI literacy initiatives and faculty support 
strategies in higher education.

KEYWORDS

AI literacy, university faculty, self-determination theory, work–life balance, job 
satisfaction, technology acceptance

1 Introduction

The swift rise of artificial intelligence (AI) has reshaped how work is structured and performed 
in educational contexts (Zhang, 2023). In higher education, AI is increasingly embedded in 
curriculum design, instructional analytics, assessment feedback, and other core academic activities 
(Hwang et al., 2020). While these technologies enhance instructional efficiency, they also present 
new challenges, including evolving professional roles, continuous demands for upskilling, and 
increased risks of psychological strain and job burnout (Yu, 2024; Zhou J. S. et al., 2024). Faculty 
members must not only adapt to rapidly changing technologies but also manage elevated workloads 
and mounting psychological pressures. In this context, developing AI literacy—a composite of 
knowledge, attitudes, and competencies necessary to understand and apply AI tools—has become 
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an essential skill set for academic professionals (Laupichler et al., 2022; Ng 
et al., 2023; Sperling et al., 2024).

Although existing research has begun to examine the relationship 
between AI literacy and educators’ professional experiences, key 
psychological dimensions remain insufficiently explored. For instance, 
Hashem et al. (2024) found that higher levels of AI literacy improve 
teaching effectiveness and reduce burnout, though their emphasis was 
primarily on technological performance. Similarly, Bhojak et al. (2025) 
reported a positive correlation between AI proficiency and job satisfaction, 
but did not investigate the underlying psychological mechanisms. Zheng 
and Zhang (2025) noted that the increased use of educational technology 
may blur work–family boundaries; however, their analysis lacked 
AI-specific focus and failed to address psychological needs explicitly.

Despite these preliminary insights, there remains a paucity of 
systematic empirical research on how AI literacy shapes university 
faculty’s psychological functioning, subjective well-being, and work–
life balance (Ding et  al., 2024). Both work–life balance and job 
satisfaction are crucial indicators of faculty well-being and are closely 
tied to mental and physical health, professional engagement, and long-
term career sustainability (Landolfi et al., 2021).

Self-Determination Theory (SDT) provides a well-established 
framework for understanding these psychological processes. According 
to SDT, the satisfaction of three basic psychological needs—perceived 
autonomy, perceived competence, and perceived relatedness—is 
fundamental to intrinsic motivation, psychological well-being, and job 
satisfaction (Ryan and Deci, 2020). Prior studies suggest that satisfying 
these needs significantly influences individuals’ experiences with 
emerging technologies (Shen and Cui, 2024). Moreover, faculty members’ 
level of technology acceptance may moderate the extent to which AI 
literacy supports psychological need fulfillment (Pan, 2020).

Nonetheless, notable gaps persist. First, much of the literature 
focuses narrowly on performance-related outcomes, overlooking AI 

literacy’s potential role in meeting faculty members’ psychological 
needs (Bhojak et al., 2025; Xiao et al., 2025). Second, few studies have 
empirically validated the psychological mechanisms underpinning 
this relationship through the lens of SDT (Zhou J. S. et al., 2024; Zhou 
T. et al., 2024). Third, existing models often neglect the moderating 
influence of technology acceptance, limiting their explanatory power 
(Şimşek, 2025). Crucially, an integrative framework that brings 
together AI literacy, SDT, and technology acceptance is still lacking.

To address these gaps, the present study focuses on university 
faculty and investigates the following research questions: (1) Does AI 
literacy influence perceived autonomy, perceived competence, and 
perceived relatedness? (2) Do these psychological needs contribute to 
enhanced work–life balance and job satisfaction? (3) Does technology 
acceptance moderate these psychological pathways?

By integrating AI literacy with foundational psychological constructs, 
the study aims to identify key psychological constructs involved in faculty 
adaptation to the evolving demands of AI-mediated academic work. The 
findings offer theoretical insights and practical implications for promoting 
the sustainable and psychologically supportive adoption of AI 
technologies in higher education. This paper is organized into the 
following sections: theoretical background and literature review, research 
model and hypotheses, methodology, data analysis, and discussion.

2 Theoretical framework and literature 
review

2.1 AI literacy

To conceptualize artificial intelligence (AI) literacy in the context 
of higher education, a literature search and thematic analysis were 
conducted using the core search terms “AI literacy” and “teacher” in 

TABLE 1  Summary of AI literacy conceptualizations and related research contributions.

Reference Conceptual definition Research 
method

Research contribution

Kelley and 

Wenzel (2025)

AI literacy refers to the capacity to engage with AI tools 

effectively and ethically, critically evaluate AI outputs, and 

flexibly adapt across diverse environments.

Qualitative 

Study

Conducted a systematic review of the multi-stage integration of 

generative AI in teacher education, distilling key practical experiences.

Ayanwale et al. 

(2024)

AI literacy is defined as a comprehensive ability to 

critically understand, appropriately apply, and actively 

engage with AI technologies across various contexts.

Quantitative 

Study

Examined the current status of AI literacy among pre-service teachers 

in Nigeria and proposed a localized teacher training framework, 

providing empirical evidence on technical and ethical dimensions.

Ning et al. (2025) AI literacy encompasses the knowledge and application 

skills required for teachers to adapt to intelligent teaching 

environments, including perception, knowledge, skills, 

practical application, and ethics.

Quantitative 

Study

Developed and validated a measurement scale for teachers’ AI literacy, 

enriching the structural dimensions and assessment tools for AI 

literacy.

Sperling et al. 

(2024)

AI literacy refers to teachers’ integrated ability to combine 

AI knowledge, teaching skills, and ethical judgment in 

educational practice.

Qualitative 

Study

Conducted a systematic review of AI literacy in teacher education, 

identified research gaps, and proposed recommendations for in-situ AI 

literacy and ethical training.

Ozudogru and 

Durak (2025)

AI literacy is the ability to use AI products and tools and 

to assess their potential social and environmental impacts.

Quantitative 

Study

Developed and validated a structural path model linking pre-service 

teachers’ AI readiness to innovation, perceived threats, and AI literacy.

Al-Abdullatif 

(2024)

AI literacy integrates AI-related knowledge, skills, 

teaching, and assessment competencies.

Quantitative 

Study

Empirically investigated the key drivers of teachers’ adoption of 

generative AI, focusing on the relationships among Technology 

Acceptance, technological pedagogical content knowledge (TPACK) 

for intelligent technologies, AI literacy, and perceived trust.

Source(s): Created by author.
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the Web of Science database. The results, summarized in Table 1, 
reveal that definitions of AI literacy are diverse and continuously 
evolving. Some scholars define AI literacy as the capacity to engage 
with AI tools effectively and ethically, critically assess their outputs, 
and adapt to rapidly changing technological environments (Kelley and 
Wenzel, 2025; Ozudogru and Durak, 2025). Others emphasize its 
interactive and collaborative dimensions, suggesting that AI literacy 
involves active engagement with AI systems that goes beyond mere 
technical proficiency or tool operation (Ayanwale et al., 2024).

In higher education, faculty members serve as primary users of AI 
technologies in both teaching and research. Their AI literacy often 
manifests in complex, multidimensional ways (Laupichler et al., 2022). 
Drawing from prior literature and observed academic practices, faculty 
typically apply AI tools across four core domains: instructional assistance, 
research support, student services, and affective interaction (Yu, 2024; 
Zawacki-Richter et al., 2019). Their interactions with AI systems can 
be characterized through several common mechanisms (Şimşek, 2025; 
Kim, 2024), including: Information input–feedback, such as generating 
lesson content; Conflict resolution–trust building, for reconciling 
discrepancies between human and AI suggestions; Task delegation–
cognitive offloading, involving the automation of repetitive or routine 
tasks; Decision support–human–machine collaboration, where AI 
contributes to complex academic analyses. These interaction patterns help 
operationalize how AI literacy manifests in faculty members’ daily 
practices. As illustrated in Figure  1, AI literacy is distributed across 

intersecting domains of technological (TK), content (CK), and 
pedagogical (PK) knowledge, giving rise to integrated competencies such 
as AI-TPK, AI-TPAC, and AI-TPAK. This framework highlights the 
dynamic and interdisciplinary nature of AI literacy in higher education 
(see Figure 1).

An expanding body of research identifies AI literacy as a critical 
competency for instructional design, pedagogical decision-making, and 
student-centered learning. It plays an essential role in curriculum 
development, formative assessment, and personalized instruction 
(Al-Abdullatif, 2024; Ning et al., 2025). Several scholars further advocate 
for a broadened conceptualization of teacher AI literacy that integrates 
technical knowledge, pedagogical strategies, and ethical reasoning—thus 
emphasizing interdisciplinary thinking and reflective practice (Sperling 
et al., 2024). While these contributions have significantly advanced the 
conceptual landscape of AI literacy in education, much of the existing 
literature remains focused on operational skills. Relatively few studies 
explore the psychological or occupational dimensions of AI literacy, such 
as its impact on educators’ motivation, emotional states, or overall 
professional experience.

Building on the reviewed literature, the present study adopts a 
comprehensive definition proposed by Laupichler et  al. (2022),  
Ng et al. (2023), and Sperling et al. (2024). University faculty’s AI literacy 
is defined as the systematic understanding and practical application of AI 
principles, tools, ethical considerations, and implementation strategies. Its 
core dimensions include technical proficiency, algorithmic thinking, 

FIGURE 1

University faculty’s use of Al.
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interdisciplinary integration, sensitivity to educational equity, and 
awareness of AI’s broader societal implications (Abulibdeh et al., 2024). 
Faculty members with higher AI literacy typically demonstrate more 
favorable attitudes toward technology and greater competence in 
integrating AI into their professional roles, which in turn enhances 
teaching quality and research productivity (Bewersdorff et al., 2025). 
Therefore, AI literacy should not be conceptualized solely as a technical 
skill set, but rather as a psychologically meaningful framework that 
captures university faculty’s cognitive, emotional, and professional 
engagement with emerging technologies.

2.2 Self-determination theory

Self-Determination Theory (SDT), initially proposed by Ryan and 
Deci (2020), offers a foundational lens for examining human 
motivation and psychological well-being. At the core of SDT is the 
assertion that individuals possess three innate psychological needs—
perceived autonomy, perceived competence, and perceived 
relatedness—whose fulfillment is essential for fostering intrinsic 
motivation, optimal functioning, and mental health (Janssen et al., 
2013). Perceived autonomy involves volitional behavior and self-
guided action; perceived competence reflects individuals’ beliefs in 
their abilities to successfully perform tasks; and perceived relatedness 
pertains to the sense of meaningful connection and support from 
others (Deci and Ryan, 2000).

These needs have been consistently associated with key 
professional outcomes in educational settings, including job 
satisfaction, psychological well-being, and organizational commitment 
(Inigo and Raufaste, 2019). In higher education, faculty autonomy in 
selecting and utilizing digital tools has been shown to enhance 
intrinsic motivation (Zheng et al., 2025). Likewise, confidence in using 
educational technology can reduce anxiety and improve engagement 
in teaching activities (Klassen and Chiu, 2010), while the satisfaction 
of relatedness needs fosters emotional support and strengthens faculty 
members’ sense of belonging within academic communities (Naidoo 
and Wagner, 2020).

Recent research has increasingly applied SDT to technology 
adoption contexts, particularly in exploring how faculty adapt to 
AI-integrated teaching and learning environments (Francis et  al., 
2024). These studies suggest that the degree to which AI innovations 
support or undermine psychological need satisfaction is essential in 
influencing educators’ attitudes, behaviors, and well-being.

Taken together, SDT provides a comprehensive and empirically 
grounded lens for examining the psychological mechanisms that 
underlie faculty engagement with AI technologies. It also offers a 
compelling theoretical foundation for understanding how AI 
literacy—as both a cognitive and behavioral construct—can influence 
motivation, job satisfaction, and broader professional experiences.

2.3 Work–life balance

Work–life balance refers to an individual’s ability to manage and 
reconcile the competing demands of professional and personal life in 
a satisfying and sustainable manner (Greenhaus and Beutell, 1985). 
University faculty often face significant role strain and time pressure 
due to their multiple responsibilities in teaching, research, and service 

(Pasamar et al., 2020). Effective time management and allocation of 
cognitive and emotional resources are thus critical to their 
psychological well-being (Pace et al., 2021).

AI technologies offer promising tools to alleviate academic 
workload and enhance efficiency, potentially affording faculty greater 
flexibility and control over their time (Bhojak et  al., 2025). For 
example, automated grading systems and intelligent scheduling 
platforms can streamline repetitive tasks and improve task allocation, 
thereby helping faculty manage the boundary between work and 
personal life more effectively (Badri, 2024). However, in the absence 
of adequate institutional support, technological integration may give 
rise to new stressors—such as cognitive overload, digital fatigue, and 
increased anxiety—which may undermine rather than enhance work–
life balance (Dorenkamp and Ruhle, 2019).

2.4 Job satisfaction

Job satisfaction is a multidimensional construct that reflects an 
individual’s overall appraisal of their work experience, encompassing 
aspects such as task content, work environment, interpersonal 
relationships, and career development opportunities. It is widely 
recognized as a key indicator of professional well-being and 
engagement among faculty (Troesch and Bauer, 2017). Both extrinsic 
factors (e.g., salary, institutional policies) and intrinsic factors (e.g., 
teaching motivation, academic identity) influence job satisfaction 
levels (Layek and Koodamara, 2024).

In the context of increasing digitalization in higher education, AI 
literacy has emerged as an important predictor of job satisfaction (Jose 
et al., 2025). Faculty members with higher levels of AI literacy often 
report a greater sense of control, efficacy, and competence in 
navigating digital teaching environments, which in turn enhances 
engagement and fulfillment (Ji et al., 2025). Moreover, AI tools that 
automate routine tasks and streamline workflows can also boost 
productivity and reinforce a sense of accomplishment (Xia et  al., 
2022). However, disparities in technological readiness can lead to 
anxiety, information overload, and emotional exhaustion—factors that 
detract from overall job satisfaction (Li and Yu, 2022).

2.5 Technology acceptance

Technology acceptance is commonly defined as an individual’s 
evaluation of and readiness to embrace new technologies, often 
framed by two key constructs: perceived usefulness and ease of use 
(Venkatesh and Davis, 2000). In educational settings, technology 
acceptance plays a pivotal role in shaping faculty members’ adoption 
behavior and their emotional responses to digital tools (Scherer 
et al., 2019).

AI technologies, while potentially transformative, often present 
barriers to acceptance due to their complexity and ethical concerns 
related to privacy, transparency, and accountability (Bergdahl et al., 
2023). Conversely, educators with high levels of technology acceptance 
are more likely to engage in active learning, integrate innovative tools 
into their teaching, and demonstrate greater openness to pedagogical 
experimentation (Racero et al., 2020).

Importantly, technology acceptance may also moderate the 
relationship between AI literacy and psychological outcomes. It can 
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shape how faculty experience autonomy, competence, and 
emotional responses when implementing AI in their instructional 
and research practices (Antonietti et al., 2022). Understanding the 
role of technology acceptance is therefore essential for designing 
effective faculty development programs and for promoting 
sustainable and psychologically supportive AI integration in 
higher education.

3 Research model and hypothesis 
development

3.1 The impact of AI literacy on 
self-determination theory constructs: 
perceived autonomy, perceived 
competence, and perceived relatedness

AI literacy, beyond operational proficiency, represents faculty 
members’ ability to self-direct technology use, critically evaluate 
AI-generated outputs, and integrate tools into pedagogical practices 
(Celik, 2023). High AI literacy equips teachers to select suitable AI 
functions, customize workflows, and adapt teaching strategies without 
relying heavily on external guidance (Chiu and Chai, 2020). This 
capability fosters perceived autonomy because decisions about 
technology use are internally regulated rather than externally imposed 
(Ryan and Deci, 2000). Autonomy emerges when individuals 
experience volition in aligning AI applications with their instructional 
goals, reducing feelings of technological constraint. Conversely, low 
AI literacy can lead to dependency on preset tools or institutional 
mandates, limiting choice and control. The presence of high AI 
literacy therefore strengthens the sense of ownership over instructional 
processes, enabling faculty to exercise freedom in technology adoption 
and thereby enhancing self-determined engagement in AI-enhanced 
education (Zawacki-Richter et al., 2019). Accordingly, we propose:

H1: AI literacy has a significant positive effect on university 
faculty’s perceived autonomy in using AI.

Perceived competence reflects the belief in one’s ability to 
effectively perform tasks (Ryan and Deci, 2000). In AI-supported 
higher education, this belief is strengthened when teachers possess the 
necessary technical and cognitive skills to translate AI capabilities into 
academic outcomes (Xia et al., 2023). Faculty with high AI literacy can 
manage data-driven analytics, apply intelligent feedback, and integrate 
cross-platform resources efficiently. These abilities reduce uncertainty 
when facing complex tasks, reinforcing task mastery and professional 
efficacy (Wang et al., 2025). Mastery experiences with AI tools also 
create positive performance feedback loops, increasing confidence and 
willingness to undertake more challenging projects. In contrast, 
insufficient AI literacy may result in trial-and-error inefficiency, 
eroding competence perceptions. Thus, AI literacy operates as a 
foundational resource that transforms technical knowledge into 
tangible achievements, directly enhancing teachers’ confidence in 
their technological and pedagogical capabilities. Therefore, 
we propose:

H2: AI literacy has a significant positive effect on university 
faculty’s perceived competence in using AI.

Perceived relatedness, as defined in Self-Determination Theory, 
reflects the need to feel connected to others and experience mutual 
support (Ryan and Deci, 2000). AI literacy enhances relatedness by 
enabling faculty to participate effectively in technology-mediated 
collaboration, such as co-teaching, shared resource creation, and 
engagement in virtual scholarly communities (Ng et  al., 2023). 
Proficiency in AI tools facilitates smooth communication, efficient 
content sharing, and mutual problem-solving, which strengthen 
interpersonal trust and social bonds (Singh and Aziz, 2025). When 
teachers can competently navigate AI-enhanced platforms, they are 
more likely to contribute meaningfully to joint projects, receive peer 
recognition, and build sustained professional relationships. This 
socially embedded use of AI fosters organizational belonging and 
reinforces collective identity (Wang et  al., 2025; Xia et  al., 2022). 
Conversely, low AI literacy can hinder participation in collaborative 
environments, reducing opportunities for connection and support. 
Accordingly, we propose:

H3: AI literacy has a significant positive effect on university 
faculty’s perceived relatedness in using AI.

3.2 The impact of perceived autonomy on 
work–life balance and job satisfaction

Perceived autonomy reflects the extent to which individuals feel 
free to make choices and regulate their actions according to personal 
goals (Ryan and Deci, 2000). In academic contexts, this sense of 
volition enables faculty to organize tasks, prioritize responsibilities, 
and adjust teaching schedules in ways that align with personal 
circumstances (Van den Broeck et  al., 2016). Within AI-assisted 
environments, autonomy manifests when teachers can independently 
determine how and when to integrate AI tools, select functionalities 
suited to their needs, and adapt outputs for specific pedagogical 
purposes (Wu et al., 2024). Such flexibility reduces time pressure, 
minimizes role conflict, and enhances the ability to allocate resources 
between work and personal life (Khawand and Zargar, 2022). Greater 
autonomy also supports proactive coping strategies, allowing 
educators to manage workload without compromising personal well-
being (Fotiadis et al., 2019). These mechanisms explain why autonomy 
in AI use is likely to facilitate a more sustainable work–life balance for 
faculty members. Therefore, we propose:

H4: University faculty’s perceived autonomy in using AI has a 
significant positive effect on their work–life balance.

Autonomy in AI-supported teaching fosters a sense of control 
over instructional decisions, enabling faculty to select content, 
pedagogical strategies, and technological configurations that best 
serve their objectives (Gagné et al., 2022). This self-directed approach 
strengthens goal alignment, reinforces intrinsic motivation, and 
enhances professional purpose (Ma and Vu, 2024). In personalized 
teaching contexts, AI tools allow real-time adaptation of learning 
materials, automated assessment, and targeted feedback, enabling 
teachers to implement innovations without excessive external 
constraints (Cho and Jung, 2025). Positive experiences with such 
autonomy can increase satisfaction through improved student 
outcomes and professional recognition. By contrast, limited control 
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over AI integration may generate frustration or reduce engagement. 
The ability to decide when and how to use AI therefore directly 
contributes to job satisfaction by reinforcing educators’ sense of 
competence, self-worth, and alignment with institutional goals. 
Accordingly, we propose:

H5: University faculty’s perceived autonomy in using AI has a 
significant positive effect on their job satisfaction.

3.3 The impact of perceived competence 
on work–life balance and job satisfaction

Perceived competence describes individuals’ confidence in 
their ability to meet situational demands effectively (Deci and 
Ryan, 2000). In AI-enhanced teaching environments, competent 
faculty can quickly identify appropriate tools, adapt them to 
diverse instructional needs, and transfer learned skills across tasks 
(Celik, 2023). This efficiency reduces trial-and-error inefficiencies, 
allowing more time for strategic planning and personal activities. 
Competence also supports better workload structuring, helping 
faculty manage the boundary between work and non-work 
domains (Yin and Huang, 2021). Automation capabilities, such as 
grading algorithms and scheduling assistants, further improve 
resource allocation and reduce repetitive tasks (Ayanwale et al., 
2024). As educators gain mastery over AI, they are more likely to 
experience control over their professional routines, freeing time 
for personal commitments and improving overall life balance. 
Therefore, we propose:

H6: University faculty’s perceived competence in using AI has a 
significant positive effect on their work–life balance.

Competence contributes to higher self-efficacy, enabling educators 
to set challenging goals and maintain confidence in achieving them 
(Klassen and Chiu, 2010). In AI-supported contexts, skill growth can 
lead to improved teaching quality, innovative research outputs, and 
enhanced operational control (Wang et al., 2025). Mastery experiences 
with AI reduce apprehension toward technological change, facilitating 
adaptability and reducing work-related stress (Hofer et  al., 2021). 
Competent educators are also more likely to receive positive feedback 
from peers, students, and institutions, reinforcing a sense of 
accomplishment. Personalized AI applications, such as adaptive 
learning platforms, can further increase recognition by highlighting 
the impact of teachers’ expertise on student performance (Molefi et al., 
2024). These factors collectively strengthen job satisfaction by fulfilling 
psychological needs for achievement and professional growth. 
Accordingly, we propose:

H7: University faculty’s perceived competence in using AI has a 
significant positive effect on their Job Satisfaction.

3.4 The impact of perceived relatedness on 
work–life balance and job satisfaction

Within Self-Determination Theory, relatedness reflects the 
need to feel connected and supported by others (Deci and Ryan, 

2000). In AI-integrated higher education, strong relatedness 
allows faculty to form cooperative networks that buffer the 
uncertainty and stress of adopting new technologies (Prenger 
et  al., 2017). Engagement in collaborative teaching, 
co-development of AI-supported learning resources, and 
participation in online academic communities facilitates the 
exchange of both technical and emotional resources (Ng et al., 
2023). Such networks reduce the cognitive load of technology use, 
enhance mutual trust, and create a supportive environment for 
managing workload. Social bonds also aid emotional regulation 
and promote adaptive coping, which preserves energy for 
non-work activities (Ertiö et  al., 2024). Through these 
mechanisms, perceived relatedness enables faculty to sustain an 
equilibrium between professional and personal life, thereby 
enhancing work–life balance. Therefore, we propose:

H8: University faculty’s perceived relatedness in using AI has 
a significant positive effect on their work–life balance.

Supportive professional relationships contribute to a sense of 
belonging and recognition, which strengthens academic identity 
and motivation (Klassen et  al., 2012). In AI-supported 
environments, shared platforms enable faculty to collaborate on 
innovative teaching designs, exchange strategies for AI integration, 
and celebrate collective achievements (Dilek et al., 2025). These 
interactions reinforce shared goals, reduce isolation, and increase 
emotional engagement in academic work (Wang et al., 2025). A 
strong sense of relatedness also provides a stable psychological 
foundation for navigating challenges in AI adoption, as mutual 
support reduces stress and enhances confidence. Furthermore, 
expanded academic networks foster opportunities for 
interdisciplinary collaboration and professional growth, which in 
turn heightens organizational belonging (Singh and Aziz, 2025). 
By reinforcing both emotional satisfaction and professional 
accomplishment, perceived relatedness serves as a psychological 
driver of job satisfaction in AI-integrated teaching and research 
contexts. Therefore, we propose:

H9: University faculty’s perceived relatedness in using AI has a 
significant positive effect on their job satisfaction.

3.5 The impact of work–life balance on job 
satisfaction

Work–life balance is essential for sustaining professional well-being 
because it mitigates role conflict and reduces burnout (Prasad and 
Pasupathi, 2025). Faculty who manage work and personal responsibilities 
effectively can maintain emotional stability and preserve cognitive 
resources for teaching and research (Cao et al., 2020). Balanced schedules 
promote a sense of control, enabling educators to respond more 
constructively to academic challenges. In AI-integrated environments, 
automation tools streamline grading, scheduling, and data analysis, 
thereby reducing time spent on repetitive tasks and freeing capacity for 
personal and family activities (Meharunisa et al., 2024). This efficiency 
creates a reinforcing cycle in which improved balance enhances overall 
satisfaction with work, and higher satisfaction further motivates effective 
time management. Faculty who sustain this equilibrium often report 
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greater role clarity, stronger engagement, and a deeper sense of 
professional accomplishment (Wei and Ye, 2022). Therefore, we propose:

H10: University faculty’s job satisfaction is significantly and 
positively influenced by their work–life balance.

3.6 The moderating role of technology 
acceptance

Technology acceptance, as conceptualized in the Technology 
Acceptance Model, captures individuals’ perceptions of ease of use, 
perceived usefulness, and readiness to engage with new tools (Venkatesh 
et  al., 2003). In the context of AI-enhanced higher education, high 
acceptance enables faculty to translate AI literacy into meaningful, 
autonomous use of technology. When teachers perceive AI as valuable 
and manageable, they are more likely to experiment with functions, 
adapt tools to personal teaching styles, and initiate independent problem-
solving (Chiu et al., 2024). This strengthens their perceived control over 
technological processes and their freedom to design instructional 
approaches. Conversely, low acceptance can lead to avoidance behaviors, 
heightened anxiety, and underutilization of existing AI skills (Teo, 2011). 
In such cases, AI literacy may remain a latent capability rather than an 
active driver of autonomy. Technology acceptance thus shapes the 
psychological translation of AI knowledge into self-determined teaching 
behaviors (Dahri et al., 2024). Therefore, we propose:

H11: Technology acceptance moderates the positive relationship 
between AI literacy and perceived autonomy in using AI.

Faculty with high technology acceptance are more inclined to devote 
time and cognitive effort to mastering AI systems, which allows them to 
achieve operational proficiency and receive timely performance feedback 
(Scherer et  al., 2019). This active engagement fosters a deeper 
understanding of AI functionalities and facilitates effective application 
in both teaching and research. When acceptance is high, AI literacy is 

more efficiently converted into perceived competence, reinforcing 
professional self-efficacy and enabling teachers to tackle complex 
academic tasks with confidence (Wang et al., 2025). In contrast, low 
acceptance often leads to neglect of learning opportunities, reluctance to 
apply existing AI knowledge, and limited skill growth (Sumak et al., 
2011). Even when technical capabilities exist, resistance toward 
technology may hinder the translation of knowledge into effective 
practice. Thus, technology acceptance determines the extent to which AI 
literacy can be  transformed into a tangible sense of competence in 
professional contexts. Therefore, we propose:

H12: Technology acceptance moderates the positive relationship 
between AI literacy and perceived competence in using AI.

Perceived relatedness in AI integration depends not only on 
technical knowledge but also on willingness to engage in technology-
mediated collaboration (Ng et al., 2023). Faculty with high technology 
acceptance tend to view AI platforms as effective tools for interaction, 
resource sharing, and collective problem-solving (Kaliisa et al., 2022). 
This positive orientation encourages participation in interdisciplinary 
networks, joint curriculum design, and virtual academic communities, 
which strengthens interpersonal bonds and mutual trust. In contrast, low 
acceptance can result in avoidance of AI-based interactions, reduced 
collaborative initiatives, and diminished exposure to diverse perspectives 
(Teo and Noyes, 2014). Over time, such withdrawal limits opportunities 
for social support and weakens organizational connectedness. By shaping 
the frequency and quality of AI-mediated exchanges, technology 
acceptance influences how AI literacy contributes to the satisfaction of 
relatedness needs and the development of a sense of belonging in 
academic settings. Therefore, we propose:

H13: Technology acceptance moderates the positive relationship 
between AI literacy and perceived relatedness in using AI.

These hypothesized relationships are synthesized in the research 
model depicted in Figure 2.

FIGURE 2

Research model.
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4 Method

4.1 Participants

Data for this study were collected via an online questionnaire 
administered through Wenjuanxing1, a commonly used platform in 
China. The instrument employed a seven-point Likert scale and was 
distributed using a stratified random sampling strategy. Participants 
were recruited through the platform’s representative sampling service, 
ensuring diverse and demographically balanced responses. All surveys 
were completed electronically. To incentivize participation, 
respondents who submitted valid questionnaires received a monetary 
reward of 5 RMB. To ensure data quality and participant relevance, 
the study implemented multiple inclusion and exclusion criteria. (1) 
Screening Questions: At the beginning of the questionnaire, two 
mandatory screening items were included to confirm eligibility: (a) 
“What is your current occupation?”—only respondents selecting 
“university faculty member” were included; and (b) “Do you have 
basic experience using AI tools?”—only those responding “Yes” 
proceeded to the main section. Failure to meet either criterion led to 
immediate exclusion. (2) Attention Check: A directed-response item 
was embedded mid-questionnaire (e.g., “To confirm you are paying 
attention, please select ‘Strongly disagree’ for this item.”). Participants 
who failed to respond as instructed were excluded from the final 
dataset. (3) Responses exhibiting identical selections across all Likert-
scale items were flagged for satisficing behavior or inattentive 
responding and subsequently removed from the analysis. In total, 543 
questionnaires were received. After removing 32 invalid responses 
based on the criteria above, 511 valid responses remained, resulting in 
an effective response rate of 94.11%. A summary of participant 
demographic characteristics is presented in Table 2.

1  https://www.wjx.cn/vm/eAGu0vk.aspx

4.2 Measures

Measurement instruments in this research were derived from 
established scales with prior empirical validation across domestic and 
international studies (Haw et al., 2024; Lin et al., 2025; Mulyani et al., 
2021; Wang et  al., 2023; Yildirim et  al., 2024). All scales were 
appropriately modified to align with the specific context of university 
faculty. The core variables measured in this study included AI literacy 
(AIL), perceived autonomy (PA), perceived competence (PC), 
perceived relatedness (PR), work–life balance (WLB), job satisfaction 
(JS), and technology acceptance (TA). Detailed information regarding 
the measurement dimensions, sample items, and sources of each scale 
is provided in Appendix 1.

4.3 Common method bias assessment

Given that all variables in this study were measured through 
cross-sectional self-reported questionnaires, procedural remedies 
were implemented to reduce the likelihood of common method 
variance (CMV). These included ensuring respondent anonymity, 
counterbalancing the order of measurement items, and embedding an 
attention-check question to minimize socially desirable responding 
and inattentive answering. To statistically assess CMV, Harman’s 
single-factor test was performed by entering all measurement items 
into an unrotated exploratory factor analysis. Results showed that the 
first factor explained 38.844% of the total variance, which is below the 
commonly accepted threshold of 40%, suggesting that CMV was not 
a severe issue (Podsakoff et al., 2003). In addition, a common latent 
factor approach was employed in SmartPLS to detect potential method 
effects. The variance inflation factors (VIFs) for all items were below 
3.3, indicating that multicollinearity was not a concern and CMV was 
unlikely to bias the study’s results.

5 Data analysis and results

This study constructed a structural equation model (SEM) to 
examine the pathways through which AI literacy influences work–life 
balance and job satisfaction among university faculty. Descriptive 
statistics and preliminary analyses were conducted using SPSS 27.0, 
followed by SEM and path analysis using SmartPLS 4.0. In SEM 
methodology, covariance-based SEM (CB-SEM) is commonly used 
for confirmatory theory testing and evaluating global model fit, 
whereas partial least squares SEM (PLS-SEM) focuses on maximizing 
predictive accuracy and is especially appropriate for complex models, 
non-normal data, and exploratory research contexts. In this study, 
PLS-SEM was selected for four primary reasons: (1) the model 
includes seven latent constructs, multiple indicators, and a moderating 
effect, resulting in high structural complexity; (2) preliminary 
diagnostics revealed slight deviations from multivariate normality; (3) 
the research adopts an exploratory path-testing orientation aimed at 
extending rather than strictly confirming existing theory; and (4) 
PLS-SEM offers robustness and predictive power particularly suited 
to emerging research domains such as AI literacy in higher education. 
This choice is consistent with established methodological guidelines 
(Dash and Paul, 2021), which recommend PLS-SEM in early-stage 
theoretical model development and when prediction is a key goal.

TABLE 2  Demographic characteristics of participants.

Variable Category Frequency Percentage

Gender Male 209 40.90%

Female 302 59.10%

Marital status Married 288 56.36%

Unmarried 223 43.64%

Work 

experience

0–5 years 110 21.53%

6–10 years 198 38.75%

11–15 years 130 25.44%

16–20 years 47 9.20%

More than 

21 years

26
5.09%

Daily AI usage 0–1 h 178 34.83%

1–3 h 143 27.98%

3–5 h 115 22.50%

5–7 h 53 10.37%

More than 7 h 22 4.31%

Source(s): Created by author.

93

https://doi.org/10.3389/fpsyg.2025.1669247
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.wjx.cn/vm/eAGu0vk.aspx


Huang and Zhao� 10.3389/fpsyg.2025.1669247

Frontiers in Psychology 09 frontiersin.org

5.1 Measurement model assessment

Validity was examined through three dimensions: content, 
convergent, and discriminant validity. Content validity was ensured 
by adapting measurement items from extensively validated scales in 
prior research. Convergent validity was supported by factor loadings 
(≥0.70) (Raykov and Marcoulides, 2019) and Average Variance 
Extracted (AVE ≥ 0.50), in line with Cheung et  al. (2024). 
Discriminant validity was evaluated using the Heterotrait–Monotrait 
ratio (HTMT), with the recommended threshold set below 0.85.

As shown in Tables 3, 4, the measurement model demonstrated 
satisfactory reliability and validity. All latent variables exhibited 
Cronbach’s α values ranging from 0.903 to 0.947 and CR values 
ranging from 0.928 to 0.955, indicating strong internal consistency. 
Factor loadings fell within the range of 0.777 to 0.879, while AVE 
values ranged between 0.664 and 0.732, satisfying the criteria for 
convergent validity. HTMT values for all variable pairs were below 
0.85, indicating good discriminant validity among the constructs.

5.2 Structural model analysis

Before testing the hypothesized structural relationships, four 
control variables—gender, marital status, work experience, and daily 
AI usage—were included in the model to account for potential 
confounding effects on job satisfaction. The results showed that none 
of these control variables had a statistically significant impact on job 
satisfaction (all p > 0.05), indicating that the subsequent path estimates 
are unlikely to be biased by these demographic or usage-related factors.

5.2.1 Model explanatory power and predictive 
relevance

Table  5 presents the coefficients of determination (R2) and 
predictive relevance (Q2) for the endogenous variables. The R2 values 
for perceived autonomy (0.315), perceived competence (0.337), 
perceived relatedness (0.345), work–life balance (0.435), and job 
satisfaction (0.253) all reached acceptable levels, with the explanatory 
power for work–life balance being particularly strong. All Q2 values 
were greater than zero (ranging from 0.218 to 0.342), indicating that 
the model demonstrates satisfactory predictive relevance. These 
results support the robustness and theoretical validity of the model.

5.2.2 Path coefficient analysis and hypothesis 
testing

Figure 3 illustrates the structural model outcomes, indicating that 
AI literacy significantly and positively influenced perceived autonomy 
(β = <0.404, 0.001p ), perceived competence (β = <0.468, 0.001p ), 
and perceived relatedness (β = <0.432, 0.001p ), providing strong 
support for H1, H2, and H3. These results suggest that higher levels of 
AI literacy among university faculty are associated with enhanced 
experiences of self-control, competence fulfillment, and 
social connectedness.

Further analysis revealed that Perceived Autonomy 
(β = <0.278, 0.001p ), Competence (β = <0.259, 0.001p ), and 
Relatedness (β = <0.251, 0.001p ) all significantly and positively 
influenced work–life balance, supporting H4, H6, and H8. These 
findings indicate that when faculty members’ psychological needs are 
met, they are more capable of balancing teaching, research, and 

personal life, which helps reduce role conflicts. Regarding the impact 
on job satisfaction, only perceived autonomy showed a significant 
positive effect (β = <0.221, 0.001p ), supporting H5. The effects of 
perceived competence (β = =0.081, 0.186p ) and perceived relatedness 
(β = =0.042, 0.471p ) were not statistically significant, and thus H7 
and H9 were not supported. Several potential explanations for these 
results have been suggested in the literature. Li et al. (2025) noted that 
university faculty’s job satisfaction is strongly influenced by 
organizational factors such as performance evaluations, work 
environment, promotion pathways, and career support, which may 
dilute the direct impact of perceived competence. Chang et al. (2024) 
emphasized that the pressures brought by technological penetration 
may counteract its positive effects. Lyu and Zhu (2019), as well as Yang 
and Ling (2023), argued that university teaching tends to be relatively 
independent, with lower frequencies of social interaction, making it 
difficult for perceived relatedness to have a significant effect on 
satisfaction. Kim (2024) further pointed out that current AI tools in 
education primarily focus on enhancing individual efficiency, while 
their capacity to support social interaction and collaborative work 
remains underdeveloped.

Additionally, work–life balance was found to be  a significant 
positive predictor of job satisfaction (β = <0.255, 0.001p ), providing 
support for H10. This suggests that faculty members’ positive 
evaluations of their work are closely tied to their ability to effectively 
integrate work and life roles.

5.2.3 Moderating effect analysis
As shown in Figure  3, technology acceptance significantly 

moderated the relationships between AI literacy and perceived 
autonomy (β = =0.116, 0.007p ), perceived competence 
(β = =0.114, 0.004p ), and perceived relatedness (β = <0.199, 0.001p
). These results provide empirical support for H11, H12, and H13. The 
findings suggest that higher levels of Technology Acceptance enhance 
the positive psychological impact of AI literacy. In other words, when 
teachers are more willing to embrace AI technologies, their AI literacy 
is more effectively translated into positive perceptions of autonomy, 
competence, and social connectedness.

To further examine and visually illustrate the moderating role of 
technology acceptance, this study plotted interaction diagrams (see 
Figure 4) depicting the relationships between AI literacy and perceived 
autonomy, competence, and relatedness at different levels of 
technology acceptance (low = −1 SD; high = +1 SD). As shown in 
Figure 4, a significant moderation effect was observed, wherein the 
positive pathways from AI literacy to basic psychological need 
satisfaction were amplified at higher levels of technology acceptance.

The results presented in Table 6 indicate that the effects of AI 
literacy on perceived autonomy (β = <0.292, 0.001p ), perceived 
competence (β = <0.357, 0.001p ), and perceived relatedness 
(β = <0.226, 0.001p ) are significant at low levels of technology 
acceptance. At moderate levels of technology acceptance, these effects 
become stronger for perceived autonomy (β = <0.410, 0.001p ), 
perceived competence (β = <0.470, 0.001p ), and perceived 
relatedness (β = <0.418, 0.001p ). At high levels of technology 
acceptance, the positive influence of AI literacy reaches its peak—
perceived autonomy (β = <0.528, 0.001p ), perceived competence 
(β = <0.583, 0.001p ), and perceived relatedness (β = <0.610, 0.001p
). These findings suggest that the positive impact of AI literacy on 
individuals’ basic psychological needs becomes progressively stronger 

94

https://doi.org/10.3389/fpsyg.2025.1669247
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Huang and Zhao� 10.3389/fpsyg.2025.1669247

Frontiers in Psychology 10 frontiersin.org

TABLE 3  Results of reliability and convergent validity testing.

Latent 
variable

Measurement 
items

Mean Standard 
deviation

Factor 
loading

Cronbach’s α CR AVE

AIL AIL1 4.885 1.530 0.837 0.947 0.955 0.704

AIL2 4.867 1.573 0.848

AIL3 4.793 1.583 0.840

AIL4 4.824 1.509 0.864

AIL5 4.765 1.548 0.806

AIL6 4.863 1.486 0.841

AIL7 4.691 1.529 0.826

AIL8 4.806 1.597 0.858

AIL9 4.828 1.510 0.829

PA PA1 4.941 1.544 0.872 0.906 0.930 0.726

PA2 4.886 1.613 0.879

PA3 4.810 1.584 0.848

PA4 4.869 1.483 0.848

PA5 4.773 1.499 0.813

PC PC1 4.806 1.483 0.855 0.908 0.932 0.732

PC2 4.750 1.458 0.861

PC3 4.943 1.567 0.847

PC4 4.932 1.595 0.858

PC5 4.693 1.502 0.856

PR PR1 4.722 1.474 0.856 0.903 0.928 0.719

PR2 4.624 1.501 0.850

PR3 4.708 1.432 0.831

PR4 4.722 1.473 0.856

PR5 4.841 1.507 0.848

WLB WLB1 4.730 1.569 0.841 0.941 0.951 0.709

WLB2 4.793 1.488 0.832

WLB3 4.605 1.545 0.849

WLB4 4.712 1.523 0.855

WLB5 4.683 1.544 0.856

WLB6 4.769 1.533 0.855

WLB7 4.765 1.525 0.841

WLB8 4.724 1.505 0.804

JS JS1 5.121 1.392 0.839 0.903 0.928 0.721

JS2 5.155 1.435 0.870

JS3 5.182 1.389 0.850

JS4 5.147 1.382 0.850

JS5 5.213 1.464 0.838

TA TA1 4.781 1.480 0.830 0.937 0.947 0.664

TA2 4.777 1.494 0.806

TA3 4.886 1.397 0.833

TA4 4.810 1.464 0.837

TA5 4.863 1.512 0.840

TA6 4.977 1.389 0.818

TA7 4.853 1.480 0.809

TA8 4.820 1.447 0.781

TA9 4.814 1.443 0.777

Source(s): Created by author.
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as technology acceptance increases, providing further support for 
hypotheses H11, H12, and H13.

6 Discussion

Grounded in Self-Determination Theory (SDT), this study 
developed a structural model to investigate how AI literacy 
influences university faculty’s work–life balance and job 
satisfaction by satisfying three fundamental psychological needs: 
perceived autonomy, perceived competence, and perceived 
relatedness. Additionally, this study examined the moderating role 
of technology acceptance. The empirical results largely supported 
the proposed hypotheses, demonstrating that AI literacy is not 
merely a technical skill but a critical resource for activating 
intrinsic motivation and enhancing psychological well-being 
among teachers.

The findings revealed that AI literacy significantly and positively 
affects perceived autonomy, perceived competence, and perceived 
relatedness (H1–H3 supported), validating the pathway of “skill 
enhancement → psychological need satisfaction → motivational 
activation.” These results are consistent with prior studies (Ji et al., 
2025; Pauw et al., 2022; Pelau et al., 2021), which emphasized that AI 
literacy not only improves technological performance but also 
strengthens teachers’ sense of instructional control, competence 
recognition, and social connectedness, ultimately enhancing their 
professional engagement.

Among the three psychological needs, perceived autonomy 
emerged as a significant positive predictor of both work–life balance 
and job satisfaction (H4 and H5 supported), corroborating Rahimi 
et al. (2024), who highlighted the pivotal role of autonomy in high-
autonomy, high-demand professions. When teachers have greater 

decision-making power and scheduling flexibility in their use of AI 
technologies, they are better able to manage task pacing and balance 
multiple roles, thereby improving their job satisfaction (Deci 
et al., 2017).

In contrast, although perceived competence and perceived 
relatedness significantly enhanced work–life balance (H6 and H8 
supported), their direct effects on job satisfaction were not 
significant (H7 and H9 not supported). One possible explanation 
lies in the evolving institutional and technological context of 
higher education. Many university performance evaluation systems 
still place greater emphasis on research output, grant acquisition, 
and autonomy in teaching innovation, while offering limited 
recognition for competence gains derived from technological 
adaptation (Singh et al., 2022). This focus may weaken the intrinsic 
satisfaction associated with improved competence, especially when 
such competence is perceived as an instrumental, externally driven 
requirement rather than a source of long-term professional pride 
(Lai and Jin, 2021; Wang et al., 2022). In AI-integrated teaching 
environments, competence increasingly reflects rapid adaptation 
and operational efficiency, characteristics that are transient and 
dependent on continuous technological updates, thereby reducing 
their potential to sustain job satisfaction (Zhou J. S. et al., 2024; 
Zhou T. et al., 2024). Similarly, the non-significant direct effect of 
perceived relatedness on job satisfaction may be  linked to the 
functional limitations of current AI tools in fostering meaningful 
social connections. Although digital platforms facilitate 
communication, they tend to prioritize efficiency and task 
completion over relational depth (Yu, 2024; Zagni et al., 2025). As 
face-to-face collaboration is increasingly replaced by asynchronous 
or AI-mediated exchanges, opportunities for spontaneous peer 
support, emotional bonding, and informal knowledge sharing—
critical components of professional fulfillment—are reduced (Turk 
et al., 2022). Furthermore, many AI tools in educational settings 
lack embedded collaborative features designed to build 
interpersonal trust and mutual support, thereby limiting their 
capacity to enhance relatedness in ways that translate directly into 
job satisfaction (Pelau et al., 2021). Taken together, these findings 
suggest that in technology-rich educational environments, 
competence and relatedness may contribute to job satisfaction 
mainly through indirect pathways—most notably by improving 
work–life balance—rather than through direct influence. This 
underscores the need for institutional reward systems that 
explicitly acknowledge competence development in technology 
adoption and for AI tools that integrate richer collaborative 
functions to strengthen professional relatedness (Rahimi et  al., 
2024; Singh et al., 2022).

Importantly, work–life balance significantly predicted job 
satisfaction (H10 supported), aligning with the findings of Landolfi 
et  al. (2021), who emphasized the crucial role of life balance in 
constructing professional well-being. University faculty members who 
can effectively integrate their work and life roles are more likely to 
experience emotional stability and greater happiness. This result aligns 
with the work–family conflict framework outlined by Greenhaus and 
Beutell (1985), which posits that effective life balance can mitigate job 
stress and enhance satisfaction. Although perceived competence and 
perceived relatedness did not directly predict job satisfaction, they still 
exerted indirect effects through their positive contributions to work–
life balance.

TABLE 4  Results of discriminant validity testing.

Variable AIL PA PC PR WLB JS TA

AIL

PA 0.542

PC 0.588 0.627

PR 0.565 0.573 0.608

WLB 0.564 0.600 0.600 0.580

JS 0.389 0.475 0.410 0.373 0.480

TA 0.406 0.430 0.393 0.403 0.446 0.627

Source(s): Created by author.

TABLE 5  Explanatory power (R2) and predictive relevance (Q2) of the 
structural model.

Endogenous Latent 
Variables

R2 Q2

PA 0.315 0.303

PC 0.337 0.323

PR 0.345 0.327

WLB 0.435 0.342

JS 0.253 0.218

Source(s): Created by author.
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Furthermore, technology acceptance significantly moderated the 
relationships between AI literacy and the three basic psychological 
needs (H11–H13 supported). This finding is consistent with the 
“cognition–attitude–behavior” sequence in the technology acceptance 

Model (Belletier et al., 2018), suggesting that technology acceptance 
amplifies the positive psychological effects of AI literacy. Without 
sufficient confidence in and identification with AI tools, even teachers 
with high technical competence may struggle to fully activate 

FIGURE 3

Path analysis results of the structural equation model.

FIGURE 4

The moderating effect of technology acceptance.

TABLE 6  Moderating effect at different levels.

Independent 
variable

Dependent variable TA β 95%CI p-value

AIL PA Low 0.292 0.176 0.407 ***

Medium 0.410 0.330 0.490 ***

High 0.528 0.421 0.635 ***

PC Low 0.357 0.244 0.469 ***

Medium 0.470 0.392 0.547 ***

High 0.583 0.478 0.687 ***

PR Low 0.226 0.118 0.333 ***

Medium 0.418 0.344 0.492 ***

High 0.610 0.510 0.710 ***

*p < 0.05, **p < 0.01, ***p < 0.001.
Source(s): Created by author.
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psychological resources. Therefore, improving teachers’ AI literacy 
should be  accompanied by efforts to enhance their technology 
acceptance, including providing scenario-based training, cognitive 
empowerment, and emotional support to strengthen their recognition 
of and willingness to engage with AI tools.

7 Contributions, limitations, and future 
research directions

7.1 Theoretical contributions

Grounded in Self-Determination Theory (SDT), the present 
research constructed a structural framework to examine how AI 
literacy shapes university faculty’s work–life balance and job 
satisfaction by fulfilling three fundamental psychological needs: 
perceived autonomy, perceived competence, and perceived 
relatedness. Additionally, the model integrated the technology 
acceptance as a moderating factor to systematically account for 
the psychological processes linking AI literacy to faculty well-
being (Venkatesh et al., 2003). The theoretical contributions of 
this work are summarized in three key aspects:

First, this study extends the psychological conceptualization 
of AI literacy. Previous research has primarily regarded AI 
Literacy as an external technical competence or a performance 
indicator in educational settings (Celik, 2023; Chiu and Chai, 
2020). In contrast, this study redefines AI Literacy as a 
psychological resource that activates intrinsic motivation. It 
demonstrates that AI Literacy can enhance work–life balance and 
job satisfaction by satisfying the psychological needs for 
autonomy, competence, and relatedness. The moderating effect of 
technology acceptance further reveals the critical role of cognitive 
attitudes in transforming technical literacy into motivational 
resources (Dahri et al., 2024), thereby expanding the theoretical 
boundaries and application pathways of AI literacy.

Second, this study reconstructs the pathway mechanisms and 
functional boundaries of SDT in high-technology environments. The 
findings indicate heterogeneous effects of the three psychological 
needs on faculty well-being: Perceived autonomy directly influences 
work–life balance and job satisfaction, while perceived competence 
and perceived relatedness primarily exert indirect effects through 
work–life balance (Ng et  al., 2023; Van den Broeck et  al., 2016). 
Furthermore, in AI-intensive teaching contexts, the direct impacts of 
competence and relatedness on job satisfaction were found to 
be non-significant, possibly due to the instrumental evaluation and 
function-oriented socialization patterns introduced by AI tools (Yu, 
2024; Zagni et al., 2025). These results not only validate the context-
dependency of SDT but also provide new insights for adapting and 
extending the theory in digital educational environments.

Third, this study advances the theoretical integration between 
educational technology and motivational psychology. The 
proposed integrated model—AI literacy → technology acceptance 
→ psychological needs → job satisfaction—bridges the cognition–
attitude mechanism of the technology acceptance Model with the 
motivation–well-being mechanism of SDT (Deci and Ryan, 2000; 
Venkatesh et al., 2003), offering a comprehensive framework to 
explain the interaction between individual behavior and 
psychological states in technology-driven settings.

7.2 Practical implications

This study offers the following practical recommendations for 
developing university faculty competencies and promoting the 
effective integration of educational technologies:

First, enhancing AI literacy should address both technical 
capabilities and psychological adaptability. Teacher training programs 
should not only develop operational skills and task optimization 
abilities but also cultivate the capacity for flexible technology transfer 
across varied instructional contexts, while fostering motivation and 
adaptability to change. Problem-based, project-oriented instructional 
activities can provide authentic problem-solving experiences, enabling 
teachers to build confidence and develop a sustained willingness to 
adopt AI tools.

Second, interventions should specifically target the indirect effects 
of competence and relatedness. Universities can integrate AI training 
with clear career development pathways, enabling teachers to enhance 
their skills while aligning them with professional growth trajectories, 
thereby strengthening competence satisfaction. At the same time, the 
design of collaborative AI-enabled teaching tools can promote cross-
disciplinary resource sharing and foster the development of virtual 
academic communities, encouraging experience exchange and 
emotional connections that enhance relatedness and 
organizational belonging.

Third, it is essential to strengthen teachers’ technology acceptance 
to facilitate the internalization of AI literacy as a motivational driver. 
Role modeling, case-based learning, and experiential training can 
reduce uncertainty and enhance acceptance. Establishing “AI 
Empowerment Facilitator” roles or teacher learning communities can 
leverage positive peer influence to encourage proactive use of AI in 
teaching and research.

Fourth, teacher support policies should evolve toward 
personalized and continuous interventions. Recognizing 
differences in psychological responses across academic ranks, 
disciplines, and age groups, universities should implement 
stratified and targeted support systems. For example, younger 
faculty may benefit from growth-oriented feedback and 
belongingness support, while senior faculty may require greater 
flexibility, recognition, and opportunities for legacy building. Such 
tailored approaches can better align AI literacy development with 
career advancement goals.

7.3 Research limitations

The primary data source for this study was self-reported 
questionnaires completed by university faculty in Mainland China, 
which may introduce potential biases such as self-report bias and 
socially desirable responding. Although common method bias was 
tested using Harman’s single-factor method and found to 
be  non-significant, the cross-sectional design limits the ability to 
capture dynamic changes and infer causal relationships over time. In 
addition, the current model did not control for or differentiate key 
job-related and demographic variables, such as teaching workload, 
academic rank, and disciplinary background, which may confound the 
relationship between AI literacy and job satisfaction. The absence of 
such controls limits the precision of the path estimates. Moreover, other 
unmeasured contextual variables (e.g., organizational support, 
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institutional fairness, leadership styles, technology infrastructure) and 
personal characteristics (e.g., prior AI experience) may influence 
psychological need satisfaction and work-related outcomes, potentially 
affecting the model’s external validity.

7.4 Directions for future research

Future research should address these limitations in several ways. 
First, incorporating multi-source data—such as teaching logs, 
platform usage records, AI interaction trajectories, and classroom 
observations—would improve measurement validity and reduce the 
reliance on self-reported data. Second, adopting longitudinal or 
intervention designs would allow researchers to track the dynamic 
evolution of AI literacy and assess its long-term effects on teachers’ 
psychological states and professional well-being, thereby 
strengthening causal inference. Third, integrating multi-level 
contextual factors (e.g., organizational support, institutional fairness, 
leadership styles, technology infrastructure) and individual difference 
variables (e.g., academic rank, disciplinary background, prior AI 
experience) as covariates in the structural model would refine the 
precision of the estimates and illuminate potential moderating 
mechanisms. Finally, subgroup analyses could identify heterogeneous 
pathways in psychological need satisfaction across different teacher 
groups, offering tailored evidence for faculty development policies 
and technology-driven interventions.
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1 Introduction: when the feed goes quiet

Imagine that you publish a well-thought-out post, photo, or video—only to watch it
silently sink into obscurity. No likes, no comments, no shares. At first, you can brush it off
as a fluke or a bad content day. But for many of us, specifically for those who are on active
social media platforms like Instagram, Tiktok, or X (previously Twitter), Shadow banning
could be the primarily cause resulting in their silence. Shadow banning could be defined as
an algorithmic hiding in which the content is quietly de-amplified without no indication
(Liu et al., 2023). To differentiate overt censorship from shadow banning, it is an act with
a conscious face whereas shadow banning is invisible and creates a sense of social erasure
that could potential result in emotional disorientation and psychological distress. Recently,
research studies have begun emphasizing the importance to recognize the shadow banning
not only as a technical limitation but also on a broader spectrum on digital exclusion and
algorithmic marginalization (Delmonaco et al., 2024).

In this paper, we examine shadow banning more as an intensely subjective psycho-
existential phenomenon rather than as a technical bug or policy enforcement strategy.
Findings of this study show that Shadow banning emotionally affect the self-concept
leading to disruptions in digital social feedbacks. The individuals are therefore compelled
to rely for validation identification, reinforcement, and social inclusion. This study did
a detailed analysis of the literature in media psychology and theories of emotional and
digital behavior, and concludes that non-transparency of the social media platforms causes
distress of individuals, and it needs to be addressed urgently.

2 Understanding shadow banning and its affective
mechanism

Shadow banning also known as Stealth banning, silently prevents or restricts a user’s
reach in the social media platforms. It is a kind of algorithmic suppression without
suspending the account. Unaware of the invisibility of the post in the community the
user till continues posting, but the message never appears in search results, hashtags, or
regular feeds, leading to decreased engagement. These users are, in fact, speaking to a void.
This digital silence can be described as a vocal message within the social media economy.
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Feedback is a sustainable rejuvenating factor of the online
platforms. The activating responses through “likes, comments,
reposts and follows” are emotional assets which indicates self-
affirmation. These validations cannot be ignored as they activate
neural centres which releases dopamine. When these signals
vanish into thin air with no indication of why the users feel
lost, rejected and struggle with cognitive dissonance (Politte-
Corn et al., 2024). Am I ignored? Is my content awful? Have I
done something inappropriate? The withdrawal from engagement
is a psychological riddle that upsets the self-worth. From a
psychological standpoint, this dynamic activates the mesolimbic
dopamine system, reinforcing the role of social affirmation in self-
perception (Cross et al., 2025). Cognitive dissonance arises when
one’s self-image as a socially engaged digital citizen clashes with
unexplained algorithmic suppression. A qualitative analysis using
Impression Management Theory and Cognitive Dissonance Theory
found that teens experience dissonance when their social media
presence conflicts with their real-world identity, often leading to
discomfort and eventual withdrawal from online activity (Marta
and Miletresia, 2022).

The line graph in the Figure 1 illustrates a noticeable decline in
user engagement (likes, comments, shares) following a suspected
shadow ban. The data is based on user-reported case studies,
showing normal interaction patterns in the days prior (Days
1–15), followed by a significant drop post-event (Days 16–
30). This pattern exemplifies the experience of “digital silence,”
where content visibility is algorithmically suppressed without
user notification, leading to emotional confusion and self-doubt.
While this visual is based on informal reports and lacks formal
statistical validation, it reflects a recurring pattern documented
across multiple user narratives.

3 Emotional dysregulation and
self-doubt in a platformed identity

Online, the identity is not just described—it is staged and
legitimated in the public sphere. The self is algorithmically
discernible, constituted with interaction metrics and validation
from followers. When a user is shadow banned, they are
systematically excluded from the social world. The shock
invisibility disrupts emotional regulatory protocols and can induce
depression symptoms, anxiety, and compulsive checking of content
behaviors (Wikman et al., 2022).

The concerns of social exclusion were studied by media
psychologists in recent years and their findings focus on the
“indefiniteness” of shadow banning. The users were not told
about the banning and the indefinite nature of such banning. The
individuals quite often doubt their perception of reality and the
emotional cost of exclusion from the social media platforms in
high, particularly for creators of activist postings, often associated
with political assertions of minority users (Powers et al., 2013). The
freedom of expression of such communities is infringed through
shadow banning. As no one is held responsible it makes emotional
recuperation more difficult. The lack of feedback from the social
media platforms, particularly among the users result in emotional
dysregulation or a difficulty in managing emotional responses in
accordance with the contextual demands (Rogier et al., 2024).

For the individual users the silent platforms are a failure
of their own. Such instances ultimately lead to detrimental
thinking patterns like repeated checking of the reach of the posts,
resubmission and republishing of posts or immerse in self-critical
thinking. It not only frustrates but psychologically damage the user
(Da Silva Pinho et al., 2024).

4 Algorithmic inequality and
emotional toll of shadow banning

The impact of shadow banning is not equally affected. The
posts which are themed on sexuality, racial disturbances, social
activism or body-positive are invariably censored. When these
posts are not against the rules it reaches the users (Foster et al.,
2021). There are many inherent structural inequalities due to
algorithmic governance.

The subaltern and fringe groups in the society who are
considered marginalised population always feel that their visibility
is conditional and carefully crafted. The content provides belonging
to queer and fat rights organisers negotiate their own space in the
media for interactions and survival protests (Escobar-Viera et al.,
2023). Some minority groups like queer had modest following on
Instagram, but later when they discussed other general social issues
there was sharp drop in views on all subsequent posts. The digital
silencing occurs without formal notices and eventually it leads to
distress and a temporary social media hiatus; an emotional erasure
that sustains systemic silencing. It is a shame on individuals who
feel that invisibility is a personal failure than a structure defect
of media. As Covin (2021) emphasizes, shadow banning can lead
to “unseen shame,” where users privately struggle with feelings
of inadequacy, internalizing their online invisibility as a personal
failing, despite the lack of explicit criticism from others.

Recent studies on digital exclusion reveal that algorithmic
decisions can perpetuate existing social inequalities online, leaving
users feeling unfairly penalized for their identity or views. The
constant pressure to create content, coupled with the algorithm’s
silent devaluation of their voice, can be exhausting (Nair et al.,
2024).

5 Shadow banning stems from
inherent ambiguity?

When uncertainty increases anxiety and causes psychological
distress it eventually leads to repetitive negative thoughts and
thereby aggravate mental health concerns (Altan-Atalay et al.,
2023).

The shadow banned users repeatedly fall into uncertainties
even as they continue the futile exercise of selecting hashtags. The
emotional exhaustion produces helplessness and bewilderment.
The ambiguity linked to the posting in the social media can
impact on trans-diagnostic factors linked to anxiety disorders and
obsessive rumination. It renders the users more susceptible to
distress (Pinciotti et al., 2021). The intolerant situation caused
by uncertainty compels the users to quit the site because silence
became unsustainable psychologically. Covin (2021) notes that this
hidden shame in digital environments rarely has a reintegrated
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FIGURE 1

Sudden drop in engagement metrics after suspected shadowban event. This figure is based on a composite of self-reported case patterns drawn from

user forums and anecdotal experiences. It is presented illustratively to depict a typical engagement trajectory following suspected shadow banning.

function. It isolates the user and increases his or her isolation. This
corresponds with Jochan and Banerjee (2021) argument that shame
in digital environments rarely has a reintegrated function; instead,
it isolates the individual and deepens alienation.

The obscure element in the shadow banning process disrupts
digital trust. Though the social media platforms claim freedom
of expression they involve in stealth moderation that facilitates
self-censorship and self-policing (Wang and Kim, 2023). This
phenomenon can subtly persuade unwilling users into altering
their tone and the themes, which eventually lead to emotional
conformity due to prolonged limitation on the freedom of
expression. The present study focuses on the urgent need for
specific interventions to address the issues of ambiguity and
emotional impact of algorithmic governance related to shadow
banning. The negative psychological effects are far-reaching and
it includes exclusion, shame and loss of trust. The transparency
in the process of algorithmic governance and alleviation of deeply
emotional and identity related constraints the users face online
must be prioritized in finding solutions (Risius and Blasiak, 2024).

6 A humane platform design and
emotional transparency needed

There is an invisible layer of shame in the social media
platforms which highlights not only the fundamental issues of
algorithmic transparency, but also the hidden psychological costs,
ensuring that design responses attend to both external visibility and
internal will-being (Covin, 2021). The social media platforms must
acknowledge the damage caused by opaque algorithms and adopt
transparent practices to reduce the emotional harm done to the
users. If the reasons behind the content moderation decisions are
explained the platforms can reduce user anxiety and build trust,
creating a more open and reliable online environment (Jansen and
Krämer, 2023).

Platforms should design with users’ mental health in mind,
incorporating features such as notifications, appeal options, and
transparent explanations for content visibility. Fair governance

demands transparency, due process, and accountability, rather
than unexplained penalties (Russ et al., 2014). Openness is not a
technical remedy; it is a psycho logical necessity.

The mental health practitioners should include algorithmic
exclusion within their conceptual framework of digital trauma
(Barton et al., 2023). The sudden invisibility resulting from shadow
banning can precipitate profound identity crises and emotional
distress. Mental health professionals should be trained to address
these concerns. Moreover, media literacy initiatives should extend
beyond filter bubbles and misinformation to encompass the
emotional consequences of algorithmic silence. Further research
is warranted to explore the intersections between online trauma
and other digital harms, such as cyberbullying, harassment, and
community disintegration, to comprehensively understand the
phenomenon’s scope and implications (Delmonaco et al., 2024).

Despite being dismissed as conspiracy theories, shadow
banning can cause real harm. We need more research that
combines platform data, user experiences, and signs of
psychological distress to understand the true mental health
impact of being algorithmically suppressed online.

7 Conclusion: making the invisible
visible

Visibility is validation in the social media platforms. Shadow
banning turns invisibility into a weapon, and the silent treatment of
the feed a tool of emotional coercion. Faith in the platforms erodes,
shattering the users’ perceptions of the self, and digital neurosis and
self-doubt intensify (Van Noordt et al., 2015).

This opinion piece contends that shadow banning transcends
content moderation, posing a significant psychological concern. By
disrupting emotional regulation, exacerbating social inequalities,
and fostering cognitive dissonance, it takes a profound toll on users.
To mitigate this, media platforms must prioritize the emotional
impact of algorithmic governance, lest users continue to experience
silent suffering, overshadowed by both code and emotional distress.
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To make the invisible visible is the first step toward justice—
technical, social, and psychological. Let that apply not only to
content, but to the human costs hidden behind the feed.
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Promoting teaching innovation 
among university teachers 
through AI literacy from the 
perspective of planned behavior: 
the moderating effects of three 
perceived supports
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1 General Education Center, Communication University of China, Beijing, China, 2 School of Business 
and Tourism Management, Postdoctoral Research Station in Business Administration, Yunnan 
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Introduction: The rapid development of artificial intelligence (AI) is transforming 
higher education, yet the mechanisms through which AI literacy influences 
teaching innovation among university teachers remain insufficiently explored.
Methods: This study, grounded in the Theory of Planned Behavior (TPB), 
investigates how AI literacy promotes teaching innovation via three psychological 
mechanisms: behavioral attitude, subjective norm, and perceived behavioral 
control. Additionally, the moderating effects of perceived support factors—
teaching resources, peer support, and teaching autonomy—on the relationship 
between AI literacy and teaching innovation are considered. Empirical survey data 
from Chinese university teachers were used for analysis.
Results: The findings reveal that AI literacy significantly enhances teachers’ 
behavioral attitudes, subjective norms, and perceived behavioral control, which 
in turn foster teaching innovation. Among these, perceived behavioral control 
plays the most significant role in driving innovative behavior. Moreover, teaching 
resources and teaching autonomy positively moderate the relationship between 
AI literacy and teaching innovation, while peer support only significantly influences 
behavioral attitudes.
Discussion: These results extend the application of the Theory of Planned 
Behavior by uncovering the psychological mechanisms through which AI literacy 
fosters teaching innovation. The study provides empirical evidence supporting 
AI literacy training and teacher support in higher education, with implications for 
fostering innovation in teaching practices.

KEYWORDS

Artificial Intelligence Literacy, teaching innovation, Theory of Planned Behavior, 
perceived support, university teachers

1 Introduction

The rapid development of artificial intelligence (AI) is profoundly transforming the 
ecosystem of higher education (Zhang, 2023). The widespread adoption of tools such as 
natural language processing, big data analysis, intelligent recommendations, and virtual 
teaching assistants is continuously reshaping university teachers’ daily teaching practices 
(Niloy et  al., 2025). AI has been integrated into course design, learning analytics, and 
educational assessment, further expanding into classroom interactions, personalized learning 
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support, and academic monitoring (Hwang et al., 2020). The teaching 
model is gradually shifting from teacher-centered to learner-centered, 
a fundamental change driven by technological advancements 
(Sperling et  al., 2024). This shift is part of a broader “educational 
paradigm transformation,” where the focus moves toward more 
student-centered, personalized learning experiences, significantly 
improving teaching efficiency and flexibility (Wang et al., 2025). With 
the increasing application of AI technologies, university teachers are 
facing growing demands to update their skills and redefine their roles, 
shifting from traditional “knowledge transmitters” to “learning 
guides” and “innovative practitioners” (Kim, 2025).

Teaching innovation, as one of the key responsibilities of 
university teachers, is a core manifestation of professional development 
and a necessary condition for modernizing education and cultivating 
innovative talent in higher education (Wang et al., 2025). It involves 
the continuous exploration and improvement of teachers’ educational 
philosophies, course goals, teaching methods, and assessment 
practices (Gerçek and Özveren, 2025). In this context, AI literacy has 
become a key factor for teachers to adapt to educational transformation 
and foster teaching innovation. AI literacy is generally defined as an 
individual’s ability to understand, apply, and critically reflect on AI 
(Kelley and Wenzel, 2025; Ozudogru and Durak, 2025). For university 
teachers, it not only encompasses technical operations and tool 
applications but also includes the ability to evaluate educational 
values, identify potential risks, and creatively integrate AI into 
teaching (Ji et al., 2025).

Existing studies suggest that AI literacy directly influences 
classroom effectiveness, student experiences, and teachers’ 
professional development (Liu et al., 2025). Teachers with higher AI 
literacy are more likely to break away from traditional models and 
demonstrate greater innovation in course design and educational 
assessment (Guan et  al., 2025). Most research has focused on 
performance outcomes and technology adoption, emphasizing the 
relationship between literacy and tool usage, technology acceptance, 
and efficiency, but has insufficiently explored how AI literacy 
influences teaching innovation through psychological and behavioral 
mechanisms (Duong, 2025). In contrast, studies on student AI literacy 
are more systematic, while research on teachers is relatively scarce 
(Tzirides et al., 2024).

Therefore, investigating the impact of AI literacy on teaching 
innovation among teachers is of significant theoretical and practical 
importance. Although some scholars have suggested that AI literacy 
may promote teaching innovation, the underlying mechanisms 
remain unclear, and the impact of psychological and social factors 
lacks systematic explanation (Zhou et al., 2025). Existing studies often 
rely on models such as the Technology Acceptance Model (TAM) or 
Unified Theory of Acceptance and Use of Technology (UTAUT), 
focusing on adoption intentions while neglecting the psychological 
processes and perceived support environments in teaching practice 
(Yang et al., 2025). It is essential to reconsider the relationship between 
AI literacy and teaching innovation from the perspectives of 
psychology and organizational behavior.

The Theory of Planned Behavior (TPB) provides a solid 
psychological framework for understanding teachers’ innovative 
behaviors (Zhang, 2025). According to this theory, an individual’s 
behavioral intentions are primarily determined by behavioral attitude, 
subjective norm, and perceived behavioral control (Dunn et al., 2018). 
AI literacy may influence teachers’ attitudes toward the educational 
value of AI, their perception of external expectations, and their 

confidence in their abilities, thereby promoting teaching innovation 
(Kong et al., 2024). At the same time, external supportive conditions 
cannot be overlooked in this process (Adabor et al., 2025). Perceived 
support theory posits that educational resources, peer support, and 
teaching autonomy enhance motivation and foster creative behaviors 
(Han et al., 2021). Educational resources provide material support for 
teachers to explore new methods, peer support stimulates motivation 
through collaborative exchange, and teaching autonomy creates 
institutional space for trying innovations (Cai and Tang, 2022; 
Hornstra et al., 2021; Nshimiyimana and Cartledge, 2020). Research 
has shown that a supportive environment can amplify the positive 
psychological and behavioral effects of an individual’s capabilities 
(Wang et al., 2025). Thus, external situational support may moderate 
the impact of AI literacy on teachers’ attitudes, subjective norms, and 
perceived control, indirectly influencing their level of 
teaching innovation.

In summary, existing research has the following limitations: First, 
there is limited systematic research on the relationship between AI 
literacy and teaching innovation, especially empirical studies focusing 
on university teachers (Chou et al., 2025); second, existing studies 
overly rely on technology adoption frameworks, lacking a 
comprehensive perspective that integrates psychology and 
organizational behavior (Sanusi et al., 2024); third, there is insufficient 
research on the role of external situational factors, such as educational 
resources, peer support, and teaching autonomy, in influencing 
teaching innovation (Ding et al., 2024; Mnguni et al., 2024).

Therefore, this study focuses on Chinese university teachers and 
attempts to construct and validate a comprehensive model to 
systematically explore how AI literacy influences teaching innovation 
through teachers’ cognitive and psychological processes. Furthermore, 
the study investigates the role of external factors such as teaching 
resources, peer support, and teaching autonomy. This study seeks to 
answer the following three core questions: (1) Does AI literacy 
significantly promote teaching innovation among university teachers? 
(2) What role do behavioral attitude, subjective norm, and perceived 
behavioral control play in this process? (3) Does the supportive 
environment strengthen or weaken the relationship between AI 
literacy and teaching innovation?

By answering these questions, this study will not only contribute 
to a deeper understanding of the relationship between AI literacy and 
teaching innovation among university teachers but also provide 
empirical support and practical insights for the digital transformation 
of education and the professional development of teachers. The 
subsequent sections of the paper will present the theoretical 
foundation, literature review, research model and hypotheses, research 
methods, data analysis and results, and discussion and conclusion.

2 Theoretical framework and literature 
review

2.1 Theory of Planned Behavior

The Theory of Planned Behavior (TPB) posits that an individual’s 
behavioral intentions are primarily determined by three psychological 
factors: behavioral attitude, subjective norm, and perceived behavioral 
control (Ajzen, 1991). Behavioral attitude refers to an individual’s 
positive or negative evaluation of the likely outcomes of a specific 
behavior (Ahadzadeh et  al., 2024). Subjective norm reflects an 
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individual’s perception of the expectations and social pressures from 
others in a given social context (Thanki et  al., 2024). Perceived 
behavioral control represents an individual’s assessment of their 
resources and abilities; the more an individual believes they have the 
necessary conditions and fewer potential barriers, the stronger their 
behavioral intention will be (Ateş, 2020). Perceived behavioral control 
is an internal psychological factor that determines a person’s belief in 
their ability to perform a behavior successfully. It refers to teachers’self-
efficacy, or their confidence in overcoming challenges and utilizing 
their abilities to incorporate AI tools into their teaching practices 
(Hamm et  al., 2024). These three factors interact and collectively 
explain the formation of behavioral intentions and their translation 
into actual behaviors (Hou et al., 2022).

In educational research, TPB has been widely applied, particularly 
in explaining teachers’ teaching behaviors and technology adoption 
(Frawley and Campbell, 2025). Studies have shown that positive 
behavioral attitudes enhance teachers’ willingness to engage in 
curriculum reform and adopt new tools. External expectations and 
pressures, such as school policies, peer support, and student feedback, 
influence teaching choices through subjective norms. Teachers’ 
confidence in their abilities and external conditions, known as 
perceived behavioral control, ultimately determines whether 
behavioral intentions translate into actual actions (Andersen et al., 
2019; Gold et al., 2024).

As AI gradually integrates into higher education, teachers’ AI 
literacy may influence all three dimensions of TPB, shaping their 
attitudes toward the educational value of AI, enhancing their 
sensitivity to social norms, and strengthening their self-efficacy 
(Ahadzadeh et  al., 2024). Therefore, TPB provides an important 
theoretical framework for understanding how university teachers can 
achieve teaching innovation through AI-driven processes.

2.2 AI literacy

AI literacy is initially defined as an individual’s ability to 
understand, use, and evaluate AI systems (Almatrafi et al., 2024). Its 
core includes not only knowledge of AI principles and mechanisms 
but also the ability to use AI tools effectively in real-world contexts 
and critically reflect on their social, ethical, and educational impacts 
(Ng et al., 2021). Compared to information and digital literacy, AI 
literacy places greater emphasis on algorithmic thinking and human-
machine collaboration, and is regarded as an interdisciplinary and 
cross-contextual competency (Senoner et al., 2024).

As AI becomes more deeply applied in education, the concept of 
AI literacy has evolved from early tool-based operation to a broader 
competency that includes technological integration, interdisciplinary 
collaboration, ethical judgment, and social responsibility (Sperling 
et al., 2024). For teachers, AI literacy is both a prerequisite for the 
digital transformation of education and a critical driver of teaching 
innovation (Ozudogru and Durak, 2025). High levels of AI literacy 
can not only help teachers develop positive attitudes toward 
technology adoption but also reduce anxiety caused by technological 
uncertainty, enabling greater flexibility and creativity in course design 
and classroom management (Hwang and Wu, 2025).

Existing studies have identified the multidimensional 
characteristics of AI literacy. One stream of research emphasizes its 
ethical and critical dimensions, suggesting that individuals should 
be able to assess AI outputs and potential risks in different contexts 

(Kelley and Wenzel, 2025; Ozudogru and Durak, 2025). Another 
stream highlights the interactive dimension, noting that AI literacy 
involves not only cognitive and operational skills but also the ability 
to interact and collaborate with intelligent systems (Ayanwale et al., 
2024). In the professional development of teachers, AI literacy 
integrates technical knowledge, teaching skills, and ethical judgment 
to support teachers in making informed decisions in complex 
educational settings (Al-Mughairi and Bhaskar, 2024; Ning et  al., 
2025). Overall, AI literacy for teachers is defined as a systemic 
competency that encompasses technical operation, algorithmic 
thinking, interdisciplinary integration, and social impact assessment 
(Abulibdeh et al., 2024; Bewersdorff et al., 2025).

Empirical studies have further validated the relationship between 
AI literacy and teaching innovation. Research indicates that AI literacy 
can not only directly promote innovative practices by enhancing 
teachers’ technical proficiency but also indirectly foster innovation by 
shaping positive cognitive attitudes, strengthening the perception of 
social expectations, and boosting self-efficacy (Ivanov et al., 2024). 
Table 1 systematically reviews the latest research on AI and digital 
technologies in teaching innovation, providing a solid foundation for 
the construction of this study’s model. Building on this, Figure  1 
presents the evolution and application framework of AI literacy: its 
core is composed of the initial definitions (understanding, application, 
evaluation), with extensions to dimensions such as technological 
integration, interdisciplinary collaboration, ethical judgment, and 
social responsibility. These literacy components influence teaching 
innovation through the three psychological mechanisms of TPB—
attitudes, subjective norms, and perceived behavioral control—
forming a logical chain of “AI Literacy—TPB Psychological 
Mechanisms—Teaching Innovation” that lays a systematic foundation 
for the theoretical model of this study.

2.3 Teaching innovation

Teaching innovation is generally understood as the process 
through which teachers introduce new ideas and tools into their 
teaching philosophies, methods, and practices to improve learning 
outcomes and the teaching environment (Gilbert et  al., 2021). It 
involves not only the adoption and integration of classroom 
technologies but also the transformation of course design, assessment 
methods, and teacher-student interaction patterns (López et al., 2023). 
In higher education, teaching innovation is characterized by the 
selection of diverse methods, integration of interdisciplinary 
resources, and personalized responses to learners’ needs, making 
teaching more flexible, open, and adaptive (Miranda et al., 20214).

Existing research generally agrees that teaching innovation is 
influenced by both individual and contextual factors (Kottmann et al., 
2024). On the individual level, a teacher’s knowledge structure, 
innovation awareness, and technical abilities determine the likelihood 
of implementing changes in their teaching (Chen, 2024). On the 
contextual level, institutional support, peer collaboration, and 
technological environments have been identified as key conditions for 
promoting teaching innovation (Mokhlis and Abdullah, 2024). In 
recent years, the widespread application of AI has further expanded 
the boundaries of teaching innovation. It not only provides tools like 
learning analytics and intelligent feedback but also facilitates the 
paradigm shift from a “teacher-centered” to a “learner-centered” 
model (Chou et al., 2025). However, teachers still face challenges in 
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advancing innovation, including insufficient AI literacy, limited 
teaching autonomy, and uncertainty about new teaching models 
(Gupta and Bhaskar, 2020). Table 2 summarizes the latest research on 
teaching innovation, covering the research context, methods, and key 
findings. These results indicate that teacher innovation relies both on 
individual cognition and attitudes and on the important influence of 
external support environments. This lays the foundation for exploring 
the “AI literacy—TPB psychological mechanisms—teaching 
innovation” pathway in this study.

2.4 Perceived support

Perceived support refers to an individual’s subjective perception 
of the available resources, social relationships, and autonomy within 
an organizational context. It is widely recognized as a critical 
psychosocial factor influencing motivation, behavior, and innovation 
(Wahid and Ayub, 2024). In the context of higher education, perceived 
support for teachers not only stems from institutional guarantees and 
material resources but also includes emotional recognition and social 

TABLE 1  Research progress on AI and digital technologies in teaching innovation.

Reference Research 
context

Research 
method

Research finding

Panday-Shukla (2025) AI literacy Quantitative Research Pre-service teachers and teacher educators have moderate digital literacy but low AI literacy.

Ozudogru and Durak 

(2025)

Artificial Intelligence Quantitative Research AI readiness (cognition, vision, and ethics) significantly impacts AI-enhanced innovation 

levels in teaching.

Chen et al. (2025) AI Technologies Quantitative Research Adequate technical support and adaptable AI tools are crucial for integrating AI into STEM 

education.

Chu and Wang (2025) AI-Integrated Quantitative Research Micro and individual factors, especially beliefs in AI’s potential, significantly impact teachers’ 

epistemic agency, fostering innovation.

Chen and Zou (2024) Intelligent MR devices Quantitative Research Intelligent teaching devices enhance educational equity and teaching quality, particularly in 

remote areas.

Robayo-Pinzon et al. 

(2024)

Artificial Intelligence Quantitative Research Students generally agree with the co-creation of value through AI functions in higher 

education scenarios.

Lin and Chen (2024) Artificial intelligence Quantitative Research AI applications can constrain creativity and innovation due to rigid frameworks.

Kim (2024) Artificial intelligence Quantitative Research Optimizing the complementary strengths of both human teachers and AI holds great potential 

for educational innovation.

Source(s): created by author.

FIGURE 1

Evolution of AI literacy and the framework for teacher teaching innovation.
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support derived from peer collaboration, organizational atmosphere, 
and management mechanisms (Cai and Tang, 2022). These elements 
help to stimulate positive teaching attitudes and enhance innovative 
motivation (Liu and Chang, 2023).

In the context of university teachers adapting to and applying AI 
technologies in their teaching practices, perceived support can 
be broken down into three key dimensions: teaching resources, peer 
support, and teaching autonomy (Kruse et  al., 2024). These three 
dimensions are distinct but interrelated, and together they provide a 
comprehensive framework of support that enables teachers to navigate 
the challenges of AI integration in teaching.

Teaching resources, such as AI training opportunities, access to 
digital tools, and platform infrastructure, provides the technological 
foundation for teachers to improve their AI literacy and drive 
classroom innovation (Padilha et al., 2021). High levels of resource 
support enhance teachers’ understanding and control over AI tools, 
lowering the barriers to technology adoption and increasing their 
willingness to actively incorporate AI into their teaching (Cai and 
Tang, 2022).

Peer support plays a buffering and motivating role in the adoption 
of AI technologies (Hornstra et  al., 2021). Collaboration and 
communication among teachers not only help share experiences of AI 
teaching practices and reduce the uncertainty associated with 
technology, but also provide emotional support and a sense of 
belonging, thereby boosting teachers’ technological confidence and 
innovative motivation (Adie et al., 2024). This is especially important 
in the context of rapid AI tool iterations.

Teaching autonomy refers to the freedom and decision-making 
power that teachers have in course design, teaching methods, and the 
selection of teaching tools (Zhao and Qin, 2021). Teachers with higher 
levels of teaching autonomy are better able to independently adjust 
and innovate their teaching methods, particularly as AI tools become 
integrated into their teaching practices (Martinek et  al., 2020). 
Teaching autonomy enhances teachers’ sense of ownership over AI 
integration, enabling them to adapt AI tools to better meet the needs 

of their students and teaching objectives (Vangrieken and Kyndt, 
2020). It facilitates the transformation of technical competence into 
classroom practices and encourages teachers to adopt new, creative 
approaches in response to the dynamic educational landscape (Bali 
et al., 2025).

As AI continues to be embedded in educational practices, the 
diversity of educational resources, the continuity of peer support, and 
the enhancement of teaching autonomy provide critical psychological 
foundations for teachers to translate AI literacy into teaching 
innovation behaviors (Okada, 2023; Zhao et al., 2021). These three 
types of perceived support not only mitigate psychological barriers 
during the technology adoption process but also stimulate teachers’ 
sense of technological efficacy and autonomy, playing an irreplaceable 
role in moderating and empowering the integration of AI in teaching.

3 Research model and hypotheses 
development

3.1 AI literacy and the Theory of Planned 
Behavior (behavioral attitude, subjective 
norm, and perceived behavioral control)

AI literacy reflects a teacher’s comprehensive understanding of 
knowledge, operational skills, and critical thinking, which influences 
their acceptance and use of AI tools in teaching contexts (Ma and Lei, 
2024). Teachers with higher AI literacy are more likely to recognize 
the potential of AI in enhancing classroom efficiency and improving 
learning experiences, gradually forming a positive attitude (Wang and 
Wang, 2024). Attitude is not simply an emotional preference but 
represents a deeply cognitive and value-based stance toward AI 
integration. Teachers with positive attitudes are more likely to engage 
with AI technologies, incorporating them into course design, 
classroom interactions, and assessment methods (To et al., 2023). This 
stable orientation provides the psychological momentum for teaching 

TABLE 2  Overview of research progress on teaching innovation.

Reference Research context Research 
method

Research finding

Xiang et al. (2024) Career calling Quantitative Research Career calling is positively correlated with teacher innovation.

Cai and Tang (2021) School support Quantitative Research The impact of school support for innovation on teacher innovation varies.

Liu et al. (2024) Conceptualizations Qualitative Research Domain-specific definitions aid in understanding teacher innovation.

Liu et al. (2022) Professional learning 

communities

Quantitative Research School-level professional learning communities positively influence individual teacher 

innovation.

Han et al. (2021) Perceived support Qualitative Research The relationship between teaching resources and teacher innovation is minimal.

Teng et al. (2024) Distributed leadership Qualitative Research Distributed leadership impacts teacher innovation at both team and individual levels.

Ertas and Pekmezci 

(2025)

Career motivation Qualitative Research Instructional practice and teacher innovation mediate the relationship between social 

utility motivation and job satisfaction.

Bao (2024) Principals’ secure base 

leadership

Qualitative Research Principals’ secure base leadership enhances teacher innovation through affective 

commitment.

Qin et al. (2025) Teacher collaboration Qualitative Research Teacher collaboration significantly boosts innovation ability and teaching motivation.

Ma and Zhang (2025) Distributed leadership Qualitative Research Distributed leadership does not directly predict teacher innovation behavior.

Adams et al. (2025) Openness to experience Qualitative Research Teachers’ openness to experience significantly predicts creativity, LMX quality, and 

innovative teaching practices.

Source(s): created by author.
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innovation, making innovative behaviors more common. AI literacy 
also influences teachers’ perceptions of external norms. In line with 
the Theory of Planned Behavior (TPB), teachers’ behaviors are 
significantly influenced by the subjective norms around them, such as 
policy support, disciplinary communities, and student expectations 
(Dierendonck et al., 2024). Teachers with higher AI literacy are more 
likely to internalize these external norms as part of their professional 
identity, strengthening their sense of responsibility and enhancing 
their innovative behavior (Adelana et al., 2024). Perceived behavioral 
control is similarly affected by AI literacy. AI literacy enhances 
teachers’ sense of self-efficacy, allowing them to manage classroom 
uncertainty, break down tasks, and remain confident even in the face 
of technical difficulties (Chen et al., 2023). This is particularly crucial 
under limited resources, as it reduces psychological resistance caused 
by uncertainty and increases teachers’ willingness to engage in 
innovative behaviors (Hamm et al., 2024). AI literacy shapes teachers’ 
psychological readiness and behavioral tendency for teaching 
innovation through the three dimensions of attitude, subjective norm, 
and perceived behavioral control. Based on this, the following 
hypotheses are proposed:

H1a. AI literacy has a significant positive effect on teachers' 
behavioral attitude.

H1b. AI literacy has a significant positive effect on teachers' 
subjective norm.

H1c. AI literacy has a significant positive effect on teachers' 
perceived behavioral control.

3.2 The Theory of Planned Behavior 
(behavioral attitude, subjective norm, and 
perceived behavioral control) and teaching 
innovation

In the teaching domain, the three components of the Theory of 
Planned Behavior form the key psychological foundation for teachers’ 
innovation. Behavioral attitude represents teachers’ cognition and 
emotional experience regarding the value of AI in teaching (Liu and 
Wang, 2024). Positive attitudes, informed by cognitive appraisals and 
emotional investments, are critical in fostering teachers’ willingness 
to experiment with new tools, restructure course plans, and engage in 
repeated trials, all of which enhance the scope and depth of innovation. 
As the attitude becomes more stable, teachers are more inclined to 
adopt structured and adaptive methods in course design, 
incorporating intelligent feedback, layered support, and data-driven 
evaluation, thus extending innovative practices (Ehlert et al., 2022). 
Subjective norm represents the societal and professional expectations 
placed on teachers. This dimension underscores the influence of 
external norms, such as policy guidelines, peer practices, and student 
demands, in shaping teachers’ professional responsibilities (Knauder 
and Koschmieder, 2019). Teachers’ internalization of these norms not 
only strengthens their social responsibility but also increases their 
commitment to adopting innovations, as external pressures and 
professional values align. Perceived behavioral control reflects 
teachers’ judgment of feasibility and control during the innovation 
process. Teachers with stronger control can break down complex goals 

into manageable tasks, maintain steady progress in resource-
constrained situations, and use data feedback for continuous 
improvement (Zhan et al., 2024). Perceived behavioral control, as 
influenced by self-efficacy, determines how confidently teachers can 
face challenges, overcome failures, and persist in innovative efforts, 
transforming the innovation process from trial and error to a 
sustained, systematic practice. Attitude, norm, and control impact 
cognition, social aspects, and operations, respectively, collectively 
driving teachers to transform potential intentions into visible 
practices, forming an intrinsic motivation system for teaching 
innovation (Ateş, 2020). Based on this, the following hypotheses 
are proposed:

H2a. Behavioral attitude has a significant positive effect on teachers' 
teaching innovation.

H2b. Subjective norm has a significant positive effect on teachers' 
teaching innovation.

H2c. Perceived behavioral control has a significant positive effect on 
teachers' teaching innovation.

3.3 The moderating role of perceived 
support (teaching resources, peer support, 
teaching autonomy)

Teaching resources are key conditions for teachers to engage in 
innovative practices, encompassing hardware, software platforms, 
training opportunities, and institutional support (Wu et al., 2022). 
According to the Theory of Planned Behavior, environmental 
conditions significantly influence the formation of attitudes, norms, 
and perceived control (Wang et  al., 2025). The availability of 
resources determines whether teachers can effectively translate 
their AI literacy into positive psychological mechanisms (Ateş, 
2020). In teaching contexts, abundant resources provide both 
material and emotional support, helping to build teachers’ 
confidence in the application of AI tools. Regarding attitudes, 
abundant resources reduce the risks of practice, making it easier for 
teachers to translate literacy into positive evaluations. Equipment 
and services provide a safety net, creating value convictions and 
emotional investment during operations (Ayanwale et al., 2025). 
This material and emotional safety net helps solidify teachers’ 
commitment to AI integration and teaching innovation, reducing 
psychological barriers to innovation. Subjective norms also depend 
on resource support. Resources not only provide material 
conditions but also symbolize the organization’s and community’s 
focus on AI teaching, leading teachers to perceive stronger external 
recognition and expectations (Ramnarain et al., 2024). As resources 
grow, teachers perceive a stronger alignment with institutional and 
professional goals, reinforcing their commitment to innovation. 
Perceived behavioral control is more closely related to resources. 
Available tools and services give teachers more control in complex 
situations, enhancing self-efficacy and promoting the realization of 
innovation intentions (Gong, 2023). Resources act as “magnifiers.” 
While literacy provides knowledge and skills, the positive effects of 
literacy are hard to fully utilize in the absence of resources. When 
resources are sufficient, the positive effects of literacy on attitude, 
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norms, and control are strengthened, making it easier for 
innovation motivation to be converted into action. The following 
hypotheses are proposed:

H3a. Teaching resources positively moderate the relationship 
between AI literacy and behavioral attitude.

H3b. Teaching resources positively moderate the relationship 
between AI literacy and subjective norm.

H3c. Teaching resources positively moderate the relationship 
between AI literacy and perceived behavioral control.

Peer support reflects the emotional encouragement, experience 
sharing, and role modeling teachers receive within teams and 
academic communities. Social support theory indicates that positive 
peer interactions can alleviate stress and enhance innovation 
confidence (Wu et al., 2022). From the perspective of the Theory of 
Planned Behavior, peer support, as an important aspect of the social 
environment, has a significant influence on the formation of attitudes, 
subjective norms, and perceived behavioral control (Frawley and 
Campbell, 2025). Peer support, through collaborative interactions and 
shared experiences, reduces the isolation teachers may face and 
amplifies the social and emotional aspects of innovation. On the 
attitude level, even if teachers possess AI literacy, without peer 
encouragement, it is difficult to transform cognitive advantages into 
emotional investment (Zhou et al., 2022). A positive team atmosphere 
and practical demonstrations help build confidence and positive 
emotions (Sokha, 2024). Subjective norms are strengthened by peer 
support. Compared to policy documents, the adoption and 
demonstration by colleagues are more persuasive, leading teachers to 
perceive group recognition and internalize it as professional 
responsibility (Zhao et al., 2024). The collective validation from peers 
helps solidify teachers’ understanding of their innovation efforts as 
valid and valuable within their professional community. Perceived 
behavioral control also benefits from peer support. Collaboration and 
mutual assistance prevent teachers from facing technical or teaching 
challenges in isolation, enhancing control and willingness to act (Wan 
et al., 2024). Peer support not only shares resources but also provides 
social validation. Teachers, in a group-acknowledged environment, 
feel the practical value of their efforts and are more likely to transform 
innovation into normalized behavior. Therefore, peer support can 
strengthen the effect of AI literacy on the elements of the Theory of 
Planned Behavior, turning it into genuine innovative motivation. The 
following hypotheses are proposed:

H4a. Peer support positively moderates the relationship between AI 
literacy and behavioral attitude.

H4b. Peer support positively moderates the relationship between AI 
literacy and subjective norm.

H4c. Peer support positively moderates the relationship between AI 
literacy and perceived behavioral control.

Teaching autonomy reflects the degree of freedom teachers have 
in course design, teaching methods, and tool selection. 

Self-determination theory emphasizes that autonomy can stimulate 
intrinsic motivation, increasing engagement and innovation 
willingness (Reeve and Cheon, 2024). In the framework of the Theory 
of Planned Behavior, autonomy is an important external condition 
affecting attitudes, norms, and perceived control, determining 
whether AI literacy can translate into positive psychological 
mechanisms (Ren, 2024). Autonomy provides teachers with a sense of 
ownership over their teaching, which in turn enhances the value they 
place on innovation and the integration of AI. On the attitude level, 
teachers with AI literacy, but limited in teaching activities, find it 
difficult to form positive emotions. As autonomy increases, teachers 
can freely apply AI tools based on their preferences, creating value 
convictions (Vangrieken and Kyndt, 2020). Subjective norms are more 
likely to internalize due to autonomy. Teachers can combine external 
requirements with personal will, shifting from passive compliance to 
professional recognition (Martinek et al., 2020). Perceived behavioral 
control also depends on autonomy. Greater freedom reduces external 
barriers, enhancing teachers’ sense of control and self-efficacy (Miao 
and Ma, 2023). By increasing control over their teaching practices, 
autonomy allows teachers to overcome external challenges and 
strengthens their commitment to innovation. Autonomy enhances 
confidence and reduces resistance, making it an essential condition for 
transforming innovation intentions into practice. Teachers in an 
autonomous environment are more likely to explore and gradually 
form stable innovation patterns. Therefore, teaching autonomy not 
only directly promotes teaching innovation but also strengthens the 
effect of AI literacy on the elements of the Theory of Planned Behavior, 
making psychological motivation more likely to turn into action. The 
following hypotheses are proposed:

H5a. Teaching autonomy positively moderates the relationship 
between AI literacy and behavioral attitude.

H5b. Teaching autonomy positively moderates the relationship 
between AI literacy and subjective norm.

H5c. Teaching autonomy positively moderates the relationship 
between AI literacy and perceived behavioral control.

3.4 Mediating role of the Theory of Planned 
Behavior

AI literacy not only directly affects teachers’ teaching innovation 
but also exerts an indirect effect through the three core components 
of the Theory of Planned Behavior: behavioral attitude, subjective 
norm, and perceived behavioral control (Ma, 2025). These three 
dimensions constitute the psychological mechanisms that enable 
teachers’ knowledge and skills to be  transformed into visible 
innovative behaviors. In the behavioral attitude dimension, higher 
AI literacy helps teachers understand the value of AI in enhancing 
classroom efficiency, improving learning experiences, and achieving 
personalized support (Liu and Wang, 2024). Recognition of these 
values gradually accumulates into positive emotional experiences 
and solidifies into a positive attitude toward AI applications. 
Positive attitudes guide teachers to more readily experiment with 
tools, adjust processes, and conduct small-scale experiments in 
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teaching practice, thus enhancing the continuity and scope of 
innovation activities. In the subjective norm dimension, AI literacy 
increases teachers’ sensitivity to the external environment (Adelana 
et al., 2024). Teachers can accurately interpret policy directions, 
peer practices, and student needs, perceiving widespread 
recognition of teaching innovation within the professional 
community. This recognition reinforces teachers’ social 
responsibility, transforming external pressure into self-identity, 
making innovation a natural choice for teaching. In the perceived 
behavioral control dimension, AI literacy strengthens teachers’ tool 
usage and problem-solving abilities, enhancing self-efficacy (Lim, 
2023). Teachers believe they have the ability to deal with technical 
problems, classroom uncertainty, and resource shortages. Control 
enhances teachers’ confidence and stability when facing challenges, 
making innovative activities no longer high-risk trials, but 
sustainable routine practices. Attitude, subjective norm, and 
perceived behavioral control form the key psychological path 
through which AI literacy affects teaching innovation. These three 
factors work together, enabling teachers to move from having the 
capability to willingness to action, and ultimately to sustained 
innovation. The following hypotheses are proposed:

H6a. Behavioral attitude mediates the relationship between AI 
literacy and teaching innovation.

H6b. Subjective norm mediates the relationship between AI literacy 
and teaching innovation.

H6c. Perceived behavioral control mediates the relationship between 
AI literacy and teaching innovation.

In summary, the research model of this study is shown in Figure 2.

4 Method

4.1 Participants

The data for this study were collected online via the Wenjuanxing 
platform,1 using a seven-point Likert scale. To ensure sample relevance, 
two mandatory screening questions were placed at the start: (1) 
Occupational identity (only university teachers); (2) Experience using 
AI tools (must answer “Yes”). Respondents failing either screen were 
blocked from proceeding to the main questionnaire. Data cleaning 
followed a pre-specified process to ensure quality and consistency: (1) 
Duplicate response detection was performed, and surveys with duplicate 
responses from the same IP address or device were checked and 
excluded to avoid redundancy; (2) Response consistency was examined, 
and surveys where all items were answered with the same option were 
excluded; (3) Incomplete responses were removed. In total, 518 
questionnaires were collected. After applying these criteria, 15 responses 
were excluded, resulting in 503 valid responses (effective response rate 
97.1%). The valid sample represents a variety of universities across the 
country. The gender distribution was fairly balanced, with the majority 
of participants aged between 25 and 46 years. The sample included 
assistant professors, lecturers, associate professors, and professors, with 
years of experience ranging from 0–5  years to over 20 years. Most 
teachers reported using AI tools for more than 1 h daily, with some 
using them for over 5 h. Common platforms included ChatGPT, 
DeepSeek, Sora, and Wenxin Yiyan, indicating the 
widespread integration of AI in teaching and research practices. The 
demographic characteristics of the participants are shown in Table 3.

1  https://www.wjx.cn/vm/Y8VN9Xp.aspx#

FIGURE 2

Research model.
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4.2 Measures

This study utilized established scales that have been empirically 
validated both domestically and internationally, with modifications 
made to suit the context of university teachers (Cui and Yin, 2023; 
Han et al., 2021; Liao et al., 2022; Liu et al., 2016; Ning et al., 2025; 
Richter and Schuessler, 2019; Wang et al., 2023; Zhang et al., 2025). 
All items were rated using a seven-point Likert scale (1 = strongly 
disagree, 7 = strongly agree), with higher scores indicating higher 
levels on each dimension. The measurement covered eight core 
variables: AI literacy (9 items, assessing teachers’ abilities to 
recognize, apply, evaluate AI tools, and their awareness of ethical 
risks), teaching innovation (5 items, reflecting practices such as 
exploring new ideas, applying diverse teaching methods, problem-
solving, sharing experiences, and integrating resources), behavioral 
attitude (3 items, measuring teachers’ positive cognitive responses 
to organized teaching and research activities), subjective norm (3 
items, reflecting social expectations from the department, colleagues, 
and academic groups), perceived behavioral control (3 items, 
addressing factors such as time, channels, and self-efficacy), teaching 
resources (3 items, evaluating institutional support for training, 
tools, and hardware facilities), peer support (3 items, reflecting 

experience sharing, encouragement, and collaboration among 
colleagues), and teaching autonomy (3 items, reflecting teachers’ 
freedom in decision-making related to the integration of AI in 
teaching). The specific items and scale sources for each variable are 
listed in Table 4.

4.3 Common method Bias analysis

Since this study used self-reported questionnaires to collect data, 
there is a potential risk of common method bias (Podsakoff et al., 
2003). To minimize this issue, several measures were implemented 
during the questionnaire design, including ensuring anonymity, 
adjusting the order of items, and incorporating attention check 
questions. In terms of statistical testing, Harman’s single-factor 
analysis was conducted. The results indicated that the first factor 
explained 28.213% of the variance, which is well below the 40% 
threshold, suggesting that a single factor did not dominate the data. 
Additionally, the variance inflation factors (VIFs) for the latent 
variables were all below 3.3 (Kock, 2015), further indicating that 
common method bias poses a limited threat to the study’s results.

5 Data analysis and results

This study employed Partial Least Squares Structural Equation 
Modeling (PLS-SEM) as the primary analytical method. PLS-SEM is 
suitable for complex models involving multiple latent variables and 
interaction effects, providing robust estimation results for both 
measurement and structural models (Henseler et al., 2015). PLS-SEM 
requires fewer assumptions regarding data distribution, making it 
particularly appropriate for exploratory and prediction-oriented 
research (Sarstedt et al., 2022). Compared to traditional covariance-
based structural equation models, PLS-SEM offers greater flexibility 
and predictive power, especially in path analysis with multiple latent 
variables and indicators (Rigdon, 2016). Considering the inclusion of 
multiple core variables such as AI literacy, perceived support, teaching 
attitude, and teaching innovation, as well as the need to test their 
complex relationships, PLS-SEM aligns well with the research 
requirements and methodological approach (Carrión et al., 2017).

5.1 Measurement model evaluation

To assess the reliability and validity of the measurement tools, 
internal consistency and convergent validity of the latent variables 
were first analyzed (Table 5). The results showed that the Cronbach’s 
α values for all latent variables were above 0.80, and composite 
reliability (CR) exceeded 0.70, indicating strong internal consistency. 
Additionally, the standardized factor loadings for all measurement 
items were greater than 0.70 and significant, with average variance 
extracted (AVE) exceeding 0.50, meeting the recommended standards 
by Cheung et al. (2024), indicating good convergent validity for the 
constructs. In terms of discriminant validity, heterotrait-monotrait 
(HTMT) ratio analysis was conducted (Table 6). The results showed 
that the HTMT values for all variable pairs were below 0.85, consistent 
with the threshold set by Henseler et  al. (2015), indicating good 
discriminant validity among the latent variables. Overall, the 

TABLE 3  Demographic characteristics.

Variable Category Frequency Percentage

Gender Male 274 54.47%

Female 229 45.53%

Marital status Married 349 69.38%

Unmarried 154 30.62%

Age 25–35 215 42.74%

36–46 156 31.01%

47–57 96 19.09%

58 and above 36 7.16%

Academic title Teaching 

Assistant/No 

Title

194

38.57%

Lecturer 178 35.39%

Associate 

Professor

97
19.28%

Professor 34 6.76%

Work 

experience

0–5 years 88 17.5%

6–10 years 167 33.2%

11–15 years 105 20.87%

16–20 years 96 19.09%

More than 

21 years

47
9.34%

Daily AI usage 0–1 h 28 5.57%

1–3 h 134 26.64%

3–5 h 141 28.03%

5–7 h 106 21.07%

More than 7 h 94 18.69%

Source(s): created by author.
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TABLE 4  Measurement scales.

Variable Item Item description Scale source

Artificial Intelligence Literacy (AIL) AIL1 I can distinguish between AI-powered and non-AI-powered devices. Ning et al. (2025), Wang et al. (2023)

AIL2 I can identify AI technologies used in the applications or products I use daily.

AIL3 I understand how to apply AI tools to improve my teaching or research efficiency.

AIL4 I am proficient in using AI-related applications or products for teaching or research tasks.

AIL5 I can select the most appropriate AI tool or platform based on specific task requirements.

AIL6 I can assess the strengths and limitations of AI applications.

AIL7 When presented with multiple suggestions from an intelligent system, I can choose the most suitable solution.

AIL8 I actively consider ethical and privacy issues when using AI tools.

AIL9 I remain vigilant about the potential misuse of AI technologies in teaching or research.

Teaching Innovation (TI) TI1 I actively explore and experiment with new teaching concepts to enhance students’ cognitive engagement. Cui and Yin (2023), Liu et al. (2016)

TI2 I regularly apply diverse teaching methods or technologies in class to stimulate students’ interest in learning.

TI3 When faced with teaching challenges, I proactively adopt new strategies or approaches to solve problems.

TI4 I am willing to share my experiences of implementing new teaching ideas or methods with colleagues to receive feedback 

and support.

TI5 To achieve teaching innovation, I actively seek out and integrate necessary resources and tools (such as AI technologies, 

ICT, etc.).

Behavior Attitude (BA) BA1 I believe participating in organized research activities helps me gain more knowledge and academic resources in my field. Liao et al. (2022), Zhang et al. (2025)

BA2 I believe organized research activities improve my research efficiency.

BA3 I believe participating in organized research activities enhances the quantity and quality of my research output.

Subjective Norm (SN) SN1 My school or department encourages faculty to participate in organized research activities.

SN2 I believe my colleagues, mentors, or supervisors expect me to actively engage in organized research activities.

SN3 Many young faculty members around me are beginning to participate in organized research activities.

Perceived Behavioral Control (PBC) PBC1 I have sufficient time to participate in organized research activities.

PBC2 I am aware of the channels or platforms through which I can participate in organized research.

PBC3 I believe I have the necessary skills and experience to engage in organized research activities.

(Continued)
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measurement model achieved high levels of reliability, convergent 
validity, and discriminant validity.

5.2 Structural model analysis

To control for potential confounding effects, demographic 
variables such as gender, marital status, age, academic title, work 
experience, and AI usage duration were included as control variables 
(Cui and Yin, 2023; Jose et al., 2025; Zhao et al., 2022). The analysis 
indicated that these control variables did not have a significant impact 
on the main relationships, specifically the relationships between AI 
literacy, the components of the Theory of Planned Behavior 
(behavioral attitude, subjective norm, and perceived behavioral 
control), and teaching innovation. This suggests that the main 
relationships between AI literacy and teaching innovation are not 
influenced by these demographic factors, and the results are consistent 
across different population subgroups.

5.2.1 Model explained variance and predictive 
relevance

Table 7 displays the explanatory power and predictive relevance 
of the structural model. The results indicated that the R2 values for the 
endogenous variables ranged from 0.269 to 0.309, indicating that the 
exogenous variables explained a substantial portion of the variance in 
the endogenous constructs. Additionally, the Stone-Geisser Q2 values 
for all endogenous variables were greater than zero (ranging from 
0.190 to 0.224), suggesting strong robustness and reliability of the 
model in out-of-sample predictions. Overall, these results support the 
model’s rationality from both explanatory power and predictive 
relevance perspectives, further highlighting its theoretical value 
(Sarstedt et al., 2020; Shmueli et al., 2019).

5.2.2 Main effects path coefficient analysis and 
hypothesis testing

Figure 3 presents the results of the main effects path coefficient 
tests for the structural model. AI literacy has a significant positive 
effect on teachers’ behavioral attitude (β = 0.159), subjective norm 
(β = 0.224), and perceived behavioral control (β = 0.292), supporting 
hypotheses H1a, H1b, and H1c. These results align with Ivanov et al. 
(2024), indicating that higher AI literacy helps teachers form positive 
teaching attitudes, enhances their perception of external normative 
expectations, and boosts their self-efficacy in applying AI in teaching. 
Furthermore, behavioral attitude (β = 0.146), subjective norm 
(β = 0.189), and perceived behavioral control (β = 0.344) all 
significantly predict teaching innovation, supporting hypotheses H2a, 
H2b, and H2c. Perceived behavioral control had the most significant 
effect, confirming Broadbent et  al. (2024), Opoku et  al. (2021)‘s 
finding that teachers are more likely to engage in innovative practices 
when they perceive greater control over teaching.

5.2.3 Moderating effect analysis
Figure 3 illustrates the moderating effects of teaching resources, 

peer support, and teaching autonomy on the relationships between AI 
literacy and teachers’ behavioral attitude, subjective norm, and 
perceived behavioral control. Teaching resources showed significant 
positive moderating effects on all three paths. As the level of teaching 
resources increased, the influence of AI literacy on behavioral attitude T
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TABLE 5  Results of reliability and convergent validity testing.

Latent 
variable

Measurement 
items

Mean Standard 
deviation

Factor 
loading

Cronbach’s α CR AVE

AIL AIL1 4.507 1.539 0.773 0.920 0.932 0.606

AIL2 4.513 1.572 0.792

AIL3 4.507 1.544 0.762

AIL4 4.473 1.554 0.787

AIL5 4.541 1.554 0.767

AIL6 4.489 1.529 0.782

AIL7 4.515 1.574 0.779

AIL8 4.513 1.520 0.788

AIL9 4.406 1.518 0.775

TI TI1 4.197 1.607 0.795 0.866 0.902 0.649

TI2 4.181 1.601 0.793

TI3 4.241 1.594 0.806

TI4 4.203 1.510 0.811

TI5 4.215 1.663 0.823

BA BA1 4.320 1.679 0.863 0.840 0.904 0.758

BA2 4.235 1.632 0.867

BA3 4.302 1.643 0.881

SN SN1 4.491 1.632 0.863 0.826 0.895 0.740

SN2 4.489 1.621 0.858

SN3 4.491 1.619 0.859

PBC PBC1 4.433 1.651 0.871 0.836 0.901 0.752

PBC2 4.408 1.689 0.852

PBC3 4.306 1.648 0.879

TR TR1 4.654 1.571 0.827

TR2 4.654 1.603 0.875

TR3 4.682 1.587 0.860

PS PS1 4.726 1.490 0.846 0.817 0.887 0.723

PS2 4.791 1.474 0.824

PS3 4.805 1.603 0.880

TA TA1 4.718 1.690 0.879 0.838 0.900 0.750

TA2 4.686 1.587 0.857

TA3 4.789 1.614 0.863

Source(s): created by author.

TABLE 6  Results of discriminant validity testing.

Variable AIL BA SN PBC TI TR PS TA

AIL

BA 0.362

SN 0.405 0.506

PBC 0.478 0.466 0.557

TI 0.413 0.423 0.486 0.573

TR 0.163 0.396 0.356 0.370 0.375

PS 0.186 0.357 0.385 0.319 0.330 0.395

TA 0.162 0.320 0.339 0.345 0.326 0.475 0.422

Source(s): created by author.
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(β = =0.101, 0.043p ), subjective norm (β = =0.112, 0.017p ), and 
perceived behavioral control (β = =0.107, 0.021p ) strengthened, 
supporting hypotheses H3a, H3b, and H3c. This indicates that 
sufficient teaching resources provide perceived support for teachers 
and further enhance their positive attitudes and beliefs in the use of 
emerging technologies (Hazzan-Bishara et al., 2025).

Peer support had a significant moderating effect only on the 
relationship between AI literacy and behavioral attitude 
(β = =0.170, 0.001p ), supporting hypothesis H4a. However, the 
effects on subjective norm (β = =0.020, 0.653p ) and perceived 
behavioral control (β = =0.017, 0.741p ) were not significant, and 
hypotheses H4b and H4c were not supported. This suggests that peer 
support is context-dependent in teachers’ technology adoption, more 
likely to influence the attitude dimension rather than universally affect 
all cognitive factors (Celik et al., 2025; Habibi et al., 2023).

Teaching autonomy exhibited significant positive moderating 
effects on all three paths. The higher the teaching autonomy, the 
stronger the impact of AI literacy on behavioral attitude 
(β = =0.097, 0.036p ), subjective norm (β = =0.106, 0.016p ), and 
perceived behavioral control (β = =0.133, 0.004p ), supporting 
hypotheses H5a, H5b, and H5c. This result emphasizes the key role of 
teaching autonomy in fostering technology adoption and innovation 
practices, indicating that empowerment and decision-making 
autonomy effectively stimulate teachers’ proactivity and initiative in 
applying AI technologies (Bali et al., 2025; Hou and Shen, 2024).

Furthermore, to visually present the moderating effects, 
interaction effect plots for teaching resources, peer support, and 
teaching autonomy were generated (Figure  4), and the effects at 
different levels were reported (Table  8). The results showed that 
teaching resources had significant positive moderating effects on all 
three paths, with low-level effects being non-significant, medium-level 
effects enhancing, and high-level effects being the strongest (H3a–
H3c). Peer support had significant effects only on the behavioral 
attitude path (H4a), with no significant effects on subjective norm or 
perceived behavioral control (H4b and H4c). Teaching autonomy 
exhibited significant positive moderating effects on all three paths, and 
the effects strengthened as the level of autonomy increased 
(H5a–H5c).

5.2.4 Mediation effect analysis
Using SmartPLS, the mediation effects of behavioral attitude 

(BA), subjective norm (SN), and perceived behavioral control (PBC) 
in the relationship between AI literacy (AIL) and teaching innovation 
(TI) were tested based on 5,000 bootstrap samples. According to 
Hayes (2009), indirect effects are considered significant if the 95% 
confidence interval does not include zero. The results (Table  9) 
indicated that all three mediation paths were significant, with no 
confidence intervals crossing zero. Specifically, the indirect effect of 
AI literacy through BA was relatively small (β = <0.023, 0.001p ), 
supporting H6a; the effect through SN was moderate 
(β = <0.042, 0.001p ), supporting H6b; and the effect through PBC 
was the largest (β = <0.101, 0.001p ), supporting H6c. Additionally, 
the direct effect of AI literacy on TI remained significant 
(β = <0.166, 0.001p ), indicating that BA, SN, and PBC partially 
mediate the relationship between AI literacy and teaching 
innovation. These findings confirm Ramnarain et  al. (2024), 
suggesting that AI literacy not only directly enhances teachers’ 
innovation inclination but also indirectly boosts innovation 

momentum through multiple psychological mechanisms (attitudes, 
norms, control beliefs).

6 Discussion

AI literacy significantly enhances teachers’ behavioral attitude, 
subjective norm, and perceived behavioral control (H1a–H1c are 
supported). The results suggest that AI literacy is not merely a 
technical skill but also a cognitive and psychological resource. Higher 
AI literacy helps teachers deepen their understanding of the 
educational value of AI, fostering the formation of a positive attitude 
(Ivanov et al., 2024; Ji et al., 2025). As a multidimensional construct, 
AI Literacy shapes teachers’ psychological and cognitive readiness to 
embrace new technologies. By understanding AI’s potential in 
education, teachers are more likely to develop positive attitudes 
toward its use, which, in turn, enhances their willingness to engage in 
innovative teaching practices. The strengthening of subjective norm 
indicates that teachers with higher literacy are more likely to recognize 
and internalize the expectations from external sources, such as 
policies, colleagues, and students, which further reinforces their 
professional responsibilities (Dierendonck et al., 2024). Aligns with 
TPB (Ajzen, 1991), these findings highlight the role of external 
expectations in shaping behavior. Teachers with higher AI literacy are 
not only more attuned to these external norms but are also more likely 
to integrate them into their professional identity, driving their 
engagement with AI in teaching. This emphasizes the significant role 
of external pressures and institutional support in facilitating teaching 
innovation. The enhancement of perceived behavioral control shows 
that AI literacy boosts self-efficacy, enabling teachers to navigate 
challenges and use AI tools in their teaching practices, thereby 
creating a mechanism of “technological mastery—efficacy 
improvement—behavioral transformation” (Viberg et al., 2024). Such 
findings underline the critical role of self-efficacy in fostering teaching 
innovation. When teachers feel competent and confident in using AI 
tools, they are more likely to engage in experimental and innovative 
behaviors, breaking free from traditional teaching models. This 
supports Wang and Zhao (2021), who emphasize the central role of 
self-efficacy in translating knowledge and skills into actual behaviors.

Behavioral attitude, subjective norm, and perceived behavioral 
control all significantly and positively predict teaching innovation 
(H2a–H2c are supported). This finding further validates the 
importance of these three psychological factors in the Theory of 
Planned Behavior (TPB) for translating intentions into actual 
behaviors. Perceived behavioral control had the most significant effect, 
indicating that when teachers feel confident in mastering and using 
AI, they are more likely to move away from traditional models and 
experiment with new practices. Specifically, when teachers feel 
equipped with the necessary skills and confidence to handle 
challenges, they are more likely to break free from conventional 
methods and engage in innovative behaviors. This aligns with the 
findings of Opoku et  al. (2021) and Ramnarain et  al. (2024), 
confirming the central role of self-efficacy in teaching innovation. A 
positive behavioral attitude reflects the recognition of AI’s educational 
value, which in turn translates into motivation for innovation. 
Teachers, who understand the potential of AI in education, are more 
inclined to incorporate AI into their teaching practices. Granström 
and Oppi (2025) emphasize that teachers’ positive attitudes are not 
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just about technical proficiency but also about the recognition of AI’s 
broader educational value, which drives them to innovate. The 
formation of such an attitude is underpinned by a shift from mere 
technical acceptance to a deeper understanding of the educational 
benefits, providing teachers with the motivation needed to embrace 
innovation. The impact of subjective norms shows that when teachers 
feel external expectations, they perceive innovation as an essential way 
to fulfill their professional roles and responsibilities. Policy support, 
peer expectations, and student demands play key roles in driving 
teachers’ engagement with innovation (Cai and Tang, 2022). This 
finding highlights the significant influence of external pressures on 
shaping teachers’ behavior. Teachers not only internalize these external 
expectations but also integrate them into their professional identity, 
reinforcing their commitment to adopting AI in their teaching 
practices. This underscores the role of institutional support and 
societal norms in facilitating teaching innovation.

Mediation analysis reveals that behavioral attitude, subjective 
norm, and perceived behavioral control all partially mediate the 
relationship between AI literacy and teaching innovation (H6a–H6c 
are supported). Among these, perceived behavioral control emerged 
as the most significant mediator, emphasizing the central role of self-
efficacy in translating AI literacy into practical teaching innovation. 
This finding underscores the idea that teachers who feel confident in 
their ability to use AI tools are more likely to engage in innovative 
behaviors. As noted by Wang and Zhao (2021), self-efficacy plays a 
critical role in bridging the gap between knowledge acquisition and 
actual behavioral change, making it a key factor for fostering teaching 
innovation. While behavioral attitude and subjective norm also 
mediate the relationship, their effects were comparatively weaker. 
Behavioral attitude, which reflects teachers’ recognition of AI’s 
educational value, plays an important role in motivating innovation. 
However, without sufficient confidence in AI’s practical application, 
sustaining innovation becomes challenging. As Peng et  al. (2024) 
argue, positive attitudes alone are not enough to overcome barriers to 
adoption. Teachers must feel equipped with the necessary skills and 
support to translate their recognition of AI’s value into consistent and 
meaningful teaching practices. The subjective norm, which relates to 
external expectations from peers, policies, and institutional pressures, 
can also play a role in promoting innovation. However, its mediating 
effect is more limited. Relying solely on external pressure can lead to 
compliance-based innovation, where teachers adopt new methods 
only because they feel obligated rather than motivated by a genuine 
desire for exploration and growth (Lu and Wang, 2023). Such 
innovations are more likely to be superficial and short-lived, as they 
lack intrinsic motivation or autonomy.

Moderating effect analysis shows that perceived support 
conditions play an important role in the “AI literacy—psychological 
mechanism” path. Teaching resources exhibited significant positive 
moderating effects on all three paths (H3a–H3c are supported). The 
availability of resources provides teachers with necessary tools, 
technical training, and institutional support, making it easier for AI 
literacy to translate into positive attitudes, norms, and control beliefs 
(Hazzan-Bishara et al., 2025). The effect of peer support was selective, 
being significant only in the relationship between AI literacy and 
behavioral attitude (H4a is supported), with no significant effects on 
subjective norm and perceived behavioral control (H4b and H4c are 
not supported). Attitude formation relies on emotional resonance and 
value recognition, with peers providing psychological support through 
experience sharing and belief dissemination (Habibi et  al., 2023). 
Subjective norms are more shaped by policy guidance and institutional 
requirements, and informal peer opinions are less likely to serve as 
primary reference points (Dierendonck et  al., 2024). Perceived 
behavioral control relies on teachers’ self-confirmation of their 
abilities, with efficacy developed through accumulated experience, 
technical mastery, and teaching feedback, thus limiting the role of peer 
support (Gordon et al., 2023). University teachers typically have high 
professional autonomy, relying more on institutional signals and 
personal experience than on peer opinions for normative cognition 
and ability judgment. Therefore, the influence of peer support is 
concentrated in the attitude dimension, with boundaries in the 
formation of normative cognition and efficacy. Teaching autonomy 
exhibited significant positive moderating effects on all three paths 
(H5a–H5c are supported). In high-autonomy environments, teachers 
have greater decision-making power and freedom to experiment, 
allowing them to flexibly integrate AI tools in teaching design and 
practice. Self-determination theory (Deci and Ryan, 2000) suggests 
that autonomy can stimulate intrinsic motivation and exploratory 
desire, while Hou and Shen (2024) further emphasize its role in 
promoting responsibility and sustainability. The study results confirm 
the critical role of teaching autonomy in transforming AI literacy into 
innovative behavior.

7 Contributions, limitations, and future 
research directions

7.1 Theoretical contributions

This study develops a framework based on the Theory of Planned 
Behavior (TPB) to explore how AI literacy influences teaching 
innovation through psychological mechanisms such as behavioral 
attitude, subjective norm, and perceived behavioral control. The 
research also introduces perceived support factors such as teaching 
resources, peer support, and teaching autonomy, further revealing 
their moderating roles between AI literacy and teaching innovation. 
The theoretical contributions of this study are as follows:

First, it expands the psychological connotations of AI literacy. 
Existing studies often regard AI literacy as an external manifestation 
of technical abilities and tool usage (Ng et  al., 2021), while this 
research redefines AI literacy from a psychological perspective. The 
study finds that AI literacy is not just a technical competence but also 
a cognitive and psychological resource that influences teachers’ 

TABLE 7  Explanatory power (R2) and predictive relevance (Q2) of the 
structural model.

Endogenous latent 
variables

R2 Q2

BA 0.284 0.205

SN 0.269 0.190

PBC 0.309 0.224

TI 0.299 0.190

Source(s): created by author.
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behavioral attitude, subjective norm, and perceived behavioral control. 
Teachers with higher AI literacy are more likely to recognize the 
potential of AI in education, forming a positive teaching attitude. This 
finding provides a new definition for the theoretical system of AI 
literacy and reveals its multidimensional impact on teachers’ 
psychology and behavior (Ayanwale et al., 2024; Sperling et al., 2024).

Second, it deepens the application of TPB in educational 
technology adoption. This study enriches the application of TPB in the 
educational field by verifying the roles of behavioral attitude, 
subjective norm, and perceived behavioral control in teaching 
innovation. It reveals how AI literacy influences teachers’ innovative 
behaviors through these three dimensions. Specifically, the study 

FIGURE 3

Structural model results.

FIGURE 4

Simple slope plot.
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demonstrates that perceived behavioral control (self-efficacy) plays a 
central role in teachers’ innovative behaviors. AI literacy enhances 
self-efficacy, helping teachers overcome technological challenges and 
promote teaching innovation (Frawley and Campbell, 2025; Gold 
et al., 2024). This finding not only deepens the theoretical application 
of TPB in educational technology adoption but also provides a new 

theoretical framework for understanding teachers’ innovative 
behaviors (Bali et al., 2025).

Third, it fills the gap in existing theories by incorporating the Theory 
of Planned Behavior into the study of teaching innovation. Previous 
theories on technology adoption and teaching innovation often overlook 
the psychological mechanisms that drive teachers’ willingness to adopt 
new tools and engage in innovative behaviors. For instance, traditional 
models have often failed to explicitly account for the role of subjective 
norms and perceived behavioral control in influencing teachers’ 
innovative actions. By integrating these components of TPB, this study 
provides a more comprehensive understanding of how teachers’ 
psychological states—shaped by both internal capabilities (e.g., attitudes) 
and external expectations (e.g., norms)—interact to influence their 
engagement in innovation (Ma and Lei, 2024). TPB’s inclusion of both 
cognitive and social dimensions of decision-making offers a more robust 
theoretical framework for analyzing educational innovation.

Finally, it explores the moderating role of perceived support factors 
in teaching innovation. By incorporating teaching resources, peer 

TABLE 9  Results of mediating effect analysis.

Mediating 
path

Effect 
value

S. E Lower 
2.5%

Upper 
2.5%

p

AIL→BA→TI 0.023 0.010 0.007 0.045 ***

AIL→SN → TI 0.042 0.013 0.020 0.070 ***

AIL→PBC → TI 0.101 0.018 0.066 0.138 ***

AIL→TI 0.166 0.022 0.125 0.211 ***

***p < 0.001.
Source(s): created by author.

TABLE 8  Moderating effect at different levels.

Independent 
variable

Dependent 
variable

Moderator 
variable

TA β 95%CI p-value

AIL BA TR Low −0.008 −0.165 0.149 0.923

Medium 0.262 0.165 0.359 0.000***

High 0.531 0.412 0.650 0.000***

SN Low 0.083 −0.071 0.236 0.291

Medium 0.310 0.215 0.405 0.000***

High 0.538 0.421 0.654 0.000***

PBC Low 0.174 0.021 0.328 0.026*

Medium 0.401 0.306 0.496 0.000***

High 0.628 0.511 0.744 0.000***

BA PS Low −0.093 −0.260 0.073 0.270

Medium 0.245 0.147 0.343 0.000***

High 0.584 0.460 0.708 0.000***

SN Low 0.162 −0.001 0.325 0.052

Medium 0.320 0.224 0.416 0.000***

High 0.478 0.356 0.600 0.000***

PBC Low 0.241 0.076 0.407 0.004**

Medium 0.418 0.320 0.516 0.000***

High 0.595 0.471 0.719 0.000***

BA TA Low −0.014 −0.179 0.150 0.863

Medium 0.259 0.159 0.359 0.000***

High 0.533 0.413 0.652 0.000***

SN Low 0.081 −0.078 0.240 0.318

Medium 0.304 0.207 0.400 0.000***

High 0.527 0.411 0.642 0.000***

PBC Low 0.135 −0.023 0.293 0.094

Medium 0.387 0.291 0.483 0.000***

High 0.639 0.524 0.753 0.000***

*p < 0.05; **p < 0.01; ***p < 0.001.
Source(s): created by author.
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support, and teaching autonomy into the TPB framework, this study 
investigates their moderating effects between AI literacy and teaching 
innovation. The results show that adequate teaching resources, effective 
peer support, and higher teaching autonomy significantly enhance the 
impact of AI literacy on teachers’ psychological mechanisms, further 
promoting teaching innovation (Ramnarain et al., 2024). This finding 
provides new insights into the internal and external drivers of teachers’ 
innovative behaviors, expands the application boundaries of TPB, and 
offers theoretical support for future educational policies and teacher 
training designs (Cao et al., 2022).

7.2 Practical implications

This study investigates the mechanisms through which university 
teachers’ AI literacy influences teaching innovation, providing several 
implications for educational practice and policy-making.

First, teacher training should go beyond basic technical operation 
and redefine AI literacy as a comprehensive capability encompassing 
both cognitive and psychological aspects. Universities can design 
modular courses and practical seminars to help teachers master the 
application of tools, while reinforcing educational value recognition 
and critical thinking through case analysis and scenario exercises, thus 
enhancing overall literacy on both skills and psychological levels.

Second, teaching innovation depends on the enhancement of 
teachers’ perceived behavioral control. Administrators should foster 
self-efficacy through continuous feedback, progressive tasks, and 
simulated teaching, allowing teachers to maintain confidence in 
uncertain and challenging situations. Higher levels of perceived 
control can translate into stable innovative intentions and practices.

Third, perceived support is a crucial condition for fostering 
teachers’ innovation. Schools must ensure the availability of 
educational resources, including technical training, digital platforms, 
and interdisciplinary collaboration opportunities, to strengthen 
teaching preparation. Peer support can be  implemented through 
academic community building, experience sharing, and collaborative 
projects, providing emotional support on the value and affective levels. 
Teaching autonomy should be  guaranteed through institutional 
arrangements, empowering teachers with decision-making authority 
in course design, tool selection, and teaching methods, thereby 
stimulating exploration motivation and continuous innovation.

Finally, education policymakers should consider multilevel needs. 
National and regional policies should incentivize the balanced 
distribution of AI education resources; at the school level, layered 
training should be  designed based on teachers’ professional 
development stages; at the individual level, flexible autonomy and 
continuous support should be  provided to guide teachers in 
transforming AI literacy into visible teaching innovation practices.

7.3 Research limitations

The data in this study were sourced from university teachers in 
China, and the sample is concentrated in terms of geographic and 
institutional backgrounds, limiting the generalizability of the findings 
across different cultures and institutional contexts. The research 
design used a cross-sectional survey, which makes it difficult to fully 
validate causal relationships between variables. The research tool 

mainly relied on self-reported questionnaires, which may have 
introduced social desirability bias and subjective bias. The dimensions 
of perceived support factors were relatively limited, focusing only on 
teaching resources, peer support, and teaching autonomy, without 
addressing broader contextual variables such as leadership support, 
organizational climate, and educational policies. The model also 
lacked a thorough examination of differences among teacher groups, 
with insufficient exploration of heterogeneity across disciplines and 
career stages. The research methodology predominantly used 
quantitative analysis, leaving limited space for capturing teachers’ real 
psychological experiences and practical logics.

7.4 Future research directions

Future research could expand the sample to include university 
teachers from different countries and regions to test the universality 
and differences of AI literacy across diverse cultural and institutional 
contexts. Longitudinal tracking and experimental designs could 
be employed to observe the development of teachers’ literacy and 
innovation pathways over time. The research dimensions of perceived 
support should be  extended to include leadership support, 
organizational climate, and educational policies, constructing a more 
comprehensive contextual framework. Future studies could also focus 
on the heterogeneity of teacher groups, comparing differences in the 
mechanisms across disciplines and career stages, and revealing the 
interactive effects between group and individual factors. The research 
methodology could combine both qualitative and quantitative 
approaches, using interviews, classroom observations, and case 
studies to gain a deeper understanding of teachers’ psychological 
experiences and practical logics in teaching innovation.
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While generative AI doctors are increasingly used in online health consultation services, 
research on trust repair following service failures remains limited. We examined 
how attribution style, social support, and anthropomorphism influence individuals’ 
trust repair and behavioral intention. A total of 512 participants were recruited 
to take part in a between-subjects experiment with a 2 (internal vs. external 
attribution) × 2 (informational vs. emotional support) × 2 (anthropomorphism vs. 
non-anthropomorphism) design. The results revealed that participants exposed to 
internal attribution, emotional support, or anthropomorphism conditions reported 
higher levels of trust repair. Anthropomorphism influences the effectiveness of 
attribution style and social support in repairing trust in GAI doctors. Moreover, 
an interesting interaction was observed between attribution style and social 
support: when the GAI doctor used internal attribution, informational support 
was more effective; under external attribution, emotional support proved more 
effective. In addition, the effect of social support on behavioral intention was fully 
mediated by trust repair. These findings offer practical implications for optimizing 
the design of GAI doctors, enhancing communication and collaboration between 
GAI doctors and users, and ultimately strengthening the resilience of AI-based 
health consultation services.

KEYWORDS

generative artificial intelligence (GAI), attribution style, social support, 
anthropomorphism, trust repair, online health consultation services (OHCSV)

Introduction

In recent years, generative artificial intelligence doctors (GAI doctors) have emerged as a 
new form of medical assistance and are being widely adopted in online health consultation 
services (OHCSV; Guo and Chen, 2025; Li, Y et al., 2025). Powered by advanced algorithms, GAI 
doctors are capable of producing predetermined responses through the analysis of user inputs 
and retrieval of relevant medical knowledge (Chow et al., 2024). Therefore, compared with 
human doctors, GAI doctors can provide round-the-clock services, overcome geographical 
limitations, and supplement scarce medical resources. However, realization of GAI doctors’ 
potential relies heavily on user trust, and low trust or any breach of trust may undermine users’ 
continued engagement with these systems (Li and Liu, 2025; Li, Y et al., 2025). Consequently, 
many previous studies have focused on how to establish and enhance individuals’ trust in GAI 
doctors (Chen and Cui, 2025; Detjen et al., 2025; Kim et al., 2024). Nevertheless, these studies 
have mainly addressed the development of general trust, paying little attention to trust repair 
following service failures. Like any other AI service, GAI doctors are not perfect (Chen et al., 
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2022). They might also fail, such as providing inaccurate diagnoses, 
failing to detect important symptoms, or providing suboptimal 
recommendations with insufficient information. However, unlike other 
general AI service failures, failures in GAI doctors might cause 
significant health issues so that people use GAI doctors to seek health 
care with caution and scrutiny (Quinn et al., 2021). That is, service 
failures by GAI doctors may notably weaken users’ trust and reduce 
their intention to keep using such services. Hence, focusing on trust 
repair following service failures of GAI doctors is both practically and 
theoretically important.

Existing research in the field of human–machine interaction 
(HMI) indicates that the way trustees attribute the causes of failures 
significantly influences the trustor’s perception of the event (Chen 
et al., 2022; Kim and Song, 2021). Providing social support by GAI 
doctors helps enhance individuals’ positive expectations toward them 
(Li et al., 2025; Zhou and Chang, 2024). Endowing GAI doctors with 
human-like characteristics can improve the resilience of users’ trust 
(De Visser et al., 2016; Li et al., 2023). Despite considerable research 
on attribution style and anthropomorphism in trust repair, little is 
known about how these factors affect trust restoration in health 
consultation scenarios involving GAI doctors. Different forms of 
social support have been found to affect trust in GAI doctors, but 
they have seldom been studied in the context of repairing trust after 
failures. The advancement of medical AI should emphasize human-
centered design and trustworthiness (Albahri et al., 2023). In line 
with this, the present study primarily examines how attribution style, 
social support, and anthropomorphism influence trust repair in the 
context of medical AI service failures. In addition, we investigate how 
trust repair shapes the relationship between social support and 
behavioral intentions. Gaining insight into these processes can 
enhance the adaptability and resilience of GAI-based health 
consultation systems.

Trust and trust repair

In the context of HMI, trust can be defined as the belief or attitude 
that an agent will assist in achieving an individual’s goals in situations 
characterized by uncertainty and vulnerability (De Visser et al., 2016). 
Although many scholars define trust and use it as a baseline to study 
repair, general trust and trust repair differ both qualitatively and 
quantitatively. From a qualitative perspective, general trust develops 
under the assumption of “trustworthy until proven otherwise,” whereas 
trust repair occurs after this assumption is violated, with betrayal not 
only damaging prior trust but also triggering negative emotions and 
concerns about further harm (Kim et al., 2004; Sharma et al., 2023). 
Thus, while the essence of general trust lies in fostering positive 
expectations, trust repair additionally requires addressing post-violation 
negative effects to restore the relationship. From a quantitative 
perspective, in the initial stage of a relationship, individuals often exhibit 
relatively high levels of trust based on cues such as trust propensity, sense 
of dependence, institutional safeguards, and group identity or reputation 
(Kim et al., 2004, 2009). However, once a violation occurs, trust can easily 
fall below its initial level, and the magnitude of increase required to 
rebuild trust is substantially greater than that needed to establish initial 
trust (Kim et al., 2004, 2006; Lewicki and Brinsfield, 2017). In summary, 
trust repair is more complex and challenging than the initial development 
of general trust. Therefore, this study adopts the definition by Sharma 

et al. (2023), which states that “trust repair was any increase in trust 
above the post-transgression level and complete repair as an increase in 
trust to the pre-transgression level.” This definition not only captures the 
dynamic changes in trust following a violation but also provides a clear 
operational standard for empirical analysis.

For many years, researchers have focused on exploring the factors 
and mechanisms that affect trust repair. In general, mechanisms for 
trust repair can be categorized into attribution, social-equilibrium, 
and structural mechanisms (Dirks et al., 2009; Sharma et al., 2023). 
According to attribution mechanisms, after a trust violation occurs, 
how the trustor attributes the failure plays a major role in restoring the 
relationship with the trustee (Kim et al., 2009; Tomlinson and Mayer, 
2009). Social equilibrium mechanisms suggest that a trust violation 
disrupts the trust established between parties based on existing social 
norms, requiring restorative measures, particularly those aimed at 
alleviating negative emotions, to repair the relationship (Gillespie and 
Siebert, 2018; Ren and Gray, 2009). Structural mechanisms posit that 
if the external environment facilitates trust or reduces the likelihood 
of untrustworthy behaviors, trust can be more effectively restored 
(Dirks et al., 2009; Sitkin & Roth, 1993). Overall, trust repair primarily 
involves three dimensions: attribution of the breach, the relationship, 
and the environment (Sharma et al., 2023). Trust is more likely to 
be repaired if individuals perceive the attribution of responsibility as 
acceptable, the damaged relationship is mended, and the environment 
supports trust. Therefore, based on these three mechanisms, this study 
aims to examine how attribution style, social support, and 
anthropomorphism influence trust repair and behavioral intentions 
in GAI doctors (see Figure 1).

Attribution theory and trust repair

According to attribution theory, attribution constitutes a 
fundamental cognitive process (Chen et  al., 2022; Weiner, 1985). 
Through this process, individuals seek to identify the causes of 
behavioral events in order to enhance their understanding of the 
internal and external world. In general, attributions can be divided into 
internal and external types. In the context of service failures in HMI, it 
typically represents different ways of taking responsibility. Specifically, 
internal attribution means that the GAI takes active responsibility for 
a service failure, such as attributing it to the use of inaccurate data (Kim 
and Song, 2021). Conversely, external attribution occurs when the GAI 
places the cause of a service failure on external factors, such as 
environmental conditions or human interference (Zhang et al., 2023). 
Based on expectation confirmation theory, when the attribution style 
used by a GAI matches individuals’ expectations, it is more likely to 
satisfy their psychological needs and facilitate trust repair (Oliver, 
1980). If the attribution style does not match expectations, it could 
make the negative effects even worse. Studies have shown that following 
a trust violation, a machine taking responsibility proactively helps 
repair trust because it signals sincere regret (Kim et al., 2006; Ohbuchi 
et al., 1989; Tomlinson et al., 2004). However, some studies suggest that 
proactively taking responsibility does not always produce positive 
outcomes. For example, Kim and Song (2021) found that when an 
anthropomorphized AI issued an apology based on external rather 
than internal attribution, it resulted in greater trust repair. Furthermore, 
some researchers have found that internal attribution tends to elicit 
blame from the victim, whereas external attribution does not, as people 
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recognize that many events are influenced by external factors (Kim 
et al., 2006; Sullivan, 1975). Yet, external attributions are not without 
drawbacks. When trustors question the agent’s innocence, such 
attributions may be perceived as excuses or indications of incompetence 
(Schlenker et al., 2001). Kim et al. (2006) found that in human-to-
human interaction (HHI), internal attributions for competence-related 
failures are more effective than external attributions in repairing trust, 
as they convey responsibility and integrity to the trustor and, more 
importantly, signal a greater likelihood of correcting the behavior in 
the future. GAI, supported by large-scale machine learning models, can 
continuously optimize its algorithms through iterative training, thereby 
enhancing the quality and adaptability of its outputs (Qin et al., 2025). 
Therefore, in the context of this study, we  propose the 
following hypothesis:

H1: Compared with external attributions, internal attributions 
will result in higher trust repair.

Social support and trust repair

Prior studies have shown that trust violations in HMI may 
be alleviated through trust repair strategies, such as the provision of 
recovery services (Kim and Song, 2021; Meng et  al., 2025). More 
specifically, service recovery involves the actions a provider implements 
following a service failure, aimed at mitigating customer dissatisfaction 
and resolving complaints—typically through apology, compensation, 
and restoration (Spreng et al., 1995; Zhou and Chang, 2024). According 
to social support theory, individuals’ access to supportive relationships 
or resources—primarily in the form of informational support and 
emotional support—can have a positive impact on their well-being 
(Langford et al., 1997). Informational support means offering useful 
guidance and advice to assist individuals in solving problems and 

making informed decisions (Madjar, 2008). Emotional support involves 
the expression of love, empathy, and understanding, allowing individuals 
to feel cared for and understood (Reblin and Uchino, 2008). Accordingly, 
social support theory has been extensively used in trust-building 
research. However, few studies have examined how social support 
influences individuals’ trust repair, particularly in the context of AI-based 
health consultations. Specifically, in the domain of OHCSV, GAI doctors 
can provide informational service recovery by explaining the reasons for 
service failures and offering additional informational support to help 
individuals address their concerns (Zhou and Chang, 2024). Previous 
research indicates that due to the black-box nature of AI, lay users often 
lack understanding of how decisions or results are generated. Therefore, 
informing users about the AI system’s data processing and operational 
mechanisms is considered an effective approach to enhancing user trust 
(Afroogh et al., 2024; Felzmann et al., 2019). In other words, a substantial 
body of prior research has demonstrated that the provision of transparent 
information helps users feel neither deceived nor compelled. However, 
numerous studies have also demonstrated that trust is not a simple 
function of transparency; human-like features of robots, particularly 
emotional attributes, play a significant role in facilitating interaction 
between humans and AI (Gebhard et al., 2021; Troshani et al., 2021). 
Emotional service recovery can allow individuals to feel understood, 
empathized with, and comforted by the AI, thereby potentially alleviating 
the negative experiences caused by service failures. Given that, in the 
context of service failures during health consultations, individuals 
primarily experience pressure to obtain clear, accurate, and useful 
medical information to reduce uncertainty and guide their health 
decisions (Li, Y et al., 2025; Liu et al., 2022), we predict that informational 
support, compared with emotional support, will be more effective in 
facilitating trust repair.

H2: Compared with emotional support, informational support 
will result in higher trust repair.

FIGURE 1

Conceptual model in the current study.
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Moreover, previous research has consistently shown that social 
support positively affects users’ behavioral intentions (Bu et al., 2024; 
Rashidi et al., 2025; Zhou and Chang, 2024); yet, service failures may 
weaken this effect, reducing continued engagement with GAI healthcare 
services. Trust is crucial in designing interactive intelligent agents, as it 
influences how individuals perceive, interact with, and evaluate 
technology (Kim and Song, 2021; Li et al., 2008). Based on this, we argue 
that in the context of GAI doctor service failures, trust repair may play 
a key role in the relationship between social support and behavioral 
intention. Accordingly, the following hypotheses are proposed:

H3a: Social support positively influences behavioral intention.

H3b: Trust repair mediates the relationship between social 
support and behavioral intention.

Anthropomorphism and trust repair

With the rapid advancement of technologies such as robotics, 
automation, and natural language processing, the boundary between 
humans and machines has become increasingly blurred (De Visser et al., 
2016). Robots are not only becoming more intelligent and capable of 
assisting humans across various domains, but are also increasingly 
anthropomorphized, as designers often incorporate human-like visual 
features, identity cues, or language to enhance their social presence (Go 
and Sundar, 2019). According to the Computers Are Social Actors (CASA) 
paradigm, enhancing the level of anthropomorphism in machines 
facilitates HMI by making the agent appear more familiar and trustworthy 
(Nass et al., 1994). In service recovery contexts, existing research similarly 
suggests that anthropomorphism improves consumer experience and 
enhances the effectiveness of service recovery. For example, Agnihotri and 
Bhattacharya (2024) demonstrated that anthropomorphism enhances 
consumers’ perceptions of a chatbot’s honesty and integrity, thereby 
increasing their willingness to forgive it for service failures. Zhou and 
Chang (2024) reported a positive association between higher levels of 
anthropomorphism and both perceived service quality and attitude 
satisfaction in service recovery contexts. Moreover, De Visser et al. (2016) 
found that anthropomorphism enhances trust resilience in cognitive 
agents. Although anthropomorphism’s positive effects on service recovery 
have been widely studied, its role in trust repair specifically within AI 
healthcare consultations receives limited attention. Li, Y et  al. (2025) 
showed that in AI healthcare consultations, anthropomorphism boosts 
perceptions of a robot’s social presence, increasing source credibility and 
behavioral intentions. This suggests people apply different “humanness” 
heuristics when interacting with robots versus real humans, resulting in 
distinct psychological responses (Li, Y et al., 2025; Sundar, 2008). Based on 
this, the current study assumes that anthropomorphism also improves the 
effectiveness of trust repair in AI healthcare consultations. Accordingly, 
we propose the following research hypothesis:

H4: Compared with non-anthropomorphic GAI doctors, 
anthropomorphic GAI doctors will result in higher trust repair.

In addition to examining the main effects of attribution style, 
social support, and anthropomorphism on trust repair, this study also 
explores whether there are interaction effects among these factors. 
According to Kim and Song (2021), the lowest level of trust damage 

occurred when a machine-like agent used external rather than internal 
attributions. Li, Y et al. (2025) reported that anthropomorphic GAI 
doctors providing informational support can enhance their social 
presence, thereby increasing source credibility. Moreover, Chen et al. 
(2022) found that in cases of service failure with external attribution, 
recovery actions taken by the healthcare provider, rather than the 
consumer, were effective in restoring cognitive trust. Therefore, 
we  hypothesize that attribution style, social support, and 
anthropomorphism interactively affect trust repair in GAI doctors:

H5: There is an interaction effect between attribution style, social 
support, and anthropomorphism on trust repair.

Methods

Participants

This study recruited 512 eligible participants through Credamo, 
an online experimental survey platform specializing in social science 
research in China. All participants were over 18 years old and met the 
inclusion criteria (see Table 1). They were randomly selected from 
Credamo’s managed respondent pool. We performed a priori power 
analysis with G*Power 3.1 software to confirm sufficient statistical 
power. The results presented that at least 210 participants were 
needed (power = 0.95, α = 0.05, effect size = 0.25), a requirement that 
our sample successfully fulfilled.

Design

Upon the approval of IRB of the author’s affiliated university 
(MUST-FA-20250017), we conducted an online experiment with a 2 

TABLE 1  Demographic characteristics of participants.

Demographics 
variable

Category Frequency

Gender Female 356

Male 156

Age < 20 4

20–29 281

30–39 189

40–49 23

50–59 14

60+ 1

Education junior college or below 42

Undergraduate 375

Master’s degree and above 95

Frequency of using GAI 

doctors

< 5 times 1

5–10 times 121

11–15 times 263

16–20 times 109

> 20 times 18
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(internal attribution vs. external attribution) × 2 (informational 
support vs. emotional support) × 2 (anthropomorphism vs. 
non-anthropomorphism) between-subjects factorial design. Two 
medical professionals were invited to review the AI-generated 
content for accuracy.

The experiment included two scenarios and three stages of trust 
measurement: initial trust, trust violation, and trust repair. Scenario 1 
(Trust Violation) presented a text-only dialog in which the GAI doctor’s 
advice conflicted with participants’ prior knowledge, aiming to induce a 
decline in trust. Scenario 2 (Trust Repair) built upon Scenario 1, 
presenting the full dialog including the trust violation and the assigned 
recovery strategy, in order to examine how different combinations of 
attribution style, social support, and anthropomorphism influenced trust 
repair (see Supplementary materials). Notably, Scenario 1 constituted the 
first part of Scenario 2, since trust repair logically requires a prior 
violation. To prevent the manipulation of anthropomorphism from 
influencing the trust violation scenario, Scenario 1 was presented in a 
text-only format.

At the beginning of the experiment, participants reported their 
initial trust in the GAI doctor after providing informed consent, 
serving as a baseline measurement. Next, participants entered Scenario 
1, where they were asked to imagine consulting the GAI doctor about 
fish oil consumption (viewing the stimulus for at least 15 s) and then 
report their trust in the GAI doctor. Subsequently, participants were 
randomly assigned to one of the eight experimental conditions 
(Scenario 2). During this scenario, participants viewed the full dialog 
between the GAI doctor and the patient (for at least 35 s) and then 
reported their trust in the doctor again. Additionally, participants 
reported their behavioral intentions and demographic information, 
including gender, age, education, and frequency of using GAI doctors. 
Finally, participants were explicitly informed that the information 
provided was fictitious and did not constitute real medical advice.

Stimulus

For this study, the experimental dialog was set within a scenario 
in which users inquired about the appropriate dosage of fish oil 
supplements. This scenario was chosen due to the growing attention 
individuals pay to personal health management. Although people 
frequently purchase dietary supplements independently, they often 
lack sufficient knowledge regarding their necessity and correct usage. 
Within this health-consumption context, consulting GAI doctors has 
become a convenient way for individuals to access health advice.

Following previous research (Kim and Song, 2021), 
we manipulated attribution style by defining internal attribution as 
errors in AI health consultations caused by the system retrieving 
inaccurate information, and external attribution as errors resulting 
from insufficient information provided by the user. Accordingly, 
participants in the internal attribution condition were presented with 
a GAI doctor attributing the error to the AI system itself, whereas 
those in the external attribution condition saw the GAI doctor 
attributing the error to the user.

For social support, participants in the informational support 
condition were exposed to a GAI doctor that appeared objective 
and calm, offering detailed advice on fish oil supplementation. 
Example expressions included specific dosage recommendations 
such as, “Relevant studies suggest that a daily intake of 1,000 to 

3,000 mg of fish oil is generally safe and beneficial for healthy 
adults,” along with links to additional web resources for further 
information. In the emotional support condition, participants were 
exposed to a GAI doctor conveying warmth and understanding. 
Example expressions included, “Dear friend, I  truly understand 
your concern about your health, and I know how confusing it could 
be when faced with so much conflicting information. I’ll always 
be here with you, supporting and protecting your health.”

Moreover, we  adopted the approach of manipulating 
anthropomorphic visual cues based on prior research (Go and Sundar, 
2019; Li, Y et al., 2025). For participants in the anthropomorphism 
condition, the interaction interface featured a fictional GAI doctor 
with human-like characteristics. In contrast, those in the 
non-anthropomorphism condition viewed a standard ChatGPT 
dialog window.

Measures

Trust repair
A three-item scale adapted from Meng et al. (2025) was used to 

measure trust repair, with participants rating each item on a 7-point 
Likert scale (1 = strongly disagree, 7 = strongly agree). The items were: 
(1) The GAI doctor gives me the impression of being trustworthy; (2) 
I consider the GAI doctor to be competent and reliable; (3) I think 
GAI doctors are willing to look after the health interests of patients 
(M = 3.876, SD = 1.854, Cronbach’s α = 0.894). Trust at the initial, trust 
violation, and trust repair stages was measured using the same scale.

Behavioral intention
A four-item scale adapted from Hadi et al. (2024) was used to 

measure behavioral intention, with participants rating each item on a 
7-point Likert scale (1 = strongly disagree, 7 = strongly agree). The 
items were: (1) I intend to continue using AI health consultation; (2) 
Compared to other consultation methods, I am still willing to consult 
a GAI doctor; (3) I am willing to consult a GAI doctor again when 
I face health issues in the future; (4) It is unlikely that I will stop using 
AI health consultation because of a service failure problem (M = 4.254, 
SD = 2.499, Cronbach’s α = 0.941).

To assess the effectiveness of our experimental manipulations, 
we  included three sets of manipulation check items in the 
questionnaire. For attribution, participants were invited to answer the 
question: “Was the service failure caused by the AI system retrieving 
inaccurate information?” To evaluate social support, participants rated 
the GAI doctor on perceived sympathy, inspiration, warmth, and care. 
Higher scores indicated a greater level of emotional support. For 
anthropomorphism, participants answered the question: “How do 
you think about the GAI doctor’s anthropomorphism capability?” A 
7-point Likert scale (1 = strongly disagree, 7 = strongly agree) was 
used to assess all items.

Results

Data analysis

Since this study involved two scenarios and three stages of 
trust measurement, a paired-samples t-test was conducted to 
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examine changes in trust across the stages. The results, presented 
in Table 2, indicate that trust significantly decreased following the 
service failure and was subsequently restored after recovery, 
regardless of the recovery method. These findings confirm that 
the manipulation was successful, allowing us to proceed with 
further analyses.

Randomization check

To examine whether participants were successfully randomized 
across conditions, a series of chi-square tests and one-way ANOVAs 
were conducted. Results showed no significant differences among the 
eight experimental groups in terms of gender (χ2(7) = 5.695, 
p = 0.576), age (F(7, 504) = 1.557, p = 0.146), education (F(7, 
504) = 1.054, p = 0.393), or frequency of using GAI doctors (F(7, 
504) = 0.348, p = 0.932).

Manipulation check

Given the 2 × 2 × 2 between-subjects design, t-tests for 
independent groups were conducted to assess the effectiveness of 
the manipulations of attribution style, social support and 
anthropomorphism (see Table 3). Results confirmed the success 
of the manipulations. Participants exposed to internal attribution 
(M = 6.287, SD = 0.785) conveyed significantly stronger 
perceptions of internal attribution than those exposed to external 
attribution (M = 3.543, SD = 1.853), t(510) = 21.885, p < 0.001. 
Similarly, participants assigned to the emotional support 
condition (M = 5.053, SD = 1.095) perceived significantly greater 
emotional support compared to those in the informational 
support condition (M = 3.543, SD = 1.238), t(510) = 14.611, 
p < 0.001. Moreover, significantly higher perceived 
anthropomorphism was reported by participants in the 
anthropomorphic condition (M = 4.713, SD = 1.111) than those 
in the non-anthropomorphic condition (M = 3.977, SD = 1.200), 
t(510) = 7.204, p < 0.001.

Main findings

Hypothesis testing
A three-way analysis of variance (ANOVA) was conducted with 

attribution style, social support, and anthropomorphism as 
independent variables and trust repair as the dependent variable (see 
Table 4). The results revealed significant main effects of attribution 
style, social support, and anthropomorphism on trust repair. 
Regarding attribution style, participants in the internal attribution 
condition showed greater trust repair (M = 3.987, SD = 1.150) 
compared to those in the external attribution condition (M = 3.766, 
SD = 1.309), F(1, 504) = 4.183, p < 0.05. For social support, 
participants in the emotional support condition reported higher trust 
repair (M = 3.983, SD = 1.268) than those in the informational 
support condition (M = 3.766, SD = 1.196), F (1, 504) = 4.118, 
p < 0.05. In addition, participants exposed to the anthropomorphic 
condition reported higher trust repair (M = 4.033, SD = 1.186) than 
those in the non-anthropomorphic condition (M = 3.721, SD = 1.267), 
F(1, 504) = 8.247, p < 0.01. Thus, H1 and H4 were supported, while 
H2 was not.

Regarding H5, significant interaction effects on trust repair were 
found for the interactions between anthropomorphism and attribution 
style (F(1, 504) = 5.994, p < 0.05), anthropomorphism and social 
support (F(1, 504) = 4.724, p < 0.05), and attribution style and social 
support (F(1, 504) = 4.947, p < 0.05). Regarding the interaction 
between anthropomorphism and attribution style, Figure 2 presents a 
plot of the obtained mean scores. In the anthropomorphic condition, 
external attribution was more effective in repairing trust, whereas in 
the non-anthropomorphic condition, internal attribution was more 
effective. Specifically, individuals who were assigned to the 
anthropomorphic-external attribution condition reported higher trust 
repair (M = 4.055, SD = 1.256) than those in the anthropomorphic-
internal attribution condition (M = 4.010, SD = 1.117), the 
non-anthropomorphic-internal attribution condition (M = 3.963, 
SD = 1.187), and the non-anthropomorphic-external attribution 
condition (M = 3.486, SD = 1.303). A similar pattern emerged for the 
interaction between anthropomorphism and social support. As shown 
in Figure 3, individuals in the anthropomorphic–emotional support 
condition reported higher trust repair (M = 4.255, SD = 1.160) than 
those in the anthropomorphic–informational support condition 
(M = 3.807, SD = 1.175), the non-anthropomorphic–informational 
support condition (M = 3.727, SD = 1.221), and the 
non-anthropomorphic–emotional support condition (M = 3.715, 
SD = 1.317), indicating that trust repair is greatest when information 
combines anthropomorphism with emotional support. As for the 
interaction between attribution style and social support, Figure  4 

TABLE 2  The comparison among the trust in three stages.

Outcome 
variable

Stage M SD t-value

Trust Initial-violation 2.159 1.222 39.986***

Violation-repaired −0.687 1.300 −11.958***

*p < 0.05; **p < 0.01; ***p < 0.001.

TABLE 3  T-test of experimental manipulation.

Group Number M SD t df p

Internal Attribution 254 6.287 0.785 21.885 510 0.001

External Attribution 258 3.543 1.853

Informational Support 254 3.543 1.238 14.611 510 0.001

Emotional Support 258 5.053 1.095

Anthropomorphism 254 4.713 1.111 7.204 510 0.001

Non-Anthropomorphism 258 3.977 1.200
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presents the mean scores. When internal attribution was used, 
informational support was more effective in repairing trust, whereas 
under external attribution, emotional support led to higher levels of 
trust repair. Specifically, individuals in the internal attribution–
informational support condition reported the highest trust repair 
(M = 3.997, SD = 1.136) compared to those in the external attribution–
emotional support condition (M = 3.990, SD = 1.363), the internal 
attribution–emotional support condition (M = 3.977, SD = 1.168), 
and the external attribution–informational support condition 
(M = 3.539, SD = 1.215; see Table 5).

In addition, no significant three-way interaction was observed 
among anthropomorphism, attribution style, and social support on 
trust repair (F(1, 504) = 0.080, p = 0.777).

Mediation analysis
The mediating role of trust repair was examined using PROCESS 

Model 4 with 5,000 bootstrap samples. The results showed that social 
support significantly predicted trust repair (b = 0.217, SE = 0.109, 
p = 0.047), and trust repair significantly predicted behavioral intention 
(b = 0.899, SE = 0.034, p < 0.001). However, the direct effect of social 
support on behavioral intention was not significant (b = 0.036, 
SE = 0.084, p = 0.671). Importantly, the indirect effect of social 
support on behavioral intention via trust repair was significant 
(indirect effect = 0.195, BootSE = 0.097, 95% CI [0.002, 0.380]; see 
Figure  5). These findings suggest that trust repair serves as a full 
mediator between social support and behavioral intention, thus 
supporting H3b while H3a is not supported.

Discussion

This study was primarily designed to examine trust repair of GAI 
doctors in the context of online health consultation service failures. 
Specifically, we  investigated the main and interaction effects of 
attribution style, social support, and anthropomorphism on trust 
repair, as well as the relationships among social support, trust repair, 
and behavioral intention.

Firstly, the main effect of attribution style was examined. Results 
revealed greater trust repair when internal attribution was provided 
by the GAI doctor compared to external attribution. This may 
be because when GAI doctors actively take responsibility, individuals 
may perceive that the GAI doctor has recognized the problem and will 
take corrective actions, thus fostering positive expectations for the 
quality of subsequent interactions (Kim et al., 2006). Regarding social 

support, emotional support proved more effective for trust repair than 
informational support. A possible explanation is that, following 
failures in AI-based healthcare services, offering empathy and 
emotional support may be more critical for individuals than simply 
providing information. According to Meng and Dai (2021), providing 
emotional support—whether in HHI or HMI—helps individuals feel 
supported, thereby alleviating stress and anxiety. Moreover, our study 
found that anthropomorphism enhances trust repair in AI health 
consultation failures, consistent with prior research (De Visser et al., 
2016; Meng et al., 2025). This suggests that designing GAI doctors 
with anthropomorphic features to enhance trust resilience is a crucial 
goal in HMI (De Visser et al., 2016). Considering the current low 
adoption rates of medical AI, enhancing the social characteristics of 
GAI doctors may improve public attitudes and increase tolerance for 
service failures. It is noteworthy that, although attribution style, social 
support, and anthropomorphism significantly influenced trust repair, 
trust during the repair stage (M = 3.876) was only slightly higher than 
after the violation (M = 3.189) and remained below initial trust 
(M = 5.346). This aligns with previous findings that trust rarely fully 
recovers after a violation (Kim et al., 2009; Lewicki and Brinsfield, 
2017). Our study further indicates that, in the context of health 
consultations, trust in GAI doctors is particularly difficult to restore.

Secondly, significant interactions were found between 
anthropomorphism and attribution style, and between 
anthropomorphism and social support, both revealing a similar 
pattern: anthropomorphism alters the psychological framework 
individuals use to evaluate GAI doctors. Specifically, when interacting 
with an anthropomorphic GAI doctor, individuals are more likely to 
employ a “human heuristic,” perceiving them as social actors with 
intentions and emotions. In contrast, when interacting with a 
non-anthropomorphic GAI doctor, individuals tend to adopt a 
“machine heuristic,” viewing them as technical tools devoid of social 
capabilities (Nass et  al., 1994; Sundar, 2008). Therefore, for 
anthropomorphic GAI doctors, external attribution is more effective 
in repairing trust, possibly because patients perceive them as 
“human-like agents” and are thus more likely to understand and 
forgive their mistakes (De Visser et  al., 2016). In contrast, for 
non-anthropomorphic GAI doctors, internal attribution better 
facilitates trust repair, aligning with patients’ expectations that 
“technical tools should be  responsible and self-correcting” 
(Coeckelbergh, 2022). Thus, following a trust violation, internal 
attribution by a non-anthropomorphic GAI doctor appears more 
sincere and transparent, whereas external attribution may lead 
patients to perceive a shirking of responsibility, thereby undermining 

TABLE 4  Attribution style x social support x anthropomorphism factorial analysis of variance for trust repair.

Source df F η2 p

Attribution Style 1.000 4.183 0.008 0.041

Social Support 1.000 4.118 0.008 0.043

Anthropomorphism 1.000 8.247 0.016 0.004

Anthropomorphism x Attribution Style 1.000 5.994 0.012 0.015

Anthropomorphism x Social Support 1.000 4.724 0.009 0.030

Attribution Style x Social Support 1.000 4.947 0.010 0.027

Anthropomorphism x Attribution Style x Social Support 1.000 0.080 0.000 0.777

Error 504
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trust repair. Similarly, when GAI doctors are anthropomorphic, 
providing emotional support such as care and reassurance aligns with 
the human heuristic, making patients perceive them as socially 
present and sincere, thereby facilitating trust repair more effectively. 
Meng and Dai (2021) found that the same emotionally supportive 
messages were perceived as more beneficial when they came from a 
human partner rather than a chatbot. Overall, the study finds that 
anthropomorphism influences trust repair by shaping whether 
individuals adopt a “human heuristic” or a “machine heuristic,” 
which in turn affects the effectiveness of attribution strategies and 
supportive communication.

In addition, the study also found a significant interaction effect 
between attribution style and social support. That is, when internal 
attribution was used, informational support proved to be more effective 
in repairing trust, and when external attribution was used, emotional 
support led to better trust repair. This is an interesting result, which 
indicates that GAI doctors do not always need to take full responsibility 
for service failures. Instead, they can strategically adjust their support 
approach based on the type of attribution applied. When the service 
failure results from external factors, such as the patient providing 
insufficient information, offering emotional support can help bridge the 
relational gap between the GAI doctor and the patient. In previous 

FIGURE 2

Interactive effects between anthropomorphism and attribution style on trust repair.

FIGURE 3

Interactive effects between anthropomorphism and social support on trust repair.
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FIGURE 4

Interactive effects between attribution style and social support on trust repair.

TABLE 5  Descriptive statistics for trust repair.

Attribution style Social support Anthropomorphism N Mean SD

External Informational Without 65 3.359 1.149

With 63 3.725 1.261

Total 128 3.539 1.215

Emotional Without 66 3.611 1.437

With 64 4.380 1.171

Total 130 3.990 1.363

Total Without 131 3.486 1.303

With 127 4.055 1.256

Total 258 3.766 1.309

Internal Informational Without 63 4.106 1.184

With 63 3.889 1.086

Total 126 3.997 1.136

Emotional Without 64 3.823 1.182

With 64 4.130 1.143

Total 128 3.977 1.168

Total Without 127 3.963 1.187

With 127 4.010 1.117

Total 254 3.987 1.150

Total Informational Without 128 3.727 1.221

With 126 3.807 1.175

Total 254 3.766 1.196

Emotional Without 130 3.715 1.317

With 128 4.255 1.160

Total 258 3.983 1.268

Total Without 258 3.721 1.267

With 254 4.033 1.186

Total 512 3.876 1.237
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studies, researchers have expressed concerns that when AI frequently 
makes internal attributions, it may be blamed by participants, whereas 
when AI makes external attributions, participants are more likely to 
perceive it as incompetent or making excuses (Kim et al., 2006; Kim and 
Song, 2021). Our results imply that when external attribution is used, 
providing emotional support can inherently make individuals feel 
understood and supported, rather than perceiving the AI as avoiding 
responsibility. In contrast, when internal attribution is adopted, offering 
informational support can help individuals better understand the causes 
behind the GAI doctor’s error and receive appropriate solutions, thereby 
mitigating potential negative effects and facilitating trust repair.

Finally, the study found that social support did not influence 
behavioral intentions, and trust repair fully mediated this relationship. 
This result further highlights that the credibility of medical AI plays a 
decisive role in users’ willingness to use its services.

Limitations and implications

Our study has several theoretical contributions. First, since most 
prior trust repair research has focused on non-health contexts (Kim and 
Song, 2021; Meng et  al., 2025; Wu et  al., 2025), investigating GAI 
doctors contributes to expanding the trust repair literature. Second, 
previous studies have primarily focused on the effects of attribution style 
and anthropomorphism on trust repair (De Visser et al., 2016; Zhang 
et al., 2023), while the role of social support and its interactions with the 
other two factors in influencing trust repair has been rarely examined. 
This research offers a comprehensive perspective on how trust can 
be repaired in interactions with GAI doctors. Additionally, existing 
research has produced inconsistent findings regarding the effectiveness 
of different attribution styles on trust repair (Kim et al., 2006; Wu et al., 
2025). We found that trust repair is facilitated when internal attribution 
is paired with informational support and when external attribution is 
paired with emotional support. These findings make a significant 
contribution to the body of knowledge on attribution theory.

In terms of practical implications, the interactions between 
anthropomorphism and attribution style, as well as between 
anthropomorphism and social support, suggest that trust repair 
strategies should pay attention to the individual characteristics of GAI 
doctors. Moreover, the interaction between attribution style and social 
support indicates that GAI doctors do not always need to assume full 
responsibility following service failures. Based on the 
operationalization of external attribution in this study—that service 
failures result from insufficient information provided by users—this 
may imply that some medical service failures can be addressed by 
encouraging users to re-engage in the dialog. This suggests that AI 
designers could focus on fostering collaborative communication 
between GAI doctors and users, rather than relying solely on the AI’s 
performance, to more effectively enhance trust repair.

This study has its limitations. Firstly, although the main effects 
of social support, attribution style, and anthropomorphism on trust 
repair were statistically significant in this study, the absolute 
differences between conditions were relatively small. This may 
be related to the cross-sectional design of the experimental stimuli. 
Future research could develop simulated online health consultation 
systems, allowing GAI doctors to engage in multiple rounds of 
interaction with patients, thereby enabling patients to more clearly 
perceive the effects of different experimental conditions. Moreover, 
future studies could explore additional factors that may have a 
stronger impact on trust repair. Secondly, this study examined trust 
repair in different stages of GAI doctors’ service failures only in an 
online experiment, without considering longer-term relationships. 
Future research could adopt a longitudinal design to track users’ 
trust changes following service failures, allowing for a 
deeper analysis of the trust repair process. Finally, this study did not 
investigate the influence of individual characteristics on trust repair 
in AI health consultation service failure contexts. Future research 
could explore how variables such as AI literacy, previous experience 
with online medical services, and socioeconomic status affect 
trust repair.

FIGURE 5

Mediation model.
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