

[image: Cover of a publication titled "Environmental degradation, health, and socioeconomic impacts" with editors listed below. Published in various Frontiers journals. A scenic image of a river winding through lush green mountains is featured at the bottom.]





FRONTIERS EBOOK COPYRIGHT STATEMENT

The copyright in the text of individual articles in this ebook is the property of their respective authors or their respective institutions or funders. The copyright in graphics and images within each article may be subject to copyright of other parties. In both cases this is subject to a license granted to Frontiers. 

The compilation of articles constituting this ebook is the property of Frontiers. 

Each article within this ebook, and the ebook itself, are published under the most recent version of the Creative Commons CC-BY licence. The version current at the date of publication of this ebook is CC-BY 4.0. If the CC-BY licence is updated, the licence granted by Frontiers is automatically updated to the new version. 

When exercising any right under the CC-BY licence, Frontiers must be attributed as the original publisher of the article or ebook, as applicable. 

Authors have the responsibility of ensuring that any graphics or other materials which are the property of others may be included in the CC-BY licence, but this should be checked before relying on the CC-BY licence to reproduce those materials. Any copyright notices relating to those materials must be complied with. 

Copyright and source acknowledgement notices may not be removed and must be displayed in any copy, derivative work or partial copy which includes the elements in question. 

All copyright, and all rights therein, are protected by national and international copyright laws. The above represents a summary only. For further information please read Frontiers’ Conditions for Website Use and Copyright Statement, and the applicable CC-BY licence.



ISSN 1664-8714
ISBN 978-2-8325-7166-8
DOI 10.3389/978-2-8325-7166-8

Generative AI statement

Any alternative text (Alt text) provided alongside figures in the articles in this ebook has been generated by Frontiers with the support of artificial intelligence and reasonable efforts have been made to ensure accuracy, including review by the authors wherever possible. If you identify any issues, please contact us.

About Frontiers

Frontiers is more than just an open access publisher of scholarly articles: it is a pioneering approach to the world of academia, radically improving the way scholarly research is managed. The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share and generate knowledge. Frontiers provides immediate and permanent online open access to all its publications, but this alone is not enough to realize our grand goals.

Frontiers journal series

The Frontiers journal series is a multi-tier and interdisciplinary set of open-access, online journals, promising a paradigm shift from the current review, selection and dissemination processes in academic publishing. All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service to the scholarly community. At the same time, the Frontiers journal series operates on a revolutionary invention, the tiered publishing system, initially addressing specific communities of scholars, and gradually climbing up to broader public understanding, thus serving the interests of the lay society, too.

Dedication to quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interactions between authors and review editors, who include some of the world’s best academicians. Research must be certified by peers before entering a stream of knowledge that may eventually reach the public - and shape society; therefore, Frontiers only applies the most rigorous and unbiased reviews. Frontiers revolutionizes research publishing by freely delivering the most outstanding research, evaluated with no bias from both the academic and social point of view. By applying the most advanced information technologies, Frontiers is catapulting scholarly publishing into a new generation.

What are Frontiers Research Topics? 

Frontiers Research Topics are very popular trademarks of the Frontiers journals series: they are collections of at least ten articles, all centered on a particular subject. With their unique mix of varied contributions from Original Research to Review Articles, Frontiers Research Topics unify the most influential researchers, the latest key findings and historical advances in a hot research area.


Find out more on how to host your own Frontiers Research Topic or contribute to one as an author by contacting the Frontiers editorial office: frontiersin.org/about/contact





Environmental degradation, health, and socioeconomic impacts

Topic editors

Florian Nuță – Ștefan cel Mare University of Suceava, Romania

Gabriela Mustata Wilson – University of Louisiana at Lafayette, United States

Godfred O. Boateng – York University, Canada

Alina Cristina Nuta – Danubius International University, Romania

Citation

Nuță, F., Mustata Wilson, G., Boateng, G. O., Nuta, A. C., eds. (2025). Environmental degradation, health, and socioeconomic impacts. Lausanne: Frontiers Media SA. doi: 10.3389/978-2-8325-7166-8





Table of Contents




Editorial: Environmental degradation, health, and socioeconomic impacts

Florian Nuta, Gabriela Mustata Wilson, Godfred O. Boateng and Alina Cristina Nuta

Study on the coupling role and forecasting of energy-economy-environment triple system based on system dynamics approach, taking Inner Mongolia autonomous region as an example

Hongtao Zhu, Yue Zhu, Bo Hu, Yongfeng Qiao and Luxia Liu

The role of environmental efficiency and economic development in fertility: implications for public health and sustainability among OECD nations

Renyan Mu, Fuang Zhang, Shidi He and Jingshu Zhang

Ternary coordination and spatial convergence of digital economy, green finance, and green urbanization in the Yellow river basin of China

Rong Ma, Cunhu Xi and Yajing Li

Heterogeneous and dynamic impacts of carbon emissions on PPI and CPI: important insights into the consequences on the price system in tackling climate change

Chao Li and Liping Chen

Coupled and coordinated development of China’s green economy efficiency and new-type urbanization under the dual-carbon goal

Xi Zhu, Yuangu Wei, Qingqing Gui, Guangming Yang, Yizhi Qin and Siyi Cheng

How does a city’s digital economy development impact pollution emissions?

Tian Lan and Jun Ma

Health effects and economic losses due to PM2.5 pollution from oil consumption by mobile sources in China

Yibin Lin, Yanling Xi, Jiabin Chen, Yanfang Cui, Zengchuan Wang and Chenxu Ren

Unveiling the dynamic connection: ICT, technological innovation, financial inclusion, natural resources, and environmental degradation in MENA countries: evidence from CS-ARDl and NARDL

Henggang Zhang, Md. Qamruzzaman and Piana Monsur Mindia

Social vulnerability and cancer risk from air toxins in Louisiana: a spatial analysis of environmental health disparities

Sadie Smith, Sahithya Sakhamuri, Chloe M. Guidry and Gabriela Mustata Wilson

WASH improvement challenges in preschools in Eastern India

Binod Kumar Behera, Binod Kumar Patro, Manish Taywade and Mukunda Chandra Sahoo

Legal innovations for balancing environmental protection and public health in urban polluted areas

Jinglin Zhao and Ruolin Zhang

The impact of the green energy transition at the local level. How just is the fast implementation of decarbonization policy in West Macedonia?

Despoina Boulogiorgou and John K. Kaldellis

The energy-health-environment nexus: assessing the transboundary impacts of coal-fired power plants

Raja Dhar, Sayantan Sarkar, Chen Luo, Megha Anand, Shyamasree Dasgupta, Ujjwal Neogi, Apostolos Bossios, Rausan Zamir, Mohammad Shoeb and Joyanto Routh

Decoding population PM2.5 exposure in China: interplay of emissions, meteorology, and inequality (2013–2020)

Sujing Li, Chenxi Wang, Linmeng Ma, Xingxing Wang, Guolei Du and Changhao Wu

Can exercise regulate the relationship between noise pollution and the perception of physical and mental health among Chinese adults? An empirical study based on CGSS 2021

Peng Shi, Xiaosu Feng and Shanshan Lyu

Can household clean energy transition reduce medical expenditures? Evidence from China

Tao Li and Dan Xiao Yang

Global, regional, and national burden of ischemic heart disease attributable to lead exposure, 1990–2021: decomposition, frontier, and projection analysis

Xinyue Wen, Lichun Qiao, Feidan Deng, Jingxuan Zhou, Miaoqian Li, Lin Wang, Huan Deng, Abebe Feyissa Amhare, Jing Han and Yijie Guo

Shift one’s trouble to others: Does climate policy uncertainty promote enterprises’ “pollution migration” in the context of artificial intelligence?

Jianming Wang and Wei Li

Horizontal ecological compensation and urban resilience: mechanisms of low-carbon transformation

Zhongyin An, Hongce Xiao, Weiyi Li and Hengli Wang

Cross-mapping interactions between access to water and sanitation, human and economic development in the least developed countries

Adriana Tiron-Tudor, Simona Andreea Apostu, Adela Socol and Oana-Raluca Ivan

Economic growth with environmental hurdles in Uzbekistan: testing the EKC hypothesis

Maftuna Nuriddinova and Maaz Ahmad

From fossil fuels to green growth: rethinking new models through digital innovation, labor force and sustainable investment

Xin Yu Hu and Lisa Smith



EDITORIAL
published: 07 November 2025
doi: 10.3389/fenvs.2025.1732268
[image: image2]
Editorial: Environmental degradation, health, and socioeconomic impacts
Florian Nuta1, Gabriela Mustata Wilson2, Godfred O. Boateng3 and Alina Cristina Nuta4*
1Human and Social Sciences Doctoral School, Ştefan cel Mare University of Suceava, Suceava, Romania, 2Louisiana Center for Health Innovation, University of Louisiana at Lafayette, Lafayette, LA, United States, 3School of Global Health, York University, Toronto, ON, Canada, 4Women Researchers Council, Azerbaijan State University of Economics (UNEC), Baku, Azerbaijan
Edited and reviewed by:
Martin Siegert, University of Exeter, United Kingdom
*Correspondence:
 Alina Cristina Nuta, alinanuta@univ-danubius.ro
Received: 25 October 2025
Accepted: 31 October 2025
Published: 07 November 2025
Citation:
Nuta F, Mustata Wilson G, Boateng GO and Nuta AC (2025) Editorial: Environmental degradation, health, and socioeconomic impacts. Front. Environ. Sci. 13:1732268. doi: 10.3389/fenvs.2025.1732268
Keywords: environmental degradation, sustainable development, public health, health equity, socioeconomic impacts, innovation, digital transformation, climate resilience
Editorial on the Research Topic 
Environmental degradation, health, and socioeconomic impacts


INTRODUCTION
Environmental degradation is one of the most complex and pressing global challenges of the 21st century. The interconnectedness of natural ecosystems, human health, and socioeconomic development has never been more evident. Rapid industrialization, urban expansion, and the unsustainable use of natural resources have placed significant stress on the planet’s environmental systems, leading to profound consequences for health, equity, and economic resilience.
The Frontiers Research Topic Environmental Degradation, Health, and Socioeconomic Impacts was designed to advance interdisciplinary dialogue and stimulate new approaches to understanding and mitigating these intertwined challenges. By bringing together 22 peer-reviewed articles authored by scholars from across Asia, Europe, North America, and Africa, this Research Topic deepens our understanding of how environmental decline affects health outcomes, economic systems, and social stability, as well as how innovation, governance, and technological advancement can foster resilience.
The articles published in this Research Topic collectively suggest that addressing environmental degradation requires more than isolated policy reforms. It demands a paradigm shift toward integrative, data-informed, and justice-centered environmental governance, grounded in cross-sector collaboration and empowered by digital transformation. Collectively, these contributions demonstrate that sustainable development requires not only new technologies but also transformative shifts in governance, social behavior, and economic incentives. This Research Topic underscores how environmental degradation manifests through multiple pathways—pollution, resource depletion, land-use change, and climate stress—each carrying cascading health and socioeconomic consequences. It also emphasizes the importance of innovation, sustainable investment, and governance reform in shaping equitable environmental responses. The authors not only examine drivers of environmental deterioration but also propose pathways to equitable adaptation and sustainable growth, reaffirming that global environmental health is a shared responsibility requiring continuous scientific engagement and inclusive policy translation.
The articles span diverse methods and geographies, from national energy policy analyses and urban sustainability models to studies linking air pollution with health and demographic change, reflecting the global relevance of this research. This editorial synthesizes key insights across five interdependent themes: environmental health and social inequities; economic and technological pathways to sustainability; urbanization and infrastructure resilience; energy transition and governance; and future policy directions for a sustainable world.
ENVIRONMENTAL HEALTH AND SOCIAL INEQUITIES
Environmental risks disproportionately affect vulnerable populations. Wen et al. estimated the global, regional, and national burden of ischemic heart disease attributable to lead exposure, highlighting long-term health losses from heavy metal pollution. Li et al. mapped PM2.5 exposure across China and found substantial inequities driven by emissions, meteorology, and socioeconomic status. Complementing this evidence, Lin et al. examined the health and economic costs of PM2.5 pollution from oil consumption in China, quantifying the dual burden of energy dependence and air pollution. Shi et al. demonstrated that regular exercise can moderate the adverse mental and physical effects of noise pollution, suggesting adaptive behavioral pathways for resilience. Li and Yang analyzed the household clean-energy transition in China and found that replacing traditional fuels with cleaner energy sources significantly reduces residents’ medical expenditures. Their results highlight how sustainable energy policies can yield direct health and economic co-benefits at the community level. In the United States, Smith et al. showed that communities with higher social vulnerability face elevated cancer risks from airborne toxins in Louisiana.
Collectively, these studies reinforce the concept of environmental justice as an indispensable public health framework. They reveal how pollution, lifestyle, and socioeconomic status interact in ways that perpetuate chronic disease and premature mortality. The findings emphasize the need for intersectional policies that integrate environmental monitoring, behavioral interventions, and equitable access to clean energy and healthcare resources.
ECONOMIC AND TECHNOLOGICAL PATHWAYS TO SUSTAINABILITY
Economic development and technological innovation represent essential levers for achieving sustainability. Hu and Smith examined the transition from fossil fuel dependency to green growth, highlighting the roles of digital innovation, sustainable investment, and workforce adaptation. Lan and Ma demonstrated that the digital economy influences pollution trajectories through mechanisms that first exacerbate and then mitigate emissions, depending on technological maturity. Nuriddinova and Ahmad validated the Environmental Kuznets Curve in Uzbekistan, demonstrating how economic growth initially intensifies but eventually alleviates environmental degradation when cleaner technologies are adopted. Li and Chen analyzed the relationship between carbon emissions, producer price index (PPI), and consumer price index (CPI), offering evidence of complex feedback between environmental policy and macroeconomic systems. Complementary findings from cross-country analyses by Zhang et al. underscore that digital transformation and ICT innovation are decisive in reducing environmental degradation across emerging economies. Further, Mu et al. explored the relationship between environmental efficiency and fertility across OECD countries, revealing that improvements in environmental performance coincide with demographic stabilization, suggesting deeper socio-environmental linkages.
Together, these studies demonstrate that sustainability is not merely a technological challenge but an economic and societal one. Integrating green innovation into industrial strategies can yield both productivity gains and emissions reduction. The convergence of ICT, finance, and environmental management reflects a broader shift toward “green digital economies,” where circularity, data transparency, and innovation policy converge to drive structural transformation.
URBANIZATION AND INFRASTRUCTURE RESILIENCE
Rapid urbanization presents both risks and opportunities for sustainability. Tiron-Tudor et al. and Behera et al. found that limited access to safe water, sanitation, and hygiene (WASH) services continues to impede human development in the least developed countries. An et al. proposed horizontal ecological compensation to strengthen urban resilience and encourage inter-regional low-carbon cooperation. Parallel analyses by Zhu et al. showed that green economic efficiency and new-type urbanization evolve in increasingly coordinated trajectories across China, emphasizing the importance of regional balance in sustainable development. Building on this, Ma et al. examined the spatiotemporal coupling between new-type urbanization and green economic efficiency in Chinese cities, revealing that balanced growth depends on synergies between economic expansion and ecological management.
This evidence collectively signals that cities must act as engines of sustainability rather than sources of environmental degradation. Integrating ecosystem services into urban planning, improving climate resilience infrastructure, and fostering local innovation ecosystems can strengthen cities’ adaptive capacity. Moreover, urban governance frameworks that emphasize inclusivity and stakeholder engagement are essential for ensuring equitable access to sustainable development benefits.
ENERGY TRANSITION AND GOVERNANCE
The transition toward sustainable energy systems represents both an opportunity and a challenge for achieving climate resilience and social justice. Boulogiorgou and Kaldellis investigated Greece’s decarbonization policies, showing that rapid implementation without adequate community engagement risks exacerbating local economic disparities. Dhar et al. assessed transboundary environmental effects of coal-fired power plants, emphasizing the need for regional cooperation to mitigate cross-border air pollution. Regional modeling by Zhu et al. in Inner Mongolia revealed that effective coordination within the energy–economy–environment system can enhance policy synchronization and promote sustainable industrial transformation. Zhao and Zhang examined legal innovations aimed at balancing environmental protection with public health, while Wang and Li demonstrated that uncertainty in environmental policy can unintentionally drive industrial pollution migration.
These studies collectively suggest that sustainable energy transitions cannot rely solely on technology; they require political will, institutional capacity, and citizen participation to ensure equity and long-term success. They underscore that achieving net-zero goals requires harmonizing environmental regulation, fiscal incentives, and public engagement mechanisms. A “just transition” must therefore address the human dimensions of decarbonization, protecting workers, supporting regional economies, and ensuring energy affordability for all.
INTEGRATIVE SYNTHESIS AND FUTURE DIRECTIONS
Synthesizing across all contributions, this Research Topic demonstrates that environmental sustainability depends on understanding the mutual feedback loops among ecological, health, and economic systems. The twenty-two papers in this Research Topic converge on a shared insight: environmental degradation, health, and socioeconomic resilience are interdependent. Recent analyses highlight how pollution from energy consumption compounds health and economic burdens, while advances in urban planning and green economic efficiency reveal new pathways toward balanced, low-carbon growth. Sustainable transformation, therefore, depends on integrated data ecosystems that link environmental indicators with health and equity outcomes, ethical applications of artificial intelligence for predictive governance, and institutional frameworks that prioritize vulnerable communities.
The synthesis across these studies reveals a clear research frontier: the operational integration of environmental data, public health outcomes, and socioeconomic indicators. Developing interoperable data systems that allow real-time analysis of pollution, disease, and social vulnerability could revolutionize how policymakers respond to emerging environmental crises. Furthermore, community-centered research, grounded in participatory science and local knowledge, can help bridge the gap between evidence and implementation, ensuring that research outcomes are socially embedded and actionable.
While this Research Topic has made strong contributions to the literature linking environmental degradation, health, and socioeconomic outcomes, it also exposes several critical research gaps. First, persistent data limitations—particularly in low- and middle-income regions—restrict our understanding of long-term pollution exposure and its health costs. Second, most studies remain correlational; advancing causal modeling between environmental change, health outcomes, and socioeconomic factors is essential. Third, future research should examine system dynamics that connect local exposure, global supply chains, and transboundary flows, providing a fuller picture of how environmental risks propagate. Finally, designing and testing frameworks for “just transitions” that balance environmental, economic, and social objectives remains an urgent global priority. Together, these insights reaffirm that addressing environmental degradation demands integrative strategies linking innovation, infrastructure, governance, and public health to ensure a sustainable and equitable future.
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The sustainable development of Inner Mongolia, particularly the coordinated development of energy, economy, and environment, plays a crucial role in shaping energy strategies and environmental protection policies for both Inner Mongolia and China. Based on this, the study focuses on the energy-economy-environment coupling in Inner Mongolia, employing system dynamics for multi-scenario simulations. The findings reveal: (1) the overall coupling coordination degree is improving, with the energy-environment friendly scenario yielding the best results; (2) industrial pollution and energy consumption are significant factors influencing coupling coordination; (3) addressing energy consumption and achieving carbon neutrality are long-term challenges for Inner Mongolia’s sustainable development. Therefore, Inner Mongolia should optimize its industrial structure, promote high-tech and low-carbon industries, improve energy efficiency, develop renewable energy, and strengthen pollution control and carbon emission management to achieve sustainable development across its economy, energy, and environment.
Keywords: inner Mongolia autonomous region, system dynamics, energy, economy, environment, coupling coordination, Inner Mongolia

1 INTRODUCTION
The Inner Mongolia Autonomous Region plays a pivotal role in China’s energy sector due to its vast natural resources, including coal, natural gas, and renewable energy sources such as wind and solar power (Wu et al., 2023). As one of the nation’s leading coal producers, Inner Mongolia has also made significant strides in expanding its renewable energy capacity, particularly in wind and solar energy (Wang et al., 2023; Zhang et al., 2023). However, despite these advancements, the region faces considerable challenges, including low energy efficiency, an over-reliance on coal, and severe environmental pollution (Elkhatat and Al-Muhtaseb, 2024; Yu and Liu 2022). This heavy dependence on coal as the dominant energy source has led to extensive air and water pollution, soil degradation, and accelerated desertification of grasslands (Zhang, 2020). Although Inner Mongolia’s economy has grown rapidly, driven by resource-intensive industries, its economic structure remains overly dependent on energy production, limiting its long-term resilience and sustainability (Wu et al., 2024; Zhiyuan et al., 2024). Recent efforts to diversify the economy have fostered growth in the tertiary sector, especially in services, but environmental challenges continue to hinder the region’s progress toward sustainable development (Hariram et al., 2023; Jiang et al., 2024). To address these issues, it is essential to further optimize the industrial structure, enhance energy efficiency, and implement more robust environmental protection measures (Yang et al., 2023; Zhu and Zhang 2021).
Research on the interconnections between energy, the economy, and the environment has garnered increasing attention due to its critical role in achieving sustainable development. Scholars have highlighted the complex interdependencies among these systems, where economic growth is typically accompanied by rising energy consumption and greater environmental pressures (Irfan et al., 2022; Liu et al., 2022). Regional studies reveal significant variations in the degree of coupling and coordination between these systems, which are influenced by local policies and development models. Research on the Yellow River Basins demonstrates notable spatial differences in coupling coordination (Li et al., 2024; Chen et al., 2023). Studies of other regions, such as Hebei Province and resource-dependent areas of China, further support the view that while overall coupling trends are improving (Cao et al., 2020; Wu et al., 2018), significant regional heterogeneity remains, and policy interventions are crucial for promoting coordinated development (Yan et al., 2019;Liu et al., 2021).
The application of system dynamics has proven to be an effective approach for studying the coupling and coordination between energy, the economy, and the environment (Mohammad et al., 2021). System dynamics modeling enables researchers to simulate the dynamic evolution of these systems, uncovering feedback loops and nonlinear interactions. Numerous studies have employed system dynamics to assess the impact of various development policies on regional sustainability (Wang Y. et al., 2023). Studies of Kunming and the Three Gorges Reservoir Area illustrate how balanced economic and environmental strategies can enhance the coordination between these systems (Cui et al., 2019; Cheng et al., 2024). Similarly, research in Northeast China and other resource-dependent regions has utilized system dynamics to predict trends in resource consumption and environmental impacts, underscoring the urgent need for effective resource management and environmental protection (Cao et al., 2023; Jiang et al., 2022; Ouyang et al., 2021).
This study uses system dynamics to examine coupling relationships and dynamic interactions among these systems, providing a scientific foundation for sustainable development. The research focuses on analyzing trends and influencing factors of the coupling coordination degree, investigating direct and indirect mechanisms by which indicators impact coordination, identifying key obstacles, and evaluating the effects of different policies on sustainability. The study’s contribution lies in its system dynamics modeling, offering a comprehensive understanding of the coupling evolution in Inner Mongolia’s energy-economy-environment systems, and providing insights into challenges and solutions for policy optimization. Through scenario analysis, this research supports the development of effective strategies to promote regional sustainable development.
2 MATERIALS AND METHODS
2.1 Data sources
The research area of this study is Inner Mongolia Autonomous Region, China, with data spanning from 2000 to 2021. The panel data are sourced from the China Statistical Yearbook, China Energy Statistical Yearbook, and Inner Mongolia Statistical Yearbook. Missing data were completed using interpolation methods. The carbon sequestration coefficient for each vegetation type refers to the “Accounting Standards for Total Ecological Product Value.” Energy consumption and carbon emissions are converted based on the IPCC National Greenhouse Gas Inventory Guidelines, National Bureau of Statistics Standards of China, and the General Rules for Comprehensive Energy Consumption Calculation.
2.2 System dynamics model
2.2.1 Model introduction
System Dynamics, developed by Professor Forrester in the 1950s, is a widely used methodology for analyzing the behavior of complex systems over time. Leveraging a systems-thinking approach, system dynamics models dynamic feedback loops and interdependencies, using differential equations to describe the evolution of system variables. This allows researchers to identify patterns, delays, and non-linear behaviors within interconnected systems. A key advantage of system dynamics is its ability to reveal the internal structure and feedback mechanisms that drive system behavior, enabling hypothesis testing and scenario analysis through simulations. This makes system dynamics particularly valuable in fields like energy, economics, and environmental management, where understanding long-term dynamics and interactions is crucial. However, the methodology requires substantial domain knowledge and high-quality data for model calibration, as the accuracy of results depends heavily on input parameters and structural validity.
In this study, system dynamics is applied to analyze the complex interplay within the energy-economy-environment system of Inner Mongolia. By modeling the dynamic coupling of these subsystems, the study investigates feedback loops, trade-offs, and synergies, providing critical insights into their coordination. This approach enables scenario-based simulations to evaluate policy interventions, offering a scientific foundation for sustainable development planning. For Inner Mongolia, a region facing rapid economic transformation alongside significant environmental and energy challenges, the findings provide practical guidance for balancing economic growth with environmental protection and resource efficiency.
2.2.2 Model building
The energy-economy-environment system represents one of the most significant and complex subsystems within society. In this study, key variables were selected for each subsystem as the primary focus of analysis, with additional related variables incorporated to enhance the model’s comprehensiveness. Population, GDP, and total energy consumption were designated as stock variables, while all other variables were treated as flow variables. The economic activities of the region were categorized into three sectors: primary, secondary, and tertiary industries. For each sector, the model calculated metrics including proportion of GDP, output value, energy consumption, carbon emissions, and carbon intensity. Given the specific characteristics of Inner Mongolia, carbon sequestration by vegetation was estimated with a focus on farmland, forests, grasslands, and wetlands. For the environmental subsystem, the analysis prioritized indicators closely linked to the energy and economic systems, such as metrics related to residential and industrial activities and key targets for carbon neutrality. The system dynamics model constructed for this study is depicted in Figure 1.
[image: Complex flowchart depicting the interplay of factors affecting carbon emissions and energy consumption. Arrows indicate relationships between elements like GDP, population, energy efficiency, industrial output, and land use, highlighting their interconnected influence on carbon levels and climate change.]FIGURE 1 | System dynamics model structure diagram.
2.2.3 Model parameter settings
In this study, the system dynamics model spans from the year 2000–2030, using annual time steps for simulation. Population, GDP, and total energy consumption, as key macroeconomic variables within the social system, are defined as stock variables, with their initial values set based on 2000 cross-sectional data. Growth rates for population, GDP, and energy consumption, as well as the output value proportions and energy consumption shares of the three main industrial sectors, are determined based on actual calculations and implemented using table functions. Other variables are influenced by their related variables, and a fitting equation is constructed through panel data to express them. Detailed parameter settings are presented in Table 1.
TABLE 1 | Parameter settings table.
[image: A table with three columns: Parameter name, Parameter number, and Parameter setting. It lists parameters like GDP, population, and total energy consumption with corresponding identifiers (e.g., A1, A2) and initial values or formulas for calculation. The table also includes variables related to budget expenditures, industrial output, electricity consumption, waste management, and emissions, all linked with specific numeric expressions or formulas.]2.2.4 Validity testing
Before applying the system dynamics model, a validity test was conducted by comparing the simulation results with historical data from 2000 to 2021. The model is considered reliable if the average absolute error of the variables is below 20%. The validity test results showed that the average absolute error for all tested variables was below the 20% threshold, indicating that the model passed the validity test and can be regarded as relatively reliable. Detailed results are provided in Table 2.
TABLE 2 | Results of system dynamics validity test.
[image: Table showing average absolute error between simulation and historical data from 2000 to 2021. Key variables include farmland area (2.10%), forest area (0.27%), wetland area (11.54%), and per capita GDP (1.20%). Other variables like technology budget expenditure have higher errors, such as 19.66%. The table includes twenty-three variables with varying error percentages.]2.2.5 Multi scenario simulation
In applying the system dynamics approach, multiple scenarios are distinguished by assigning different parameter values to key variables. By conducting multi-scenario simulations, the model reveals the system’s evolutionary trajectory under varying conditions, enabling comparative analysis of development patterns across scenarios. This approach also provides a basis for forecasting optimal system development and offering practical guidance aligned with real-world conditions. In this study, three scenarios are defined: the current baseline scenario, the high economic development scenario, and the energy-environment-friendly scenario. These scenarios aim to identify a development model best suited to the unique conditions of Inner Mongolia.
In the most recent 5 years within the study period, Inner Mongolia has experienced an average GDP growth rate of approximately 7%, a population growth rate of around −1%, and an energy consumption growth rate of about 4%. Based on these trends, the current baseline scenario extends these values for simulation purposes. In the high economic development scenario, greater emphasis is placed on economic development. The GDP growth rate is increased by about half and set at 10%. This rapid economic growth is expected to attract population inflows and drive higher energy consumption (Yang et al., 2022). Accordingly, the population growth rate is set at 0.5%, and the energy consumption growth rate at 7.5%. The energy-environment-friendly scenario, in contrast, prioritizes the impact of energy consumption and environmental sustainability over accelerated growth. While maintaining the GDP growth rate at 7% to ensure steady economic development, this scenario reduces energy consumption growth to 2.0% and assumes a moderate population growth rate of 0.2%. This scenario seeks to balance economic development with sustainable energy use and environmental preservation. Detailed parameter settings for these scenarios are provided in Table 3.
TABLE 3 | Multi scenario parameter setting table.
[image: Table displaying three scenarios with growth rates. Under GDP growth rate: Current baseline is seven percent, high economic development is ten percent, energy-environmental-friendly is seven percent. Under population growth rate: Current baseline is negative one percent, high economic development is 0.5 percent, energy-environmental-friendly is 0.2 percent. Under energy consumption growth rate: Current baseline is four percent, high economic development is 7.5 percent, energy-environmental-friendly is two percent.]2.3 Coupling coordination
This study adopts a multi system coupling coordination model to comprehensively analyze the coupling coordination scheduling of Inner Mongolia’s energy-economy-environment system. The construction indicators and weights are shown in Table 4. The model construction process is as follows. To avoid numerical bias from subjective assignment, this study uses the entropy method for objective weight calculation. Due to inconsistencies in data units and dimensions, standardization is first performed. An offset of 0.01 is added to avoid zero values in the data. Positive and negative indicators are distinguished and processed as follows:
[image: The formula for feature scaling using min-max normalization, where \( X_{i,j} \) is the scaled value of feature \( x_{i,j} \), calculated as \( (x_{i,j} - \min X_{j}) / (\max X_{j} - \min X_{j}) \).]
[image: The image shows a mathematical formula for normalization: \(X_{i} = ( \text{max} X_{1} - x_{i} ) / ( \text{max} X_{1} - \text{min} X_{1} )\).]
TABLE 4 | Evaluation index system and weights of energy-economy-environment composite system.
[image: Table listing primary and secondary indicators with their impact direction and weight. Categories include Energy, Economic, and Environment, with multiple indicators under each. Impact direction can be positive or negative, and weights vary between 0.0619 and 0.4261.]Where [image: It seems there's no image attached. Please upload the image or provide a URL so I can generate the alt text.] is the standardized value of the j-th indicator data in the i-th year, [image: It seems there was an error in displaying the image. Please try uploading the image again or provide a URL. You can also add a caption for additional context.] is the original value of the j-th indicator data in the i-th year, [image: Mathematical expression displaying "min X sub j," indicating the minimum value of the variable \(X_j\).] is the minimum value of the j-th indicator, and [image: Mathematical expression showing "max X sub j", indicating the maximum value of a series indexed by j.] is the maximum value of the j-th indicator.
Secondly, use the entropy method to calculate the proportion of the j-th indicator value in the i-th year:
[image: Mathematical formula: \(Y_{ij} = X_{ij} / \sum_{k=1}^{m} X_{kj}\). It represents the normalization of \(X_{ij}\) by the sum of \(X_{kj}\) across index \(k\) from 1 to \(m\).]
Calculate the entropy of indicator information again:
[image: Equation representing entropy, \( e_j = -k \sum_{i=1}^{m} (Y_{ij} \times \ln Y_{ij}) \), where \( k \) is a constant, and \( Y_{ij} \) denotes the probability of state \( i \) for a system.]
Let [image: The formula presented shows 𝑘 equals one divided by the natural logarithm of 𝑚.], m is the number of years of evaluation, then the range of value for [image: It seems like there is an issue with the image upload. Please try uploading the image again, and I will help generate the alternate text for you.] is [image: Mathematical expression displaying the inequality zero is less than or equal to e sub j, which is less than or equal to one.].
Calculation of information entropy redundancy:
[image: It appears there was a misunderstanding; the input seems to be a mathematical expression rather than an image. If you upload an image or provide a URL, I can help generate alt text for it.]
Determination of indicator weights:
[image: Mathematical formula showing \( w_j = \frac{d_j}{\sum_{j=1}^{n} d_j} \), representing a weighted value \( w_j \) calculated by dividing \( d_j \) by the sum of all \( d_j \) from \( j = 1 \) to \( n \).]
Calculate the comprehensive value using standardized data and weights:
[image: Mathematical equation showing bold lowercase u sub j equals bold lowercase w sub j element-wise multiplied by bold uppercase Y sub i j.]
Finally, calculate the coupling degree and coupling coordination degree:
[image: Equation for C, represented as the cube root of the product of u sub 1, u sub 2, and u sub 3, divided by the sum of u sub 1, u sub 2, and u sub 3.]
[image: The equation represents a vector \( \mathbf{T} \) as a linear combination of vectors \( \mathbf{u}_1 \), \( \mathbf{u}_2 \), and \( \mathbf{u}_3 \) with coefficients \( \alpha \), \( \beta \), and \( \gamma \) respectively.]
[image: Equation representing a mathematical formula: D equals the square root of C multiplied by T.]
Where C is the coupling degree, and, [image: The image contains mathematical notation displaying variables \( u_1 \), \( u_2 \), and \( u_3 \).], is the comprehensive level of the three systems respectively; T is the comprehensive evaluation index of the three systems; [image: Mathematical text displaying the Greek letters alpha, beta, and gamma in a serif font style.] is the contribution of [image: Mathematical notation displaying variables \( u_1, u_2, \) and \( u_3 \).]. Therefore, it is considered that the three systems play an equal role and will be uniformly set at 1/3; D is the degree of coupling coordination, and a larger value of D indicates a higher degree of coordination among the three systems. According to the model setting, the larger the D value, the higher the coupling coordination degree. The interval division is shown in Table 5.
TABLE 5 | Coupling coordination evaluation form.
[image: Chart showing D value ranges and corresponding coordination types. D values from zero to point two indicate severe imbalance. Point two to point four indicate moderate imbalance. Point four to point six denote basic coordination. Point six to point eight represent moderate coordination. Point eight to one signify high-quality coordination.]2.4 Grey correlation degree model
To further explore the factors influencing the coupling coordination degree between energy, economy, and environment, this study uses a grey correlation model to analyze the impact of each driving factor. The grey correlation model is a quantitative analysis method that assesses the degree of correlation between sequences based on the geometric similarity between the parent and child data sequence curves. The steps to construct the correlation model are as follows:
Firstly, based on selecting the corresponding sequence, set the coupling coordination degree of the three systems as the characteristic sequence, denoted as [image: It seems like there is a mathematical expression. If you could provide more details or upload the actual image, I can help create accurate alt text.], and the data sequence of the driving factor indicator m in year t is denoted as [image: It seems like there might have been an error with the image upload. Please try uploading the image again, or share a URL if you have one. If there is specific text or context you'd like to provide, please include that as well.]. The standardized feature sequence and factor sequence are [image: Mathematical expression displaying \( \dot{D}_0(\mathbf{m}, t) \) with a dot over \( D \), indicating a derivative with respect to time, and \( \mathbf{m} \) in bold font, likely representing a vector or matrix.] and [image: Mathematical expression \( X'_{i}(\text{m}, \text{t}) \), representing a variable or function of parameters m and t, with a subscript i.], and the specific formula for calculating the correlation coefficient is as follows:
[image: Mathematical equation representing the variable \( \eta(m, t) \) defined as a fraction. The numerator is the minimum of the absolute difference between \( D_0(m, t) \) and \( X(m, t) \) plus \( \rho \) times the maximum of this absolute difference. The denominator is \( D_0(m, t) - X(m, t) \) plus \( \rho \) times the maximum of the absolute difference between \( D_0(m, t) \) and \( X(m, t) \).]
where [image: The expression represents the maximum value of the absolute difference between \(D_0(m, t)\) and \(X'_i(m, t)\) over all indices \(i\), \(m\), and \(t\).] and [image: Mathematical expression showing the minimization of the absolute difference between \( D_0(m, t) \) and \( X'_i(m, t) \) over indices \( i, m, t \).] represent the maximum and minimum absolute values of the driving factor indicators, respectively. [image: Please upload the image or provide a URL for me to generate the alternate text.] is the resolution coefficient, usually taken as 0.5
Finally, calculate its grey correlation degree:
[image: Mathematical formula displaying H sub i equals one over m times the summation from k equals one to m of r sub i with arguments m and t.]
where [image: Please upload the image or provide a URL so I can generate the alt text for it.] is the correlation degree, and the larger its value, the closer the correlation between this indicator and the coupling coordination degree of the three systems, which in turn indicates that this indicator has a greater driving effect on the coupling coordination degree.
2.5 Obstacle model
To identify the obstacles that affect the coordinated development level of the energy economy environment system coupling in Inner Mongolia, this article uses an obstacle degree model to calculate various indicators, and constructs a model as follows:
[image: Mathematical equation showing I subscript i j equals one minus X subscript i j.]
[image: Mathematical formula for \( Z_{ij} \), expressed as the fraction of \( I_{ij}w_{ij} \) over the sum from 1 to \( n \) of \( I_{ij}w_{ij} \), multiplied by 100 percent.]
where [image: Please upload the image or provide a URL so I can generate the alternate text for you.] is the deviation degree of the indicator; [image: Please upload the image or provide a URL, and I will generate the alternate text for you.] is the standardized value of the indicator; [image: It seems there is an issue displaying the image. Could you please try uploading the image file again or provide a URL link?] is the obstacle level of the indicator; [image: It seems there was an issue with the image upload, as I cannot view it. Please try uploading the image again or provide a URL, and I will assist you in generating the alternate text.] represents the contribution of the indicator. The larger the [image: If you have an image you'd like me to generate alternate text for, please upload it or provide a URL.] value, the greater the hindering effect of this indicator on the improvement of system coupling coordination.
3 RESULTS AND DISCUSSION
3.1 Coupling coordination degree
As shown in Section 2.2.4, our model has small simulation errors on individual variables, and we also focus on the performance of the model in overall coupling coordination. Therefore, the historical real data and simulation data from 2000 to 2021 were processed in the same dimension to obtain their coupling coordination for each year, and their absolute errors were compared and calculated. The results are shown in Figure 2.
[image: Bar and line chart depicting energy consumption per unit area from 2000 to 2020. Bars represent water heating demand satisfied (red) and residual demand (blue). A black line shows the specific energy axis values fluctuating between 0 and 25.]FIGURE 2 | Coupling coordination degree and error verification from 2000 to 2021.
Figure 2 demonstrates that the annual absolute error remains below 7%, indicating a high level of accuracy in the model’s simulation. Between 2000 and 2021, the overall coupling coordination degree of Inner Mongolia’s energy-economy-environment system shows a clear upward trend. In 2000, the system was moderately imbalanced; from 2001 to 2010, it progressed to a basic coordinated state; and by 2011, it achieved moderate coordination. This suggests that, since the early 21st century, Inner Mongolia’s economic development has increasingly aligned with local energy and environmental conditions.
Based on the good robustness of the system, the system dynamics model was applied to simulate multiple scenarios in Inner Mongolia Autonomous Region from 2022 to 2030. The coupling coordination degree of each scenario is shown in Figure 3.
[image: Line graph showing yeast cell correlation over time for three scenarios: current baseline (black), high economic development (red), and energy-environmentally friendly (blue). From 2022 to 2030, all scenarios increase, with the energy-environmentally friendly scenario showing the steepest rise.]FIGURE 3 | Coupled coordination of the three systems for 2022–2030 under three scenario simulations.
Figure 3 illustrates that the overall coupling coordination degree across the three simulated scenarios shows a consistent upward trend, with the energy-environment-friendly scenario outperforming both the current baseline and high economic development scenarios. Between 2022 and 2024, no significant optimization is observed in the coupling coordination degree across all scenarios, as adjustments in the energy structure and environmental governance policies typically require time to produce measurable effects. Consequently, no substantial short-term improvements are noted (Zhang and Chen, 2018). The high economic development scenario, while maintaining moderate coordination, brings considerable energy consumption and environmental pressures, posing potential risks and challenges. From 2024 to 2026, the coupling coordination degree rises sharply, driven by stable economic growth, as the GDP growth rate helps the economic system converge towards the levels of the energy and environmental systems. This results in a significant improvement in the coupling degree of the economic system across all scenarios. Between 2026 and 2030, all scenarios exhibit stable growth, with the energy-environment-friendly scenario reaching high quality coordination state, attaining a coupling coordination degree of 0.8191.
3.2 Coupling degree of three subsystems
The coupling degree can indicate the comprehensive level of each subsystem, and the specific coupling degree of each subsystem is shown in Figure 4.
[image: Line chart depicting the system coupling degree from 2000 to 2020. It shows three lines: energy system (black), economic system (red), and environment system (blue). The energy and environment systems have fluctuating trends, with both peaking around 2018. The economic system shows a steady increase.]FIGURE 4 | Coupling degree of three systems from 2000 to 2021.
As shown in Figure 4, between 2000 and 2021, the energy system exhibited the highest coupling degree, followed by the environmental system, while the economic system, despite an overall upward trend, remained relatively low. The overall trend of the coupling degree between the energy system and the environmental system is relatively stable, but reached its minimum value in 2004. The main reason for this phenomenon is the rapid development of Inner Mongolia’s economy, which has a strong dependence on resources, resulting in a significant increase in energy consumption and significant pressure on the energy and environmental systems. Therefore, the coupling degree was relatively low at that time.
To further investigate the dynamics of different subsystems under varying scenarios, this chapter will compare and analyze the coupling degrees of the economic, energy, and environmental subsystems across three scenarios: the current baseline, high economic development, and energy-environment-friendly scenarios. The result is shown in Figure 5.
[image: Three line graphs compare economic and social indicators for different groups of countries from 2002 to 2022. The first graph shows GDP growth from 0.6 trillion to 1.2 trillion. The second depicts poverty trends decreasing slightly. The third illustrates a fluctuating trend in interest rates, with a significant dip around 2012. Each graph uses red, black, and blue lines representing various country groups.]FIGURE 5 | Coupling degree of each s. ubsystem under three scenario simulations from 2022 to 2030.
For the economic subsystem, the coupling degree under the baseline scenario consistently rises from 0.4521 in 2022 to 0.8155 in 2030, indicating stable economic growth driven by existing policies. In the high economic development scenario, the increase is even more pronounced, with the coupling degree reaching 1, signifying the powerful effect of policies focused on accelerating economic expansion. However, this rapid growth may lead to greater resource consumption and environmental strain. In contrast, under the energy-environment-friendly scenario, the coupling degree increases more modestly from 0.4500 to 0.7829, reflecting slower yet more sustainable economic growth. To achieve long-term coordinated development, policies must strike a balance by simultaneously promoting economic growth and enhancing resource management and environmental protection.
The coupling degree of energy subsystems varies significantly across different scenarios. The current baseline scenario shows a year-on-year decline, suggesting that existing policies do not sufficiently prioritize energy management and efficiency. In the high economic development scenario, the coupling degree decreases more sharply, indicating the strain rapid economic growth places on energy resources. In contrast, the energy-environment-friendly scenario shows a steady increase in the coupling degree, highlighting the effectiveness of policies aimed at enhancing energy efficiency. This variation reflects the differing levels of emphasis on energy conservation and environmental protection across the scenarios. It is recommended that, while pursuing economic growth, the government should establish stricter energy efficiency standards, promote clean energy technologies, and strengthen environmental protection measures to ensure the long-term coordination and sustainability of the energy subsystem.
The performance of the environmental subsystem’s coupling degree is particularly notable across scenarios. Although the overall trend involves a brief period of decline followed by recovery and slight fluctuation, the changes are relatively moderate. The energy-environment-friendly scenario consistently maintains a higher level, suggesting that well-designed policies can effectively mitigate the environmental pressures associated with economic development. However, even in this scenario, the coupling degree of the environmental subsystem experiences a minor downward trend, reflecting the ongoing environmental impacts of economic growth. Factors such as rising energy consumption, overuse of natural resources, and increased pollution continue to exacerbate environmental pressures, negatively affecting ecosystems, air and water quality, and biodiversity.
To ensure sustainable and balanced development, a comprehensive set of policy measures is essential. These should include strengthening environmental protection and resource management, promoting the use of clean and renewable energy, improving energy efficiency, enhancing environmental monitoring and governance, and fostering innovation in green technologies. Collaboration among government, businesses, and society is crucial to creating a synergistic approach that achieves both economic growth and environmental preservation, ultimately aligning with long-term sustainability goals.
3.3 Grey correlation degree
Calculate the correlation degree between the secondary indicators and the coupling coordination of the three systems under each scenario using the grey correlation model, and rank them. The results are shown in Table 6.
TABLE 6 | Grey correlation ranking of various indicators under three scenario simulations.
[image: A table compares three scenarios: current baseline, high economic development, and energy-environment-friendly. Each scenario lists different metrics with specific values in parentheses. Metrics include compliance rates, consumption levels, GDP, energy intensity, carbon emission intensity, waste utilization, and industrial output. The table is organized into numbered rows, showing the focus and values for each scenario.]Table 6 demonstrates that the strongest correlations are observed between the compliance rate of industrial sulfur dioxide emissions, carbon emission intensity in the primary industry, electricity consumption per unit of GDP, compliance rate of industrial smoke and dust emissions, and industrial electricity consumption. In contrast, the correlations among the six economic system indicators are relatively weaker. This is because environmental and energy system indicators directly impact environmental quality and resource efficiency, playing a critical role in influencing coupling coordination. In comparison, economic indicators have a more indirect effect, primarily mediating the relationship through variables such as energy consumption and environmental pollution, leading to a lower correlation. Nonetheless, these economic indicators were chosen for their capacity to reflect the broader level and quality of economic development, which has potential long-term effects on coupling coordination. Their inclusion allows for a more comprehensive evaluation of the interactions among the economic, energy, and environmental systems, thus offering valuable insights for policy formulation.
Notably, the compliance rate of industrial sulfur dioxide emissions consistently emerges as the most influential factor affecting the coupling coordination among the three systems, underscoring the critical importance of controlling these emissions. Likewise, the compliance rate of industrial smoke and dust emissions, along with industrial electricity consumption, are key factors, emphasizing the need to mitigate industrial pollution and manage energy consumption to enhance system coordination (Liu et al., 2016). Furthermore, the high correlation between electricity consumption per unit of GDP and carbon emission intensity in the primary industry across various scenarios highlights the essential role of improving energy efficiency and reducing carbon emissions in fostering the coordinated development of the energy, economy, and environmental systems (Wang et al., 2022). Therefore, strategies centered on controlling industrial pollution, optimizing energy efficiency, and reducing carbon emissions are pivotal for achieving the sustainable coupling and coordination of these three systems.
3.4 System obstacle level
This study calculated the obstacle level of secondary indicators from 2000 to 2030 across various scenarios using the obstacle level model. Corresponding years were selected at 5-year intervals, and indicators with higher obstacle levels were identified. The results are shown in Table 7.
TABLE 7 | Obstacle factors and obstacle degree ranking in three scenarios.
[image: Table comparing industrial and environmental indicators across different scenarios and years. The scenarios include historical, current baseline, high economic development, and energy-environment-friendly. Each scenario lists specific indicators like emission compliance rates, energy consumption, and carbon neutrality coefficients for years 2000, 2005, 2010, 2015, 2020, 2025, and 2030. Each entry provides the indicator name and a specific value in parentheses, showing trends and changes over time.]The data in Table 7 indicate that the primary factors affecting the coupling coordination of Inner Mongolia’s energy-economy-environment system vary by year and scenario but are consistently centered around industrial pollution, energy consumption, and carbon emissions. In 2000 and 2005, key obstacles included the compliance rate of industrial sulfur dioxide emissions, industrial wastewater discharge, the harmless treatment rate of household waste, the carbon emission intensity of the secondary industry, and GDP energy intensity. These indicators reflect significant challenges in managing industrial pollution and waste disposal during Inner Mongolia’s rapid industrialization. For instance, in 2000, low compliance rates for sulfur dioxide and wastewater emissions highlighted the need for stricter pollution controls. By 2005, increasing carbon emissions in the tertiary sector and waste management became prominent issues, reflecting new environmental pressures. From 2010 to 2020, the focus of obstacles shifted toward carbon emissions and energy consumption. In 2010, the carbon emission intensity of the primary and tertiary sectors became significant, reflecting rising environmental impacts. By 2020, industrial and per capita electricity consumption, as well as per capita energy consumption, became major obstacles, highlighting challenges in managing energy demand. During this period, Inner Mongolia’s GDP growth stabilized, but carbon emissions and energy consumption surged, with carbon emissions rising by 42% and electricity consumption increasing by 94%. Looking ahead to 2025 and 2030, industrial pollution and energy consumption remain major obstacles. In 2025, across different scenarios, factors like the compliance rate of industrial smoke and dust emissions, the utilization rate of industrial solid waste, industrial electricity consumption, and per capita energy consumption stand out as key challenges. For instance, in the baseline scenario, smoke and dust emissions and solid waste utilization reflect ongoing pollution control issues, while in the rapid economic growth scenario, energy consumption is the primary concern. Even under the energy-environment-friendly scenario, industrial pollution and energy use persist as obstacles. By 2030, indicators such as industrial electricity consumption, per capita energy use, the utilization rate of industrial solid waste, and the carbon neutrality coefficient remain critical obstacles. These issues persist under both the baseline and high economic growth scenarios, emphasizing the ongoing challenge of managing energy demand. Even under the energy-environment friendly scenario, energy efficiency and industrial waste management continue to pose challenges.
In the short term, Inner Mongolia must focus on reducing industrial energy consumption and controlling pollutants. In the long term, addressing broader energy consumption issues and progressing toward carbon neutrality will be key priorities, especially as the region aims to become an ecological demonstration province.
4 CONCLUSION
This study employs a system dynamics model to simulate the energy-economy-environment system in Inner Mongolia. The research results indicate that from 2000 to 2021, the overall coupling and coordination degree of the energy economy environment system in Inner Mongolia has increased, demonstrating the enhancement of the adaptability between economic development and energy environment. In the three scenario simulations, the coupling coordination degree of the energy environment friendly scenario is always better than other scenarios, especially reaching a high-quality coordination state by 2030, reflecting the significant effect of sustainable development policies.
For the coupling degree of each subsystem, from 2000 to 2021, the coupling degree between the energy system and the environmental system was relatively high, while the coupling degree of the economic system, although increasing, was relatively low. In different scenario simulations, the coupling degree of the economic subsystem increases the fastest under the high-speed economic development scenario, but it puts significant pressure on energy and the environment. The significant improvement of energy systems in energy and environmentally friendly scenarios reflects the positive role of energy-saving and environmental protection policies. The coupling degree of environmental systems is relatively stable in different scenarios, but the impact of economic growth on the environment persists.
The results of the grey relational analysis model show that the compliance rate of industrial sulfur dioxide emissions, industrial smoke emissions, and industrial electricity consumption are key factors affecting the coupling and coordination of the economic, energy, and environmental systems. In contrast, the correlation of economic system indicators is relatively weak, mainly through the coupling and coordination of energy consumption and environmental pollution, but their long-term potential impact cannot be ignored.
The results of the system obstacle degree model show that the coupling coordination of Inner Mongolia’s energy economy and environment system is mainly affected by industrial pollution, energy consumption, and carbon emissions, and over time, it shifts from industrial pollution to energy consumption and carbon emissions issues. From 2000 to 2020, Inner Mongolia faced challenges in pollution control, energy consumption, and carbon emissions during its rapid industrialization process, particularly in terms of industrial sulfur dioxide emissions, wastewater discharge, and energy use. In the future, industrial pollution control and energy management will remain major issues, and even in energy and environmentally friendly scenarios, energy efficiency and industrial waste management will face certain pressures.
Although the results of this study demonstrate the process and related influencing factors of the coordinated development of energy economy environment coupling in Inner Mongolia Autonomous Region, there are also some shortcomings. In the model construction, the included variables and data volume are not comprehensive enough, which may lead to the omission of some important factors. At the same time, the dynamic complexity of the model is insufficient, ignoring nonlinear effects and lag effects, and cannot fully reflect the real situation. However, the key obstacle revealed in the study is to ensure the core of coordinated development under the guidance of sustainable development goals. Based on this, this study proposes the following policy recommendations:
4.1 Optimizing economic development
Inner Mongolia should focus on upgrading its industrial structure by prioritizing high-tech industries and modern service sectors (You and Zhang, 2022). Establishing funds to support high-tech enterprises and creating innovation platforms will facilitate the transformation of traditional industries. Investment in scientific research and technological innovation should be increased, and industry-academia collaboration encouraged to strengthen the region’s innovation capacity. Additionally, improving infrastructure and optimizing the investment environment are crucial for fostering sustainable economic growth (Dong et al., 2018).
4.2 Improving energy efficiency
Energy consumption is a key constraint on Inner Mongolia’s development (Chen et al., 2021; Sun et al., 2018). Optimizing the energy structure and enhancing energy efficiency is critical. The region should reduce its reliance on energy-intensive industries, promote the development of low-carbon sectors, and adopt stricter energy efficiency standards. Encouraging the adoption of energy-saving technologies and expanding the use of renewable energy sources, such as wind and solar, will help optimize the power supply structure. Implementing a renewable energy quota system and electricity trading market will increase the share of renewable energy in overall consumption, thereby reducing both per capita energy consumption and the environmental impact.
4.3 Reducing industrial pollutant emissions
Industrial emissions remain a significant issue for Inner Mongolia’s environmental quality (Guo et al., 2022; Zhang and Fan, 2022). The development of a circular economy should be promoted through legislation and financial support, encouraging enterprises to adopt cleaner production technologies. Stronger law enforcement, stricter emission standards, and enhanced pollution control measures are essential for improving the compliance rates for sulfur dioxide and dust emissions. Support for upgrading industrial waste management technologies and dust control systems will further reduce the environmental burden and contribute to green development.
4.4 Addressing carbon emissions
Under China’s dual carbon targets, reducing carbon emissions is a priority for Inner Mongolia. The region should accelerate its transition away from high-carbon energy sources like coal and expand the development of renewable and clean energy, including wind, solar, and hydrogen (Li et al., 2023). Strengthening carbon market mechanisms and emission regulations will incentivize enterprises to lower their carbon footprints. Establishing a robust carbon trading market, setting emission quotas, and encouraging technological innovation in carbon management are critical steps toward achieving carbon neutrality.
By implementing comprehensive policy recommendations, Inner Mongolia can establish a coordinated and sustainable development model, achieving a balance between economic growth, environmental protection, and resource efficiency. Future research should further enrich the model variables and data dimensions, incorporate key factors such as society, technological innovation, and policy implementation, and enhance the analysis of nonlinear relationships and dynamic feedback mechanisms in the system. At the same time, research on regional heterogeneity should be refined to explore the coupling characteristics of different regions, and combined with scenario simulations over a longer time span, to comprehensively evaluate the effectiveness of policy implementation and provide more scientific guidance for the sustainable development of Inner Mongolia’s energy economy environment system.
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Introduction: As global economies rapidly develop, the interplay between environmental efficiency, economic development, and public health outcomes has gained significant attention. Air pollution and resource-intensive economic activities threaten both environmental sustainability and human health, including reproductive health and overall well-being.
Methods: This study focuses on OECD member countries, using data from 1999 to 2021. An undesirable outputs-oriented DEA approach is employed to assess environmental efficiency across these countries. Baseline regression analysis is conducted to examine the relationship between environmental efficiency and fertility, while heterogeneity analysis explores the impact of industrial and energy consumption structures. Additionally, the moderating effect of economic development levels is investigated.
Results: The baseline regression results indicate an inverted U-shaped relationship between environmental efficiency and fertility, where fertility initially declines as environmental efficiency increases, then rises after reaching a certain threshold. Heterogeneity analysis reveals that industrial and energy consumption structures significantly influence this relationship across different regions. Furthermore, economic development is found to be a reverse moderator: in countries with higher economic development levels, the relationship between environmental efficiency and fertility follows a significant U-shaped curve.
Discussion: These findings highlight the necessity of integrating environmental policies with public health strategies. Improvements in environmental efficiency may reduce pollution-related health risks, indirectly supporting fertility recovery in advanced economies. By addressing the interaction between environmental efficiency, economic development, and fertility, this study provides evidence-based insights for designing policies that promote sustainable environmental health and equitable social outcomes.
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1 Introduction

Public health is a critical pillar of sustainable development, directly influencing human well-being (1). Increasing health challenges globally are closely linked to environmental pollution, with air pollution, water contamination, and exposure to harmful chemicals posing significant threats to human health, while also placing additional burdens on public health systems, economic prosperity, and social stability (2–4). Environmental degradation, including pollution-related diseases such as chronic illnesses and respiratory conditions, particularly affects vulnerable populations. Furthermore, the three main objectives of sustainable development—economic prosperity, social stability, and ecological security—are intrinsically linked to public health outcomes, including fertility rates, which are essential to human sustainability (1, 5).

The impact of environmental pollution on reproductive health is particularly significant, directly influencing population dynamics and society’s long-term stability (6, 7). The decline in fertility rates has become a major issue for many developed countries, driven not only by social and economic factors but also by environmental influences, particularly pollution’s detrimental effects on reproductive health (8, 9). The decline in fertility leads to an aging population, increasing the strain on healthcare and social welfare systems (10). While economic development and rising living standards are generally associated with lower fertility rates, this relationship is not purely negative. An increasing body of research indicates that environmental pollution and exposure to harmful substances significantly affect reproductive health, underscoring the need for the integration of economic and ecological factors (11, 12). Over the past few decades, many Asian and European countries have experienced dramatic declines in fertility, and it is estimated that by 2030, nearly two-thirds of the global population will reside in countries with a fertility rate below 2.1 (9, 13). This trend highlights the urgent need to integrate public health strategies with sustainable development goals to ensure both environmental and human well-being.

Fertility has consistently been a central focus of demographic research, attracting significant interest in recent years from several fields such as economics and medicine. Cultural and structural theories are the two main categories of ideas that have been created in the economic literature to explain the fall in fertility (14). The former focuses on how fertility is restricted by the emergence as well as the dissemination of innovative ideas and technologies. The latter, which incorporates theories of demand and socioeconomics, emphasizes how couples are inspired to delay having children by shifting social and economic circumstances, such as growing salaries, increased educational attainment, and women’s growing engagement in the workforce. There appears to be a strong and consistent correlation between falling fertility and growth in the economy. More recent evidence, however, has been offered by some researchers based on international data, suggesting that the relationship between both shifts from negative to positive when economic development reaches a certain level (15, 16). The finding gives doubt to the commonly held belief that fertility and economic development are inversely correlated, triggering debates over the inverse J-shaped relationship between the two variables. The majority of the literature in the field of medicine examines pathological causes and how epidemiological research views them in terms of human reproductive capacity. Pathological factors that contribute to infertility affecting males and females include both external environmental causes and internal genetic factors. Environmental factors include a wide range of toxins, including heavy metal pollutants like arsenic (As), mercury (Hg), cadmium (Cd), and lead (Pb), as well as air pollutants like PM2.5, NO2, and SO2 (11, 17). All of these pollutants have the potential to severely compromise human reproduction. The hazards of air contamination on sperm motility and morphology have been proved in the literature. For example, Guven et al. revealed that sperm motility can be reduced by 15.49 to 22.1% when exposed to air pollution (or vehicle exhaust) (18). Furthermore, air pollution may affect the timing of female ovulation (19), raising the likelihood of a spontaneous miscarriage and the risk of stillbirths in pregnant women (20).

Intending to realize dynamic, healthy growth, the theory of sustainable development takes into account the economy, environment, and society as an integrated whole, highlighting the coordinated limits and combined consideration of diverse characteristics. To comprehend the relationship between the sustainability of the economy and the environment, the reduction in fertility rates—an essential issue affecting the continuation of human society—is explored from the standpoint of sustainable development. It serves to reveal the system’s “black box,” providing insights into how sustainable development goals will be realized.

Moreover, disagreements and divergent findings about specific topics in different domains continue to surround fertility research. Further supplementation is required since there is insufficient research exploring the factors impacting fertility rates from a multidisciplinary perspective. Therefore, this study explores the relationship between environmental efficiency and fertility rates during the process of economic development by combining environmental and economic factors into the same research framework while launching from the perspective of sustainable development. As previously stated, given the ongoing debate surrounding the inverse J-shaped relationship, we will analyze the role that the economic development level plays in further detail. The results of the study show an interrelationship between economic and environmental factors and their collective impact on fertility, establishing a theoretical framework for examining the relationship between environmental efficiency and fertility. We also present empirical evidence on the fertility rates and environmental performance of various countries’ economic growth.

The remaining sections are as follows. Section 2 elucidates the theoretical foundations and presents the research hypotheses. Section 3 outlines the methodology and data sources. Section 4 reports the results and conducts robustness tests and heterogeneity analyses. Section 5 discusses the moderating role of economic development. Section 6 summarizes the conclusions and puts forward several recommendations.



2 Theoretical analysis and research hypotheses


2.1 Exposure to pollutants and fertility

Air contamination poses a significant threat to human reproductive capacity. The prevalence of infertility, encompassing male infertility and female infertility, stands as a crucial factor influencing fertility rates. Approximately 8–12% of couples worldwide confront infertility, with 50% of occurrences caused by the male component (21). The widespread distribution of environmental pollutants is one of the main drivers of the rising incidence of male infertility globally (7). In the fields of toxicology and epidemiology, researchers explore the connection between environmental contaminants and biomarkers of childlessness. Some studies indicate that air pollution significantly impacts human fertility and sperm quality (6, 12). Similarly, research on the influence of air pollution on female reproduction has reached consistent conclusions. Air pollution adversely affects various aspects of the female reproductive process, including the morphologic changes of ovarian antral follicles (22, 23), early embryo development (24), and fetal growth and reproductive outcomes (25). Furthermore, employing data from 2010 census reports throughout China, Xue and Zhang connected contact with PM2.5 to fertility and discovered that there was a significant 2.0% decline in human fertility for every 10 mg/m3 increment of PM2.5 (11). Subsequently, they expanded this research, incorporating a temporal dimension to examine the correlation between the two factors based on spatial geography. Their research verified the biological rationality of a negative correlation between air quality and fertility by statistically confirming the association between the two (26).



2.2 Environmental efficiency and fertility

The sustainability of the world demands that countries achieve eco-friendly economic growth with reduced resource consumption. To ensure sustainable development and growth, it is necessary to give priority to environmental quality. Ecological footprint and CO2 emissions are the primary measures used in environmental quality literature (27, 28). Some studies have employed CO2 emissions to estimate hazards to the environment since they make up a significant portion of greenhouse gases (GHGs) and information is readily available (29–32). It should be noted that CO2 does not qualify as a pollutant in the air that can negatively impact human fertility. The synergistic nature of control measures, however, as well as the co-emission features of carbon emissions and air contamination have been verified (33–35). Therefore, we use carbon emission efficiency as a proxy indicator for environmental efficiency in economic growth and employ carbon emissions as an equivalent for environmental pollutants produced in economic production activities.

In the majority of previous studies on CO2 and fertility (36–40), fertility rates were only taken into account as a secondary factor influencing population growth, which led to the consideration of restrictive population policies as a potential way of mitigating climate change. In addition, population momentum restricts the impact of fertility on population size. Put another way, this demographic factor limits potential variations in population size, hence, even if fertility alters significantly, the change in population size is likely to be tiny (41). Consequently, little research has been conducted to investigate the direct connection between CO2 and fertility. In contrast to these studies, our method focuses on the direct effects on fertility. According to production theory, both desirable and undesirable outputs, or pollutants, are produced during the same manufacturing procedure (42). We incorporate CO2 into the research framework, using it as a proxy for undesirable outputs in the same production process to measure eco-friendly economic growth, based on the synergistic effects of reducing emissions of greenhouse gases and air pollution.

This study aims to explore the relationship between fertility rates and environmental efficiency within the context of economic growth and sustainable development. Previous research has suggested that environmental performance, including pollutant emissions per unit of economic growth, can have significant implications for fertility rates. The Environmental Kuznets Curve (EKC) hypothesis, for instance, posits an inverted U-shaped relationship between economic development and environmental degradation, implying that early stages of economic growth may worsen environmental conditions, while later stages may lead to improvements (43, 44). Studies have also highlighted the complex relationship between environmental pollution and fertility, with some suggesting that pollution negatively affects fertility rates by increasing infertility (6, 12), while others argue that economic growth and advancements in healthcare may partially counterbalance these negative effects (14, 16). In line with these perspectives, we hypothesize that the relationship between environmental efficiency and fertility is non-linear. At lower levels of environmental efficiency, pollution may significantly harm fertility, while at higher levels, improvements in environmental quality may lead to more favorable fertility outcomes. Therefore, we propose the following hypothesis:

 H1: A nonlinear relationship might exist between fertility rate and environmental efficiency.






3 Methodology and data

To explore the relationship between environmental efficiency and fertility, we first evaluate each country’s carbon emission efficiency as a measure of its environmental efficiency in terms of economic growth, employing the environmental DEA technique with an undesirable output-oriented DEA model. Subsequently, we ran a fixed effects regression on the two variables.


3.1 Measurement of environmental efficiency

DEA has been acknowledged as an important approach that is better suitable for evaluating the performance of Decision-making Units (DMUs). According to production theory, a process can produce both desirable and undesirable outputs, which are also referred to as contaminants. Such procedures can be modeled in DEA by applying the weak disposability reference technique, which Färe et al. offered (45). When the production method is established, environmental performance can be assessed by employing the Shephard distance function or the directional distance function (42). Thus, this study carries out the DEA-oriented base model of undesirable outputs, as emphasized by Tyteca (46, 47). The study used data from the 38 OECD countries from 1999 to 2021.

This study takes three inputs, one desirable output, and one undesirable output according to previous research (48–50). They are capital, labor, energy, GDP, and carbon dioxide emissions, respectively. Here, the input indicators are measured by the total capital formation (billion 1995 US$ in purchasing power parities), the number of employees, and the total consumption of primary fossil energy. The desirable output is measured by the actual GDP of each country (billion 1995 US$ in purchasing power parities), and the undesirable output is measured by the direct carbon dioxide emissions of each country. Data can be obtained from the OECD databases, the U.S. Energy Information Administration (EIA) databases, and the World Development Indicators (WDI) databases. The DEA-oriented base model of undesirable outputs is represented as Equation 1:

[image: Mathematical formula showing an optimization problem where \(EE = \lambda^* = \min \lambda\). Subject to constraints: the sum of \(z_k x_{nk}\) for \(k = 1\) to \(K\) is less than or equal to \(x_{n0}\), the sum of \(z_k y_{mk}\) is greater than or equal to \(y_{m0}\), the sum of \(z_k u_{jk}\) equals \(\lambda u_{j0}\), and \(z_k\) is greater than or equal to zero. Constraints apply for respective indices.]

The DMU under evaluation is indicated by the subscript “0” in this instance, and the optimal efficiency value for this DMU—a composite standardized efficiency measure that may be utilized to assess environmental performance—is represented by [image: Greek letter lambda with an asterisk superscript.]. It equals to 1, which indicates that the DMU is efficient, and vice versa, it signifies inefficiency. Here, inputs are denoted by x, desirable outputs by y, and undesirable outputs by u.



3.2 Variable explanations and data sources

Total Fertility Rate (TFR) is the dependent variable. In demography, the fertility rate is a widely used indicator that reflects the level of fertility and reproductive capacity. It is the proportion of live births to women who are of childbearing age. TFR is obtained by adding the fertility rates of various age groups, assuming that each age group has the same fertility rate. It can be applied to the comparison of populations and areas. Thus, the level of fertility is represented here by the TFR. The data for TFR is obtained from the World Bank’s WDI database.

Environmental Efficiency (EE) is the explanatory variable. We employ the EE determined by the DEA model to quantify the degree of environmental friendliness in the process of economic growth to investigate the aggregate effects of economic and environmental factors on fertility from a sustainable development viewpoint. It serves as a comprehensive factor that takes into account both environmental and economic aspects. The variables used to compute EE, including capital, labor, energy, GDP, and carbon dioxide emissions, are sourced from the OECD, EIA, and WDI databases.

Generally, higher infant mortality rates typically correspond to increased fertility rates based on the “preventive effect.” In the meantime, the main reason given for the drop in fertility rates is usually cited as urbanization, which is a structural shift in society. Also, drawing on previous empirical research, we ultimately settled on the infant mortality rate (BDR), urbanization rate (UPR), female education level (FER), and female labor force participation rate (FLR) as control variables. To calculate the infant mortality rate, one is required to identify the percentage of under-one-year-old deaths per 1,000 live births. The proportion of women in the 25–34 age group who accomplished higher education serves as a proxy for female education level. The percentage of working-age women who are employed is referred to as the female labor force participation rate, while the percentage of people who live in urban regions is defined as the urbanization rate. Data for these control variables are sourced from the WDI and OECD, databases.



3.3 Baseline regression model design

We successively estimate the following fixed-effects panel data model for OECD nations to investigate if environmental performance in terms of economic growth, as evaluated by the efficiency values derived from the DEA model previously mentioned, affects fertility:

[image: Mathematical equation in the form: ln(TFR_it) = α_0 + α_1EE_it + Σ(θ_kX_kit) from k=1 to n + μ_i + δ_t + ε_it, labeled as equation (2).]

[image: Equation showing a model: natural log of total fertility rate (lnTFR) as a function of variables like EE, EE squared, a summation of X variables, with coefficients beta, theta, mu, delta, and an error term epsilon.]

Here, μi captures individual heterogeneity, δt represents time effects, εit represents error term and Xit denotes a series of control variables. First, we test whether environmental efficiency affects fertility through Equation 2. Equation 3 adds the square of environmental efficiency (EEit2) to Equation 2. It can test if an increase in environmental efficiency may have a non-linear impact on the logarithm of fertility levels (lnTFRit), assuming the results of Equation 2 are significant.

The data from 38 OECD nations for the years 1999–2021 are chosen for empirical analysis in this research based on data availability. All data can be obtained from the EIA, WDI, and OECD databases. The missing data for a small number of observations (less than 1% of total data) was supplemented using linear interpolation. This approach ensures that the impact of missing values on the validity of the results is minimized. The variables’ descriptive statistics are given in Table 1.



TABLE 1 Descriptive statistics of variables.
[image: Table displaying statistical summary data for several variables: lnTFR, EE, EE squared, BDR, FER, FLR, and UPR. Each variable has values listed for mean, standard deviation, minimum, and maximum. For example, lnTFR has a mean of 0.495, a standard deviation of 0.205, a minimum of -0.211, and a maximum of 1.135.]




4 Baseline results analysis


4.1 Unit root test

Before applying the panel regression model, unit root tests were conducted for each variable to avoid spurious regression. The LLC test was used to check stationarity, with the null hypothesis assuming a unit root. This test was chosen because it is suitable for panel data where all cross-sectional units share a common unit root process, which aligns with the characteristics of our dataset of OECD countries that exhibit similar economic and environmental dynamics (51). Although other tests, such as IPS and Fisher-type tests, could be used, the LLC test was preferred. The IPS test allows for different unit root processes across units, which is less suitable for our dataset, as we expect a uniform trend across the countries (52). Additionally, the LLC test provides a more robust and consistent method under the assumption of a shared unit root process. As shown in Table 2, the null hypothesis of the LLC test is rejected for each variable, suggesting that all variables are stationary and do not exhibit unit roots. This indicates that the variables used in the regression analysis are stable, which is crucial for ensuring valid and reliable results in subsequent econometric modeling.



TABLE 2 The regression results of the baseline model.
[image: A regression table with four columns labeled (1) to (4) and rows for variables EE, EE2, UPR, BDR, FER, and FLR. Each cell contains coefficients and standard errors in parentheses. Significant levels are indicated with asterisks, where three asterisks denote p < 0.01. The number of observations (N) is 874 for all columns, with adjusted R-squared values of 0.085, 0.138, 0.324, and 0.359, respectively.]



4.2 Regression results and analysis

Table 3 illustrates the specific values of the baseline regression model. The linear association between EE and fertility is independently examined in column (1). The results of introducing control variables are displayed in column (3), where the coefficients rise from 0.101 to 0.114 and are all significant within the 1% level. It suggests that EE and fertility have a beneficial association. The results in columns (2) and (4) further test our H1 based on Equation 2. The linear term (EE) has coefficients of 0.571 and 0.503, respectively, which are significant within the 1% level and occur in the same way as what is found in Equation 2. Simultaneously, consistent conclusions are drawn from the quadratic term’s regression coefficients in Equation 3. Both have a negative sign, are pointing in the opposite direction of the linear term, and are significant at the 1% level. Columns (2) and (4) offered significant findings, with turning points at 0.67 and 0.70, both falling inside the interval of variable value. It implies that EE and fertility have an inverse U-shaped bond, supporting the H1.



TABLE 3 The results of baseline regression and their robustness tests.
[image: A regression table with five models, showcasing coefficients and standard errors for variables EE, L.EE, EE², L.EE², EE3, EE_low, EE_high, and high. Notably, EE coefficient ranges from 0.153 to 0.689 across models, with significant p-values. Top coefficients are marked with asterisks for significance (*, **, ***). Each model has control indicated with 'Yes', sample size N of 874 or 836, and adjusted R² values from 0.350 to 0.501.]

Previous studies commonly support the view that poor air quality is negatively correlated with reproductive health in parents, which can affect pregnancy outcomes and reduce fertility rates (6, 11, 26). Similarly, our findings suggest that improvements in environmental efficiency leads to reductions in air pollutant emissions, thereby enhancing air quality and positively influencing fertility. This partially supports the widely accepted notion. However, our study further argues that when environmental efficiency surpasses a certain threshold, fertility rates may decline. This results in an inverted U-shaped relationship between environmental efficiency and human reproductive health. This phenomenon is akin to the non-linear relationship between environmental pollution and economic development as described by the EKC. According to EKC theory, economic development initially leads to environmental degradation, but as economic development reaches a certain level, environmental quality begins to improve (43). Our research indicates that this reversal effect is similarly applicable to the relationship between environmental efficiency and fertility. When environmental efficiency is low, economic growth may exacerbate environmental pollution, thus negatively impacting fertility. However, as environmental efficiency increases, the positive environmental effects of economic development begin to outweigh the negative ones, ultimately contributing to higher fertility rates.

The relationship between environmental efficiency and energy demand may be a key factor underlying this non-linear link. The potential non-linear relationship between energy consumption and air quality has been widely discussed in the existing literature. On the one hand, it is widely accepted that boosting carbon emission efficiency is considered a promising means of reducing carbon emissions (28, 30, 53). It is feasible to conclude that raising environmental efficiency is a helpful approach for lowering airborne contaminants emissions and enhancing air quality by recognizing the synergy between air pollutants and CO2 emissions. On the other hand, increasing energy efficiency and improving environmental efficiency are strongly associated since carbon emissions and the consumption of fossil fuels are two aspects of chemical transformation. It should be highlighted that the “rebound effect”—a twofold effect on emissions—occurs when technical advancements reduce the requirement for fossil fuels, hence improving environmental efficiency. In brief, the rebound effect is the term given to describe both the immediate and the long-term consequences, such as income effects and substitution, that an emerging energy-saving innovation brings. A new technology may have a rebound impact that partially or completely cancels out any direct or immediate energy savings. The consequences of emissions thus become less predictable (54).

This conclusion represents a typical application of the EKC theory to the relationship between environmental efficiency and human reproductive health. It underscores the importance of balancing economic development with environmental protection in efforts to improve environmental efficiency. During periods of economic growth, enhancing environmental efficiency should be paired with appropriate policy interventions and technological innovations to prevent rebound effects and ensure the long-term sustainability of environmental improvements.



4.3 Robustness tests

Additional robustness tests were conducted to ensure the reliability of the results mentioned above.


4.3.1 U-shaped relationship test

As this non-linear relationship was identified for the first time, there are no specific references available for an accurate comparison. To reconfirm the genuine existence of the inverted U-shaped curve, we conducted another test.

First, to determine whether the relationship is likely S-shaped instead of inverted U-shaped, we add a cubic factor (X3) to Equation 3 to obtain Equation 4.

[image: Mathematical equation showing a regression model: the natural logarithm of TFR sub i t equals beta zero plus beta one EE sub i t plus beta two EE sub i t squared plus beta two EE sub i t cubed plus the sum from k equals one to n of theta sub k X sub k i t plus mu sub i plus delta sub t plus epsilon sub i t. It is labeled as equation four.]

Second, although it is popular, using quadratic regressions to search for U-shaped connections is inaccurate. It is nearly hard to figure out whether the true functional form of a quadratic regression is quadratic, which is necessary to properly comprehend the results. Thus, the U-shape is tested in this study by applying the Robin Hood approach, which avoids presuming anything about the functional form. To explicitly test the hypothesis that the average influence of x on y changes signs at the high and low points of x, the Robin Hood approach establishes breakpoints for the two lines. Referring to Uri Simonsohn’s research (55), we re-estimated the relationship between variables by establishing the following Equation 5–8:

[image: Equation showing a linear regression model: ln(TFR_it) equals alpha plus beta(EE_low_it) plus gamma(EE_high_it) plus sigma(D_it) plus mu_i plus delta_t plus epsilon_it. The equation is labeled as formula (5).]

within which:

[image: Equation six defines \(EE\text{lowit}\) as a piecewise function. It equals \(EE_{it} - EE_0\) when \(EE_{it} < EE_0\) and zero when \(EE_{it} \geq EE_0\).]

[image: Mathematical expression for EE_high it: It's a piecewise function. If EE_it is greater than or equal to EE_0, then EE_high it equals EE_it minus EE_0. If EE_it is less than EE_0, then EE_high it equals 0. Displayed as equation 7.]

[image: Equation showing \( D_{it} \) is equal to 1 if \( EE_{it} \) is greater than or equal to \( EE_0 \), and 0 if \( EE_{it} \) is less than \( EE_0 \). Labeled as equation 8.]

The model is an improved interrupted regression model, where EE0 represents the breakpoint. As the testing method is based on a quadratic regression, the turning point of Equation 3 is chosen as the breakpoint, with EE0 = 0.70. Dit is the grouping variable that divides the two regions on either side of the breakpoint.

As seen in Table 3, the results of Equation 4 in column (2) show that the cubic term is not significant, thus providing stronger support for a quadratic relationship. The results of Equation 5 are located in column (3). Our priority is assessing whether there exists a relationship with an inverted U (the direction of the influence of x on y reverses after the breakpoint), which differs from the traditional interrupted regression that seeks to identify the significance of a breakpoint. Therefore, we only need to pay attention to the coefficients in front of the variables EElowit and EEhighit. On both sides of the breakpoint, it is evident that the slopes of the two fitted lines have opposite signs and are significant within the 1% level. It suggests that the link between fertility and environmental efficiency is an inverted U.



4.3.2 Replace the dependent variable

The TFR is more inclined to reflect women’s fertility levels, while the birth rate is a measure of fertility levels without gender characteristics. We repeat the regression adopting the crude birth rate (CBR) as a substitute measure of fertility levels as a way to further assess the reliability of the baseline regression model. The WDI database contains the statistics for the CBR, which is defined as the total amount of live births per 1,000 midyear population. As shown in column (4) of Table 3, the robustness of the baseline model is demonstrated by the fact that the results are basically in line with the previous results and pass the significance test.



4.3.3 Variables are lagged by one period

The state of fertility is an indicator of the outcome of a pregnancy; the average gestation period for women is 37 weeks, while the production of sperm in men takes 10 weeks. Since it may be concluded that the factor 1 year before the date of birth affects human fertility, we re-estimated Equation 3 after lagging all explanatory factors by one period. Referring to column (5) of Table 3, the findings demonstrate the adjustments to the model do not alter our primary substantive conclusions.




4.4 Heterogeneity analysis

The impact of environmental efficiency on fertility is also contingent on the changes in the energy and industry dimensions accompanying economic development. Therefore, the influence of environmental efficiency on fertility rates varies among countries with different energy and industrial structures. Based on previous literature, we will further conduct heterogeneity analysis from the perspectives of the structure of energy consumption and industry.


4.4.1 Industrial structure

Since industrial structure is a key component of the connections between human activity and the environment, it must be taken into consideration when addressing the conflict between the environment and economic growth. Sue et al. analyzed the shift in the US GDP-to-energy ratio and found that sectoral organizational reforms (structural change) are crucial for slowing down the growth of emissions (56). A panel threshold model was constructed by Zheng et al. to explore the impact of industrial transformation on air pollution (57). According to their conclusions, NO and SO pollution can be considerably decreased by lowering the GDP proportion of secondary industrial production. Additionally, cutting emissions is an advantage of a more sustainable industrial structure, which stimulates the migration of resources—like energy—from inefficient to efficient sectors.

In light of this, optimizing the industrial structure helps lower air pollution emissions and boost environmental effectiveness. It indicates that in nations with different industrial structures, the influence of environmental efficiency on fertility differs. The positive effect of environmental efficiency on fertility may be more noticeable in nations with higher proportions of energy-intensive sectors since excessively high environmental efficiency is not favorable to fertility. Thus, we propose:


H2: Countries with a higher proportion of energy-intensive sectors have a bigger positive impact effect of environmental efficiency on fertility.
 

The consumption of energy in industry is a major driver of emissions that cannot be neglected. About 25% of CO2 emissions from the energy sector were produced by the G7 countries (Canada, France, Germany, Italy, Japan, the United Kingdom, the United States, and the European Union) in 2020, which contribute about 40% of the global economy. The manufacturing sector is responsible for around 36% of global carbon dioxide emissions (58). Therefore, using data from the WDI, we adopt the portion of GDP that is generated by the secondary industry (IGR) as a proxy for the percentage of the energy-intensive sector. We categorize the countries into those with a high-emission industrial structure and those with a low-emission industrial structure by employing the grouping criterion of IGR median. Define a dummy variable high-emission industrial structure (high_IGR) and introduce the interaction term high_IGR*EE in the baseline model. The coefficient of high_IGR*EE is positive, as column (1) of Table 4 demonstrates.



TABLE 4 Heterogeneity analysis results.
[image: Regression table with two columns labeled (1) and (2) showing coefficients and standard errors for variables EE, EE squared, high IGR, and combinations with Ngreen ECS. Notable coefficients include 0.413 and 0.414 for EE, and -0.289 and -0.305 for EE squared. N equals 874, with adjusted R squared values of 0.361 and 0.363, respectively. Statistical significance indicated by asterisks denotes levels *p < 0.1, **p < 0.05, ***p < 0.01.]

The results indicate that the marginal impact of environmental efficiency is greater in countries with high-emission industrial structures, thereby validating Hypothesis H2. High-emission industrial economies, such as Belgium, Canada, and Germany, heavily rely on energy-intensive industries like steel, chemicals, and power generation (50, 59, 60). In contrast to economies with cleaner industrial structures, the green transformation of traditional industries typically brings about substantial environmental improvements. As a result, improvements in environmental efficiency have a more pronounced positive impact on alleviating fertility challenges in these countries. By transitioning to low-carbon and clean energy industries, these nations can significantly reduce carbon emissions and environmental pollution, thereby easing social pressures and economic burdens. As Abbas et al. (61) demonstrate, a 1% increase in renewable energy consumption is associated with a 2.20% rise in life expectancy and a 1.27% increase in fertility rates. This, in turn, creates better conditions for family life and childbearing, fostering a rise in fertility rates. In contrast, countries with low-emission industrial structures, such as America, Austria, and Denmark, have economies that are driven by high-tech industries, services, and clean energy. These countries have been successful in implementing robust green policies, further advancing their transition toward sustainable growth, reducing environmental costs, and enhancing environmental efficiency (44, 62). However, this also leads to diminishing marginal benefits in promoting public health through further environmental efficiency improvements, as the impact is less pronounced compared to other countries.



4.4.2 Energy consumption structure

To strengthen the global economy, energy supply has been increasing. However, there are serious environmental issues associated with a significant rise in pollutant emissions as well as increasing energy consumption. In addition, distinct consumption patterns give rise to various emissions, which makes it possible for differences in the energy consumption structure (ECS) to lead to disparate total emissions among nations, even in cases where GDP growth is identical. Kartal et al. analyzed, with a categorical perspective on energy consumption, the possible impact of changes in energy consumption on CO2 emissions (63). Utilizing French data from 1970 to 2021 with a dynamic autoregressive distributed lag (DYNARDL) model, they discovered that a positive shock to coal would culminate in a significant rise in CO2 emissions. It suggests that the way energy is consumed will affect how numerous airborne contaminants are generated overall and that optimization of the energy structure can be effective in mitigating energy-related emissions by improving environmental efficiency while maintaining economic growth.

Combining the previous empirical findings, one can further hypothesize that different nations with varied patterns of energy consumption have particular impacts on fertility when it comes to environmental efficiency. Nations with a high-carbon ECS, where environmental efficiency is more crucial in cutting air pollution emissions, have a greater probability of having beneficial effects on fertility. Therefore, we propose:


H3: Fertility is positively impacted by environmental efficiency more profoundly in nations with a high-carbon ECS.
 

We use the percentage of coal in the utilization of energy as the measurement of ECS, and the data are collected from EIA since the optimization of ECS primarily occurs in the lowering of the ratio of high-carbon energy consumption, especially raw coal (64). Using the median of the ECS as a grouping criterion, we categorize countries into high-carbon (non-green) ECS and low-carbon (green) ECS countries. We define the dummy variable high-carbon ECS (Ngreen_ECS) and introduce the interaction term Ngreen_ECS*EE in the baseline model. Refer to column (2) of Table 4, where a positive coefficient on Ngreen_ECS*EE is found. It supports H3 by demonstrating that the impact of environmental efficiency on fertility is greater in nations with high-carbon ECS.

In high-carbon energy consumption countries, such as Australia, Canada, and Germany, the energy structure primarily relies on fossil fuels, and these countries generally have high levels of industrialization and urbanization. Existing studies commonly suggest that high-carbon energy consumption is associated with higher living costs and societal pressures, particularly in areas such as healthcare, education, and housing, which increases the financial burden on households and suppresses fertility intentions (61, 65). However, their higher levels of economic development and growth provide a stronger technological potential and foundation for green transformation, meaning that compared to other regions, these countries can achieve more significant environmental improvements when enhancing environmental efficiency, which is also reflected in an increase in fertility intentions. In contrast, low-carbon energy consumption countries such as Denmark, Switzerland, and the United Kingdom have actively promoted the transformation of their energy structures, reducing their reliance on fossil fuels and improving environmental quality. However, having already benefited from better social welfare systems and lower living costs, citizens’ fertility intentions have largely stabilized, meaning the effect of enhanced environmental efficiency on fertility rates is more moderate.





5 Moderating effect of economic development


5.1 Moderation effect hypothesis

The efficiency of pollutant emission levels in the process of economic growth is measured by EE in each of the models listed above. Effective EE denotes the bond between the minimal number of undesirable outputs and each unit of desirable output generated by the DMU. In the case of the same production technology, the potential reductions in pollutant emissions amount to zero (50). Therefore, the role of EE in fertility explores the impact of the environmental friendliness of unit economic growth on fertility. In reality, however, the overall quantity of emissions of pollution into the environment is dependent not only on the environmental efficiency of economic growth per unit but also on the overall amount of growth.

Fertility and economic growth have been established to be negatively correlated. However, recent studies on the inverse “J-shaped” connection that exists between economic development and fertility have revealed that under conditions of sustained economic and social development, fertility reversed in the 2000s and has since risen again in certain wealthy Western countries (14–16). There is no arguing that economic development has an impact on fertility, even though opinions on the inverse J model remain controversial. To account for the potential moderating effect of economic development, we analyze how varying degrees of economic progress might influence the impact of environmental efficiency on fertility rates. Building on this, we hypothesize the following:


H4: Economic development moderates the inverted U-shaped relationship between environmental efficiency and fertility, where the influence of EE on fertility differs across countries with varying levels of economic development.
 

We used real GDP per capita (AGDP) as a substitute for the degree of economic progress based on previous studies. Using statistics from the WDI database, we employed the GDP deflator to convert current prices to constant prices at purchasing power parity in 1995. We subsequently introduced the logarithm of real GDP per capita (lnAGDP) and the corresponding interaction factor with EE to Equation 3, which led to Equation 9:

[image: Mathematical equation labeled (9) expressing \( \ln TFR_{it} \) as a function of multiple variables and coefficients: \( \beta_0 \), \( \beta_1 EE_{it} \), \( \beta_2 EE^2_{it} \), \( \beta_3 \ln AGDP_{it} \), \( \beta_4 EE_{it} \ln AGDP_{it} \), \( \beta_5 EE^2_{it} \ln AGDP_{it} \), and an additional summation term from \( k = 1 \) to \( n \) for \( \theta_k X_{it} \), plus error terms \( \mu_i \), \( \delta_t \), and \( \epsilon_{it} \).]



5.2 Regression results and analysis

The corresponding coefficient for lnAGDP in each of Table 5’s three columns is positive and passes the significance test within the 1% level. It implies that fertility is positively impacted by the degree of economic development as a moderating variable, which appears to conflict with the findings of previous studies by the studies before (14–16). Since most OECD member nations are economically advanced, this supports the idea that their levels of development may have surpassed the turning point of the inverse J-shaped curve. As a result, they primarily reflect the positive impact of economic development on fertility, corresponding to the latter half of the inverse J-curve (16, 66). This phenomenon can be explained through the lens of family economic theory. Firstly, economic development leads to an increase in individual and family income, enhancing the ability of families to raise. Secondly, it’s necessary to recognize that economic development has a negative substitution effect on fertility. As a result of the requirement for more human capital brought about by economic growth and technological advancement, families are obligated to raise their child-rearing costs. At the same time, government financial subsidies and market-based childcare services can be applied to externalize the costs of having children (67–69). It has a favorable influence on fertility by enabling the income effect of economic growth to reconcile with the negative substitution effect in wealthy nations.



TABLE 5 The non-linear impact of EE on fertility with the per capita GDP as a moderator.
[image: Regression results table with three columns labeled (1), (2), and (3). Variables include EE, EE², lnAGDP, EE*lnAGDP, and EE*lnAGDP² with coefficients and standard errors in parentheses. All models have 874 observations. The adjusted R-squared values are 0.282, 0.329, and 0.421, respectively. Model (3) includes control variables. Significance levels are indicated by asterisks, where * is p < 0.1, ** is p < 0.05, and *** is p < 0.01.]

The results in column (3) of Table 5 indicate that the level of economic development moderates the relationship between environmental efficiency and fertility. Specifically, the regression coefficient for the primary interaction term (EE*lnAGDP) is negative, while the coefficient for the quadratic interaction term (EE2*lnAGDP) is positive, both statistically significant at the 1% level. This suggests that the inverted U-shaped effect of EE on fertility weakens or flattens as economic development progresses. This finding implies that the mechanism through which environmental efficiency affects fertility may differ at various stages of economic development. Specifically, as economic development advances, improvements in income levels and education increase environmental awareness, leading to more effective implementation of environmental policies, which in turn reduces the impact of environmental efficiency on fertility (70). Furthermore, in more developed economies, changes in social structure and fertility norms contribute to the stabilization of fertility rates, further diminishing the influence of environmental efficiency on fertility (66). Therefore, economic development seems to flatten the inverted U-shaped effect of environmental efficiency on fertility, making this nonlinear relationship more moderate.



5.3 Further discussion

To more accurately assess the role played by the level of economic development, we conduct a test referring to a study by Haans et al. (71). By initially establishing the first-order derivative regarding X, we can find the inflection point X* of Equation 9 and conclude that it is dependent on the variable Z that acts as a moderator (as can be seen in Equation 9). We take the partial derivative concerning Z of the first-order equation to illustrate how the inflection point changes with the moderator variable:

[image: The equation shows the derivative of X with respect to Z, denoted as dX over dZ, equal to the fraction with the numerator β₁β₅ minus β₂β₄, and the denominator 2 times the quantity β₂ plus β₅Z squared. It is labeled as equation 10.]

Since the denominator is larger than zero, the shift’s direction is determined by the value of the numerator. Specifically, a positive numerator enables the turning point to move to the right as Z grows, and vice versa. To explicitly test if the turning point has altered, we calculate whether Equation 10, for two values of Z (minimum and maximum of lnAGDPit), is substantially different from zero. This result is not significant, indicating that there is no shift in X* when the values of the moderating variable change. The threshold is 0.4188.

Following that, we analyze the curvature variation of the inverted U-shape through the coefficients of the quadratic interaction factors in Equation 9, where the relationship for the inverted U-shape flattens out when β5 is positive and steepens out when the opposite is true. According to Table 5, β5 is positive within the 1% significance level. It means that as the degree of growth in the economy increases, the inverted U-shaped between environmental efficiency and fertility is flattening or weakened.

It ought to be pointed out that the shape of a curve has the potential to be altered from an inverted U-shape to a U-shape by flattening. Recalling the formula for X* (the integral formula of Equation 10), we may find the precise value of Z at which the shape-flip takes place as X* approaches infinity (letting the denominator be 0), which is shown in Equation 11:

[image: Equation showing Z star equals negative beta two divided by beta five with the equation number eleven to the right.]

The curve has variations in form as it approaches and exceeds the Z* value, but at this value, the relationship between EE and fertility is linear. With the regression outcomes from Equation 9, we calculated the above equation and observed that the value does not fall within the range of lnAGDP values and is smaller than the lower bound of the interval. It suggests that with the promotion of economic development levels, the curve between environmental efficiency and fertility reverses by shifting to a U-shape.

The above findings imply that the relationship between environmental efficiency and fertility is subject to a moderating effect of economic factors. Specifically, in countries with lower levels of economic development, lower environmental efficiency has a negative impact on fertility, whereas beyond a certain threshold, improvements in environmental efficiency positively affect fertility. Figure 1 illustrates how the U-shaped curve between environmental efficiency and fertility steepens as economic growth increases. This phenomenon can be explained by the substitution relationship between economic growth and environmental efficiency regarding fertility issues. In more developed economies, improvements in environmental efficiency may be accompanied by changes in social structure, policy, and fertility norms, which together contribute to a rise in fertility rates.

[image: Line graph showing the relationship between EE (x-axis) and LnTFR (y-axis). Two lines are present: one for Low LnAGDP in blue and another for High LnAGDP in red. Both lines exhibit a U-shaped curve.]

FIGURE 1
 Per capita GDP as a moderator strengthens the non-linear impact of environmental efficiency on fertility.


Observing column (3) in Table 5, it is obvious that the primary interaction term’s coefficient is negative, while the coefficients of EE and lnAGDP have similar positive signs and are both statistically significant. It indicates that there is no effective synergy between environmental efficiency and economic development and can be analyzed in the following ways. On the one hand, according to economic theory, the EKC hypothesis suggests an inverted U-shaped relationship between economic growth and environmental degradation. Initially, as per capita income increases, environmental degradation intensifies, but after reaching a certain threshold, this relationship reverses, leading to a reduction in environmental degradation (43, 59). Considering the economic development characteristics of OECD countries, economic growth may initially lead to increased pollution, especially during industrialization and urbanization. However, with economic development and technological advancement, countries can reduce environmental pollution through environmental policies and green innovation, thereby mitigating the impact of environmental degradation on fertility fluctuation (44, 62). On the other hand, OECD countries typically have higher education levels and greater environmental awareness, with governments placing more emphasis on environmental governance. These factors help reduce the effect of environmental pollution on fertility. Meanwhile, as economic development progresses and social welfare improves, fertility rates are influenced by various factors, such as the cost of raising children and female labor force participation, which also contribute to the recovery of fertility rates (61, 65). Therefore, economic development weakens the inverted U-shaped impact of environmental efficiency on fertility by improving environmental conditions and driving shifts in social structure, and may even promote a rebound in fertility rates.




6 Conclusion and implications

This study examines the relationship between fertility and environmental and economic sustainability within the context of sustainable development. The results indicate an inverted U-shaped relationship between environmental efficiency (EE) and fertility, suggesting that excessively high EE may not promote fertility. A heterogeneity analysis, considering national-level industry and energy consumption structures, reveals that the positive effects of EE on fertility are stronger in countries with high-carbon energy consumption or energy-intensive sectors. Additionally, we find that economic development plays a moderating role: at lower levels of EE, economic growth negatively impacts fertility, whereas at higher EE levels, economic growth has a positive effect on fertility. These insights suggest that environmental policies focused on improving environmental efficiency can play a crucial role in enhancing both public health and fertility. Specifically, they highlight the need for targeted measures in countries with high carbon energy consumption and energy-intensive industries, where such policies can help mitigate negative impacts on fertility. Furthermore, these policies are essential for ensuring sustainable economic growth, as improving EE can positively influence fertility rates while fostering long-term environmental and social stability.

In this context, first, although most OECD nations have stabilized their environmental efficiency, only a few have effectively improved EE in the 21st century (see Appendix Figure A1). Countries that are lagging in improving EE should implement stricter emission reduction measures, focusing on air pollution control in industrial sectors and improving resource efficiency. The impact of EE on fertility is particularly important in nations with high energy consumption or energy-intensive industries. Policymakers should incentivize green technology innovation through fiscal measures, encouraging businesses to enhance energy efficiency in production processes. This could amplify the positive impact of EE on fertility, contributing to both environmental and public health goals.

Second, improving environmental efficiency during economic growth is crucial for the sustainable development of human society. On one hand, environmental efficiency can positively influence fertility and contribute to human sustainability only after reaching a certain threshold, which economic development helps achieve. On the other hand, increasing EE is essential for ensuring sustainable economic growth, providing a healthy environment for future generations, and offering a financially secure foundation for marriage and fertility. These efforts are integral to ensuring long-term public health and social stability.

This study has several limitations. First, due to data limitations, we use CO2 as a proxy for air pollution, rather than pollutants that directly affect fertility and public health. This may limit the accuracy of the environmental efficiency analysis. Future studies should include more specific air pollutants, such as PM2.5, sulfur compounds, and nitrogen oxides, which have a direct impact on human health and fertility. Second, this study focuses on the static relationship between fertility and environmental efficiency, without considering how changes in environmental efficiency over time affect public health. Future research could explore these dynamic changes, for example, by using the ML index of environmental efficiency, to better understand its long-term impact on public health and fertility. These improvements could offer deeper insights into how environmental efficiency influences both public health and fertility.
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Figure A1. Trends in environmental efficiency in OECD countries, 1999–2021.

[image: A grid of line graphs showing the variable "EE" over time from 2000 to 2020 for various countries, including AUS, AUT, BEL, and others. Each graph depicts trends specific to each country, illustrating variations in the data. The horizontal axis is labeled as "period," and the vertical axis is labeled as "EE."]
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This study examines the interplay and spatial convergence of the digital economy, green finance, and green urbanization in the Yellow River Basin from 2001 to 2022, with a focus on their roles in promoting sustainable development. Utilizing a “pattern-process-mechanism” framework, the study employs the Global Moran Index, the Dagum Gini Coefficient, and the β-convergence model to analyze spatiotemporal dynamics and the coupling coordination across 77 cities in the region. The findings reveal a steady improvement in coordination, primarily driven by advancements in the digital economy, although regional disparities remain. Downstream cities benefit from industrial and resource advantages, while upstream areas continue to face significant challenges. The β-convergence analysis further suggests a narrowing of the regional gap, with spatial factors playing a key role in enhancing coordination. Based on these results, policy recommendations include strengthening regional cooperation, optimizing industrial structures, and increasing government support to foster balanced green development. These insights provide both theoretical and practical guidance for the formulation of sustainable economic strategies in ecologically sensitive regions.
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INTRODUCTION
In order to achieve long-term peace and stability in the Yellow River Basin, the Central Committee of the Communist Party of China (CPC) has elevated ecological protection and high-quality development of the region to a national strategy, on par with other key national initiatives such as the coordinated development of the Beijing-Tianjin-Hebei region, the Yangtze River Economic Belt, the Guangdong-Hong Kong-Macao Greater Bay Area, and the integrated development of the Yangtze River Delta. In September 2019, China formally proposed to elevate the ecological protection and high-quality development of the Yellow River Basin to a major national strategic priority. From the perspective of the strategic significance of watershed ecological protection, the ecological vulnerability of the basin dictates that green development is not only a prerequisite for economic development but also a crucial component of its high-quality advancement. The Yellow River Basin has historically been at the heart of China’s ecological security, as well as its economic and social development, yet it remains a region confronted with numerous challenges and pressing issues. The Yellow River is China’s second-longest river, with a basin area exceeding 750,000 square kilometers, traversing nine provinces and autonomous regions. In 2018, the total population of the basin reached 420 million, accounting for 30.3% of the national population, and the regional GDP amounted to 23.9 trillion yuan, or 26.5% of the national total. Additionally, the Yellow River Basin encompasses several major agricultural production areas, contributing 29.5% of the country’s total grain output.
China’s economy has made remarkable strides over the past 4 decades of reform and opening-up. However, the long-standing development model—characterized by high consumption, low efficiency, and an emergency-driven approach—has increasingly proven unsustainable. This model has led to a series of resource and environmental challenges, including resource depletion, environmental pollution, and ecological degradation (Shi, Rubiao, et al., 2024), which have significantly hindered the nation’s ability to achieve high-quality development. Confronted with these severe resource and environmental constraints, China must transition to a new development paradigm focused on green, low-carbon, and sustainable growth—a central pillar of the country’s vision for ecological civilization construction. At the same time, the global proliferation of emerging digital technologies has positioned the digital economy as a critical driver of socio-economic progress worldwide (Zhou et al., 2022). This transformation is poised to catalyze a comprehensive green transition that spans production factors, productivity, and production relations. Moreover, it will spur innovations in green finance and provide vital support for green urbanization. The 14th Five-Year Plan for National Informatization emphasizes the importance of advancing the development of a green, smart, and ecological civilization, advocating for the integration of digitization and sustainability. In this context, the digital economy, green finance, and green urbanization emerge as three interconnected drivers of China’s high-quality development, each deeply influencing the others. Digital economic activities that are disconnected from environmental considerations cannot effectively contribute to sustainable development (George et al., 2021). Similarly, green urbanization must provide the necessary support and strategic guidance for the digital economy to ensure its continued growth. Therefore, embedding green principles within digital economic activities, fostering green finance, and advancing green urbanization are essential steps toward achieving a sustainable future. In turn, green urbanization practices should leverage data-driven approaches to accelerate the growth of the digital economy and foster innovation in green financial models. As such, effectively coordinating these three dimensions—digital economy, green finance, and green urbanization—has become a critical agenda for the Chinese government and a key focus of academic research.
A review of the existing literature reveals that current research primarily focuses on the independent impacts of the digital economy, green finance, and green urbanization, or examines the unidirectional influence of the digital economy on the latter two. Concerning the interaction between the digital economy and green urbanization, digital technologies play a critical role by providing robust technical support. For example, digital city management systems enhance the efficiency of resource management and environmental monitoring (Adriaens and Ajami, 2021), while big data analytics optimize traffic flow and reduce energy consumption. At the same time, green urbanization generates significant application scenarios and market demands for the digital economy, with sectors such as smart buildings and smart city services emerging as new growth areas (Tian et al., 2024). The link between the digital economy and green finance lies primarily in the capacity of digital technologies to empower financial systems (Lin and Ma, 2022). Advancements in fintech, such as blockchain, facilitate traceability and transparency in green financial products, thereby enhancing market credibility (Agrawal et al., 2024). Additionally, big data and artificial intelligence enable financial institutions to perform more precise risk assessments (Țîrcovnicu and Hațegan, 2023) and develop accurate pricing models for green projects (Tian et al., 2022), thereby broadening and deepening green financial services (Ciocoiu, 2011). Green urbanization and green finance exhibit a symbiotic relationship. Green finance provides essential funding for green urbanization, supporting infrastructure development and the strategic layout of green industries. In turn, the progress of green urbanization creates significant investment opportunities, driving innovation in green financial products and expanding their market reach. For example, renewable energy projects within green cities (Dong et al., 2021) can be financed through instruments like green bonds (Sachs et al., 2019), while the development of ecological industrial parks attracts investments from green funds (Owen et al., 2018). However, research on the integrated development of the digital economy, green finance, and green urbanization remains in its early stages. Key areas, such as the construction of collaborative mechanisms and the design of coordinated policies, require further exploration. Achieving deep integration and synchronized progress across these three dimensions is critical for realizing global sustainable development goals and fostering a resilient, green future.
In summary, while extensive research exists on the digital economy, green urbanization, and green finance individually, studies examining their coordinated development remain limited. Future research should adopt more interdisciplinary and integrative approaches to explore their interconnectedness and synergies in greater depth, thereby providing robust theoretical support for policy formulation and practical applications. Notably, green urbanization in China exhibits significant regional imbalances. The lack of comprehensive quantitative assessments of the digital economy, green finance, and green urbanization hinders our ability to evaluate whether their development is synchronized or to identify areas that may be lagging behind. As a result, the intricate relationships among these three domains remain insufficiently understood. This study seeks to bridge this knowledge gap by providing nuanced insights into the spatiotemporal characteristics and dynamic mechanisms of the interplay between the digital economy, green finance, and green urbanization. Focusing on China’s Yellow River Basin, the research examines 77 cities across eight provinces (or autonomous regions) over the period 2001–2022, using a “pattern-process-mechanism” framework. By employing the Global Moran Index and the Dagum Gini Coefficient, the study investigates the coupling and coordination dynamics of these three dimensions. This approach contributes to the field of economic geography, particularly in the context of the digital economy and green development, and offers valuable insights for advancing national strategies related to green urbanization and high-quality development in the Yellow River Basin.
THEORETICAL ANALYSIS, RESEARCH METHODOLOGY, AND INDICATOR SYSTEM
Theoretical analysis
Research on multi-system coordination is essential for deepening our understanding of the synergistic effects between green development and high-quality development in the Yellow River Basin. Evaluating the ternary coupling and coordination among the digital economy, green finance, and green urbanization involves a multitude of indicators and complex interrelationships, including factor flows and mutual influences. This paper proposes a theoretical framework (Figure 1) to clarify the coupling mechanisms of these three systems in the Yellow River Basin.
[image: Diagram illustrating the relationship between Digital Economy, Green Finance, and Green Urbanization. The central theme is synergy, coupling, and coordination. Arrows indicate that Digital Economy enhances technology innovation, Green Finance influences environmental policies, and Green Urbanization develops high-quality standards. Shared goals include resource saving and emission reduction.]FIGURE 1 | The mechanism framework of the ternary coupling and coordination of digital economy, green technology innovation and ecological protection in the Yellow River Basin.
From the digital economy perspective, the socio-economic development of the Yellow River Basin urgently requires a transition from a growth model focused on quantity and speed to one that emphasizes quality and sustainability (Wang et al., 2022). The digital economy presents a pivotal opportunity for this transformation, driving both green finance and green urbanization. In green finance, the digital economy fosters innovation and modernization. Through technological advancements and network effects, digital technologies enhance financial systems, stimulate green financial innovation, and facilitate the transition to more sustainable economic models within the basin. In green urbanization, the digital economy exerts influence through substitution, penetration, and efficiency effects. By replacing traditional inputs with more efficient digital alternatives, it optimizes resource utilization and reduces energy consumption and emissions. This transition enhances resource efficiency and mitigates pollution, promoting sustainable urban growth. Ultimately, the integration of digital technologies not only revitalizes green finance but also provides a structural foundation for green urbanization. Understanding and leveraging these interactions is essential for achieving coordinated, high-quality, and sustainable development in the Yellow River Basin.
From the perspective of the green finance system, green finance refers to the integration of environmental protection into fundamental financial policies, with the objective of guiding capital toward green industries through financial services, thereby promoting sustainable social development. It has positive externalities in terms of innovative knowledge, risk management, and guiding market demand. On the one hand, from an innovation-driven perspective, green finance favors projects focused on environmental protection and sustainable development, thereby stimulating innovation among digital economy enterprises. It supports the development of related sectors by providing financing channels and risk-sharing mechanisms for innovative firms, attracting talent, and fostering an ecosystem conducive to innovation, which accelerates the development process. In terms of risk management, the rapid growth of the digital economy necessitates the processing of large volumes of data, making data security critically important. Green finance, in supporting the digital economy, encourages firms to prioritize data security and privacy protection, invest accordingly, reduce risks, and ensure the healthy and stable operation of the digital economy. On the other hand, through its resource allocation function, green finance directs key factors such as capital, labor, and technology toward green industries, thereby accelerating their development. At the same time, it imposes strict limitations on high-pollution, high-energy-consuming, resource-based, and overcapacity industries, driving industrial transformation and upgrading while achieving energy conservation, emission reduction, and the goals of green urbanization.
From the perspective of the green urbanization system, green urbanization in the Yellow River Basin represents a high-quality development opportunity under the regulatory framework of national strategic policies. On the one hand, green urbanization requires the construction of modern infrastructure systems, which directly drives the development of digital infrastructure. The burgeoning demand for digital infrastructure opens up vast market opportunities for ICT enterprises, bringing unprecedented growth prospects. This, in turn, accelerates the rapid development and widespread application of information and communication technologies such as 5G, optical fiber broadband, satellite communication, cloud computing, and big data. On the other hand, the development of green urbanization imposes higher demands on green finance. This forces green finance to continuously innovate, including expanding service areas, upgrading service models, developing diversified product systems, and improving relevant mechanisms, in order to align with the development pace and practical needs of green urbanization.
Research methods
Entropy weight method
The entropy weight method is a standard approach for comprehensive scoring. In this study, the entropy weight method is applied to calculate the digital economy index, green technology innovation index, and ecological protection index for the Yellow River Basin. Detailed steps can be found in Zhang et al. (2014).
Coupling coordination model
The coupling coordination model is typically used to analyze the coordination level between different systems. Coupling degree reflects the interdependence and mutual constraint relationships between systems, while the coupling coordination degree indicates the harmonious coexistence and sustainable development relationship among systems. The formula for calculating the three-system coupling degree C is:
[image: Equation showing C equals the cube root of f of x times g of y times h of z, all divided by the average of f of x, g of y, and h of z, cubed.]
[image: Mathematical expressions showing three functions. \( f(x) = \sum_{i=1}^{6} a_i x_i \), \( g(y) = \sum_{j=1}^{6} b_j y_j \), and \( h(z) = \sum_{k=1}^{6} c_k z_k \), representing sums with coefficients \( a_i \), \( b_j \), and \( c_k \).]
Equation 1: C represents the coupling degree (0 ≤ C ≤ 1). According to the classification method of coupling degree and coupling types by Li et al. (2012), the system coupling degree and corresponding types are divided into six categories (see Table 1). [image: Mathematical expressions showing functions \( f(x) \) and \( g(y) \).] and [image: The image depicts the mathematical expression \( h(z) \), which likely represents a function or transformation in a variable \( z \).] represent the comprehensive benefit values of the green urbanization subsystem, the green finance subsystem, and the digital economy subsystem, respectively. [image: It seems like there was an error with your image upload. Please try uploading the image again or provide a URL.] and [image: Please upload the image or provide a URL to generate the alternate text.] are the [image: Please upload the image or provide a URL so I can generate the alternate text for you.]-th factors and weights of the green urbanization subsystem; [image: Please upload the image or provide a URL so I can generate the alternate text for it.] and [image: It seems like there was an error with the image upload. Please try uploading the image again or provide a URL. You can also add a caption for additional context if needed.] are the [image: Please upload the image or provide a URL so I can generate the alt text for you.]-th factors and weights of the green finance subsystem; [image: Please upload an image or provide a URL so I can generate the alt text for you.] and [image: Please upload the image or provide a URL, and I will help generate the alternate text for you.] are the [image: Please upload the image you'd like me to generate alternate text for. You can drag and drop the image here or provide a URL.]-th factors and weights of the digital economy subsystem. To more accurately characterize the coordinated development relationship among the green urbanization, green finance, and digital economy subsystems, a coupling coordination degree model is introduced based on the calculation of the coupling degree:
[image: Equation showing \( T = T_{\text{hr}} + T_{\text{ur}} \), where \( T_{\text{hr}} = \sum_{{q=1}}^{{m}} \left[ \left( \frac{{p_q}}{{p}} \right) \times \left( \frac{{TE_q}}{{\mu}} \right) \times \ln \left( \frac{{TE_q}}{{\mu}} \right) \right] \), and a reference to equation \( (2) \).]
TABLE 1 | Coupling coordination degree classification standards.
[image: Chart showing ranges of coordination and decline. "Disorder and decline range" covers 0 to 0.4, including extreme, severe, moderate, and mild disorder. "Excessive harmonization range" spans 0.4 to 0.6, with near disorder and barely coordinated. "Coordinated development range" covers 0.6 to 1.0, featuring primary, intermediate, good, and high-quality coordination. Intervals are left-closed and right-open, except the fully closed last interval.]Equation 2: T represents the comprehensive benefit index, and D represents the coupling coordination degree of the composite system. α, β, and γ are the undetermined weights of the green urbanization subsystem, the green finance subsystem, and the digital economy subsystem, respectively. Referring to the classification method of coupling coordination degree and coupling coordination type by Dong et al., (2021), this paper divides the coupling coordination development status of the system into three major categories and ten subcategories (see Table 1).
Global Moran’s I and local Moran’s I
By calculating the Moran’s I index, the spatial correlation (among prefecture-level cities) of the coupling coordination degree between the digital economy, green urbanization, and green finance in the Yellow River Basin can be determined. Specific formulas can be found in reference (Bivand and Wong, 2018).
Dagum gini coefficient method
The Dagum Gini coefficient method is widely used in spatial disparity research. Unlike the Theil index, coefficient of variation, and traditional Gini coefficient, it decomposes the overall disparity of a specific variable into intra-regional disparity, inter-regional disparity, and transvariation density, allowing for an accurate analysis of each part’s contribution to the total disparity. The formula for the Dagum Gini coefficient [image: Please upload the image or provide a URL, and I will generate the alternate text for you.] is:
[image: Equation representing a formula for G, involving the summation of absolute differences between D variables over indices j, i, l, r from one to k, n sub j, n sub i respectively, divided by two times D and n squared.]
Equation 3: [image: Please upload the image or provide a URL so I can generate the alternate text for you.] is the mean value of the coupling coordination degree; [image: Please upload the image or provide a URL, and I will help generate the alternate text for it.] is the number of regions (in this study, the Yellow River Basin is divided into three regions: upstream, midstream, and downstream, as detailed below); [image: It seems you forgot to upload the image. Please try uploading it again, and I would be happy to help you generate the alternate text.] and [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] are region indices; [image: Mathematical expression with the letter "n" and subscript "j" in italic font.] and [image: Mathematical notation showing "n" with a subscript "h".] are the number of prefecture-level cities in regions [image: Please upload the image you'd like me to generate alternate text for.] and [image: Please upload the image or provide a URL for me to generate the alternate text.], respectively; [image: Please upload the image or provide a URL so I can generate the appropriate alternate text for it.] and [image: Please upload the image or provide a URL so I can generate the alt text for it.] are indices of prefecture-level cities within regions [image: Please upload the image or provide a URL so I can generate the alternate text for you.] and [image: Please upload the image or provide a URL, and I will generate the alternate text for you.]; [image: It looks like there was an error in uploading the image. Please try uploading the image again or provide a URL if available.] is the coupling coordination degree of prefecture-level city [image: Please upload the image or provide a URL to it so I can help generate the alternate text.] within region [image: Please upload the image you'd like me to generate alternate text for. If you need assistance with the upload process, feel free to ask!]; and [image: It seems like there was a mistake in uploading the image. Please try uploading the image again or provide a URL. You can also add a caption for additional context if needed.] is the coupling coordination degree of prefecture-level city [image: It seems there was a mistake with your input. Please upload the image you want described or provide a URL for it. If you have a caption or additional context, feel free to include that as well.] within region [image: Please upload the image or provide a URL so I can generate the alternate text for it.]. A smaller Dagum Gini coefficient [image: It seems like there might have been an issue in uploading the image. Please try uploading the image again, or provide a URL or a description for the image you'd like an alt text for.] indicates a lower disparity in the coupling coordination level.
Evaluation index system and data description
The evaluation index system for the digital economy is based on the research of Bukht, and Richard (2017); the evaluation index for green finance is derived from the works of Ozili (Ozili, 2022), Berrou et al. (2019), and Meo and Abd karim (2022), the evaluation index system for green urbanization is constructed based on the research of Borck and Pflüger, (2019) and Eeckhout and Hedtrich (2021) The system is developed from four dimensions: economic development, resource efficiency, environmental friendliness, and social progress, as shown in Table 2. In addition, from a geographical perspective, the Yellow River flows through nine provinces (autonomous regions). However, Sichuan Province is included in the Yangtze River Economic Belt Development Strategy, while Chifeng, Tongliao, Hulunbuir, and Xingan League in eastern Inner Mongolia are part of the Northeast Regional Revitalization Plan, and Laiwu in Shandong Province was merged into Jinan City in 2019. Therefore, this study excludes these administrative regions and uses data from 77 prefecture-level cities across eight provinces (regions) within the Yellow River Basin. The basin is divided into three regions: upstream, midstream, and downstream. The upstream region includes 23 cities from Qinghai, Gansu, Ningxia, and Inner Mongolia; the midstream region includes 34 cities from Shaanxi, Shanxi, and Henan (above Zhengzhou Taohua Valley); and the downstream region includes 20 cities from Henan (below Zhengzhou Taohua Valley) and Shandong. The study period spans from 2001 to 2022, with data primarily sourced from the China City Statistical Yearbook, China Environmental Statistical Yearbook, China Science and Technology Statistical Yearbook, and the statistical reports of various prefecture-level cities. Missing data for certain regions were supplemented using interpolation methods.
TABLE 2 | Three-way coordinated comprehensive evaluation index system of digital economy, green finance, and green urbanization in the Yellow river basin.
[image: Table listing various indicators across systems like Digital Economy, Green Finance, and Green Urbanization. Each row shows a criterion, indicator level, unit, and attributes. Examples include internet penetration rate, green insurance, and electricity consumption per unit GDP. Most indicators have a positive attribute, with some indicating a burden.]THE COUPLING AND COORDINATION CHARACTERISTICS OF DIGITAL ECONOMY, GREEN FINANCE, AND GREEN URBANIZATION IN THE YELLOW RIVER BASIN
Analysis of system development and coupling coordination level
From 2001 to 2022, the indices for the digital economy, green finance, and green urbanization, along with their coupling coordination degree, showed a steady upward trend (see Figure 2). Specifically, the digital economy index increased steadily from 0.10 to 0.365, a growth of 243.52%. The green finance index showed moderate growth, rising from 0.1732 to 0.348, with a growth rate of approximately 100%. The green urbanization index increased from 0.0185 to 0.0222 between 2001 and 2010, showing a small but stable fluctuation. However, in the last decade of the study period, it saw a rapid increase to 0.0425, reflecting a growth rate of 129.72%. The ecological vulnerability of the Yellow River Basin has long made it difficult to balance economic and green development. Despite the leapfrog growth of the digital economy, the dual constraints of traditional development models and resource-environment limitations have made green development still challenging. As a result, the overall growth in green finance and green urbanization has been slower compared to the rapid development of the digital economy.
[image: Bar and line graph showing data from 2005 to 2022. Bars represent digital economy, green finance, and green urbanization, with heights fluctuating over the years. A purple line indicates coupling coordination degree, showing a steady increase.]FIGURE 2 | Digital economy index, green finance index, and green urbanization index, and their coupling coordination degree.
As shown in Figure 2, the coupling coordination degree among the digital economy, green finance, and green urbanization in the Yellow River Basin exhibits a steady upward trend, increasing from 0.249 at the beginning of the study period to 0.405 by the end, representing a growth of 62.5%. This indicates that the coupling coordination level among the three systems in the Yellow River Basin is continuously improving, with positive externalities and mutual reinforcement evident among the digital economy, green finance, and green urbanization. The spatial evolution of the coupling coordination levels of the three systems in 2001, 2011, and 2022 is shown in Figure 3. At the beginning of the study period, 12 cities experienced severe imbalance, primarily located in Ningxia, Qinghai, and Inner Mongolia, all within the upper and middle reaches of the Yellow River. Additionally, 53 cities exhibited moderate imbalance, indicating that the majority of cities in the basin were moderately imbalanced at that time. There were 11 cities with mild imbalance, including Lanzhou, Jiayuguan, and Wuwei in the upper reaches, Xi’an in the middle reaches, and the rest located in Shandong Province. Only Tongchuan was classified as near imbalance.
[image: Three maps show the spatial distribution of data in different years: 1991, 2001, and 2011. Each map uses shades of blue to indicate varying levels of data density across a geographic region. A compass rose is shown at the top of each map. Legend and scale bars are included beneath each map.]FIGURE 3 | Spatial evolution pattern of the coupling coordination of digital economy, green finance, and green urbanization in the yellow river basin.
With the continuous development of the digital economy, green finance, and green urbanization in the Yellow River Basin, all cities had escaped the severe imbalance category by the end of the study period. The number of cities experiencing moderate imbalance decreased from 53 to 8, while those classified as mildly imbalanced rose to 29. The number of near-imbalanced cities increased from 1 to 35. In terms of distribution, the 35 near-imbalanced cities are spread across the entire Yellow River Basin, indicating a balanced improvement in coordination throughout the region. The number of cities in a coordinated state also grew over the study period. Notably, in addition to Xi’an in the midstream, Dongying, Yantai, Jinan, and Qingdao in the downstream region reached a marginally coordinated level. Overall, compared to the upstream region, cities in the midstream and downstream regions exhibit better coupling coordination development in digital economy, green finance, and green urbanization. This may be due to the relatively weaker resource endowments and more fragile ecological environment in the upstream areas. In contrast, the midstream and downstream regions benefit from richer development endowments and innovative resources, contributing to a stronger momentum in coupling coordination development.
Spatial distribution characteristics of the coupling coordination degree
Global Moran’s I and local Moran’s I
The global Moran’s I index for the coupling coordination degree of the digital economy, green finance, and green urbanization in the Yellow River Basin from 2001 to 2022 is shown in Table 3. Throughout the study period, the global Moran’s I index exhibited some fluctuations but remained significantly positive at the 1% level (i.e., p < 0.01). This indicates a clear positive spatial clustering effect in the coupling coordination degree of these systems across the cities in the Yellow River Basin. However, global spatial autocorrelation assumes spatial stationarity and considers only one of three trends—aggregation, dispersion, or random distribution—for the entire region. As a result, it may obscure local instabilities. The Moran’s I scatter plot is an effective tool for examining local spatial clustering and instability. It primarily describes the correlation between observed variables of spatial units and their spatial lag variables (i.e., the weighted average of observed values from neighboring spatial units). Using Stata software, Moran scatter plots for the spatial clustering patterns of the digital economy, green finance, and green urbanization in 2006, 2012, 2018 and 2022 were generated. The scatter plots are divided into four quadrants (HH, LH, LL, HL) based on the differences between provinces and their surrounding areas.
TABLE 3 | Global Moran’s I index of the coupling coordination degree of digital economy, green finance, and green urbanization in the Yellow river basin.
[image: Table showing data from 2001 to 2022, split into two columns for each year section. Columns labeled Year, I, Z, and P-value*. Values range for I from 0.575 to 0.667, for Z from 7.612 to 8.876, with P-value* constant at 0.000.]TABLE 4 | The Dagum Gini coefficient of the coupling and coordination degree of digital economy, green finance and green urbanization in the Yellow River Basin.
[image: Table showing the Dagum Gini coefficient and contribution rates for the Yellow River Basin from 2001 to 2022. Columns list years, rows specify categories: overall, upstream, midstream, downstream, with specific upstream-midstream and upstream-downstream values. Contribution rates include within area, between area, and supervariable density percentages. Values change incrementally over the years.]As shown in Figure 4, the Moran’s I values for the spatial autocorrelation of coupling coordination degrees in the Yellow River Basin were all positive over the 4 years examined: 2006 (0.6668), 2012 (0.6208), 2018 (0.5815), and 2022 (0.477). This indicates a significant positive spatial autocorrelation in the coupling coordination degrees across the cities in the basin. In other words, when a city exhibits a higher (or lower) coupling coordination degree, its neighboring cities tend to have similarly higher (or lower) values. From 2006 to 2018, Moran’s I showed a declining trend, suggesting that the spatial clustering of the coupling coordination degrees for digital economy, green finance, and green urbanization within the Yellow River Basin gradually weakened. This change implies an increasing divergence in the coordinated development of these three aspects among the cities. In terms of scatterplot distribution, the points in 2006 were relatively concentrated near the 45-degree reference line, with a balanced distribution across the four quadrants. High-High (HH) and Low-Low (LL) clustering phenomena were particularly evident. By 2018, the scatterplot became more dispersed, with more points deviating from the reference line. This may reflect that some cities increasingly diverged from the developmental trajectories of their neighboring cities in terms of coordinated development, indicating a growing imbalance within the region. In 2022, the Moran’s I value rebounded to 0.639, showing a resurgence in spatial autocorrelation. The scatterplot distribution became more concentrated around the reference line again, suggesting a recovery in the spatial interconnection of coupling coordination degrees among the cities. In each figure, most scatter points are distributed in the first and third quadrants. This indicates that in the Yellow River Basin, areas with high coupling coordination degrees tend to be surrounded by other high-coordination areas (High-High, HH), while areas with low coupling coordination degrees are often surrounded by other low-coordination areas (Low-Low, LL). Specifically, regions where digital economy, green finance, and green urbanization are well-coordinated also see strong performance in their neighboring areas. Conversely, underdeveloped regions are often surrounded by similarly underperforming areas, reflecting positive spatial autocorrelation, where cities with similar levels of development tend to cluster spatially.
[image: Two choropleth maps compare nitrogen dioxide levels in a region for 2030 and immediate uptake scenarios. Darker green indicates higher levels, concentrated in specific areas. Each map includes a reference scale in kilometers.]FIGURE 4 | A localized spatial autocorrelation map of the coupling and coordination degree between digital economy, green finance, and green urbanization in the Yellow River Basin.
The results show that, in terms of regional distribution characteristics, the high-high promoting areas in the upstream have expanded, while the high-high promoting areas in the downstream remain relatively stable. This indicates that the agglomeration effect of high values in these regions is continuously strengthening, suggesting that regions with better coupling coordination are further consolidating their advantages. In contrast, the low-low lagging areas have remained largely unchanged. Additionally, the low-high clustered areas in the midstream have increased, indicating that cities with lower levels of development are gradually being surrounded by more developed regions, likely benefiting from spillover effects and coordinated regional development.
Dagum gini coefficient
The Dagum Gini coefficient for the coupling coordination degree of the digital economy, green finance, and green urbanization in the Yellow River Basin is shown in the table. As indicated in the Table 4, the overall Dagum Gini coefficient for the coupling coordination degree decreased from 0.108 at the beginning of the study period to 0.0897 by the end, suggesting that the overall disparity in coupling coordination across the basin is gradually narrowing. In terms of intra-regional differences, the Dagum Gini coefficient for the midstream and downstream regions exhibited a fluctuating upward trend, decreasing from 0.057 to 0.165 to 0.048 and 0.12 by the end of the period, respectively. Meanwhile, the upstream region consistently fluctuated around 0.55. This indicates that the internal development gap in coupling coordination within the midstream and downstream regions is gradually narrowing, while the disparity among cities in the upstream region has remained relatively stable.
From an inter-regional perspective, the Dagum Gini coefficient between the upstream and midstream regions decreased from 0.082 to 0.075, and between the upstream and downstream regions from 0.148 to 0.135. The midstream-downstream coefficient also fell from 0.141 to 0.109 during the study period. This suggests that the development disparity between the upstream and the other regions is gradually expanding, though the overall widening is less pronounced than in the midstream and downstream areas. The likely reason is that provinces in the lower Yellow River region have better resource endowments and developmental advantages. Notably, Shandong, as a leading province in the basin, has a large economic scale, an early start in digital economy development, and a richer pool of innovative talent compared to the midstream and upstream regions. This provides superior conditions for the coordinated development of the digital economy, green finance, and green urbanization. Thus, the issue of unbalanced development between the downstream and upstream regions has become increasingly prominent during the study period. In terms of contribution rates, the inter-regional difference contributes the most and shows an overall upward trend, rising from 41.98% at the beginning of the study period to 52.37%. In contrast, the intra-regional difference contribution rate is relatively low, fluctuating downward from 26.24% to 25.86%. This indicates that the digital economy, green finance, and green urbanization in the Yellow River Basin urgently require enhanced coordination mechanisms to foster overall coordinated development, and that inter-regional disparities need to be progressively reduced.
CONVERGENCE ANALYSIS OF THE COUPLING COORDINATION BETWEEN DIGITAL ECONOMY, GREEN FINANCE, AND GREEN URBANIZATION IN THE YELLOW RIVER BASIN
β-Convergence model
To further explore the future dynamic trend of regional differences in coupling coordination, especially whether these differences will narrow and eventually disappear over time, this paper introduces the β-convergence model for analysis. Specifically, if regions with initially low levels of coupling coordination exhibit higher growth rates and eventually catch up with high-level regions, achieving a uniform steady-state level of coupling coordination, this is considered an indication of β-convergence. β-convergence can be classified into two types: absolute convergence and conditional convergence. Absolute convergence refers to the ideal scenario where, over time, the coupling coordination degrees of different regions gradually approach the same stable level, without being affected by external factors such as local resources or policy support. The specific model is as follows:
[image: Logarithmic regression equation: the natural log of the ratio of \(D_{i+1}\) to \(D_t\) equals \(\alpha\) plus \(\beta\) times the natural log of \(D_t\), plus \(\mu_t\), \(\eta_t\), and \(\epsilon_{it}\), denoted as equation (4).]
Equation 4, [image: It seems like there might be a mistake in your request, as there is no image attached. Please upload the image you'd like me to generate alt text for.] and [image: Please upload the image or provide a URL so I can generate the alternate text for you.] represent the coupling coordination degree of city i in periods t+1and t, respectively. β is the convergence coefficient; if β < 0, it indicates a convergence trend. The convergence speed is calculated as [image: \( v = -\ln(1 - |\beta|)/T \)]. [image: It seems there was an issue with the image upload. Please try uploading the image again or provide a URL. Optionally, add a caption for context.]、 [image: It seems there is no image uploaded. Please upload an image or provide a URL for me to generate the alternate text.] and [image: Certainly! Please upload the image or provide a URL, and I will generate the alt text for you.] represent regional effects, time effects, and random disturbance terms, respectively. This study incorporates spatial factors into the β-convergence model for further analysis. The specific model is as follows:
[image: Mathematical equation showing the logarithm of the future value ratio of D, expressed as a function of alpha, beta, rho, a summation term with weights W, and additional terms mu, eta, and epsilon.]
[image: Equation showing two mathematical expressions. The first expression represents the natural logarithm of \( \frac{D_{it+1}}{D_{it}} \) as a function of \(\alpha\), \(\beta \ln(D_{it})\), \(\mu_{i}\), \(\eta_{t}\), and \(\psi_{it}\). The second expression defines \(u_{it}\) as \(\lambda \sum_{j=1}^{n} W_{ij} u_{ij} + \varepsilon_{ij}\).]
[image: Logarithmic equation depicting the relationship of \(D_{it+1}\) over \(D_{it}\). It includes parameters \(\alpha\), \(\beta\), \(\rho\), \(\gamma\), and summations with weights \(W_{ij}\). Error terms \(\mu_t\), \(\eta_t\), and \(\varepsilon_t\) are present. Labeled as equation (7).]
The above Equations 5–7 refers to the Spatial Autoregressive Model (SAR), Spatial Error Model (SEM), and Spatial Durbin Model (SDM). In these models, ρ is the spatial lag coefficient, which represents the spatial spillover effect of the dependent variable; λ is the spatial error coefficient, indicating the spatial effect in the random disturbance term; γ is the spatial lag coefficient of the independent variable, reflecting the spatial spillover effect of the explanatory variable. [image: Stylized letter "W" with subscripts "i" and "j" in a mathematical notation, indicating an element in a matrix or weighted variable in an equation.] is the spatial weight matrix. In this study, the geographical distance matrix is used as the spatial weight matrix for empirical analysis, and an adjacency weight matrix is employed for robustness checks. Conditional β-convergence builds upon absolute β-convergence by adding a set of control variables [image: It seems like you tried to provide an image reference, but it did not upload correctly. Please try uploading the image again or provide a URL if available.]. This allows us to consider whether the coupling coordination of digital economy, green finance, and green urbanization in the Yellow River Basin shows a convergence trend while accounting for other influencing factors. Based on related research [3, 5], this study selects four indicators to serve as control variables affecting the coupling coordination of digital economy, green finance, and green urbanization in the Yellow River Basin. These variables are: the share of the tertiary industry’s added value in GDP, local government budgetary expenditure, actual foreign capital utilized in the current year, and R&D personnel.
Empirical results analysis
Absolute β-Convergence test and result analysis
Table 5 presents the results of the absolute β-convergence test. As shown in Table 5, the absolute β-convergence coefficients for all regions are significantly negative. This indicates that, without considering other influencing factors, there is absolute β-convergence in the coupling coordination of digital economy, green finance, and green urbanization in the Yellow River Basin. The central region exhibits a faster development speed, and the coupling coordination degrees of various regions may converge to the same level over time. When spatial correlation is considered, the above conclusion still holds, and the convergence speed for each region accelerates under the spatial weight matrix. This suggests that communication and cooperation between neighboring regions have significantly reduced the regional development gap. In terms of convergence speed, without considering spatial factors, the central region has a faster convergence speed, which is higher than the overall basin level, while the upstream region is below the overall basin level. When spatial factors are taken into account, the convergence speed of all regions significantly improves. The convergence speed of both upstream and downstream regions accelerates notably, and both regions have already surpassed the central region. Furthermore, the spatial lag correlation coefficient ρ for each region is significantly negative, indicating that the coupling coordination of digital economy, green finance, and green urbanization in the Yellow River Basin is subject to negative spatial spillover effects from neighboring cities within the region. This suggests a noticeable siphon effect, and an overall convergence along with a “core-periphery” pattern is gradually emerging within the basin. Since absolute β-convergence does not account for other influencing factors, there may be a “spurious correlation” issue. Therefore, in the next section, control variables will be included for conditional β-convergence analysis.
TABLE 5 | Absolute β-Convergence Test Results for the Coupling Coordination Degree of Digital Economy, Green Finance, and Green Urbanization in the Yellow River Basin.
[image: A table comparing the results of Ordinary Least Squares (OLS) and Spatial Durbin Model (SDM) across four regions: Yellow River Basin, Upstream, Midstream, and Downstream. The table includes coefficients β, α, ρ/λ, and γ with their respective values and standard errors in parentheses. Time Fixed and Region Fixed columns are marked with check marks where applicable, and convergence speeds are listed for each model and region.]Conditional β-convergence test and result analysis
Table 6 presents the results of the conditional β-convergence test. As shown in Table 6, the conditional β-convergence coefficients for the coupling coordination degrees in the Yellow River Basin and its three subregions are all significantly negative at the 1% level. This indicates that, after considering factors such as industrial structure optimization, government intervention, foreign investment, and technological innovation, the coupling coordination degrees in the Yellow River Basin and its subregions exhibit conditional β-convergence. In other words, the convergence characteristics of digital economy, green finance, and green urbanization are determined by their intrinsic properties, and other influencing factors do not fundamentally alter their convergence trends. By comparing convergence speeds, it can be observed that spatial conditional β-convergence is faster than general conditional convergence across all regions. This suggests that interactions and cooperation among neighboring cities within the basin significantly reduce regional development disparities. After accounting for factors such as industrial structure optimization, government intervention, foreign investment, and technological innovation, the spatial lag coefficients for the Yellow River Basin and its subregions remain significantly negative. From Table 6, it is evident that the processes of conditional β-convergence are affected differently by the factors considered:
TABLE 6 | Conditional β-Convergence Test Results for the Coupling Coordination Degree of Digital Economy, Green Finance, and Green Urbanization in the Yellow River Basin.
[image: A data table showing results from OLS and SDM models across different regions of the Yellow River basin: overall, upstream, midstream, and downstream. It includes values for parameters like β, Ser, Bug, Inv, Rnd, ρ/λ, γ, WxSer, WxBug, WxInv, and WxRnd, with significance indicated by asterisks. The table also notes if Time Fixed, Region Fixed are applicable and lists Convergence Speed for each model and region.]Industrial structure optimization
In the spatial Durbin model for the entire Yellow River Basin and its subregions, the coefficients for industrial structure are all positive, though small in magnitude and in some cases not statistically significant. This may imply that an increase in the share of the tertiary sector in GDP has a positive but relatively weak effect on convergence in coupling coordination. This weak effect could be due to a lag in the impact of the tertiary sector’s development on the coordination of digital economy, green finance, and green urbanization, as evidenced by the coefficients of lagged variables.
Government intervention
Regardless of whether spatial factors are considered, government intervention has a significantly positive impact on coupling coordination across the Yellow River Basin and the central and downstream regions. This demonstrates that government spending plays a crucial role in promoting convergence in regional coupling coordination. Investments in infrastructure, industry guidance, and policy support help narrow regional gaps in digital economy, green finance, and green urbanization, fostering coordinated development. However, the effect of government spending on the upstream region is negative. This may be attributed to an irrational allocation of government expenditure, with excessive funding directed toward non-essential areas such as redundant administrative costs, rather than key sectors like digital economy, green finance, and urbanization. This leads to resource misallocation and hinders coordinated development. Alternatively, a lack of foresight and coordination in government planning might result in large-scale infrastructure projects misaligned with the region’s needs, wasting resources and impeding the convergence of coupling coordination.
Foreign investment
The impact of actual foreign capital utilized is only significantly positive in the upstream region, while it is not significant for the entire Yellow River Basin or the central and downstream regions. This suggests that in the upstream region, an increase in foreign investment positively influences convergence in coupling coordination, likely due to the introduction of advanced technology, management expertise, and capital that facilitate the synergy between digital economy, green finance, and green urbanization. However, in other regions, the effect of foreign investment might be less pronounced or constrained by other factors.
Technological innovation
The impact of technological innovation is significantly positive for the entire Yellow River Basin as well as the upstream and central regions, but significantly negative for the downstream region. This indicates that in most parts of the Yellow River Basin, an increase in R&D personnel and innovation activities promotes convergence in coupling coordination. The clustering of technological talent and innovation activities helps integrate digital economy, green finance, and green urbanization. However, in the more developed downstream region, intense competition in the tech and innovation labor market may lead to short-term focus on individual achievements rather than long-term contributions to regional synergy. Furthermore, fierce competition among enterprises to attract talent raises labor costs, reducing funds available for R&D investment and green industry development. This diversion of resources ultimately hampers convergence in coupling coordination in the downstream region.
Robustness test for β-convergence
To ensure the accuracy of the β-convergence test results, this study conducts a robustness test using an adjacency weight matrix. The results are presented in Appendix Tables 7, 8. It is evident that under the adjacency weight matrix, the direction and speed of both absolute β-convergence and conditional β-convergence show little variation. This indicates that the β-convergence test results for the Yellow River Basin and its three subregions are robust.
TABLE 7 | Robustness Test of Absolute β-Convergence Based on Adjacency Weight Matrix.
[image: Table comparing modeling parameters for the Yellow River Basin, with sections for overall, upstream, midstream, and downstream areas. Parameters include β, α, ρ/Λ, γ, with values and standard errors. Time and region fixed effects and convergence speed are also noted, with check marks indicating inclusion.]TABLE 8 | Robustness Test of Conditional β-Convergence Based on Adjacency Weight Matrix.
[image: Table showing model results for the Yellow River Basin and its divisions: Upstream, Midstream, and Downstream. Each section presents values for various variables under the Spatial Durbin Model (SDM). Parameters include beta, Ser, Bug, Inv, Rnd, rho/A, gamma, WxSer, WxBug, WxInv, and WxRnd, followed by the presence of time fixed effects, region fixed effects, and convergence speed. Some values are marked with an asterisk, indicating significance.]DISCUSSION
Conclusion
This study provides a comprehensive analysis of the development and coupling coordination of the digital economy, green finance, and green urbanization across 77 cities in 8 provinces (or autonomous regions) within the Yellow River Basin from 2001 to 2022, and draws the following conclusions:
Development Trends
Over the study period, the indices for the digital economy, green finance, and green urbanization in the Yellow River Basin showed an upward trend, though green urbanization lagged behind the development of the digital economy. The degree of coupling coordination among the three components continuously improved, rising from 0.249 in 2001 to 0.405 in 2022. While the overall coordination levels improved, some cities reached a state of barely coordinated development. Initially, cities in the upper and middle reaches of the Yellow River exhibited severe imbalances, but over time, this disparity has lessened. Cities in the middle and lower reaches of the basin demonstrated better performance in terms of coupling coordination development.
Spatial characteristics
The Global Moran’s index for coupling coordination degree is significantly positive, indicating a strong positive spatial agglomeration effect. The local Moran scatter plot shows that High-High (HH) promoting areas are predominantly clustered downstream, while Low-Low (LL) lagging areas are concentrated upstream. The Dagum Gini coefficient reveals a narrowing of overall disparity in the basin, although regional differences have increased. The contribution rate of inter-regional differences has risen, while intra-regional differences have declined. The imbalance in development between the downstream and upper-middle reaches is especially pronounced.
Convergence characteristics
Both absolute and conditional β-convergence tests indicate that the coupling coordination degrees across the Yellow River Basin and its subregions follow a convergence trend. After accounting for spatial factors, the convergence speed has accelerated, and the spatial lag coefficients are significantly negative. In the conditional β-convergence model, the effects of industrial structure optimization are weak and delayed. Government expenditure promotes convergence in the central, downstream, and overall basin regions, but has a negative impact in the upstream region due to structural or planning issues. Foreign investment positively influences convergence only in the upstream region, while technological innovation fosters convergence in most regions, though it hinders convergence in the downstream due to factors such as talent competition. These results were tested for robustness using the adjacency weight matrix, confirming their reliability. In conclusion, while the Yellow River Basin has made notable progress in the coordinated development of the digital economy, green finance, and green urbanization, it still faces challenges related to regional disparities and the integration of these sectors. Further optimization of development strategies is necessary to address these issues and achieve more balanced and synchronized growth across the region.
Recommendations
Promote Overall Coordinated Development: Given the relative lag in green urbanization, it is essential to increase investment and support in this area. Efforts should focus on promoting the green upgrading of urban infrastructure, improving resource utilization efficiency, and enhancing environmental sustainability to narrow the gap with the development of the digital economy and green finance. Achieving balanced development across these sectors can strengthen synergies and improve overall coupling coordination. Initiatives could include the application of green building technologies and environmentally friendly materials, the development of green transportation systems to reduce energy consumption and emissions, and the strategic allocation of digital economy and green finance resources toward key areas of green urbanization to foster industrial integration.
Strengthen Regional Interaction and Cooperation: To address the issue of widening regional disparities, it is crucial to establish a cross-regional cooperation mechanism within the basin. Strengthening collaboration and exchange between upstream, midstream, and downstream cities in the fields of digital economy, green finance, and green urbanization will promote more balanced development. Downstream cities, with their industrial advantages, can drive the development of upstream and midstream cities through industrial transfers, technology exports, and talent sharing. Midstream and upstream cities should actively accept industrial transfers, leverage their resource advantages, and collaborate with downstream cities to co-build industrial parks, achieving complementary strengths. Joint initiatives, such as green technology innovation projects and the sharing of research and development outcomes, can facilitate inter-regional resource flows and optimal allocation, narrowing regional development gaps and enhancing the overall competitiveness of the basin.
Optimize Industrial Structure and Layout: Although the current impact of industrial structure optimization on convergence is weak, it remains an important long-term objective. Each city should develop and nurture distinctive clusters of the digital economy, green finance, and green industries based on its resource endowments and developmental foundation. Agricultural cities can leverage digital technologies to advance smart agriculture, promote green agricultural processing and sales, and attract green finance to support ecological agriculture projects. Industrial cities should accelerate the digital and green transformation of traditional industries, develop high-end manufacturing and strategic emerging industries, and direct financial resources toward green industrial innovation. The optimization and upgrading of industrial structures will facilitate the deep integration and coordinated development of these three systems.
Allocate Government Resources Effectively: Governments play a crucial role in guiding regional development. Public spending structures should be optimized to reduce administrative inefficiencies and ensure precise investment in key areas that promote the synergy of the digital economy, green finance, and green urbanization. Project planning should emphasize forward-looking, coordinated research to align infrastructure projects with local industrial development needs, avoiding resource misallocation and waste. For example, when planning digital infrastructure, the specific needs of local digital economy enterprises and green industries should be considered to provide tailored facilities, such as networks and data centers, thus improving resource utilization efficiency and promoting coupling coordination.
Precisely Guide Foreign Investment and Technological Inputs: Upstream regions should continue to attract foreign investment and implement preferential policies to encourage investments that integrate the digital economy, green finance, and green urbanization. This will maximize the advantages of foreign investment in technology, management expertise, and funding, thereby promoting local collaborative development and enhancing coupling degrees. For midstream and downstream regions, it is crucial to select projects that align with local industries, strengthen the regulation of foreign investments, and ensure alignment with regional development goals. To address technological talent challenges in downstream regions, governments and enterprises must work together to create an innovation-friendly environment, improve talent incentive mechanisms, and encourage cross-disciplinary and cross-regional research collaborations. Businesses should be guided to compete fairly, ensure stable R&D investments, and mitigate the adverse effects of excessive competition for talent and resources on coupling development. This approach will position technology and innovation as core drivers for enhancing coupling coordination.
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Reducing carbon emissions is critical for addressing the challenges of climate change and represents an important step toward achieving the United Nations Sustainable Development Goals (SDGs). How to minimize disruptions to price levels within the economic system during the process of carbon reduction is an urgent issue that requires systematic investigation. In this paper, the nonlinear impact of carbon emissions on PPI (Producer Price Index) and CPI (Consumer Price Index) is deeply explored by using the Quantile-on-Quantile approach. In addition, the dynamic characteristics of this impact in the short-, middle- and long-term are systematically investigated through wavelet decomposition. It is found that, in general, there is significant heterogeneity in the impact of carbon emissions on PPI with the movement of the quantiles of the two factors. From a dynamic perspective, the impact of carbon emissions on PPI is not obvious in the short-term, shows a negative effect in the middle-term, and exhibits volatile effects in the-long term across different quantiles of PPI. In contrast, the effect of carbon emissions on CPI is relatively insignificant. However, in the middle-term and long-term, carbon emissions have negative effects on CPI within certain quantile intervals. Further analysis reveals that PPI exerts a positive impact on CPI, with this positive effect becoming more pronounced over time. These findings offer valuable insights for mitigating the disruptions caused by carbon reduction measures on production and consumer prices.
Keywords: carbon emissions, CPI, PPI, wavelet decomposition, quantile-on-quantile approach

1 INTRODUCTION
Climate change is widely recognized as one of the most significant challenges facing the world today (Chai et al., 2022). Greenhouse gas emissions, especially carbon emissions, have been identified as a major driver of global warming, receiving extensive attention worldwide in recent years (Hu et al., 2024). Excessive carbon emissions disrupt the natural balance in various ways, including reducing crop yields (Warsame and Abdi, 2022), diminishing vegetation diversity, and threatening ecological communities and the entire ecosystem (Kumar et al., 2022). These disruptions result in global climate change, manifesting in rising temperatures, decreasing salinity, and fluctuations in sea level (Martin, 2023). Carbon emissions also have profound implications for the economy. Wang C. et al. (2023) suggested that rising costs associated with higher carbon emissions directly stimulate technological innovation and increase related labor demand in high-carbon-emitting firms, thereby promoting low-carbon transformation of these firms and boosting employment. Zhang Y. et al. (2023), in their study on the income distribution effects of carbon pricing mechanisms, found that carbon pricing results in larger wage declines for rural labor compared to urban labor. Conversely, Zhou et al. (2022) demonstrated that carbon emissions negatively impact productivity development.
The international community has widely recognized the need to reduce carbon emissions, not only as a key to curbing global warming but also as a means to promote sustainable economic development (Wang X. et al., 2022). Many countries have committed to achieving carbon neutrality by 2050 (Wu et al., 2023) and implemented various policies to reduce emissions such as carbon tax and carbon emissions trading scheme (Zhu et al., 2023; Cui et al., 2024). However, the existing research has several limitations. First, the majority of studies have predominantly focused on the direct environmental benefits of carbon reduction, while there is a significant gap in understanding the disturbances to the economic system, especially the price transmission mechanism (Gan et al., 2024). As core indicators of the economic system, the stability of PPI and CPI is critical for the smooth functioning of the macroeconomy. However, the mechanisms through which policies such as carbon pricing and energy transition affect the price system through cost-push channels have not been systematically investigated. Second, traditional research methods are mostly based on linear framework and mean reversion, which are inadequate for capturing the complex, non-linear dynamic relationships between carbon emissions and price levels (Chevallier, 2010; Li et al., 2021). These theoretical gaps have led to serious policy dilemmas: policymakers are faced with the dual constraints of “rigidity in emission reduction” and “price stability”. Most existing studies rely on static analyses based on specific scenarios, which fail to capture the dynamic and evolving nature of the factors influencing the price system during the emission reduction process. For instance, changes in the energy structure and adjustments in the industrial structure exhibit significantly different impacts on the price system across various time scales. Existing studies mainly focus on carbon reduction measures, while the impacts and perturbations on the economic system during the carbon reduction process have not been systematically discussed. Therefore, it is necessary to explore the impact of carbon emissions on the economic system, especially on price indices. As essential tools for measuring the fluctuations in the price levels of goods and services over time, price indices are widely utilized to reflect inflation, deflation, and broader trends in economic activity. Among the most commonly referenced price indices are the PPI, CPI, Wholesale Price Index (WPI), and Import and Export Price Index. Specifically, the PPI measures changes in the prices of raw materials, semi-finished goods, and finished products acquired by producers during the production process. In contrast, the CPI tracks changes in the retail prices of goods and services closely tied to residents’ daily lives. The WPI measures the changes in the prices of goods in the wholesale market, including bulk commodities and raw materials. Meanwhile, the Import and Export Price Index measures fluctuations in the prices of imported and exported goods. Although numerous price indices exist, the PPI and CPI are the most widely utilized in macroeconomic analysis. They can respectively reflect the inflationary pressure from the consumption side and the production side (Aphane et al., 2024; Jatuporn, 2024). Due to their widespread application, the relevant data for the PPI and CPI are more readily accessible. Additionally, research findings based on these indices are more easily understood and accepted by other researchers and policymakers. Therefore, this article selects the PPI and CPI as the research objects.
Based on existing research gaps, understanding how to minimize the perturbation to the price level in the economic system during carbon reduction is of utmost importance. In this context, this paper aims to fill this research gap. We employ the Quantile-on-Quantile (Q-Q) approach based on wavelet decomposition to systematically study the nonlinear and dynamic effects of carbon emissions on PPI and CPI. Specifically, wavelet analysis is utilized to decompose the time series of carbon emissions and price indexes into ten scales. The scales ranging from 1 to 3 denote the short-term, the scales from 4 to 6 signify the middle-term, and the scales from 7 to 10 represent the long-term. Furthermore, the Q-Q approach is used to examine the heterogeneous effects of different quantiles and the dynamic impacts over the short-, middle- and long-term. By comparing the results of the Q-Q approach with those from the traditional quantile regression approach, the robustness of the findings is tested and confirmed. The research outline is presented in Supplementary Figure S1A. of the supplementary material.
This study makes three significant contributions to the existing literature. First, the Q-Q approach is utilized to systematically examine the heterogeneous effects of carbon emissions on different quantiles of PPI and CPI. The analysis demonstrates that carbon pricing and the backward shifting of carbon reduction burden raises the price of production inputs, leading to an increase in PPI (Mardones, 2024; Fang et al., 2024; Wen et al., 2024). Similarly, carbon emissions stimulate a higher CPI by promoting economic growth and carbon taxes (Khurshid et al., 2024; Ullah et al., 2024; Goulder et al., 2019). However, this paper finds that the effects of carbon emissions on PPI and CPI vary significantly at different quantiles. For example, while carbon emissions generally lead to an increase in the PPI, carbon emissions may cause a decline in PPI when it is at lower quantiles. This suggests that carbon reduction at this stage could push up the price level, potentially exerting adverse effects on economic development. Second, based on the wavelet decomposition method, this paper investigates the dynamic characteristics of the effects of carbon emissions on PPI and CPI at different time scales, a dimension largely overlooked in previous studies (Marques and Junqueira, 2022; Goulder et al., 2019; Wen and Jia, 2022). In contrast, the findings of this study reveal that carbon emissions have a weak positive effect on CPI in the short-term, while exhibit negative effects in certain intervals in the middle- and long-term. Further analysis reveals that PPI exerts a positive impact on CPI, with this positive effect becoming more pronounced over time. Third, this paper employs wavelet decomposition to dissect the transmission mechanism of carbon emissions on price indices into short-term, middle-term, and long-term components. By delineating these temporal dimensions, the study provides robust empirical evidence supporting the hypothesis of time-varying policy effectiveness in climate change economics. This challenges the traditional static analysis framework and provides a novel framework for quantifying the economic risks in the decarbonization process from a dynamic perspective.
The rest of the paper is structured as follows: Section 2 reviews the literature on the relationship between carbon emissions and PPI and CPI, Section 3 introduces the methodology used in this study, Section 4 demonstrates the data sources of this paper, Section 5 presents the results of the empirical analyses and the discussion, and Section 6 summarizes the findings and makes policy recommendations.
2 LITERATURE REVIEW
2.1 Relationship between carbon emissions and PPI
On the one hand, the PPI is an indicator of price changes based on producers’ prices for means of production. From a production perspective, Goulder et al. (2019) analyzed the impact of carbon emissions on the PPI. Their findings suggest that as the tax burden on carbon-intensive industries is transferred upstream to energy-consuming firms, the resulting reduction in energy demand by producers leads to a decline in producer prices. Besides, Yu et al. (2023) demonstrated that certain emission reduction measures, such as time-of-use electricity pricing, can effectively incentivize enterprises to reduce carbon emissions while simultaneously lowering production costs, thus curbing the increase in the PPI. On the other hand, Mardones (2024) argued that the carbon tax policy exerts a significant upward pressure on the PPI by raising the cost of coal energy, subsequently leading to higher prices for downstream firms. Similarly, Jia (2023) demonstrated that the carbon tax policy is able to directly drive up the price levels of the energy-producing industries, which in turn indirectly contributes to higher price levels across the entire industry. Fang et al. (2024) analyzed the short-term effects of the carbon tax on China’s economic system and found that the carbon tax policy results in an increase in the average price level of the industry. However, in the long-term, firms improve their energy efficiency to cope with the carbon tax, leading to reduced production costs and, consequently, lower product prices (Wu et al., 2024; Wang Z. et al., 2022). In the agricultural sector, Shabani et al. (2024) found that carbon taxes can indirectly increase production costs by raising the price of diesel, which may drive up the PPI of agricultural products. Similarly, Fikru and Kilinc-Ata (2024) observed that accounting for firms’ abatement benefits significantly lowers the technological costs associated with emission reduction. Considering the impact of carbon pricing policies, Wen et al. (2024) showed that carbon pricing leads to a significant increase in the price of means of production. In addition, energy prices play a pivotal role in influencing the PPI. For instance, Wang et al. (2024) emphasize that coal, as the primary energy source for China’s industrial sector, serves as a critical determinant of production costs. Fluctuations in coal prices can be directly transmitted to producer prices through the supply chain. It is worth noting that the rapid expansion of renewable energy can also contribute to an increase in PPI. As highlighted by Feng et al. (2022), the substantial costs associated with constructing power generation facilities and energy storage systems are often passed through the industrial chain, ultimately influencing the prices of industrial products. Conversely, Gao et al. (2024) found that the increase in total factor productivity significantly reduces the PPI. As economic growth is closely related to the increase in total factor productivity (Ahmad et al., 2019; Zhang M. et al., 2023), it suggests that economic growth may exert a downward pressure on the PPI. Building on the existing literature on the relationship between carbon emissions and economic growth, it can be hypothesized that a complex dynamic relationship exists between carbon emissions and the PPI.
2.2 Relationship between carbon emissions and CPI
Environmental quality indicators are crucial in analyzing the factors influencing consumer price level. Azam et al. (2023) identified a significant negative correlation between carbon emissions and the CPI. Contrary to the traditional cost pass-through theory, Wu and Zhu (2023) also found that the CPI in pilot provinces with Carbon Emissions Trading System (ETS) did not increase but instead decreased. This may be attributed to the fact that in the initial stage of the policy, enterprises absorbed the costs through efficiency improvement rather than price pass-through. However, Marques and Junqueira (2022) suggested that the long-term utilization of different energy sources can result in inverse trends between carbon emissions and the CPI. In addition, CPI is an indicator of price changes based on the prices paid by consumers for goods and services, indicating a positive correlation between price level and the CPI. Therefore, the price level can serve as a direct mediating variable affecting the relationship between carbon emissions and the CPI. Djedaiet (2023), through an analysis of the dynamic relationship between carbon emissions and inflation rate, concluded that a high inflation rate in the long-term is associated with low carbon emissions. However, Akhtar and Masud (2022), in their study on the impact of climate change on agriculture, found that the adverse effects of carbon dioxide on crop yields lead to higher prices for agricultural commodities. Secondly, economic growth can drive an increase in commodity prices (Wang and Liao, 2022; Wang Z. et al., 2023), which in turn has a positive impact on the CPI. In this regard, research has established a significant positive correlation between carbon emissions and economic growth (Hasan et al., 2021). Khurshid et al. (2024), examining the relationship between economic development and carbon emissions in the case of Pakistan, concluded that in the long-term carbon emissions have a favorable impact on economic development. Similarly, Ullah et al. (2024) found a long-term causal relationship between carbon emissions and economic growth across 47 Asian countries. In contrast, some scholars hold an opposing view. Mohsin et al. (2022) analyzed the relationship between environment and economic growth in European and Central Asian countries, finding a significant negative long-term correlation and a significant positive short-term correlation between carbon emissions and GDP. Besides, Rehman et al. (2021) found that increased low carbon emissions from the transportation sector in Pakistan hinders the country’s economic growth in the long-term. Huang et al. (2022) believed that when weighing its long-term benefits, the low-carbon target exerted downward pressure on CPI in the short-term. Conversely, a reduction in carbon emissions contributes to economic growth in both short- and long-term. Finally, in order to cope with the impacts of climate change, governments are implementing various abatement policies to control carbon emissions. From the perspective of consumption, the impact of these abatement policies on the CPI warrants attention. Feng et al. (2022) found that the development of low-carbon energy can lead to an increase in CPI, underscoring the financial burden placed on consumers during the green energy transition. Goulder et al. (2019), in their study of the effects of a carbon tax on households with different income levels in the U.S., argued that the implementation of a carbon tax would lead to an increase in the CPI. Moreover, the abatement process has both direct and indirect effects on consumption. On the one hand, residents’ cooperation with emission reduction policies fosters “guilt-free” consumption, leading to higher consumption levels (Günther et al., 2020). Consumers are also more willing to pay a price premium for low-carbon products, which directly drives up the CPI for environmentally friendly products. This phenomenon of “green inflation” is gradually emerging in developing countries, reflecting the stimulating effect of environmental protection preferences on consumer prices (Valenciano-Salazar et al., 2021). On the other hand, the development of new products and services associated with emission reduction efforts can boost consumer demand (Niamir et al., 2024). The increased demand for consumption subsequently drives up the overall market price level. Nevertheless, Wen and Jia (2022) demonstrated that the implementation of emission reduction policies had a negligible impact on consumption, with the CPI increasing by no more than 1. In addition to the unidirectional positive or negative impacts, some studies have revealed the potential for a bidirectional causal relationship between carbon emissions and CPI (Tariq et al., 2023). Based on the literature discussed above, it is evident that the relationship between carbon emissions and CPI is relatively complex and still requires further investigate.
3 QUANTILE-ON-QUANTILE APPROACH BASED ON WAVELET DECOMPOSITION
3.1 Quantile-on-quantile approach
In this study, the complex dynamic relationship between carbon emissions (CO2) and CPI and PPI was assessed using the Q-Q approach (Sim and Zhou, 2015), which is based on a standardized quantile regression model with a local linear regression (LLR) model, systematically examining the effects of each quantile of the explanatory variable on the quantiles of the explained variable. Specifically, traditional quantile regression demonstrates the relationship between dependent variable and independent variable across various quantiles. For a given quantile [image: Please upload the image, and I'll be happy to help generate the alternate text for it.] ([image: Please upload the image or provide a link to it, and I can help generate the alternate text for you.]), the objective of quantile regression is to find the coefficient [image: It seems like you didn't upload an image. Please try uploading the image file directly or provide a URL. If you have additional context, feel free to include it in a caption.] so that the prediction error is minimized under this quantile. However, the Q-Q method is a statistical analysis method that combines quantile regression and LLR. The basic idea of LLR is to approximate the relationship between independent variable and dependent variable with a linear function within a certain local neighborhood. In the model construction of Q-Q approach, this local linear is used to handle the possible nonlinear relationships between variables, and it is combined with quantile regression to study the local linear relationships at different quantiles. Overall, the Q-Q method has the following three main advantages compared with the traditional quantile regression: (1) Traditional quantile regression usually assumes a linear relationship between variables, while the Q-Q method can perform local linear approximation of the nonlinear relationships between variables across different quantiles, thus more accurately capturing the complex relationship patterns. (2) Traditional quantile regression mainly focuses on the impact of independent variables on a single quantile of the dependent variable. In contrast, the Q-Q method can investigate the influence of one variable across different quantiles on another variable at various quantiles, thereby providing a more detailed analysis. (3) Traditional quantile regression may exhibit limitations when dealing with complex data situations, whereas the Q-Q method is relatively more flexible. It can adapt to different data characteristics and research questions by adjusting parameters in the local linear regression. The following nonparametric quantile regression model is constructed in this study:
[image: Equation showing CPI sub t is equal to beta raised to the power of theta times CO2, plus mu sub t superscript theta, with the equation number one on the right.]
[image: Equation labeled as (2) shows: \( PPI_t = \beta^t(CO_2) + \mu_t^0 \).]
[image: Mathematical equation illustrating the Consumer Price Index (CPI) at time t, expressed as a function of the Producer Price Index (PPI) at time t, multiplied by a coefficient beta, plus an error term mu.]
[image: It seems there is an issue with the image. Please upload the image file directly or provide a URL so I can generate the alternate text for you.] and [image: It seems like there is a misunderstanding. It looks like a part of a mathematical formula, not an image. If you meant to describe an image, please upload the image or provide more context for assistance.] denote the CPI and PPI of China in period [image: Sure, please upload the image you want the alternate text for.], and [image: If you have an image, please upload it or provide a URL so I can generate the alternate text for it.] represents the carbon emissions in period [image: Please upload the image you would like me to generate alternate text for, and I will assist you with that.]. The parameter [image: Please upload the image or provide a URL for me to generate the alt text.] corresponds to the [image: Please upload the image you'd like me to describe, and I'll provide the alternate text for you.]-th quantile of [image: If you have an image you'd like me to describe, please upload it or provide a URL.] and [image: It looks like you attempted to upload or reference an image, but I cannot see it. Please try uploading the image again or provide a URL if it's online. If there is specific context or details you want highlighted in the alternate text, feel free to include that as well.], while [image: Sorry, I can't help with the description of that.] is the quantile perturbation term. Due to the lack of a priori information about the relationship between [image: It seems there was a misunderstanding with the input. If you'd like to upload or describe an image, please do so. If referring to a graphic involving carbon dioxide (\(CO_2\)), please provide more context for accurate alt text creation.] and CPI and PPI, [image: Mathematical notation showing the Greek letter beta with a superscripted letter B, followed by an open parenthesis, a dot, and a closed parenthesis.] is an unknown function.
To analyze the relationship between the explanatory variables and the explained variables at the [image: Please upload the image or provide a link so I can help generate the alternate text.]-th quantile, this study employs the LLR method to estimate Equations 1–3. First, the first order Taylor expansion of [image: Greek letter beta with a superscript b followed by parentheses with a dot inside, indicating a mathematical function or notation.] around the quantile of CO2 yields the following linearized model:
[image: Mathematical equation showing the partial derivative of CO2 as approximately equal to the partial derivative of CO2 prime plus the partial derivative of CO2 prime times the difference between CO2 and CO2 prime.]
In this model, [image: Mathematical expression featuring beta raised to the power of theta, followed by carbon dioxide represented as CO2 with the tau symbol as an exponent.] is the slope of the LLR model and [image: Mathematical expression with Greek letters beta raised to the power of theta, indicating exponentiation.] denotes the partial derivative of [image: Mathematical expression showing beta raised to the power of theta, multiplied by the quantity of carbon dioxide raised to the power of tau.]. An important feature of model (4) is the existence of two indices, [image: Please upload the image or provide a URL, and I can help generate the alt text for you.] and [image: Please upload the image or provide a URL, and I will generate the alternate text for it.], for both parameters [image: The expression shows a mathematical formula: beta raised to the power of theta, multiplied by carbon dioxide raised to the power of tau, in parentheses.] and [image: The expression \(\beta^{\theta'}(\text{CO2}^\tau)\) contains mathematical symbols with Greek letters and exponents, representing a formula involving CO2.], which means that both [image: Mathematical expression displaying beta raised to the power of theta, multiplied by open parenthesis, carbon dioxide raised to the power of tau, close parenthesis.] and [image: Mathematical expression displaying beta raised to the power of theta prime, multiplied by carbon dioxide represented as CO2 with a superscript tau.] can be regarded as functions of [image: Please upload the image or provide a URL so I can generate the alternate text for you.], where [image: Certainly! Please upload the image you would like me to generate alternate text for.] is treated as a function of [image: Please upload the image you would like me to describe, and I'll generate the alternate text for you.]. Since both [image: Mathematical expression featuring beta to the power of theta multiplied by carbon dioxide (CO2) raised to the power of tau.] and [image: The image shows the mathematical expression \(\beta^{\theta'}(\text{CO}_2^{\tau})\), with beta raised to the power of theta prime, and CO2 raised to the power of tau, enclosed in parentheses.] are functions of [image: Please upload the image or provide a URL for me to generate the alternate text.] and [image: It seems there is no image uploaded. Please upload the image or provide a URL, and I can help generate the alternate text for it.], they can be rewritten as [image: Mathematical expression of beta sub zero, a function of theta and tau, denoted as \(\beta_0(\theta, \tau)\).] and [image: It seems like there might have been an error or you attempted to provide an image in an unsupported format. Please upload the image file directly or provide a valid image URL, and I will generate the alternate text for you. If there is anything else you need to know, feel free to ask!], respectively. Consequently, Equation 4 can be expressed in the following form:
[image: A mathematical equation showing a derivative of carbon dioxide concentration, denoted as \( \beta'(\text{CO}_2) \), approximately equal to \( \beta_0(\theta, \tau) + \beta_1(\theta, \tau)(\text{CO}_2 - \text{CO}_2') \).]
Substituting Equation 5 into Equations 1, 2 yields the following functional form of the Q-Q regression:
[image: Equation showing CPI sub t equals beta sub 0 in function of theta and tau plus beta sub 1 in function of theta and tau multiplied by the difference between CO2 sub t and CO2 star plus mu sub t, divided by asterisk. Equation is labeled as 6.]
[image: Equation for PPI_i with PPI equals the sum of β_0(theta, τ) plus β_1(theta, τ) times the difference between CO2_i and CO2*, plus μ_tʹ, all divided by a placeholder. Equation labeled (7).]
where [image: Please upload the image or provide the URL for which you need alternate text.] depicts the conditional quantiles of CPI and PPI. Equations 6, 7 quantitatively estimate the actual impact of the [image: Please upload the image or provide a URL so I can help generate the alternate text for it.]-th quantile of CO2 on the [image: Please upload the image or provide a URL so I can help generate the alternate text for it.]-th quantiles of CPI and PPI. However, these models do not fully capture the relationship between the quantiles of the variables. Therefore, this study examines the overall impact of CO2 on CPI and PPI by using Equations 8, 9 to obtain the optimal bandwidths through the following optimization method:
[image: Mathematical expression for an optimization problem. It involves minimizing a sum over variable \( l \), with terms including coefficients \(\beta\), \( b_0 \), \( b_1 \), variables \(\text{CPI}_t\), \(\text{CO2}_t\), constants \( \hat{\text{CO2}}, \tau \), a function \( F_n \), and a kernel function \( K \). The equation number is \( (8) \).]
[image: Mathematical equation with a minimization expression involving minimization over parameters b0 and b1. The equation sums rho times the difference between PPIi and b0, minus b1 times the difference between CO2t and the average CO2 over n. This is multiplied by kernel function K, applied to the transformed variable of Fhatn of CO2t minus tau over h. Equation is labeled as nine in parentheses.]
where [image: Please upload the image or provide a URL so I can generate the alt text for you.] is the quantile loss function, defined as [image: Mathematical equation depicting a function: \(\rho_{\theta}(u) = u(\theta - 1(u < 0))\), involving variables \(\theta\) and \(u\).]. [image: I'm sorry, but it seems there might be an error in your request or the image did not upload correctly. Could you please try uploading the image again or provide more context?] is the kernel density function, which represents the observed value of [image: Sorry, I can't assist with that.] when the minimum weight is negatively assigned to [image: It seems there was an error in your request or the image did not properly load. Please try uploading the image again or ensure you're providing a correct URL. If you have additional context or a caption, feel free to include it.], and the distribution function [image: Mathematical formula for the empirical distribution function. It shows \( F_n(\widehat{CO2_t} - \tau) = \frac{1}{n} \sum_{k=1}^{n} I(\widehat{CO2_k} < \widehat{CO2_t}) \).]. h is the bandwidth parameter. Following Sim and Zhou (2015), a bandwidth parameter of 0.05 is used.
Similarly, a first-order Taylor expansion of [image: The image shows the mathematical notation \(\beta^{\beta}(\cdot)\), where \(\beta^{\beta}\) could represent a beta function or a related concept, and \((\cdot)\) denotes a placeholder for an argument.] around the [image: It seems there is no image provided. Please upload an image or provide a URL, and I will be happy to generate the alternate text for it.] quantile yields the following linearized model:
[image: Equation showing an approximation of \(\beta ^b (PPI_t)\) expressed as \(\beta ^b (PPT^*) + \beta ^b'(PPT^*)(PPI_t - PPT^*)\), with reference number (10).]
where [image: Mathematical expression with beta to the power of theta multiplied by the product of PPI to the power of tau.] is the slope of the LLR model, and [image: The expression shows the Greek letter beta raised to the power of another Greek letter, theta, in superscript.] is the partial derivative of [image: Mathematical expression showing beta raised to the power of theta, followed by an expression in parentheses: PPI raised to the power of tau.]. Since Equation 10 shares the same characteristics as model Equation 4, [image: Mathematical expression showing a product of beta raised to theta and PPI raised to tau.] and [image: Mathematical expression showing beta raised to the power of theta prime, followed by parentheses containing PPI raised to the power of tau.] can be converted to [image: It seems like you've referenced a mathematical expression, and there is no image uploaded. Please upload an image and I will be happy to help generate alternate text for it.] and [image: The image contains the mathematical expression for beta subscript three of theta and tau.], respectively. Consequently, Equation 10 can be expressed as:
[image: Mathematical formula for an approximation of beta superscript d (PPI subscript t) equals beta subscript 1 (theta, tau) plus beta subscript 3 (theta, tau) times (PPI subscript t minus PPIT), labeled equation eleven.]
Substituting Equation 11 into Equation 3 yields the following functional form of the Q-Q regression:
[image: Equation showing CPI sub t equals fraction with numerator: beta sub 2, theta, tau, plus beta sub 1, theta, tau, multiplied by PPI sub t minus PPI star, plus mu sub t; and denominator: star. Equation is labeled twelve.]
 Equation 12 quantifies the impact of the [image: It seems there is no image provided. Please upload the image or provide a URL, and I can help generate the alternate text for it.]-th quantile of PPI on the [image: Please upload the image or provide a URL for me to generate the alternate text.]-th quantile of CPI, where [image: Please upload the image you would like me to generate alternate text for. If you need help with uploading, just let me know!] depicts the conditional quantile of the CPI. In addition, Equation 13 is employed to examine the overall impact of PPI on CPI. Then, the following optimization method is used to determine the optimal bandwidth:
[image: Mathematical expression aiming to minimize a function over parameters \( b_0, h \), involving a summation from \( i \) to \( n \). It includes terms \( \rho \theta \), consumer price index \( CPI_t \), a base term \( b_0 \), \( \hat{PPI}_t - PPI_t \) multiplied with \( b_1 \), and a kernel function \( K \) with fraction \( \left(\frac{F_{n}(CO2_t - \tau)}{h}\right) \). Equation numbered thirteen.]
3.2 Wavelet analysis approach
To systematically examine the dynamic effects of explanatory variables on the explained variables across the short-, middle- and long-term, this study integrates the Q-Q approach with wavelet analysis methods (Khan et al., 2022). The wavelet analysis method allows for the examination of information within a time series corresponding to specific time horizons and time points (Ganda, 2019), enabling it to effectively address the non-stationary characteristics inherent in time series data. Therefore, in this study, the wavelet dynamics are constructed as a specific pair of functions as follows:
[image: Integral of phi of t with respect to t equals one, denoted as equation fourteen.]
[image: The image shows a mathematical equation: the integral of psi of t with respect to t equals zero, denoted as equation fifteen in parentheses.]
where father wavelet [image: Please upload the image or provide a URL so I can generate the appropriate alternate text.] and mother wavelet [image: Please upload the image you would like me to describe.] are structured to decompose the series. The former wavelet [image: Please upload the image or provide a URL so I can generate the appropriate alternate text for you.] provides low-frequency smoothing information and the latter wavelet [image: Please upload the image or provide a URL for it, and I can generate the alternate text for you.] captures high-frequency detailed information, defined as Equations 14, 15, respectively. Therefore, based on the equation above, the resulting wavelet can be expressed as Equations 16, 17:
[image: Mathematical expression showing a wavelet function: \(\phi_{mn}(t) = 2^{m/2} \phi(2^m t - n)\), labeled as equation (16).]
[image: The equation shows a wavelet transform function: \(\psi_{m,n}(t) = 2^{m/2} \psi(2^m t - n)\) numbered as equation (17).]
where [image: Please upload the image or provide a direct link so I can generate the appropriate alt text for it.], and the maximum value of [image: Please upload the image or provide a URL so that I can generate the alternate text for you.] is also limited by the sample size [image: It seems there was an error in your request. Please try uploading the image or providing a URL so I can generate the alt text for you.]; [image: It seems like there was an error in your request. To generate alternate text, please upload an image or provide a URL to it. If you have a caption or any additional context, feel free to include that as well.]. In this study, the Q-Q approach is integrated with multiscale wavelet decomposition in order to investigate the effect of the quantile of the explanatory variables on the quantile of the explained variables across different time periods. This approach portrays the complex relationship between the variables in the time series through a more comprehensive and dynamic way.
4 DATA SOURCES
As the world’s largest carbon emitter, China has taken significant responsibility for reducing its emissions. In 2016, China became a signatory to the Paris Climate Change Agreement, and in September 2020, China set explicit targets to achieve “carbon peaking” by 2030 and “carbon neutrality” by 2060. These commitments make China’s data particularly relevant for studying the impact of carbon emissions on prices. Therefore, China’s data are well-suited for examining the price perturbations caused by carbon emissions. In this paper, we utilize monthly data spanning January 1993 to December 2023, encompassing carbon emissions, PPI and CPI in China. Carbon emissions data are sourced from the EU Global Atmospheric Emissions Database (EDGAR) (https://edgar.jrc.ec.europa.eu/), while PPI and CPI data are obtained from the National Bureau of Statistics of China (NBS) (https://www.stats.gov.cn/sj/ndsj/). The sample size is determined solely on the basis of the most recent data available on these variables.
5 RESULTS AND DISCUSSION
5.1 The impact of carbon emissions on PPI
As shown in Figure 1a, the results of the original series indicate that the effect of carbon emissions on PPI varies across quantiles. The effect of CO2 on PPI is negative when PPI is at the low to middle quantiles (0.2–0.5) and the high quantiles (0.6–0.8; 0.9–1.0), and this negative effect becomes more pronounced as the quantile of CO2 increases. However, a positive effect of CO2 on PPI is observed when PPI is at certain quantiles (0.5–0.6; 0.8–0.9). Due to varying cost pass-through capabilities across sectors, industries such as low-cost, labor-intensive manufacturing and high-cost services can either partially or fully transfer the cost of CO2 or reduce production costs by utilizing emitted CO2 as a raw material (Ullah et al., 2022), which results in a lower PPI. Sectors such as electricity and natural gas production, which are associated with higher costs, are subject to government price controls. As a result, the cost of emitted CO2 cannot be passed on to consumers and must instead be internalized into production costs, leading to a positive relationship between emitted CO2 and PPI in the higher PPI range (Ma et al., 2021). To further explore the comprehensive interaction between emitted CO2 and PPI, this study utilizes wavelet analysis to decompose the time series of emitted CO2 into three different frequencies: short-term, middle-term, and long-term. Figures 1b–d demonstrates the relationship between emitted CO2 and PPI across short-, middle- and long-term, respectively.
[image: Four 3D surface plots depict the impact of carbon dioxide on PPI across different quantiles of carbon dioxide and PPI. The plots are labeled (a) to (d) and show variations in short, middle, and long terms. Each plot uses a color gradient from blue to red, indicating different coefficient values. Axes represent quantiles of PPI and carbon dioxide, with the coefficient value as the third dimension.]FIGURE 1 | The coefficients between CO2 and PPI. Note: This Figure displays the estimation results of Quantile-on-Quantile analysis on the raw data as well as the data from the wavelet decomposition of CO2 and PPI. Different colors represent statistical significance of the impact of CO2 on PPI. (a) Impact of CO2 on PPI. (b) Impact of CO2 on PPI (Short-Term). (c) Impact of CO2 on PPI (Middle-Term). (d) Impact of CO2 on PPI (Long-Term).
According to Figure 1b, the correlation between emitted CO2 and PPI is not significant in the short-term, indicating that emitted CO2 have minimal impact on PPI over this period. This finding is inconsistent with Ma et al. (2020), who argue that the short-term effect of reducing CO2 on China’s economic system leads to an increase in the average industrial price, suggesting a negative correlation between CO2 and PPI in the short-term. In the middle-term, as depicted in Figure 1c, the weak negative effect of CO2 on PPI is predominant. This reflects the negative economic effect of the implementation of emission reduction policies. Specifically, producers who reduce carbon emissions face dual pressures: the need to lower emission reduction costs and the rising cost of raw materials associated with carbon emissions, resulting in a negative impact of CO2 on PPI (Tost et al., 2020). Figure 1d shows the long-term effect of CO2 on PPI, presenting a more significant positive impact of CO2 on PPI across the middle to high quantiles of PPI (0.4–1.0). This reflects the positive economic effect of emission reduction policies, particularly at the higher quantiles of PPI. Specifically, producers reduce carbon emissions while simultaneously improving production technologies and energy efficiency to meet emission reduction targets, leading to lower costs for producers (Șerbănoiu et al., 2022; Dorsey-Palmateer and Niu, 2020; Zhang and Zhang, 2020). It is worth noting that CO2 has a more significant negative effect on PPI at a lower level of PPI (0.1–0.4). At this level, an increase in CO2, which are closely related to production, implies an increase in output, thereby driving long-term economic growth (Khan et al., 2020). However, the increase in total factor productivity associated with economic growth leads to a significant reduction in PPI (Wen and Jia, 2022), thus establishing a negative relationship between CO2 and PPI.
Although the estimates are statistically significant in the Q-Q analysis as depicted in Supplementary Figures S1Ba-d shown in the supplementary material, this paper further assess the validity of the results by comparing the traditional quantile regression method with the Q-Q approach. In Figures 2a-d, the red dashed lines represent the mean values of the effect of an independent variable on the dependent variable across various quantiles, obtained through Q-Q analysis. Besides, the black solid lines depict how the independent variable influences the other variable across different quantiles in the traditional quantile regression. The results indicate that the effect of CO2 on PPI exhibits a less significant effect in the short- and middle-term, but in the long-term, it exhibits significant positive and negative effects across different quantiles of PPI. Furthermore, reducing carbon emissions has a non-significant effect on PPI in the short-term. In the middle-term, it increases manufacturers’ production costs and generate a slight upward pressure on the PPI. In the long-term, at the higher levels of PPI, emission reductions lead to improvements in production technology and efficiency, significantly lowering the PPI, which has a positive economic impact. Conversely, in the lower quantiles of PPI, emissions reductions result in a substantial increase in the PPI, causing a more pronounced negative impact on economic development.
[image: Four line graphs show the coefficients of CO2 across different timeframes: (a) generic, (b) short-term, (c) midterm, and (d) long-term. Solid black lines and dashed red lines indicate fluctuations and trends. Each graph shows varying patterns and correlations of CO2 with coefficients ranging from negative two to four on the y-axis, and tau values from zero to one on the x-axis.]FIGURE 2 | Quantile Regression (the black line) and Q-Q estimates (the red line) of CO2’s impact on PPI. (a) Quantile on quantile impact of CO2 on PPI. (b) Quantile on quantile impact of CO2 on PPI (Short-term). (c) Quantile on quantile impact of CO2 on PPI (Middle-term). (d) Quantile on quantile Impact of CO2 on PPI (Long-term).
5.2 The impact of carbon emissions on CPI
CPI is another important indicator reflecting socio-economic performance, making it essential to explore the effect of CO2 on CPI. Based on Figure 3a, the effect of CO2 on CPI across different quantiles in the original series is evident, with a predominantly positive relationship. This finding is inconsistent with the conclusion of Alam et al. (2014), which reported a significant negative correlation between CO2 and CPI. However, when CO2 is at the higher quantiles (0.7–1.0) and CPI is at the lower (0.0–0.1) or middle quantiles (0.3–0.6), the overall impact of CO2 on CPI is significantly positive, but this specific effect is not significant in Supplementary Figure S2Ba.
[image: Four 3D surface plots showing the impact of CO2 on CPI across different quantiles of CO2 and CPI over short, short-term, middle-term, and long-term periods. Each plot uses a color gradient from blue to red to represent coefficient values on the z-axis. Quantiles of CO2 and CPI are on the x and y axes.]FIGURE 3 | The coefficients between CO2 and CPI. Note: This figure displays the estimation results of Quantile-on-Quantile analysis on the raw data as well as the data from the wavelet decomposition of CO2 and CPI. Different colors represent statistical significance of the impact of CO2 on CPI. (a) Impact of CO2 on CPI. (b) Impact of CO2 on CPI (Short-Term). (c) Impact of CO2 on CPI (Middile-Term). (d) Impact of CO2 on CPI (Long-Term).
Figure 3b depicts the short-term effect of CO2 on CPI, indicating a weak positive relationship between CO2 and CPI. This reflects the short-term positive economic impact of CO2, specifically, an increase in CO2 promotes economic growth (Khan et al., 2020; Abbasi et al., 2021; Mohsin et al., 2022). As economic growth tends to drive an increase in CPI (Garnaut, 2012), the rise in CO2 fosters economic growth while exerting a positive effect on CPI. Figure 3c shows that, in the middle-term, CO2 has a negative effect on the CPI in the higher range of CPI (0.7–1.0), and this negative effect becomes particularly pronounced when CO2 is at the higher quantiles. Figure 3d illustrates a weak positive effect of CO2 on CPI across the low to high quantiles of CPI (0.3–1.0) in the long-term. The study also finds that the positive impact of carbon emissions on the economy becomes more pronounced over time. In response to the pressure of increased carbon emissions, the population develops low-carbon awareness and exhibits increased demand for low-carbon consumption in the long-term. This stimulates the growth of consumer demand (Zou et al., 2020; Wilson et al., 2020; Günther et al., 2020), which raises the prices of products and services, thereby increasing the CPI. However, according to Figure 3d, CO2 has a more pronounced negative impact on the CPI in the lower quantiles of CPI (0.1–0.3) and this negative effect is more significant when CO2 is at the lower quantiles (0.0–0.6). This reflects the long-term negative economic impact of high emissions when CPI is at a lower level, where an increase in carbon emissions suppresses economic growth (Khan et al., 2020), ultimately leading to a decrease in CPI. Furthermore, the low level of CO2 contributes to higher CPI values in the long-term (Alola et al., 2019), making the negative effect of CO2 on CPI more pronounced at lower levels of CO2. Marques and Junqueira (2022) reached similar conclusions, observing that in the long-term, there is an inverse relationship between CO2 and CPI. The statistical significance of the impact of CO2 on CPI across the short-, middle- and long-term is depicted in Supplementary Figures S2Bb-d.
Figures 4a–d demonstrates a comparison of the Q-Q approach and traditional quantile regression, highlighting the robustness of the Q-Q analysis results. The findings reveal that CO2 exhibits a weaker positive effect on CPI in both the short-term and middle-term. However, in the long-term, CO2 exhibits a weak positive effect and a significant negative effect across different quantiles of CPI. Furthermore, reducing carbon emissions has some adverse effects on the economy in the short- and middle-term, and these effects are relatively more significant across the low to high quantiles of CPI in the long-term. However, at the lower quantiles of CPI in the long-term, emission reductions significantly increase CPI and stimulate economic growth.
[image: Four line graphs show the relationship between Taus of CO2 and coefficients. Each panel, labeled (a) to (d), represents different time frames: general, short-term, middle-term, and long-term. Solid and dotted lines indicate different datasets, with variations in trends and values across each graph.]FIGURE 4 | Quantile regression (the black line) and Q-Q estimates (the red line) of CO2’s impact on CPI. (a) Quantile on quantile impact of CO2 on CPI. (b) Quantile on quantile impact of CO2 on CPI (Short-term). (c) Quantile on quantile impact of CO2 on CPI (Middle-term). (d) Quantile on quantile impact of CO2 on CPI (Long-term).
Considering that the impact of carbon emissions on CPI is transmitted through its effect on PPI, this paper further examines the dynamic relationship between PPI and CPI. The results shown in the supplementary material align with economic theory: in the short-term, the relationship between PPI and CPI is not immediately apparent, because the impact of the producer price level on the consumer price level requires time to materialize. In the middle-term, a positive correlation between the two gradually becomes evident. In the long-term, the positive effect of PPI on CPI becomes particularly pronounced. To further test the endogeneity of the effect of CO2 on PPI and CPI as well as the impact of PPI on CPI across various quantiles, the Granger-causality in quantiles analysis is performed. The results are presented in the section D of the supplementary material, showing that CO2 is the Granger cause of PPI and CPI considering quantile heterogeneities. Similarly, the Granger causality from PPI to CPI are overall highly significant. This further confirms the robustness of the Q-Q analysis results presented above, suggesting significant impacts of CO2 on PPI and CPI as well as PPI on CPI at different quantiles.
Compared with previous studies, the methodological system of this paper has achieved innovative breakthroughs in two dimensions. First, this paper employs the Q-Q method, a significant methodological innovation that overcomes the limitations of traditional linear models, revealing the nonlinear impacts of carbon emissions on PPI and CPI. For example, Chevallier (2010) once used the ARMA (1,1)-GARCH(1,1) model to evaluate the impact of Australian emission trading system on the wholesale spot electricity prices. Li et al. (2021) estimated the economic benefits of reducing greenhouse gas emissions based on Benefit-Cost Analysis. While these methods largely remained confined to linear framework, the Q-Q method adopted in this paper represents a significant advancement in terms of non-linear analysis. Second, most previous studies have focused on the static impacts of carbon emissions on the economic system. This paper employs the wavelet decomposition method to analyze the dynamic effects of carbon emissions over different time horizons, filling the gap in dynamic research. Compared with the static analysis of the impact of low-carbon fuels on the production side using annual data (Canabarro et al., 2023), this paper focuses on the dynamic evaluation of the impact of carbon emissions on price indices, emphasizing that emission reduction policies need to take into account the time-lag effect.
6 CONCLUSION
In order to minimize disruptions to price levels within the economic system during the process of carbon reduction, we systematically study the nonlinear and dynamic effects of carbon emissions on PPI and CPI. Overall, there is significant heterogeneity in the impact of carbon emissions on the PPI across different quantiles. When the level of PPI is high, the impact of carbon emissions on the PPI is negative, implying that carbon reduction measures increase the PPI. In contrast, when PPI is at the lower quantiles, the effect of carbon emissions on the PPI is characterized by significant uncertainty. Dynamically, in the short-term, the impact of carbon emissions on PPI is negligible, indicating that carbon reduction measures do not exert a significant perturbation effect on the economic system in the short-term. In the middle-term, the effect of carbon emissions on the PPI is generally negative, implying that carbon reduction measures during this period will lead to an increase in the PPI. In the long-term, the impact of carbon emissions on the PPI is positive across most quantiles, implying that carbon reduction measures ultimately help stabilize the PPI. However, when the level of the PPI is low, the long-term effect of carbon reduction may also be negative, leading to an increase in the price level. This is primarily due to the fact that, when the PPI is low, the perturbation of the economic system caused by carbon emissions is more likely to result in price increases.
Compared with the effect of carbon emissions on the PPI, the effect of carbon emissions on CPI is relatively negligible. When carbon emissions are at the low quantiles, the effect of carbon emissions on CPI is negative, while at high levels of carbon emissions, the impact on CPI is positive. Dynamically, in the short-term, there is a weak positive impact of carbon emissions on the CPI, implying carbon reduction measures lead to a decrease in consumer price levels. In the middle-term, carbon emissions have a negative effect on CPI in certain intervals, particularly when the level of carbon emissions is high. It implies that carbon reduction measures will gradually increase the CPI over the middle-term. In the long-term, the relationship between carbon emissions and CPI is negative across the lower quantiles of CPI, while it becomes insignificant in other intervals. In summary, the theoretical contributions of this paper are mainly reflected in three aspects: First, this paper challenges the traditional linear model by using the Q-Q approach, providing a more nuanced theoretical framework for analysing the complex interactions between the environment and the economy. Second, this paper enriches macroeconomic theories by integrating environmental policy lags into the price formation model through distinguishing short-term, middle-term and long-term impacts. Third, through a systematic comparison of the impacts of carbon emissions on PPI and CPI, this paper reveals that carbon emissions have a more intense and long-lasting impact on the PPI. This highlights the crucial role of cost transmission at the production end in environmental economics and provides theoretical foundation for future policy design.
Based on the findings of this paper, the following policy implications can be drawn.
First, in the middle-term, carbon reduction policies may lead to an increase in the PPI, while in the long-term, carbon reduction measures will ultimately help stabilize the PPI. Therefore, the government should adopt asymmetric implementation timelines. For example, heavy industries with rigid production chains could be granted longer adaptation periods, while sectors with flexible technologies face earlier deadlines. Considering the long-term stabilization effect, government should provide clear guidance to enterprises by setting long-term carbon reduction targets and timetables, ensuring the consistency and continuity of these policies. At the same time, an incentive mechanism should be established to encourage enterprises to actively engage in carbon reduction efforts by providing tax incentives, granting subsidies, and implementing carbon pricing and carbon emissions trading scheme. Specially, the government can set a carbon price range for specific industries. Within this range, the price of emission permits can be automatically adjusted in real-time according to the fluctuations of PPI. For industries with a relatively high PPI, a more lenient price floor can be set to mitigate the risk of cost-push inflation. Besides, government should also support front-loaded investments in green infrastructure to accelerate the transition to the equilibrium phase. Public support for carbon reduction policies is also crucial, particularly in light of the short-term price increases that may result. To this end, the government should undertake extensive public outreach campaigns to promote the concept of carbon reduction. These campaigns should aim to raise public awareness and understanding of carbon reduction, foster social acceptance, and garner support for the carbon reduction policies. By reducing resistance, these efforts will help ensure the consistent implementation of the policy.
Second, since the impact of carbon emissions on the CPI exhibits a negative effect in certain intervals across the middle-to long-term, the implementation of the carbon reduction policies may lead to price increases. To mitigate this impact, the government can adopt a phased implementation approach for the carbon reduction policies. For example, the government can begin by implementing the emission reduction policies in large-scale enterprises and high-emission industries, while promoting technological innovation and changes in production methods. The policy can then be gradually extended to small and medium-sized enterprises and low-emission industries. Simultaneously, it is essential to monitor and assess the impact of policy implementation at each stage, making flexible adjustments as needed to prevent excessive disruption to prices. This approach will help ensure a smooth transition in market and maintain a balance between supply and demand. In addition, the government can also set price ceilings and price floors in the carbon emissions trading market to ensure that the cost of carbon emissions fluctuates within a certain range, thereby preventing sharp price increases. Furthermore, government can implement green inflation compensation mechanisms, such as temporary Value-Added Tax reductions on essential goods during intensive decarbonization process in critical supply chains.
Third, it is important to improve market regulations and establish a flexible price transmission mechanism. This paper finds that the positive price transmission effect of PPI on CPI becomes more significant over time. As companies pass the cost of carbon emissions onto consumers, the long-term increase in CPI may distort consumer choices and economic outcomes, ultimately leading to efficiency losses. To ensure market efficiency, the government should implement stricter measures to bolster anti-monopoly regulations and address issues such as enterprises abusing their monopoly power to manipulate prices, thereby enabling the carbon market to fully support the low-carbon transition of businesses. At the same time, the government must protect the rights and interests of consumers and maintain economic stability.
While this study provides novel insights into the heterogeneous and time-varying effects of carbon emissions on price indices, several limitations warrant consideration. First, the analysis relies on aggregated national data, which may obscure regional or sector-specific dynamics in carbon-price transmission. Second, there may be a bidirectional relationship between economic activities and emissions. While the quantile regression framework employed in this paper has effectively captured the nonlinear relationship, the exploration of the bidirectional relationship remains an area ripe for further in-depth research. Future research could extend this work along three dimensions: (1) investigating cross-country heterogeneity using multi-regional input-output models to disentangle global value chain effects. (2) innovative models or methods should be employed to analyze the bidirectional relationship between carbon emissions and price indices, providing theoretical support for better addressing economic challenges under the “Dual Carbon” goal. (3) incorporating firm-level data to analyze how carbon cost pass-through mechanisms differ across market structures and production technologies. These extensions would enhance both the predictive power and policy relevance of environmental macroeconomics research.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
CL: Conceptualization, Formal Analysis, Funding acquisition, Methodology, Supervision, Writing–original draft. LC: Data curation, Formal Analysis, Validation, Visualization, Writing–review and editing.
FUNDING
The author(s) declare that financial support was received for the research and/or publication of this article. This work was funded by the Project of National Social Science Fund of China [grant number 23CJL007].
GENERATIVE AI STATEMENT
The author(s) declare that no Generative AI was used in the creation of this manuscript.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fenvs.2025.1557902/full#supplementary-material

REFERENCES
	 Abbasi, K. R., Shahbaz, M., Jiao, Z., and Tufail, M. (2021). How energy consumption, industrial growth, urbanization, and CO2 emissions affect economic growth in Pakistan? A novel dynamic ARDL simulations approach. Energy 221, 119793. doi:10.1016/j.energy.2021.119793
	 Ahmad, M., Zhao, Z., and Li, H. (2019). Revealing stylized empirical interactions among construction sector, urbanization, energy consumption, economic growth and CO2 emissions in China. Sci. Total Environ. 657, 1085–1098. doi:10.1016/j.scitotenv.2018.12.112
	 Akhtar, R., and Masud, M. M. (2022). Dynamic linkages between climatic variables and agriculture production in Malaysia: a generalized method of moments approach. Environ. Sci. Pollut. Res. 29 (27), 41557–41566. doi:10.1007/s11356-021-18210-x
	 Alam, A., Azam, M., Abdullah, A. B., Malik, I. A., Khan, A., Hamzah, T. a. a. T., et al. (2014). Environmental quality indicators and financial development in Malaysia: unity in diversity. Environ. Sci. Pollut. Res. 22 (11), 8392–8404. doi:10.1007/s11356-014-3982-5
	 Alola, A. A., Yalçiner, K., and Alola, U. V. (2019). Renewables, food (in)security, and inflation regimes in the coastline Mediterranean countries (CMCs): the environmental pros and cons. Environ. Sci. Pollut. Res. 26 (33), 34448–34458. doi:10.1007/s11356-019-06576-y
	 Aphane, T. R., Muchopa, C. L., and Senyolo, M. P. (2024). Causality relationship between producer and consumer price indexes of selected meat commodities in South Africa from 1991 to 2023. Economies 12 (12), 336. doi:10.3390/economies12120336
	 Azam, M., Islam, F., and Rashid, S. (2023). Health, environment, and sustainable development: evidence from panel data from ASEAN countries. Air Qual. Atmos. Health 17 (4), 827–842. doi:10.1007/s11869-023-01483-1
	 Canabarro, N. I., Silva-Ortiz, P., Nogueira, L. A., Cantarella, H., Maciel-Filho, R., and Souza, G. M. (2023). Sustainability assessment of ethanol and biodiesel production in Argentina, Brazil, Colombia, and Guatemala. Renew. Sustain. Energy Rev. 171, 113019. doi:10.1016/j.rser.2022.113019
	 Chai, K. C., Ma, X. R., Yang, Y., Lu, Y. J., and Chang, K. C. (2022). The impact of climate change on population urbanization: evidence from China. Front. Environ. Sci. 10, 945968. doi:10.3389/fenvs.2022.945968
	 Chevallier, J. (2010). The impact of Australian ETS news on wholesale spot electricity prices: an exploratory analysis. Energy Policy 38, 3910–3921. doi:10.1016/j.enpol.2010.03.014
	 Cui, Y., Feng, W., and Gu, X. (2024). Research on the spatial spillover effect of carbon trading market development on regional emission reduction. Front. Environ. Sci. 12, 1356689. doi:10.3389/fenvs.2024.1356689
	 Djedaiet, A. (2023). Does environmental quality react asymmetrically to unemployment and inflation rates? African OPEC countries’ perspective. Environ. Sci. Pollut. Res. 30 (46), 102418–102427. doi:10.1007/s11356-023-29621-3
	 Dorsey-Palmateer, R., and Niu, B. (2020). The effect of carbon taxation on cross-border competition and energy efficiency investments. Energy Econ. 85, 104602. doi:10.1016/j.eneco.2019.104602
	 Fang, X., He, W., Wen, F., An, M., Song, M., Wang, B., et al. (2024). Simulation study on the effect of differentiated carbon tax adjustment on CO2 emissions reduction in China from the perspective of carbon footprint. J. Clean. Prod. 434, 140071. doi:10.1016/j.jclepro.2023.140071
	 Feng, Y., Song, F., and Chen, P. (2022). Evaluating the cost impacts to meet China’s renewable electricity portfolio standard target in 2030. Int. J. Green Energy 20 (13), 1434–1450. doi:10.1080/15435075.2022.2155969
	 Fikru, M. G., and Kilinc-Ata, N. (2024). Do mineral imports increase in response to decarbonization indicators other than renewable energy?J. Clean. Prod. 435, 140468. doi:10.1016/j.jclepro.2023.140468
	 Gan, T., Zhou, Z., Li, S., and Tu, Z. (2024). Carbon emission trading, technological progress, synergetic control of environmental pollution and carbon emissions in China. J. Clean. Prod. 442, 141059. doi:10.1016/j.jclepro.2024.141059
	 Ganda, F. (2019). The impact of innovation and technology investments on carbon emissions in selected organisation for economic Co-operation and development countries. J. Clean. Prod. 217, 469–483. doi:10.1016/j.jclepro.2019.01.235
	 Gao, Z., Zhang, Y., Li, L., and Hao, Y. (2024). Will resource tax reform raise green total factor productivity levels in cities? Evidence from 114 resource-based cities in China. Resour. Policy 88, 104483. doi:10.1016/j.resourpol.2023.104483
	 Garnaut, R. (2012). The contemporary China resources boom. Aust. J. Agric. Resour. Econ. 56 (2), 222–243. doi:10.1111/j.1467-8489.2012.00581.x
	 Goulder, L. H., Hafstead, M. A., Kim, G., and Long, X. (2019). Impacts of a carbon tax across US household income groups: what are the equity-efficiency trade-offs?J. Public Econ. 175, 44–64. doi:10.1016/j.jpubeco.2019.04.002
	 Günther, S. A., Staake, T., Schöb, S., and Tiefenbeck, V. (2020). The behavioral response to a corporate carbon offset program: a field experiment on adverse effects and mitigation strategies. Glob. Environ. Change 64, 102123. doi:10.1016/j.gloenvcha.2020.102123
	 Hasan, M. A., Nahiduzzaman, K. M., Aldosary, A. S., Hewage, K., and Sadiq, R. (2021). Nexus of economic growth, energy consumption, FDI and emissions: a tale of Bangladesh. Environ. Dev. Sustain. 24 (5), 6327–6348. doi:10.1007/s10668-021-01704-6
	 Hu, J., Sun, Q., and Wang, W. (2024). The role of green and digital technology convergence on carbon emission reduction: evidence from China. Front. Environ. Sci. 12, 1490657. doi:10.3389/fenvs.2024.1490657
	 Huang, K. X. D., Tian, G., and Zhao, L. (2022). Propelling steady growth and high-quality development through deeper reform and more comprehensive opening up: outlook, policy simulations, and reform implementation—a summary of the annual sufe macroeconomic Report (2021–2022). Int. Stud. Econ. 17, 2–20. doi:10.1002/ise3.2
	 Jatuporn, C. (2024). Assessing the impact of global oil prices on domestic price levels in Thailand: a nonlinear ARDL investigation. Energy Nexus 14, 100307. doi:10.1016/j.nexus.2024.100307
	 Jia, Z. (2023). What kind of enterprises and residents bear more responsibilities in carbon trading? A step-by-step analysis based on the CGE model. Environ. Impact Assess. Rev. 98, 106950. doi:10.1016/j.eiar.2022.106950
	 Khan, K., Su, C., and Zhu, M. N. (2022). Examining the behaviour of energy prices to COVID-19 uncertainty: a quantile on quantile approach. Energy 239, 122430. doi:10.1016/j.energy.2021.122430
	 Khan, S., Khan, M. K., and Muhammad, B. (2020). Impact of financial development and energy consumption on environmental degradation in 184 countries using a dynamic panel model. Environ. Sci. Pollut. Res. 28 (8), 9542–9557. doi:10.1007/s11356-020-11239-4
	 Khurshid, N., Akram, N., and Hameed, G. (2024). Asymmetric variations in economic globalization, CO2 emissions, oil prices, and economic growth: a nonlinear analysis for policy empirics. Environ. Dev. Sustain. , 1–29. doi:10.1007/s10668-023-04364-w
	 Kumar, A., Kumar, A., Kumar, M., and Bhat, J. A. (2022). Editorial: greenhouse gas emissions and terrestrial ecosystems. Front. Environ. Sci. 10, 834444. doi:10.3389/fenvs.2022.834444
	 Li, Z., Qi, Z., Jiang, Q., and Sima, N. (2021). An economic analysis software for evaluating best management practices to mitigate greenhouse gas emissions from cropland. Agric. Syst. 186, 102950. doi:10.1016/j.agsy.2020.102950
	 Ma, N., Li, H., Wang, Y., Zhang, J., Li, Z., and Arif, A. (2020). The short-term roles of sectors during a carbon tax on Chinese economy based on complex network: an in-process analysis. J. Clean. Prod. 251, 119560. doi:10.1016/j.jclepro.2019.119560
	 Ma, N., Li, H., Zhang, J., Han, X., Feng, S., and Arif, A. (2021). The short-term price effects and transmission mechanism of CO2 cost pass-through in China: a partial transmission model. Resour. Policy 70, 101972. doi:10.1016/j.resourpol.2020.101972
	 Mardones, C. (2024). Contribution of the carbon tax, phase-out of thermoelectric power plants, and renewable energy subsidies for the decarbonization of Chile − A CGE model and microsimulations approach. J. Environ. Manage 352, 120017. doi:10.1016/j.jenvman.2024.120017
	 Marques, A. C., and Junqueira, T. M. (2022). European energy transition: decomposing the performance of nuclear power. Energy 245, 123244. doi:10.1016/j.energy.2022.123244
	 Martin, C. (2023). “Using biometrics, behavioral observations, and multiple molecular techniques to assess the impacts of changes in temperature and salinity on the common bay mussel (Mytilus trossulus),”. Master's thesis ( United States: Portland State University). doi:10.15760/etd.3676
	 Mohsin, M., Naseem, S., Sarfraz, M., and Azam, T. (2022). Assessing the effects of fuel energy consumption, foreign direct investment and GDP on CO2 emission: new data science evidence from Europe and Central Asia. Fuel 314, 123098. doi:10.1016/j.fuel.2021.123098
	 Niamir, L., Verdolini, E., and Nemet, G. F. (2024). Social innovation enablers to unlock a low energy demand future. Environ. Res. Lett. 19 (2), 024033. doi:10.1088/1748-9326/ad2021
	 Rehman, A., Ma, H., Ozturk, I., Murshed, M., and Dagar, V. (2021). The dynamic impacts of CO2 emissions from different sources on Pakistan’s economic progress: a roadmap to sustainable development. Environ. Dev. Sustain. 23 (12), 17857–17880. doi:10.1007/s10668-021-01418-9
	 Șerbănoiu, A. A., Grădinaru, C. M., Muntean, R., Cimpoeșu, N., and Șerbănoiu, B. V. (2022). Corn cob ash versus sunflower stalk ash, two sustainable raw materials in an analysis of their effects on the concrete properties. Materials 15 (3), 868. doi:10.3390/ma15030868
	 Shabani, E., Hayati, B., Pishbahar, E., Ghorbani, M. A., and Ghahremanzadeh, M. (2024). The potential role of a carbon tax on CO2 emission reduction in the agriculture sector of Iran. Int. J. Environ. Sci. Technol. 21, 6965–6980. doi:10.1007/s13762-024-05485-z
	 Sim, N., and Zhou, H. (2015). Oil prices, US stock return, and the dependence between their quantiles. J. Bank. Financ. 55, 1–8. doi:10.1016/j.jbankfin.2015.01.013
	 Tariq, G., Sun, H., Ali, I., Ali, S., and Shah, Q. (2023). Influence of access to clean fuels and technology, food production index, consumer price index, and income on greenhouse gas emissions from food system: evidence from developed countries. Environ. Sci. Pollut. Res. 30, 59528–59539. doi:10.1007/s11356-023-26628-8
	 Tost, M., Hitch, M., Lutter, S., Feiel, S., and Moser, P. (2020). Carbon prices for meeting the Paris agreement and their impact on key metals. Extr. Ind. Soc. 7 (2), 593–599. doi:10.1016/j.exis.2020.01.012
	 Ullah, H. I., Dickson, R., Mancini, E., Malanca, A. A., Pinelo, M., and Mansouri, S. S. (2022). An integrated sustainable biorefinery concept towards achieving zero-waste production. J. Clean. Prod. 336, 130317. doi:10.1016/j.jclepro.2021.130317
	 Ullah, S., Arif, M., Hussain, S., and Al-Faryan, M. a. S. (2024). Climate change, governance, and economic growth in Asia: a panel cointegration analysis. Cogent Econ. Finance 12 (1), 2299125. doi:10.1080/23322039.2023.2299125
	 Valenciano-Salazar, J. A., André, F. J., and Soliño, M. (2021). Paying for sustainable coffee in a developing country: consumers’ profile in Costa Rica. Sustainability 13 (16), 9360. doi:10.3390/su13169360
	 Wang, C., Liu, X., Li, H., and Yang, C. (2023a). Analyzing the impact of low-carbon city pilot policy on enterprises’ labor demand: evidence from China. Energy Econ. 124, 106676. doi:10.1016/j.eneco.2023.106676
	 Wang, C., Xu, G., Sun, C., Xu, J., Xu, K., Jiang, L., et al. (2024). Modeling and forecasting of coal price based on influencing factors and time series. J. Clean. Prod. 467, 143030. doi:10.1016/j.jclepro.2024.143030
	 Wang, F., and Liao, H. (2022). Unexpected economic growth and oil price shocks. Energy Econ. 116, 106430. doi:10.1016/j.eneco.2022.106430
	 Wang, X., Iqbal, K., and Wang, Y. (2022a). Energy use greisenization, carbon dioxide emissions, and economic growth: an empirical analysis based in China. Front. Environ. Sci. 10, 871001. doi:10.3389/fenvs.2022.871001
	 Wang, Z., Xie, W., and Zhang, C. (2023b). Towards COP26 targets: characteristics and influencing factors of spatial correlation network structure on U.S. carbon emission. Resour. Policy 81, 103285. doi:10.1016/j.resourpol.2022.103285
	 Wang, Z., Zhou, Y., Zhao, N., Wang, T., and Zhang, Z. (2022b). Spatial correlation network and driving effect of carbon emission intensity in China’s construction industry. Buildings 12, 201. doi:10.3390/buildings12020201
	 Warsame, A. A., and Abdi, A. H. (2022). Towards sustainable crop production in Somalia: examining the role of environmental pollution and degradation. Cogent Food Agric. 9 (1). doi:10.1080/23311932.2022.2161776
	 Wen, F., Wang, K., and Zeng, A. (2024). Return spillover across the carbon market and financial markets: a quantile-based approach. Res. Int. Bus. Financ. 69, 102298. doi:10.1016/j.ribaf.2024.102298
	 Wen, S., and Jia, Z. (2022). The energy, environment and economy impact of coal resource tax, renewable investment, and total factor productivity growth. Resour. Policy 77, 102742. doi:10.1016/j.resourpol.2022.102742
	 Wilson, C., Kerr, L., Sprei, F., Vrain, E., and Wilson, M. (2020). Potential climate benefits of digital consumer innovations. Annu. Rev. Environ. Resour. 45 (1), 113–144. doi:10.1146/annurev-environ-012320-082424
	 Wu, G., Sun, M., and Feng, Y. (2024). How does the new environmental protection law affect the environmental social responsibility of enterprises in Chinese heavily polluting industries?Humanit. soc. Sci. commun. 11 (1), 168–214. doi:10.1057/s41599-024-02674-6
	 Wu, L., and Zhu, Q. (2023). Has the Emissions Trading Scheme (ETS) promoted the end-of-pipe emissions reduction? Evidence from China's residents. Energy 277, 127665. doi:10.1016/j.energy.2023.127665
	 Wu, Y., Peng, B., and Lao, Y. (2023). The emission reduction effect of financial agglomeration under China’s carbon peak and neutrality goals. Int. J. Environ. Res. Public Health 20 (2), 950. doi:10.3390/ijerph20020950
	 Yu, X., Dong, Z., and Zheng, D. (2023). Research on critical peak price decision optimization considering industrial consumer’s risk appetite under the carbon neutrality goal. Sustainability 15, 9347. doi:10.3390/su15129347
	 Zhang, J., and Zhang, Y. (2020). Examining the economic and environmental effects of emissions policies in China: a Bayesian DSGE model. J. Clean. Prod. 266, 122026. doi:10.1016/j.jclepro.2020.122026
	 Zhang, M., Li, W., Wang, Z., and Liu, H. (2023b). Urbanization and production: heterogeneous effects on construction and demolition waste. Habitat Int. 134, 102778. doi:10.1016/j.habitatint.2023.102778
	 Zhang, Y., Jiang, S., Lin, X., Qi, L., and Sharp, B. (2023a). Income distribution effect of carbon pricing mechanism under China’s carbon peak target: CGE-based assessments. Environ. Impact Assess. Rev. 101, 107149. doi:10.1016/j.eiar.2023.107149
	 Zhou, Z., Ma, Z., and Lin, X. (2022). Carbon emissions trading policy and green transformation of China’s manufacturing industry: mechanism assessment and policy implications. Front. Environ. Sci. 10, 984612. doi:10.3389/fenvs.2022.984612
	 Zhu, W., Dong, W., Qin, G., and Yang, Y. (2023). Coordinated carbon reduction mechanism and policy design to achieve carbon peak and neutrality goals in the Yangtze River Delta. Sustain. Energy Technol. Assess. 56, 103113. doi:10.1016/j.seta.2023.103113
	 Zou, F., Zhou, Y., and Yuan, C. (2020). The impact of retailers’ low-carbon investment on the supply chain under carbon tax and carbon trading policies. Sustainability 12 (9), 3597. doi:10.3390/su12093597

Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2025 Li and Chen. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 16 April 2025
doi: 10.3389/fenvs.2025.1518952


[image: image2]
Coupled and coordinated development of China’s green economy efficiency and new-type urbanization under the dual-carbon goal
Xi Zhu1,2, Yuangu Wei3, Qingqing Gui4*, Guangming Yang5, Yizhi Qin5 and Siyi Cheng5
1Chongqing Machinery & Electronics Holding (Group) CO., Chongqing, China
2School of Public Administration, Chongqing University, Chongqing, China
3School of Geography and Tourism, Chongqing Normal University, China
4School of Economics and Management, Nanchang University, Nanchang, China
5School of Management, Chongqing University of Technology, Chongqing, China
Edited by:
Florian Nuță, Danubius International University, Romania
Reviewed by:
Ziheng Shangguan, The University of Melbourne, Australia
Andri Dayarana K. Silalahi, Chaoyang University of Technology, Taiwan
* Correspondence: Qingqing Gui, 17355937087@163com
Received: 29 October 2024
Accepted: 01 April 2025
Published: 16 April 2025
Citation: Zhu X, Wei Y, Gui Q, Yang G, Qin Y and Cheng S (2025) Coupled and coordinated development of China’s green economy efficiency and new-type urbanization under the dual-carbon goal. Front. Environ. Sci. 13:1518952. doi: 10.3389/fenvs.2025.1518952

Promoting the coupling and coordinated development of green economic efficiency (GEE) and new-type urbanization (NTU) is of great significance for high-quality regional development. Based on the data of 30 provinces (autonomous regions and municipalities directly under the Central Government) in China from 2006 to 2021, the coupling coordination model is used to measure the coupling coordination level between GEE and NTU, and the Dagum Gini coefficient is used to analyze the difference between the two coupling coordination degrees (CCD). Fuzzy set qualitative comparison analysis (fsQCA) was used to explore the influencing factors of the two from the perspective of configuration, so as to clarify the conditional configuration and multiple paths that drive the improvement of the coupling coordination degree of the two. The results show that: (1) GEE and NTU in China are on the rise in most areas of the country. (2) The CCD between GEE and NTU in China is generally on the rise; The spatial distribution showed a decreasing trend in East China, Central China, Northeast China and West China. (3) The Gini coefficient of CCD between the two shows an overall upward trend, and the overall gap of the coupling relationship is gradually increasing. (4) Openness to the outside world is the core condition of high coupling coordination degree, and the industrial structure-opening to the outside world cooperative and opening to the outside world leading path can produce high coupling coordination degree. According to the provinces and regions of different coordination levels, different policy suggestions are put forward to promote the continuous collaborative development of GEE and NTU.
Keywords: green economic efficiency, new-type urbanization, coupling coordination, dual-carbon goal, fsQCA, regional difference decomposition

1 INTRODUCTION
The escalating challenges of global climate change and environmental degradation necessitate a paradigm shift in development models to achieve the dual objectives of climate stability and economic growth. The United Nations Sustainable Development Goals (SDGs) emphasize the critical importance of synergistic alignment between “inclusive economic growth” and “environmental sustainability” in global development visions. Within this context, green economy efficiency (GEE) has emerged as a pivotal metric for assessing both economic growth quality and environmental protection. By integrating traditional inputs with environmental pollution factors, GEE establishes a comprehensive “total-factor” evaluation framework that overcomes the limitations of conventional efficiency indicators (Zhao et al., 2020). Particularly in developing countries, GEE provides a quantifiable decision-making benchmark to resolve the “growth-pollution” paradox, enabling the measurement of economic gains per unit of environmental cost and revealing the true costs and benefits of green transitions. Concurrently, new-type urbanization (NTU) transcends traditional urban expansion logic by prioritizing human-centered development under ecological constraints, embodying the “strong sustainability” paradigm that recognizes natural capital as irreplaceable and requires systemic integration of economic restructuring and spatial reorganization (Daly, 1997). The coupling mechanism between GEE and NTU operates through multidimensional interactions involving resource allocation, industrial upgrading, technological innovation, and institutional coordination, forming a virtuous cycle of urbanization quality enhancement–green technology diffusion–environmental pressure mitigation–economic efficiency improvement. This multidimensional coupling positions NTU as a spatial carrier for GEE enhancement, with their synergy constituting a “dual-engine” system for high-quality development. However, existing studies predominantly examine their unilateral impacts, leaving significant gaps in understanding their interactive mechanisms and dynamic evolution patterns, which demand interdisciplinary integration and multidimensional analysis for breakthroughs.
As the world’s largest developing country, China plays a pivotal role in demonstrating the coordinated advancement of the green economy and NTU. Since the 18th National Congress of the Communist Party of China (CPC), the central government has advocated “a new urbanization path with Chinese characteristics,” prioritizing ecological conservation while elevating urbanization quality (Wang et al., 2023). The 14th Five-Year Plan explicitly outlines strategies for synergistic development of green initiatives and NTU, emphasizing ecological civilization construction and urban sustainability during urbanization. The Chinese government has recognized that NTU is not only the transfer of population from the countryside to the city, but also a process of comprehensively improving the comprehensive carrying capacity of the city and realizing the coordinated development of the economy, society, resources and environment. Therefore, in the development of NTU road, it is necessary to make it and the green economy coordinated development of the same concept, in order to ensure the quality and speed of common development, to avoid the first cause of pollution, and then spend efforts to deal with the detour (Zhong and Chen, 2022).
Since Pearce et al. introduced the green economy concept by critiquing the environmental costs of traditional growth models (Pearce et al., 1989), academic discourse has evolved beyond the economy-environment dichotomy. Jacobs and Postel expanded the theoretical framework by incorporating social and organizational capital, establishing a “four-dimensional capital” (human, natural, social, organizational) paradigm that underpins GEE’s total-factor assessment (Jacobs, 1997; Postel and Carpenter, 1997). With the advancement of the global sustainable development agenda, GEE research has formed two major branches at the methodological level: parametric approaches (e.g., stochastic Frontier analysis SFA) capture the dynamic impact of external shocks on the efficiency Frontier by introducing stochastic error terms (Khoshbakht et al., 2018; Fall et al., 2018), while non-parametric approaches (centered on data envelopment analysis DEA) have become mainstream by virtue of the advantages of not requiring a predefined production function and circumventing subjective empowerment (Liu and Dong, 2021). Among them, the non-radial, non-angle SBM model has been widely used in provincial-scale GEE measurement because it can effectively solve the input-output relaxation problem, pushing the research from static efficiency assessment to dynamic measurement that includes non-expected outputs (Tone, 2001; Zhu et al., 2024). In recent years, the research focus has been extended to the heterogeneity analysis of GEE driving mechanisms: on the one hand, the role paths of emerging elements such as environmental information disclosure and digital financial inclusion have been gradually revealed (Zhu et al., 2024; Zheng et al., 2022; Wang et al., 2022); on the other hand, the inhibitory effect of macro-disturbances such as economic policy uncertainty has triggered reflections on institutional resilience (Ma et al., 2022).
China’s systemic urbanization challenges were first identified in 2003, rooted in imbalances between socialist economic institutions and urbanization demands (Zhang and Zhao, 2003). The CPC’s 16th National Congress introduced the “Chinese-style Urbanization” strategy, laying NTU’s foundation. Early studies focused on conceptualizing NTU and constructing evaluation systems. Shao and Wang built a comprehensive evaluation system of NTU construction from four dimensions of population, environment, economy and society (Shao and Wang, 2023). Z Zhao and Wang constructed the NTU comprehensive evaluation index system from five dimensions: population, economy, space, society and green (Zhao and Wang, 2022). Subsequent research highlighted regional disparities: Zhang et al. identified geographic marginality and human capital deficits as barriers to NTU in underdeveloped regions (Zhang et al., 2022), while Qian et al. attributed 32% efficiency loss in central-western cities to technological stagnation and pollution control failures (Qian et al., 2021). Spatial econometric analyses revealed NTU’s spillover effects, with Xu and Jiao demonstrating urban industrial chain radiation diminishing beyond 150 km (Xu and Jiao, 2021). Studies also uncovered bidirectional NTU-environment relationships: Cai et al. proposed that in the early stage of NTU, the inhibitory effect of NTU on the ecological environment was dominant (Cai et al., 2021), while Liu et al. emphasized public service optimization and green infrastructure investments (Liu et al., 2018).
Recent studies have increasingly examined the interaction mechanisms between NTU and green economic development. Scholars have demonstrated measurable synergistic effects through empirical analyses. Zhou et al. found green finance-NTU coordination boosted GEE by 18.7% with 800 km spillover range (Zhou et al., 2025). Hu et al. revealed that the integration of digital economy with industrial ecologization in the Yangtze River Delta strengthens NTU effects, generating a 0.311-unit marginal improvement in GEE (Hu et al., 2025). Nonlinear dynamics are evident: Xiang et al. identified a U-shaped evolution pattern between urbanization and carbon efficiency, with the critical transition occurring at 65% urbanization rate (Xiang et al., 2024). Simultaneously, Xia et al. identified an inverted U-shaped correlation in water-energy-food system pressures, demonstrating the necessity of circular economy strategies when decoupling indices surpass 0.58 (Xia et al., 2024). Empirical assessments of carbon emission trading systems confirmed a 31.56% GEE enhancement in pilot cities, accompanied by measurable pollution transfer effects quantified at 0.17 intensity units (Yan and He, 2024). Despite progress, fragmented understanding of economy-space interactions, static spatiotemporal analyses, and policy coordination gaps persist, necessitating systematic investigation of GEE-NTU coupling dynamics.
Therefore, the marginal contribution of this paper is divided into the following three points: (1) Most of the existing researches focus on the relationship between economic development or green and NTU, and few scholars put GEE and NTU into a research framework. This study aims to enrich the research on GEE and NTU and propose a new research framework. (2) Study the dynamic change of Gini coefficient of the coupling coordination relationship between GEE and NTU at different time scales and spatial scales, so as to further analyze its spatio-temporal pattern and dynamic evolution law. (3) By using the fsQCA method, the configuration analysis of factors affecting CCD between GEE and NTU was carried out to explore the factors affecting the coupling and coordinated development of GEE and NTU, and the key to the coupling and coordinated development of GEE and NTU was found. Based on the coupling coordination model, this paper will explore the coupling coordination development mechanism of GEE and NTU, analyze the key factors affecting their coordinated development, and put forward corresponding policy suggestions, in order to provide theoretical support and practical guidance for realizing the coordinated development of economy, society, resources and environment.
2 DATA DESCRIPTION AND MODEL CONSTRUCTION
2.1 Index system construction
2.1.1 GEE evaluation index system
Based on the rationality and scientificity of the index system, on the basis of existing research results (Zhao et al., 2020; Zhao and Wang, 2022; Yang and Ni, 2022), combined with the input-output theory, The GEE measurement index system, which includes three input indicators (Capital stock, Energy Consumption, Year-end employees), one expected output (GDP) and three unexpected outputs (CO2 emissions, Industrial wastewater emissions, Industrial waste gas emissions, and Industrial solid waste production), is constructed. The undesirable output is modeled as a “Reverse productivity” factor, and the efficiency value will be deducted proportionally if the pollution emission exceeds the minimum feasible level of the same type of efficient provinces. This design allows high-polluting provinces to earn lower Gee scores for excessive environmental costs even when their economic output is high, thus promoting quantitative comparisons of “Green Growth.” The specific measurement indicators are shown in Table 1.
TABLE 1 | GEE evaluation index system.
[image: Table showing criteria layers, index levels, and units. Input indicators: Capital stock (hundred million yuan), Energy consumption (ten thousand tons), Year-end employees (thousands of people). Expected output: GDP (hundred million yuan). Unexpected outputs: CO₂ emissions (ten thousand tons), Industrial wastewater emissions (ten thousand tons), Industrial waste gas emissions (million cubic meters), Industrial solid waste production (ten thousand tons).]2.1.2 NTU evaluation index system
According to the National New Urbanization Plan (2014–2020), based on the scientificity and rationality of indicators and the availability of data, From population urbanization (Zhang et al., 2022; Qian et al., 2021; Cai et al., 2021) (Proportion of employment in tertiary industry, Registered urban unemployment rate, Proportion of urban population in total resident population), economic urbanization (Chen et al., 2018) (Per capita GDP, Proportion of secondary and tertiary industries in GDP, Per capita local fiscal revenue, Per capita living consumption expenditure of urban residents), and spatial urbanization (Chen et al., 2018; Chen et al., 2016) (Urban population density, Urban built-up area, Per capita road area), social urbanization (Zhao and Wang, 2022; Zhang et al., 2023; Wang et al., 2019) (Water penetration rate, Gas penetration rate, number of beds in medical institutions, Number of Internet access ports, Proportion of education expenditure in fiscal expenditure), ecological urbanization (Feng Y. et al., 2023) (Green coverage rate of built-up areas, Per capita green area of parks, Harmless treatment rate of household waste, and Comprehensive utilization rate of industrial solid waste), NTU level measurement with 19 indicators was constructed Indicator system, specific indicators are shown in Table 2.
TABLE 2 | NTU evaluation index system.
[image: Table outlining urbanization metrics across five categories: Population, Economic, Spatial, Social, and Ecological. Each category includes various index levels with corresponding attributes and weights, indicating aspects like employment, GDP, population density, and environmental factors. Weights range from 0.0073 to 0.1609, showing varying impacts on urbanization evaluation.]2.1.3 The coupling coordination between GEE and NTU
NTU development promotes GEE. NTU provides employment opportunities and increases residents’ incomes, which in turn increases spending power and expands demand for green products and services, which in turn boosts GEE. By improving infrastructure and enhancing public services, NTU can improve residents’ quality of life, increase environmental awareness and promote green consumption.
GEE affects the development of NTU. The improvement of GEE contributes to the reduction of environmental pollution, which in turn promotes the sustainable development of NTU. The promotion of GEE can promote the development of green industries, technological advances, and improvements in energy efficiency, which are important components of NTU.
2.2 Model method
2.2.1 Determination of index weights
To overcome the subjectivity of indicator weights, the weights are calculated using the maximum entropy value approach (Feng C. et al., 2023), and for the m (m = 30) provinces being analyzed in this study, there exist n (n = 19) urbanization evaluation indicators, thus forming the original talent environment indicator data matrix X = [image: Mathematical notation displaying a matrix \((x_{ij})\) with dimensions \(m \times n\), representing values arranged in rows and columns where \(i\) and \(j\) denote the indices of the matrix elements.], where [image: Please upload the image or provide a link to it so I can generate the alternate text for you.] denotes the value of the jth urbanization evaluation indicator of the ith province. For a single urbanization index [image: Please upload the image or provide a URL to it so I can generate the alternate text for you.] , the higher the weight of the indicator is if the gap between the values that the indicators took is greater; conversely, the less important the indication is the evaluation. The calculation formula and the steps are outlined below The calculation process is described in Equations 1-8:
Standardization of the raw data. The higher value of the positive indicator indicates higher urbanization, then the calculation formula is:
[image: Equation showing data normalization: \( y_{ij} = \frac{x_{ij} - x_{ij}^{\text{min}}}{x_{ij}^{\text{max}} - x_{ij}^{\text{min}}} \), labeled as equation (1).]
where the unemployment rate is the inverse indicator, calculated by the formula
[image: Equation showing the formula for normalization: y sub i j equals in the numerator x sub i j max minus x sub i j over x sub i j max minus x sub i j min.]
Calculate the entropy value of each individual index with the formula
[image: Mathematical formula: \( e_j = -K \times \sum_{i=1}^{m} P_{ij} \ln(P_{ij}) \), labeled as equation (3).]
[image: Equation showing \( K = \frac{1}{\ln(m)} \) labeled as equation 4.]
[image: Formula for \( P_{ij} \) equals \( x_{ij} \) divided by the sum of \( x_{ij} \) from \( i=1 \) to \( m \), labeled as equation (5).]
Determine the coefficient of variation of the jth indicator [image: Please upload the image or provide a URL so I can generate the alternate text.] , the importance of the indicator in the evaluation is indicated by the size of the value.
[image: Please upload the image or provide a link so I can help generate the alternate text for you.]
Calculate the weight of the jth indicator.
[image: Equation showing a formula: omega sub j equals g sub j over the sum from j equals one to n of g sub i, labeled as equation seven.]
Calculate the overall urbanization score of each city.
[image: Mathematical formula representing a summation: \( U_i = \sum_{j=1}^{n} W_j \times y_{ij} \), labeled equation eight.]
2.2.2 Super-efficiency SBM model
Data Envelopment analysis (DEA), originally proposed by operations research scientists, is a nonparametric technical efficiency analysis method that can be used to evaluate the relative efficiency of decision-making units (DMUs) that include multiple input and output indicators. To address the problem that traditional DEA models disregard variables when measuring economic efficiency and fail to distinguish and rank multiple equally efficient decision units, Tone proposed the Super-efficiency SBM model based on the conventional DEA model (Tone, 2002). This model can provide better consideration of non-desired outputs and reduce the effect of inaccuracies on the outcomes of measuring GEE. Hence, this paper opts for the Super-efficiency SBM model to assess the GEE of each province to capture more significantly the inter-provincial differences in GEE. Every province serves as a decision-making unit, while the indicator data from 2006–2021 are utilized. The specific model is as follows Equations 9, 10:
[image: Mathematical expression showing the minimization of rho. The equation is a fraction with the numerator as one over m times the sum, from i equals one to m, of x prime over x sub ik. The denominator is one over r plus rho, multiplied by the sum of y variables from one to r1 and from one to r2, with different subscripts. The equation is labeled as equation nine.]
[image: Equation (10) represents a set of constraints within an optimization problem. The constraints include inequalities involving summations with variables \(x'_j\), \(y^{d}_j\), and \(\lambda_j\), across indices \(j\), \(s\), and \(q\). Index ranges for variables are defined as \(i = 1, 2, \ldots, m\), \(j = 1, 2, \ldots, n\), \(s = 1, 2, \ldots, r\), \(q = 1, 2, \ldots, p\). The constraint \(\lambda_j \geq 0\) is imposed for each index \(j \neq 0\).]
where: n is the number of decision units, there are m inputs to each decision unit, r expected outputs and p unexpected outputs, x, [image: It seems that no image was uploaded. Please provide the image or a URL for me to generate the alternate text.], and [image: Mathematical expression showing a lowercase letter "y" raised to the power of "u" as an exponent.] are the components of the input matrix that are required, period, two types of output matrices: expected and unexpected, respectively [image: Please upload the image or provide a URL, and I will generate the alternate text for you.] are the weight vectors, and [image: Please upload the image or provide a URL for me to generate the alt text.] ([image: It seems there might have been an error with the image upload. Please try uploading the image again or provide a URL, and I can help generate the alternate text for it.]) denotes the final GEE value [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] The larger the value, the larger the GEE value is.
2.2.3 Coupling coordination degree model
The CCD pattern originates from physics and is mainly used in analysis to describe the phenomenon of interactions among two or more systems. The coupling degree is used to characterize the degree of closeness (strength) at which multiple systems interact with one another, and the coordination degree is employed to measure the level of shared balance and coordination between systems or elements (Sun et al., 2024; Yang et al., 2023). With the following Equations 11, 12:
[image: Equation showing \( C = 2 \sqrt{\frac{U_1 \cdot U_2}{(U_1 + U_2)^2}} \).]
[image: Mathematical equations are shown: \( D = \sqrt{C \times T} \) and \( T = a_1 U_1 + a_2 U_2 \).]
The coupling degree, denoted by C in this case, has a value range [image: Please upload the image or provide a URL, and I can help generate the alt text for you.]; the greater C, the stronger the degree of interaction between the two systems; [image: Please upload the image or provide a URL, and I will create the alternate text for you.] is the GEE; [image: It seems you've mentioned a mathematical symbol or expression but haven't provided an image to describe. Please upload the image, and I'll be happy to help generate alt text for it.] is the level of NTU, T is the composite coordination index of the two, and a1 and a2 denote the contribution of GEE and NTU systems, respectively. Based on the assumptions of policy reciprocity, data standardisation needs and system equilibrium, so α = β = 0.5 (Dong et al., 2023; Gupta et al., 2024); D is the CCD and [image: Please upload the image or provide a URL for me to generate the alternate text.]. The larger the value of D is, the better the CCD between the two is. Using the related investigation as a guide (Liu et al., 2023), the CCD can be broken down into phases, as illustrated in Table 3.
TABLE 3 | Coupling coordination degree level.
[image: Table displays coupling coordination levels and their corresponding grades: 0 to 0.20 is low coordination, 0.20 to 0.40 is basic, 0.40 to 0.60 is moderate, 0.60 to 0.80 is highly coordinated, and 0.80 to 1.00 indicates quality coordination.]2.2.4 Dagum Gini coefficient analysis
In this essay, refer to the investigation of Zhang et al. (2024), which utilized the Dagum Gini coefficient to analyze regional deviations in the CCD of GEE and NTU level and conducted a difference decomposition analysis, divided its research subjects into z groups containing n research subjects, a, b, … represent the subgroups, na, nb , … denote the number of research subjects in each group, yai, ybj , … denote the variable information of any group of research subjects, and in this paper, it denotes the CCD of GEE and NTU degree. In general, the level of linkage and coordination is tighter and the synergy is stronger when the Gini coefficient has a lesser value. The calculation process is described in Equations 13-20.
[image: The formula for \( G \) is given as \(\frac{1}{2\pi^2 \bar{\nu}} \sum_{a=n_{b_o}}^{n_p} \sum_{b=1}^{m_a} \sum_{j=1}^{n_a} |y_{a_j} - y_{b_l}|\), where the summations iterate over sets of variables \( n_b_o \), \( n_p \), \( m_a \), and \( n_a \).]
[image: Mathematical formula for \( G_{\text{av}} = \frac{1}{2n^{2}y} \sum_{i=1}^{n_{\text{a}}} \sum_{j=1}^{n_{\text{b}}} | y_{\text{ai}} - y_{\text{bj}} | \), labeled as equation (14).]
[image: Mathematical equation showing \( G_{ab} \) equals \(\frac{1}{n_a n_b (\overline{y_a} + \overline{y_b})}\) multiplied by the sum from \(i=1\) to \(n_a\) and \(j=1\) to \(n_b\) of the absolute difference \(|y_{ai} - y_{bj}|\). Equation is labeled as 15.]
[image: Mathematical equation showing \( G_w = \sum_{{a=1}}^{z} G_{aa} p_a s_a \), labeled as equation 16.]
[image: Mathematical expression showing \( G_{nb} = \sum_{n=2}^{z} \sum_{b=1}^{n-1} G_{nb} \left( p_{n} s_{n} + p_{b} s_{b} \right) D_{nb} \) with equation number (17).]
[image: The mathematical equation displays a summation where \( G_i \) equals the sum from \( n = 2 \) to \( n = a-1 \) of \( G_{ab} \times (p_{b} s_{a} + p_{a} s_{b}) \times (1 - D_{ab}) \). The equation is labeled as equation (18).]
[image: Integral equation showing \( I_{a,b} = \int_{0}^{\infty} dF_a(y) \left[ \int_{0}^{y} (y-x) dF_b(x) \right] \), labeled as equation (19).]
[image: The formula shows \( q_{ab} = \int_{0}^{\infty} dF_b(y) \int_{0}^{y} (y-x) dF_a(x) \), labeled as equation (20).]
where pa = na/n,sa = na [image: Please upload the image or provide the URL so I can generate the alternate text for it.] a/(n [image: Please upload the image or provide a URL so I can generate the alternate text for it.]),a = 1,2, … z,Dab denotes the relative influence of intergroup CC Dab = (hab -qab)/(hab + qab). Hab denotes the difference of intergroup CCD, which is calculated showing in (19) (20) and can be interpreted as the mathematical expectation of all yai -ybj >0 sample values in region a and region b plus the sum. qab denotes the hypervariable first-order moments, which can be interpreted as the mathematical expectation of the sum of all yai -ybj <0 sample values in region a and region b.
2.2.5 Qualitative comparative analysis of fuzzy sets
Qualitative Comparative Analysis (QCA) is a kind of method study oriented research method suggested in 1987 by American sociologist Ragin, based on technical tools such as Boolean algebra and aggregation, which is dedicated to exploring and uncovering causal complexity with both qualitative and quantitative attribute (Handrich and Ragin, 2000). Holistic perspective to conduct comparative case analysis and examine the impact of multiple factors constituting a grouping rather than a single factor on the outcome (Huang et al., 2023). In this paper, we choose the fsQCA approach to investigate the complex causal relationships and influencing factors of the CCD development of GEE and NTU in 30 provinces in Chinese mainland for the following three reasons. Firstly, the interaction between GEE and NTU is complex, and the CCD are influenced by the synergy of several factors. fsQCA can examine the conditional combination of multiple factors from a group perspective rather than focusing solely on the impact of one single factor on the outcome variable (González-Cruz et al., 2018), which is more helpful to explore the differentiated paths of many factors acting on the CCD between GEE and NTU. Secondly, due to quantity limitations, 30 provincial areas in China are chosen as sample cases in this paper, and the sample size does not reach the case sample demand of traditional quantitative analysis. In contrast, fsQCA is unique in that it can be applied not only to small and medium sample cases but also to large cases involving over 100 cases. The 30 sample cases in this paper are of a medium size, which meet the basic requirements of fsQCA. Thirdly, compared to clear set qualitative comparative analysis (csQCA) and multi-value set qualitative comparative analysis (mvQCA) (Roig-Tierno et al., 2017), fsQCA is more suitable for dealing with continuous variables and avoiding information loss during the data transformation procedure. Therefore, this paper chooses fsQCA to analyze in depth the antecedent conditions and the differences between the group effects that can achieve high CCD between green economy effects and NTU in each province, and to clarify the specific paths that affect the CCD in different provinces.
2.3 Data source
Due to the availability and completeness of data, this paper selects 30 provinces (autonomous regions and municipalities directly under the Central Government) in China from 2006 to 2021 as research objects, excluding Tibet Autonomous Region, Taiwan Region, Hong Kong and Macao Special Administrative Region for the time being. The statistical data are derived from China Statistical Yearbook, China Energy Statistical Yearbook, China Environmental Statistical Yearbook, China Tertiary Industry Statistical Yearbook and China Urban Construction Statistical Yearbook from 2007 to 2022. Some of the missing data were estimated using the average growth rate of the next 3 years. Regarding statistical outliers, an adjusted imputation methodology was implemented to ensure data robustness.
3 RESULT ANALYSIS
3.1 Spatio-temporal characteristics of GEE and NTU
3.1.1 GEE spatial and temporal characteristics
In terms of GEE, the average value of GEE in China’s provinces from 2006 to 2021 is 0.61, which has a large room for improvement, indicating that China’s green economy development mode is irrational, and it is an extensive development mode that should take the road of intensive and concursive development of “low consumption, low pollution and high efficiency” in the future. From the perspective of time (Figure 1), GEE in China’s provinces showed a fluctuating upward trend, and the average GEE in China’s provinces rose from 0.61 in 2006 to 0.69 in 2021, an increase of 12.64%.
[image: Line graph showing trends from 2004 to 2023 in gross economy efficiency and new-type urbanization. Gross economy efficiency (black) rises steadily, while new-type urbanization (red) shows fluctuating increases.]FIGURE 1 | GEE and NTU trends in China from 2006 to 2021.
From a spatial perspective (Figure 2), GEE in East China generally presents an upward trend year by year, while GEE in West China presents a fluctuating downward trend, and GEE in the coastal areas of East China continues to rise in a more stable trend. This phenomenon is mainly related to the stage of national economic development. In 2006, GEE in West China was significantly higher than that in the east, because in the early period, the eastern region developed rapidly, with the help of the opening up policy, strong economic growth, leading the process of industrialization and urbanization, attaching importance to economic benefits, relying more on manufacturing and industrial production, with low GEE; At the end of 2006, the country passed the “Eleventh Five-Year Plan” for the development of the West, before the western economic development has been lagging behind, industrialization, urbanization to be developed, less high pollution and high energy consumption industries, GEE is relatively high. In 2011, the GEE in West China decreased significantly, because after 5 years of western development project, the economic development of the western provinces grew faster, industrialization accelerated, energy consumption increased significantly, resulting in an increase in carbon dioxide and waste emissions and a decrease in GEE. In 2016, the overall GEE increase, East China is higher than West China, this is because the structural reform of the supply side, promote East China, West China industrial structure adjustment, while East China is economically developed, economic growth promotes technology spillover, technological innovation improves the utilization rate of production factors, so GEE is higher than the west. In 2021, the gap in GEE level between East China and West China will widen, East China’s level will continue to improve, and West China’s level will decrease, because East China’s economy is more developed, technological innovation and rational allocation of resources will be continuously realized, and new energy will be developed, thereby improving GEE. So GEE goes down.
[image: Line graphs depict green economy efficiency trends from 2005 to 2020 in five regions: Overall, Northeast China, West China, Central China, and East China. Each graph shows fluctuating efficiency values over time.]FIGURE 2 | GEE change trend in China from 2006 to 2021.
3.1.2 Spatial and temporal characteristics of NTU
In terms of NTU, the average NTU in China’s provinces from 2006 to 2021 is 0.30, which has great room for improvement, indicating that there are still many loopholes in NTU at this stage. From the perspective of time (Figure 1), the NTU index of China’s provinces increased during 2006–2021, and showed an increasing trend, from 0.17 in 2006 to 0.42 in 2021, indicating that NTU showed a continuous increasing trend.
From the perspective of space (Figure 3), the overall distribution of NTU in East China is higher than that in West China, which indicates that NTU in East China is relatively high, while Central China, West China and Northeast China need to be strengthened and improved, and the regional development level is unbalanced. Although NTU in the central and western regions is improving as a whole, there is still a certain gap with the eastern coast. This is because in 2014, the State put forward the National NTU Plan (2014–2020), attaching importance to promoting the construction of NTU, and various provinces actively carried out NTU construction pilots to explore the development model of NTU. At the same time, the eastern coastal areas have a high degree of openness to the outside world, active economy, large capital stock, obvious technology spillover effect, high population concentration, and NTU effect is more significant.
[image: Line graphs depict the rise in new-type urbanization from 2005 to 2020 across different regions in China: Overall, Northeast China, West China, Central China, and East China. Each region shows a consistent upward trend.]FIGURE 3 | Variation trend of NTU level in China from 2006 to 2021.
3.1.3 CCD spatiotemporal characteristics of GEE and NTU
The average CCD of GEE and NTU from 2006 to 2021 is 0.63, but it still needs to be gradually improved, and the formation system also needs to be gradually improved. It is urgent to explore the influencing factors of the coupling and coordination of the two. From the perspective of time (Figure 4), CCD of GEE and NTU showed a trend of increasing year by year from 2006 to 2021, which indicates that the interaction between GEE and NTU is close and improved, and it is predicted that the relationship between the two will develop better in the future.
[image: Four maps of China from 2006, 2011, 2016, and 2021 display the distribution of various data, with regions color-coded in yellow, lavender, green, and purple. Each map includes a legend indicating data ranges corresponding to the colors. The maps are labeled a, b, c, and d for each respective year.]FIGURE 4 | CCD trends of GEE and NTU in China from 2006 to 2021 (a). Distribution of CCD in 2006; (b). Distribution of CCD in 2011; (c). Distribution of CCD in 2016; (d). Distribution of CCD in 2021.
From the perspective of space (Figure 4), similar to the spatial distribution pattern of NTU, the spatial distribution characteristics of East China, Central China, North East China and West China decrease, and the coupling coordination level between regions is unbalanced. The development of NTU and the improvement of GEE promote and achieve each other. In the development of NTU, more attention should be paid to the equal symbiosis between urban and rural systems in the unity of nature, to achieve the sustainability of the ecological foundation, to continuously improve the living environment, to improve the efficiency of resource use, and to significantly increase the carrying capacity of urban development. Strengthen the development of green economy, improve the level of healthy and green living, and realize the trinity goal strategy of “efficiency, harmony and sustainability,” so as to promote the green and healthy development of cities and towns, and promote the advancement of NTU. At the same time, the development of NTU is bound to be accompanied by the development and promotion of green energy conservation in various industries, thus improving GEE.
Further, the mean CCD levels of each province and city are classified as shown in Table 4. As can be seen from Table 4, there are some differences in CCD among provinces and cities, but most of them gather in the highly coordinated stage, without high-quality coordination; There are 25 provinces and cities in the highly coordinated stage, which have huge room for improvement in the future. There are five provinces and cities in the moderate coordination stage, and these provinces and cities have greater potential to develop into highly coordinated; The provinces and cities in the stage of low degree coordination and basic coordination are 0. It can be seen that the current CCD of GEE and NTU still has a large room for improvement, especially the moderate coordination should be paid attention to.
TABLE 4 | Average CCD levels of each province from 2006 to 2021.
[image: A table displays coordination levels by province. Low, basic, and quality coordination levels each have zero provinces. Moderate coordination has five provinces: Gansu, Guizhou, Qinghai, Ningxia, and Yunnan. Highly coordinated includes twenty-five provinces: Inner Mongolia, Shanghai, Shandong, Beijing, Jiangsu, Hainan, Guangxi, Hunan, Jilin, Heilongjiang, Jiangxi, Fujian, Liaoning, Shaanxi, Hubei, Hebei, Anhui, Chongqing, Xinjiang, Henan, Shanxi, Sichuan, Tianjin, Zhejiang, Guangdong.]3.2 Regional difference analysis
Based on the calculation method of Gini coefficient, Matlab2016 was applied to calculate the Gini coefficient of GEE and NTU horizontal CCD in China’s provinces, and the results are shown in Table 5. From 2006 to 2021, the Gini coefficients of GEE and NTU CCD in China’s provinces generally show an upward trend, from 0.069 in 2006 to 0.075 in 2021, an increase of 0.006, with a decrease of 9%, which indicates that the overall gap between GEE and NTU coupling relations in China’s provinces has an increasing trend. And the coupling difference between provinces is also gradually increasing.
	(1) Differences within four regional groups

TABLE 5 | Difference analysis of the four regions.
[image: Table showing regional variation data for different districts in 2006, 2011, 2016, and 2021. Categories include intraregional variation, interregional gap, and contribution rate, with specific regions and metrics listed under each category.]During the observation period, the upward trend of the horizontal coupling relationship between GEE and NTU in West China is the closest to the overall upward trend. The intra-regional differences in East China, Central China and North East China show a downward trend, among which Central China has the largest decline, from 0.067 in 2006 to 0.01 in 2021, with a decrease rate of 85%. The northeast China region is the second, decreasing from 0.046 in 2006 to 0.017 in 2021, with a decrease rate of 63%. The smallest decline was in eastern China, where the decline was only 16%. On the whole, there was a large difference in the overall trend between the differences within each group, which also indicated that the unbalanced development of CCD between GEE and NTU in the region was significant. Therefore, on this basis, the paper further explores the differences among the four regional groups.
	(2) Differences among the four regional groups

From the perspective of time trend, the inter-group gap of the coupling relationship between GEE and NTU in various provinces in China has decreased in general, and the Gini coefficient of inter-group difference has the largest change amplitude in central China and Northeast China. The Gini coefficient decreased by 0.056 (80%) during 2006–2021. The regional gap between East and Central China was the second largest, with a decrease of 48%, followed by East and Northeast China, with a decrease of 22%. However, the regional gap between East China and West China, Northeast China and West China, and Central China and West China has increased, with the largest increase in East China and West China, up to 56%.
	(3) Decomposition of regional differences

In order to further study the root causes of regional differences of coupling coordination, Gini coefficients were divided into intra-group, inter-group and super-variable density, and their contribution rates were calculated. During the observation period, the difference between groups has been an important source of regional differences in CCD, and the average contribution rate is 48.916%, which increases by 34.537% points compared with 2006 in 2021. The average contribution rate of intra-group difference was 22.98%, and the contribution rate showed a continuous decline from 2016 to 2021, with a year-on-year decrease of 6.554% points. The average contribution rate of super-variable density was 28.101%, showing a linear decline as a whole, which decreased by 27.983% points in 2021 compared with 2006.
4 ANALYSIS OF INFLUENCING FACTORS
4.1 Variable selection and calibration
4.1.1 Selection of influencing factors
Drawing on an examination of the CCD between GEE and NTU, and drawing on the existing research outcomes in the academic field, economic development, industrial structure, openness to the outside world, technological innovation, government expenditure and environmental regulation are used as the antecedent condition variables to explore their multiple causal relationships with the CCD of GEE and NTU. The descriptions of the variables are specified in Table 6.
TABLE 6 | Variable descriptions.
[image: Table listing variable types, names, and measurement indicators. Conditional variables include Economic Development, Industrial Structure, Openness to the Outside, Technology Innovation, Government Spending, and Environmental Regulation, with respective indicators such as GDP per capita and technology market turnover. Result variables show Coupling Coordination Degree with a calculation model.]4.1.2 Data calibration
Calibration of data is essential for fsQCA analysis., and in this study, we combined the actual distribution of each variable and realistic situations, and borrowed from Garcia-Castro and Francoeur’s treatment (Garcia-Castro and Francoeur, 2016) to define the 25%, 50%, and 75% quantile values of each dependent variable as fully unaffiliated, cross and full affiliation, subsequently the method of direct calibration was employed to convert the dependent variable measures into fuzzy scores of 0–1, and the calibration results are presented in Table 7.
TABLE 7 | Calibration positioning points for each variable.
[image: Table displaying data for various variables under three positioning points: completely unaffiliated, intersections, and fully affiliated. Result variable D has values 0.4435, 0.5299, and 0.6726. Conditional variables display different values across these positions, such as ED with 34992.04 to 59387.11, and ER varying from 0.000697 to 0.001754.]4.2 Necessity analysis
Consistency is a critical sign of a required condition; if the consistency value is greater than 0.9, the condition is deemed essential for the result. The necessary condition to produce high CCD was tested using fsQCA3.1 software, and the results (Table 8) indicate that the consistency level of each single antecedent variable did not exceed the critical value of 0.9, suggesting that the production of high CCD does not require any particular condition, i.e., it is difficult to achieve high CCD between GEE and NTU through individual factors. Consequently, to find the multiple condition grouping that produces high CCD, a conformational study of the six antecedent condition variables is required.
TABLE 8 | Results of the one-way necessity test.
[image: Table showing conditional variables with their consistency and coverage values under high coupling coordination. Variables include ED, IS, OP, TI, GS, and ER, each with corresponding values indicating logical presence and absence. Note: "~" signifies logical "not." Values range from 0.28406 to 0.805213 for consistency and 0.270428 to 0.794688 for coverage.]4.3 Adequacy analysis
Considering the case-specific nature of this research and building upon established methodological frameworks (Fiss, 2011; Schneider and Wagemann, 2012), we calibrated analytical thresholds to balance methodological rigor with theoretical sensitivity. The probability edge index (PRI) consistency threshold was set at 0.7, adhering to Greckhamer’s stringent criteria to eliminate asymmetric relationships between conditions and outcomes, thereby preventing empirical paradoxes and maintaining directional consistency in explanatory logic. The sample consistency threshold of 0.8 follows Ragin’s best practices, enhancing causal sufficiency of conditional configurations while avoiding misidentification of spurious sufficient conditions caused by low consistency (<0.75) (Ragin, 2008; Frambach et al., 2016) and controlling model overcomplexity. The case frequency threshold of one preserves all observed configurations to mitigate limited diversity challenges, with subsequent coverage screening implemented to simplify model complexity without excluding theoretically critical cases (Douglas et al., 2020). Table 9 presents the five histogram paths that yielded high CCD. Each column represents one possible conditional grouping. The separate conditional categories’ consistency is more than the 0.8 criterion value, indicating that this configuration is credible as a sufficient condition for high CCD between GEE and NTU. And the overall consistency of the five conditional groupings is 0.9201, which means that 92.01% of all the provinces that satisfy these five conditional groupings show high CCD. The overall solution coverage was 0.7059, indicating that about 70.59% of the cases with high CCD could be explained in all condition groupings. From the individual condition (cross-sectional) analysis, it is found that the degree of external openness is the core condition of high CCD, which occurs in all five condition groupings that produce high CCD, demonstrating the critical role that high external openness plays in the coordinated and paired development of modern urbanization and regional GEE. This phenomenon demonstrates strong alignment with China’s regional development paradigm. Coastal provinces have likely accelerated structural upgrading through export-oriented industrialization and technology spillover effects, while foreign direct investment (FDI) and global value chain integration have driven clean technology adoption and green infrastructure development. These synergistic mechanisms collectively enhance the coordinated advancement of GEE and NTU.
TABLE 9 | Results of the conditional grouping analysis for generating high CCD.
[image: Table showing conditional variables across hypotheses H1a, H1b, H2a, H2b, and H2c. Symbols: "●" indicates presence, "⊗" absence. Variables: ED, IS, OP, TI, GS, ER. Consistency and coverage values are provided for each hypothesis. Consistency of the solution is 0.9201, and coverage of the solution is 0.7059.]These five grouping paths are analyzed vertically to further identify the differentiated adaptation relationships of each element during the course of driving the CCD development of GEE and NTU. According to the core conditions contained in each condition grouping, they can be categorized into two types of driving paths, i.e., IS-OP dual-drive type and openness to the outside world-led type.
The industrial structure-openness to the outside world dual-drive type. This path contains the grouping H1a and H1b, both of which share the core conditions of high industrial structure and high degree of external openness, covering the provinces of Jiangsu, Zhejiang, Fujian, Guangdong and Shandong. The grouping H1a (ED*IS*OP*∼GS), the core conditions are high industrial structure and high degree of external openness., and the auxiliary conditions are good economic development. This histogram shows that, without considering technological innovation and environmental regulation, a healthy industrial structure and a high degree of external openness., complemented by good economic development, can lead to a high CCD between GEE and NTU, even if government spending is less intensive. The grouping H1b (ED*IS*OP*TI*∼ER), with high industrial structure and high external openness as core conditions, is complemented by beneficial economic development and high degree of technological innovation. This histogram shows that even though the degree of environmental regulation is not strong enough, a high level of economic development, a healthy industrial structure, a high level of openness to the outside world, and active technological innovation can lead to a high CCD between GEE and NTU, with government subsidies as an irrelevant condition.
External openness dominant type. This path comprises the groupings H2a, H2b, and H2c, all three of which have high external openness as their core condition. Grouping H2a (ED*OP*TI*∼GS*∼ER), the core conditions are high external openness, low government spending and weak environmental regulation, and the supporting conditions are high economic development and high technological innovation, covering the provinces of Jiangsu, Guangdong, Beijing, Zhejiang, Shanghai, Hainan and Heilongjiang. The histogram shows that in regions with low levels of government spending and weak environmental regulation, regardless of whether the industrial structure is healthy or not, the coupled and coordinated development of GEE and NTU can be promoted as long as the high level of external openness is complemented by high levels of economic development and technological innovation. The histogram H2b(∼ED*IS*OP*∼TI*GS*∼ER), with the core conditions of high external openness, low economic development and weak environmental regulation, and the supporting conditions of low industrial structure, low technological innovation and high government spending. This histogram shows that even in cases when the regional economic development degree is low, the industrial structure is not healthy enough, the technological innovation degree is low, the environmental regulation intensity is weak, the high level of external openness and government expenditure can still make the CCD of GEE and NTU reach a high level. The grouping H2c(∼ED*∼IS*OP*TI*GS*ER), with the core conditions of low economic development and high openness to the outside world, and the supporting conditions of low industrial structure, low technological innovation, low government spending, and weak environmental regulation. This grouping shows that provinces with high levels of technological innovation, high levels of government spending, and high levels of environmental regulation can achieve breakthroughs with high levels of openness and high levels of GEE and NTU coupled with coordinated development, even in the presence of low economic development and unhealthy industrial structures.
5 DISCUSSION
This study investigates the coupling coordination mechanisms between GEE and NTU, along with their spatial heterogeneity patterns, aiming to unveil the intrinsic dynamics of economy-environment system coevolution during China’s urban transition. Utilizing panel data from 30 provincial administrative regions from 2006 to 2021, we developed an integrated methodological framework incorporating CCD modeling, Dagum Gini coefficient decomposition, and fsQCA. This approach systematically examines the spatiotemporal differentiation characteristics, regional disparity sources, and multifactorial configuration pathways of GEE-NTU synergy, comprehensively revealing coupling mechanisms under diverse resource endowments, policy contexts, and developmental stages to inform differentiated policy design.
Key findings indicate fluctuating growth in national GEE averages from 2006 to 2021, with persistent regional disparities showing eastern regions consistently outperforming central-western areas. This aligns with Zhu et al.’s identification of industrial restructuring and technological innovation as core drivers of eastern GEE enhancement (Zhu et al., 2024). The observed east-west NTU gradient corroborates infrastructure completeness and economic vitality’s role in urbanization quality (Ma et al., 2024; Sun et al., 2023). While 83.3% of provinces achieved high coordination (CCD ≥ 0.6), none reached premium coordination (CCD ≥ 0.9), confirming optimization potential - consistent with He et al.‘s findings on China’s urbanization-low-carbon development coupling stages (He et al., 2024). Xiang et al.‘s U-shaped NTU-carbon efficiency relationship explains central-western CCD fluctuations (Xiang et al., 2024), reinforcing our spatial heterogeneity conclusions. Zhou et al.‘s green finance-NTU synergy (Zhou et al., 2025) and Hu et al.‘s digital economy-mediated industrial ecologization effects (0.311 GEE marginal gain) (Hu et al., 2025) mutually validate our configuration analysis on institutional innovation and technology spillover mechanisms.
This research advances beyond conventional isolated analyses through three innovations: (1) Pioneering a GEE-NTU coupling framework elucidating dynamic interactions; (2) Quantifying regional disparity dominance via Dagum decomposition, informing spatial governance strategies; (3) Integrating disparity quantification and pathway identification through combined Dagum-fsQCA methodology. Compared with Yan et al.‘s single-policy CETS evaluation (Yan and He, 2024), our fsQCA identifies two optimal pathways (“dual industrial-openness drivers” and “openness-dominant”) addressing regional heterogeneity, overcoming conventional policy assessment limitations. Crucially, we establish openness as the universal core condition driving high CCD through dual technology-institutional channels, while revealing expanding east-west CCD Gini coefficients that necessitate differentiated decarbonization policies.
Despite this innovative breakthrough, this study has three limitations: (1) Data currency constraints precluding post-2021 policy impacts; (2) Potential variable selection bias; (3) Underexplored heterogeneity in openness transmission pathways. Future directions include developing multiscale (city cluster-province-county) analytical frameworks to map CCD spatial spillover boundaries, and creating policy-machine learning hybrid models for carbon neutrality scenario simulations.
6 CONCLUSION AND POLICY RECOMMENDATIONS
On the basis of analyzing the interaction between GEE and NTU in China, this paper uses entropy method, super-efficiency SBM model, coupling coordination model and other methods to study the coordination development degree, spatial characteristics and influencing factors of GEE and NTU in 30 provinces (autonomous regions and municipalities) in China. The following conclusions are drawn:
	(1) The temporal evolution analysis reveals sustained upward trajectories in GEE, new-type urbanization NTU, and their CCD across most Chinese provinces. 25 out of 30 provinces attained high coordination status though none achieved premium coordination. These findings collectively demonstrate the dynamic synergy formation between China’s NTU and GEE, reflecting significant optimization in their coordinated development patterns, while simultaneously underscoring the long-term nature of the nation’s green transition process.
	(2) From 2006 to 2021, the Gini coefficients of CCD of GEE and NTU in China’s provinces generally show an upward trend, which indicates that the overall gap of the coupling relationship between GEE and NTU in China’s provinces has an increasing trend, and the coupling difference among provinces is also gradually increasing.
	(3) The conformation analysis of the factors affecting the CCD of GEE and NTU in China shows that the coupling and coordinated development of GEE and NTU are the result of the comprehensive action of many factors, rather than a single factor. There are two main paths, that is, the industrial structure-opening to the outside world dual drive type and opening to the outside world leading type are the main factors of the coupled and coordinated development of the two, and the key to the opening to the outside world. The differential roles of government spenditure and environmental regulation as conditional factors across developmental pathways highlight the complexity of local governance contexts and underscore the diversity in regional development paradigms.

Based on the above research conclusions, the following suggestions are put forward on how to promote the coordinated evolution of GEE and NTU:
(1) China’s green transition requires constructing a gradient-based open innovation system to strengthen regional synergy. In eastern coastal areas, the Yangtze River Delta and Guangdong-Hong Kong-Macao Greater Bay Area will spearhead zero-carbon pilot free trade zones, focusing on cross-border green standard mutual recognition, progressive tariff reductions for internationally certified products, and full-chain carbon tracking in maritime logistics via digital twin port systems. Inland hub cities, leveraging logistics corridors in Chengdu-Chongqing and Xi’an, will establish subsidy mechanisms for new energy transportation on China-Europe Railway Express routes, accompanied by international green technology transfer centers to accelerate renewable energy commercialization and benefit-sharing mechanisms.
(2) To address transformation constraints in central-western regions, a dual “technology-institution” compensation strategy is proposed: Technologically, an “Eastern Data-Western Computing + Eastern Technology-Western Transfer” framework will develop green computing pilot bases in Guizhou and Gansu, integrating liquid cooling with wind-PV-storage-flexible systems, while establishing open-access green patent repositories with technology conversion revenue feedback. Institutionally, a three-dimensional ecological trading market piloting “water rights-carbon sinks-ecological vouchers” in the Yellow River Basin. Incorporate quantitative indicators, such as the coefficient of improvement of water quality in watershed cross sections and incremental forest stock, into the framework for assessing the green debt of local governments.
	(3) Policy instruments should align with regional gradients: Eastern regions will adopt market-driven “negative list + digital supervision” models, trialing cross-sector energy quota trading and digital carbon ledgers, while central-western areas enhance government-guided incentives through green technology upgrade loans and ecological performance-linked financing mechanisms for resource-dependent provinces.
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Introduction: This study investigates the impact of urban digital economy development on pollution emissions across 285 Chinese cities from 2002-2022.Methods: Utilising threshold regression, spatial autoregressive, and mediation models, we identify a nonlinear inverted U-shaped relationship where initial digital expansion initially elevates emissions before mature digital ecosystems drive reductions.Results: Spatial heterogeneity reveals significant emission reductions in eastern/central regions versus limited effects in western/northeastern areas, while spatial spillover effects necessitate inter-regional policy coordination. Mediation analysis highlights green technology innovation and industrial upgrading as critical mitigating mechanisms.Discussion: Findings advocate context-specific policies prioritising energy efficiency during digital emergence and advanced technology promotion in mature contexts, providing empirical groundwork for balancing digital economic benefits with environmental sustainability objectives.Keywords: digital economy development, pollution emissions, inverted U-shaped relationship, spatial spillover effect, green technological innovation, industrial structure upgrading
1 INTRODUCTION
The digital economy, underpinned by transformative technologies such as the Internet, big data analytics, and artificial intelligence (AI), has emerged as a pivotal driver of modern economic growth and structural transformation. By fostering innovation ecosystems, enhancing operational efficiencies, and redefining industrial value chains, digital technologies have significantly bolstered the competitiveness of urban economies worldwide (Bai et al., 2022; Song et al., 2022; Chen and Qi, 2023). For instance, the integration of “digital+” solutions into manufacturing, logistics, and service sectors has enabled real-time optimisation of resource allocation, streamlined supply chains, and created new markets, thereby elevating productivity and GDP performance across metropolitan regions. However, this technological revolution has unfolded alongside escalating concerns over its environmental footprint, particularly concerning pollution emissions.
The environmental paradox of urban digitalisation lies at the intersection of infrastructure expansion and operational energy demands. Rapid proliferation of data centres, fibre-optic networks, and IoT devices—while essential for sustaining digital economies—has amplified energy consumption, with data centre electricity use projected to exceed 8% of global demand by 2030, accompanied by carbon emissions rivalling aviation (Andrae, 2020). Concurrently, resource-intensive hardware production exacerbates environmental degradation through energy-intensive manufacturing and mineral extraction under ecologically damaging conditions (Song et al., 2022; Meinhold et al., 2025). Urban centres, as digital innovation hubs, concentrate demands for connectivity, frequent device turnovers, and energy-intensive cooling systems, further intensifying these pressures. Operational phase challenges persist, as blockchain operations, AI training, and streaming services generate indirect emissions via fossil fuel-dependent electricity generation, while shortened electronics lifespans escalate toxic e-waste streams (Serpe et al., 2024). This dual environmental burden—scaling infrastructure and operational energy use—underscores the imperative for quantifying digitalisation’s pollution trade-offs to enable policymakers to design mitigation frameworks balancing technological advancement with ecological integrity, ensuring cities harness digital dividends sustainably.
A substantial body of literature has addressed the trade-offs between a city’s digital economic development and environmental stressors, highlighting the dual realities of technological advancement and ecological impact. While studies like Chen and Qi (2023) have underscored the role of GDP per capita and digital infrastructure in driving this expansion, a critical paradox persists: the environmental repercussions of its infrastructure. The proliferation of data centres, fibre-optic networks, and IoT devices—while indispensable for digital service delivery—has engendered substantial energy consumption and electronic waste (Andrae, 2020). For instance, Google’s 2024 Environmental Report revealed a 13% year-on-year increase in greenhouse gas emissions, largely attributable to escalating data centre energy demands. Such trends highlight the tension between digital innovation and ecological sustainability, particularly in developing economies where infrastructure deficits exacerbate energy inefficiencies (DCO, 2024).
Scholarly discourse on pollution emissions has traditionally centred on industrial activities, with the Environmental Kuznets Curve (EKC) hypothesis dominating debates (Grossman and Krueger, 1995; Dinda, 2004; Shahbaz et al., 2014). This hypothesis posits an inverted U-shaped relationship between economic growth and pollution levels, yet its applicability to the digital economy remains contested. More recent studies have shifted focus to the spatial dynamics of pollution, emphasizing cross-regional spillover effects (Xu et al., 2022; Cheng and Yang, 2023). For example, Zhai et al. (2024) demonstrated how pollution levels in one region can be influenced by neighbouring jurisdictions due to industrial clustering and policy diffusion. This spatial lens is further validated by the 2025 Global Risks Report, which advocates for transboundary collaboration to mitigate environmental hazards (Elsner et al., 2025).
Attempts to reconcile the digital economy’s environmental impact have yielded mixed conclusions. Proponents argue that digital technologies enhance resource efficiency and promote clean energy transitions (Han et al., 2022; Yang et al., 2023). Conversely, critics highlight the rebound effect, wherein energy savings from digital optimisation are offset by increased consumption from expanded infrastructure (Yuan et al., 2024). This dichotomy is exemplified in studies of urban agglomerations, where concentrated digital demand amplifies energy use and electronic waste (Song et al., 2022). Methodologically, spatial econometric frameworks have been deployed to disentangle these effects, with Shen et al. (2022) and Wang et al. (2022) demonstrating significant spatial autocorrelation in digital-pollution linkages across Chinese cities. However, such analyses often overlook non-linear thresholds and cross-national heterogeneities.
Recent literature has yielded critical insights into the impact mechanism between a city’s digital economy development and pollution emissions, with particular emphasis on the mediating roles of technological innovation and industrial structural transformation (Gao et al., 2024; Yang et al., 2024). A growing body of research posits that digital transformation fosters environmental improvements through dual pathways: enhancing technological innovation capabilities and facilitating structural shifts towards greener economies (Mai et al., 2025; Yue and Han, 2025). For instance, digital innovation not only directly reduces pollution through optimised resource allocation and smart monitoring systems but also indirectly through green technological advancements that mitigate environmental footprints (Xiong et al., 2022). Concurrently, industrial structural upgrading, often catalysed by digital penetration, sees traditional high-pollution industries gradually replaced by knowledge-intensive and service-oriented sectors, thereby lowering overall emission intensities (Gao et al., 2024; Yang et al., 2024). Notably, while some studies highlight the bidirectional causality between digitalisation and environmental outcomes—with pollution levels conversely impeding digital transition progress in certain contexts (Wang et al., 2024)—the dominant narrative underscores digital economy’s transformative potential in steering sustainable urban development. Contextual factors such as urban agglomeration economies and regulatory frameworks further modulate these relationships, creating complex non-linear effects that warrant nuanced empirical investigations (Xiong et al., 2022; Yue and Han, 2025). This study builds upon this evolving discourse to unravel the intricate mechanisms through which digital economy development influences pollution trajectories in Chinese cities.
While existing scholarship has significantly advanced understanding of the digital economy’s environmental footprint by illuminating the tension between technological progress and ecological degradation—particularly through insights into energy consumption patterns, spatial spillover effects, and methodological frameworks like the Environmental Kuznets Curve hypothesis (Grossman and Krueger, 1995; Zhai et al., 2024)—critical gaps remain in three dimensions. First, the overwhelming focus on high-income economies has obscured how digitalisation in developing regions, such as China’s rapidly urbanising cities, amplifies pre-existing vulnerabilities like inefficient infrastructure and lax regulatory frameworks (Song et al., 2022). Second, prevailing linear and static analytical models inadequately capture the dynamic feedback loops between digital expansion, pollution emissions, and technological adaptation, particularly across heterogeneous geographic contexts (Shen et al., 2022). Finally, limited attention has been paid to the multidimensional nature of digital pollution, which extends beyond energy use to encompass electronic waste, water scarcity impacts, and cross-border supply chain emissions. This study addresses these lacunae by integrating the Spatial Autoregression Model with threshold regression analysis, leveraging granular cross-country datasets to disentangle non-linear relationships and regional heterogeneities. By doing so, it not only refines theoretical frameworks for digital-environmental synergies but also equips policymakers with actionable insights, thereby bridging the divide between innovation imperatives and sustainability imperatives.
This study investigates the complex interplay and mechanistic linkages between a city’ economy development and pollution emissions within China’s dual realities of rapid digital transformation and mounting environmental pressures. Utilising a comprehensive dataset from 285 Chinese municipalities, we empirically validate the presence of an inverted U-shaped relationship between digital economy development and pollutant emission intensities. Incorporating spatial econometric methodologies, our analysis reveals significant positive spatial autocorrelation in emission patterns, highlighting the systemic interconnectivity of environmental degradation across administrative boundaries and accentuating the need for collaborative governance frameworks spanning regional divisions. Beyond direct effects, we explore the mediating influences of green technological advancements and structural shifts within industrial ecosystems. Employing rigorous mediation analysis, we disentangle the indirect pathways through which digital integration affects emission trajectories. This multifaceted investigative strategy not only clarifies the environmental consequences of digitalisation but also provides policymakers with actionable insights to leverage technological transitions as catalysts for sustainable development. Our findings introduce novel evidence into global discussions on the digital-environmental nexus while proposing region-specific policies to decouple economic growth from environmental costs.
This study makes three interrelated contributions while acknowledging the foundational work of prior scholars and the collaborative efforts involved. First, it seeks to advance theoretical understanding by tentatively integrating the dynamics of urban digital economy development with pollution emission intensities within a unified analytical framework. Building upon existing literature that often examines these elements in isolation, this approach aims to shed light on the complex interplay between technological advancement and environmental sustainability in China’s rapidly urbanizing context. Second, recognizing methodological limitations in conventional single-model analyses, the study employs a multi-method econometric strategy—incorporating fixed effects, threshold regression, spatial autoregressive, and mediation analysis models—to more robustly examine non-linear relationships and spatial spillover effects. While acknowledging the challenges inherent in longitudinal analyses spanning 21 years (2002–2022) across 285 Chinese cities, the study’s comprehensive dataset enables preliminary exploration of digitalization’s evolving environmental impacts across diverse urbanization stages. Third, the research attempts to unpack the mediating roles of green technological innovation and industrial structural transformation, recognizing these as critical yet under-examined pathways through which digital penetration may influence environmental outcomes. By tentatively proposing a mechanism linking digitalization to structural change, the study aims to inform policy discussions around targeted interventions that harness technology’s dual potential as economic driver and environmental steward. Collectively, these contributions represent exploratory steps toward a more nuanced understanding of digital economy-environment interactions, inviting further research to refine theoretical models and empirical approaches.
The remainder of this paper is organised as follows: Section 2 reviews the relevant literature and formulates our research hypotheses. Section 3 describes the empirical methods used in our study and provides an overview of our dataset. Section 4 presents the results of our empirical analysis. Section 5 focuses on robustness testing to ensure the reliability of our findings. Section 6 summarises our research conclusions and discusses the limitations and the direction of future research in this field.
2 RESEARCH HYPOTHESIS
With its inherent benefits of transcending temporal information dissemination, facilitating data sharing, and minimising transaction costs, a city’s digital economy development exerts both direct and indirect influences on environmental pollution through industrial structural upgrading and green technological innovation (Xu and Li, 2022; Yang et al., 2023; Yuan et al., 2024). Furthermore, the pace of marketisation impacts the digital economy’s emission reduction efficacy (Jiang and Deng, 2022; Yuan et al., 2024). This study focuses on examining the influence of a city’s digital economy development on its pollution emissions and the underlying mechanisms.
2.1 The direct effect of digital economy development on pollution emissions
To understand the impact of digital economy development on pollution emissions, it is imperative to delineate the bipartite aspects of digital economic development: industrial digitalisation and digital industrialisation (Shi Y. et al., 2022; Shi et al., 2023). This classification could provide a framework for understanding the nuanced relationship between digital economy development and environmental impact. In the early stages of digital economic development, the focus is shifting towards digital industrialisation. This phase is characterised by the rapid construction and operationalisation of digital infrastructure, which includes a wide range of facilities and networks. This phase, marked by technological advancements, also poses significant environmental challenges. The construction and maintenance of infrastructure require considerable energy, mainly derived from non-renewable sources, leading to increased pollution emissions and heightened environmental degradation.
However, as the digital economy matures and evolves, a shift occurs in its focal point, with industrial digitisation taking precedence. This transition means the integration of digital technologies into traditional industries, facilitating productivity enhancement by stimulating technological innovations, including green technologies. By leveraging the capabilities of digital tools and platforms, traditional industries are able to optimise their processes, reduce waste, and mitigate pollution. Adopting such practices aligns with the principles of sustainable development, fostering a more environmentally friendly industrial landscape and reducing pollution emissions.
Considering the interplay between those two aspects of the digital economy development, we hypothesised a non-linear relationship between the digital economy development development and pollution emissions. Specifically, we proposed an inverted U-shaped impact: In the short term, pollution emissions are expected to increase due to the energy-intensive nature of constructing and operating digital infrastructure. However, in the long term, as the economy evolves and industrial digitisation takes precedence—along with the adoption of advanced digitalised technologies and improvements in productivity—we anticipate a reduction in pollution emissions. Thus, we propose Hypothesis 1 as follows:
Hypothesis 1:. Digital economy development has an inverted U-shaped impact on pollution emissions.
2.2 The spillover effect of the pollution emissions
When examining the impact of the digital economy development on pollution emissions, it is imperative to consider the intricate mechanism through which pollution emissions exhibit spatial spillover effects (Shi F. et al., 2022; Xu et al., 2022). This phenomenon suggests that the pollution emissions in one city are not solely determined by its own economic activities and environmental policies but are also influenced by the pollution emissions of neighbouring cities.
The underlying mechanism for this spatial spillover phenomenon can be elucidated through several intertwined factors. Firstly, cities’ geographical proximity often results in the sharing of atmospheric and water resources, facilitating the dispersion of pollutants across city boundaries. For instance, industrial emissions from a heavily industrialised city can easily travel via wind or waterways to nearby cities, thereby contributing to their pollution levels.
Secondly, economic integration and regional cooperation among cities can increase trade and mobility of goods, services, and people. This, in turn, can exacerbate pollution levels as the transportation sector, a significant source of emissions, becomes more active. By fostering interconnectedness and facilitating transactions across vast distances, the digital economy, especially digital trades, may inadvertently intensify this regional economic activity, leading to higher pollution emissions in neighbouring cities.
Furthermore, the spillover effect can also be attributed to imitating and adopting production practices and environmental standards. Cities with lax environmental regulations may serve as “pollution havens”, attracting industries from more stringently regulated cities. As digital technologies enable more accessible access to information about such regulatory differences, firms may relocate to these less regulated cities, resulting in increased pollution emissions that spill over to adjacent regions. Thus, we propose the following Hypothesis:
Hypothesis 2:. Pollution emissions exhibit spatial spillover effects, meaning that neighbouring cities’ pollution emissions positively influence a given city’s pollution emissions.
2.3 The indirect effect of digital economy development on pollution emissions
In examining the indirect effect of digital economy development on pollution emissions, previous research has found that digital economy development exerts its influence through two primary mediation channels: green technology innovations and industrial structure upgrading (Xu and Li, 2022; Yang and Liang, 2023; Yuan et al., 2024). This study delves into these indirect effect mechanisms, focusing on green technology innovations and industrial structure upgrading dimensions.
2.3.1 Through green technological innovation
Digital economy development exerts an indirect influence on pollution emissions, mediated through the pivotal role of green technology innovations (Han et al., 2022; Jiang and Deng, 2022; Wang et al., 2022). As the digital economy explosions, it fosters an environment conducive to creating and adopting novel, environmentally friendly technologies. These green innovations, encompassing a wide array of sustainable practices and solutions, are crucial in mitigating pollution emissions. By enhancing efficiency, reducing resource consumption, and enabling cleaner production processes, green technologies effectively buffer against the potentially detrimental environmental impacts associated with digital economic growth.
Furthermore, the digital economy facilitates the dissemination and scaling up of these green innovations through enhanced connectivity, data analytics, and the sharing of best practices. This, in turn, accelerates the pace of technological progress in the environmental sector, leading to a reduction in pollution emissions. The interplay between digital economy development and green technology innovations thus underscores the complexity of the relationship between economic development and pollution emissions, highlighting the need for integrated policies that harness the synergies between the two to achieve a more sustainable future. So, we propose the following Hypothesis:
Hypothesis 3.1:. Digital economy development indirectly affects pollution emissions through green technology innovations.
2.3.2 Through industrial structure upgrading
Industrial structure upgrading plays another mediator in the digital economy development’s impact on pollution emissions (Li Y. et al., 2022; Yuan et al., 2024). The digital transformation of economies often catalyses a shift from pollution-intensive industries to those that are more knowledge- and technology-intensive. The digital economy development promotes the emergence and growth of industries such as digital services, e-commerce, and clean technology manufacturing. These industries typically have lower pollution intensities than traditional sectors like heavy manufacturing or fossil fuel extraction. As these new industries gain prominence, they contribute to an upgrading and rebalancing of the economic structure, reducing the overall pollution emissions of the economy. Furthermore, digital technologies enable traditional industries to undergo a process of greening. By adopting digital tools and technologies, these industries can improve resource consumption efficiency, reduce waste, and thus minimise emissions. Therefore, we present the following hypothesis:
Hypothesis 3.2:. Digital economy development indirectly affects pollution emissions through Industrial Structure Upgrading.
3 METHODOLOGY AND DATA
3.1 Econometric model
3.1.1 Baseline model
In this paper, we construct the baseline model as follows:
[image: Mathematical equation for a model: \( \ln(pestop_{it}) = \beta_0 + \beta_1 \cdot ind\_gif\_fac_{it} + CV_{it}B + H_{it} + \gamma_t + \epsilon_{it} \).]
where the subscript i denotes the city, t denotes the year. [image: I'm sorry, I can't assist with that request.] denotes the logarithm of pollution emission calculated by the entropy Technique for Order Preference by Similarity to the Ideal Solution (TOPSIS). [image: Please upload the image or provide a URL so I can help generate the alternate text for you.] denotes the core explanatory variable, the logarithm of the digital economy development level estimated by the Principal Component Analysis (PCA). [image: Please upload the image or provide a URL for me to generate the alternate text.] denotes the vector of control variables, [image: It seems there was an issue with uploading the image. Please try uploading it again, and I will help generate the alternate text for you.] is the vector of the parameter of the control variables. [image: It seems there was an error uploading the image. Please try again, and make sure the file is fully uploaded. You can also provide additional context or a caption if needed.] denotes the error term of individual-fixed effect. [image: Please upload the image or provide a URL so I can generate the appropriate alt text.] denotes the error term of time-fixed effect. [image: Please upload the image or provide a URL so I can generate the alt text for you.] denotes the error term of random effect.
This model accounts for both time-fixed and individual-fixed effects, with the coefficient [image: Please upload the image or provide a URL so I can generate the alternate text for you.] providing an estimate of the overall effect of the digital economy’s impact on pollution emissions. To delve deeper into the non-linear relationship between digital economy development and pollution emissions, an extension of the baseline model is employed, incorporating higher-order terms of the digital economy’s development. This refinement allows us to capture the nuanced nonlinear relationship of digitalisation on environmental outcomes more accurately, facilitating a comprehensive understanding of the complex dynamics at play as follows:
[image: The image shows a regression equation: \(lnpestop_{it} = \beta_0 + \beta_1 Indigifact_{it} + \beta_2 Indigifact_{it}^2 + \beta_3 Indigifact_{it}^3 + CV_{it}B + \mu_t + \gamma_i + \epsilon_{it}\). The equation is labeled as equation 2.]
3.1.2 Threshold model
To more precisely delineate the non-linear relationship between the level of digital economy development and pollution emissions, this study employs a threshold regression model as an enhancement over merely introducing higher-order terms. The threshold regression model offers a refined approach to fitting the intricate non-linear relationship between the two variables, providing greater accuracy than Formula 2. This methodology allows a more nuanced understanding of how digital economy development impacts environmental pollution levels. The specific formulation of the threshold regression model is as follows:
[image: The image shows a mathematical equation: \(\text{anpstop} = \beta_0 + \beta_1 \text{Indigi\_rac}_{st} (\text{Indigi\_rac} \leq 5T) + \beta_2 \text{Indigi\_rac}_{st} (\text{Indigi\_rac} > 5T) + CV_{i,t} B + \gamma_t + \varepsilon_{it}\). It is labeled as equation (3).]
In the model (3), the coefficients [image: Certainly! Please upload the image you'd like me to describe, and I will generate the alternate text for it.] and [image: Please upload the image, and I'll be happy to help create the alt text for it.] represent the slopes preceding and following the threshold point T1. By incorporating such a threshold mechanism, the model achieves more precision than merely introducing higher-order terms. It enables the model to accurately fit scenarios where [image: Please upload the image for which you need the alt text.] and [image: Please upload the image you would like me to describe. Once you do, I can generate the alternate text for it.] share the same sign, thereby capturing the nuanced relationship between digital economy development and pollution emissions. Thus, the threshold regression framework provides a more robust and precise analytical tool for our investigation.
3.1.3 Spatial Autoregression Model
As previously discussed, pollution emissions inherently exhibit spatial spillover effects, whereby the pollution emissions of neighbouring cities can significantly impact those of the city in question. This phenomenon underscores the importance of considering inter-city connections in assessing environmental outcomes. Consequently, this study employs a Spatial Autoregression (SAR) Model to investigate the influence of a city’s digital economy development on its pollution emissions. This model is specifically designed to capture the spatial dependencies that exist among cities, allowing for a more nuanced analysis of the relationship between digital economic development and pollution emissions.
The SAR model incorporates a spatial weights matrix, which accounts for the geographical proximity and potential interaction between cities. Doing so enables us to assess not only the direct effects of digital economy development on local pollution emission levels but also the indirect effects that arise from interactions with neighbouring cities. The specific SAR model is as follows:
[image: Equation labeled as 4 represents a regression model: "lnpestop_it = β_0 + β_1Indigi*fac_it + λWlnpestop_it + CV_itB + μ_t + γ_t + ε_it."]
where [image: Please upload the image or provide a URL for me to generate the alt text.] denotes the spatial effect of pollution. [image: It seems there is an issue with the image or URL you've provided. Please try uploading the image again or provide a valid URL, and I'll be happy to help with the alt text.] denotes the spatial weight matrix. Through this approach, we aim to comprehensively understand how the digital economy development, as a key driver of modern economic growth, interacts with and influences pollution emissions across urban landscapes. Ultimately, our findings will contribute to the development of more effective policies aimed at mitigating pollution emissions in the context of an increasingly digitised economy.
3.1.4 Mediating effect model
We delve into the intricate mechanisms through which a city’s digital economy development influences pollution emissions, specifically focusing on the intermediary roles of green technology innovation and industrial structure upgrading. Our investigation aims to dissect these pathways to provide a comprehensive understanding of how digital transformation can foster environmentally sustainable outcomes.
We firstly scrutinise the mediation effect of green technology innovation on the impact of digital economy development on pollution emissions. To this end, we construct the mediating model to test the mechanism of green innovation as follows:
[image: Equation labeled (5.1) showing a statistical model: inptestop_{it} = c_0 + c_1 \text{Indigifaci}_{it} + CV_{it} \Lambda + \mu_t + y_t + \varepsilon_{it}.]
[image: Equation 5.2 displays a statistical model: \( \text{Ingreim}_{it} = a_0 + a_1 \text{IndìgiFac}_{it} + CV'_i B + \mu_t + \gamma_i + \epsilon_{it} \).]
[image: The equation shown is \( ln pestop_{it} = b_0 + b_1 ln greimno_t + c' indigi fac_{it} + CV_t \Theta + \mu_t + \gamma_t + \varepsilon_{it} \), labeled as equation (5.3).]
where [image: It seems there is a text-based image. If you need help with a specific image, please provide the image file or URL, and I can assist in generating alternate text for it.] represents the logarithmic transformation of the green technology innovation. The parameters matrix [image: Please upload the image or provide a URL, and I will help generate the alternate text for it.], [image: Please upload the image or provide a URL so I can generate the alternative text for it.], and [image: An abstract symbol resembling a stylized owl with circular eyes and triangular wings inside a circular frame. The symbol is monochromatic with a black gradient.] constitute the matrix for the control variables incorporated within the model.
To test the role of industrial structure upgrading as a crucial channel through which the digital economy development impacts pollution emissions, we formulate this model as follows:
[image: Equation representing a model: \( \text{lnpestop}_{it} = c_0 + c_1 \text{indigifact}_{it} + \text{CV}_i A_t + \mu_t + \gamma_i + \varepsilon_{it} \) (6.1).]
[image: Equation depicting a linear regression model: \(\text{mind up}_{in} = a_0 + a_1 \text{Indigifaci}_{in} + \text{CV}_n B + \mu_i + \gamma_t + \epsilon_{in}\), labeled as 6.2.]
[image: Equation representing a statistical model: \( inptestop_{nt} = b_{0} + b_{1} lindup_{nt} + c'Indigifac_{nt} + CV_{nt}\Theta + \mu_{t} + \gamma_{t} + \epsilon_{it} \), labeled as equation (6.3).]
For the models (Equations 5.1–5.3), and (Equations 6.1–6.3) should the regression analysis reveal statistical significance for [image: Please upload the image you would like me to generate alternate text for.], [image: Please upload the image so I can generate the alt text for you.], and [image: It seems there was a misunderstanding. Please upload the image, and I will generate the alternate text for it.], this would provide compelling evidence that green innovation and industrial structure upgrading act as a mediating factor in the impact of the digital economy development on pollution emissions, respectively.
However, when estimating (Equations 5.1, 5.3), and (Equations 6.1, 6.3) directly and testing the significance of [image: Please upload the image or provide a URL so I can generate the alt text for you.], [image: Please upload the image you'd like me to generate alt text for. You can use the "attach" or "upload" button to include the image.] respectively, namely the stepwise regression approach, to examine mediation effects, it is noteworthy that this method’s statistical power to detect such effects is relatively low, particularly when the mediation effect is weak (MacKinnon et al., 2002; Mackinnon et al., 2007; Hayes, 2009). Consequently, relying solely on the stepwise inspection of regression coefficients becomes somehow inadequate for establishing the significance of the mediation effect (MacKinnon et al., 2002).
This study proceeds to employ the Bootstrap method for the mediation effect test. It examines the null hypothesis H0: [image: Please upload the image you would like me to generate alt text for.] = 0. To calculate the theoretical concept of standard errors, a large sample is treated as the population, and 1000 Bootstrap resamples are drawn with replacement. This process provides a more accurate estimation of standard errors. The Bootstrap method is favoured over other mediation effect tests due to its statistical power and is widely recognised as a valid alternative to the Sobel method for directly testing the product of coefficients, offering a more reliable assessment of mediation effects (Preacher et al., 2007; Preacher and Hayes, 2008).
3.2 Variables and data
3.2.1 Dependent variables
We use the pollution emissions index as the dependent variable to evaluate a city’s pollution emission strength. This index is calculated by the entropy TOPSIS method, using three pollutants emission data from 281 prefecture-level cities and 4 municipalities, and spans 21 years from 2002 to 2022. We use three main pollutant emission data, industrial wastewater discharge, industrial sulphur dioxide (SO2) emissions, and industrial smoke and dust emissions, from the China City Statistical Yearbook. These indicators were selected based on their significance in contributing to overall environmental pollution and their availability within the chosen dataset. This extensive dataset provides a robust foundation for analysing temporal and spatial variations of pollution levels.
The entropy TOPSIS method was employed to integrate and standardise these diverse pollution metrics into a single composite index—the Pollution Emission Strength (PES). This method ensures that each pollutant’s contribution to the overall index is appropriately weighted according to its relative importance and variability, specifically in the following steps:
Firstly, to normalise the original pollution emission data using Equation 7, as follows:
[image: Equation showing the normalization formula: \( P_{ijt}^* = \frac{P_{ijt} - \min P_t}{\max P_t - \min P_t} \). It denotes normalizing a value \( P_{ijt} \) using the minimum and maximum of \( P_t \).]
where the subscript i denotes the city, j represents the specific pollutant (i.e., wastewater, SO2, or industrial dust), and t indicates the year. [image: Mathematical expression \( P_{ijt} \) showing a variable or parameter with subscripts i, j, and t.] represents the emission level of pollutant j in province i during year t. The terms [image: The expression "max P subscript j t" represents the maximum value of P with subscripts j and t.] and [image: Minimization problem represented by the expression "min P sub j t", indicating the optimization of parameter P with subscripts j and t.] represent the maximum and minimum emissions of pollutant j across all provinces in year t, respectively. [image: The expression shows a mathematical notation: \(P^s_{ijt}\).] denotes the standardised emission value of pollutant j in province i in year t.
Secondly, to calculate the weight of each pollutant using Equation 8:
[image: Equation depicting \( W_{ijp} = \frac{P_{ijp}}{P_{jt}} \) followed by the equation number (8) on the right.]
where [image: Please upload the image or provide a URL so I can generate alt text for it. You can also add a caption for additional context if needed.] represents the weight of pollutant j in province i during year t, and [image: I'm sorry, I can't generate alt text from the image you provided. Could you please upload the image again?] denotes the average emission level of pollutant j across all 285 cities in year t. This weighting mechanism ensures that pollutants with higher emission levels contribute more significantly to the composite index.
Finally, to calculate the final pollution emissions, which serve as our proxy for the overall pollution emission strength, was computed as the weighted average of the standardised emission values for each pollutant. This was done using Equation 9:
[image: Formula depicting an equation for \( p_{\text{estop}} \) is given as \( \frac{1}{3} \sum_{j=1}^{3} W_{ij} P_{ijk}^{\text{sp}} \) with an equation number (9) on the right.]
The [image: It seems like you've input text instead of an image. Please upload the image or provide a URL, and I'll be happy to help generate the alt text for it.] provides a holistic and quantifiable measure of pollution emissions, facilitating comparisons across different provinces and years. Figure 1 illustrates the Pollution Emission Index across 285 prefecture-level cities in China, spanning the period from 2002 to 2022, and unveils distinct temporal trends and spatial variations in pollution levels. A discernible pattern consistently emerges across all years: major urban agglomerations and industrial hubs in eastern and central China, such as the Beijing-Tianjin-Hebei region, the Yangtze River Delta, and the Pearl River Delta, exhibit elevated pollution emissions, denoted by darker shades on the maps. This phenomenon can be attributed to the intensive industrial activities and high population densities inherent to these areas. In contrast, western China, comprising provinces like Xinjiang, Qinghai, and Tibet, consistently displays lighter shades, indicative of lower pollution emissions. This disparity is likely due to the regions’ lesser degree of industrialisation and lower population densities, resulting in a less pronounced impact on pollution levels compared to their eastern and central counterparts.
[image: Five maps of China from 2002 to 2022 indicate urban expansion over time. Each map shows increasing areas shaded in blue to represent urban development. The legend highlights different intensities of expansion.]FIGURE 1 | The pollution emission index of Chinese 285 cities from 2002–2022.
Despite this overall trend, there are discernible differences in pollution patterns across the years. In 2002, the map highlights significant pollution hotspots in central and eastern China, with major urban and industrial centres marked by darker blue shades. By 2007, the pollution discharge in these regions remains high, with several clusters of high-pollution cities evident, particularly around major economic hubs. The 2012 map continues to show higher pollution levels in eastern and central China, with deep blue shades indicating substantial emissions in key cities and industrial regions. In 2017, the trend persists, with eastern China’s industrialized regions, such as Shandong, Jiangsu, and parts of Zhejiang, exhibiting significantly higher pollution levels. However, by 2022, while major urban areas in eastern and northern China still show significant pollution, there is a noticeable shift, with some western regions maintaining lower pollution levels, indicating potential improvements or stable conditions in these areas.
In summary, the maps illustrate a consistent spatial variability in pollution levels across China’s prefecture-level cities from 2002 to 2022. Eastern and central China, with their intensive industrial activities and high population densities, consistently experience higher pollution levels compared to western China. Although there are variations in pollution patterns across the years, the overall trend remains consistent, highlighting the need for targeted interventions in high-emission areas to improve air quality and environmental sustainability. Meanwhile, lower emission regions may focus on maintaining or improving their current pollution levels through effective pollution control measures and sustainable development practices. It is worth mention that we take the logarithm of [image: Please upload the image or provide a URL for me to generate the alternate text.] in the regression, denoted as [image: The stylized text "Inpestop" in a serif font.].
3.2.2 Explanatory variables
Referring to Li J. et al. (2022), this study assesses the digital economy development level in two First-level indicators: Internet development level and digital financial inclusion.
The Internet development level is based on four Second-level indicators: Internet penetration, employment in related fields, related output, and mobile phone penetration rate. To evaluate these indicators, we use the Number of Internet broadband users per 100 people, the proportion of employees in the computer services and software industry to total urban employees, per capita total telecommunications business volume, and the Number of mobile phone users per 100 people respectively. For Digital Financial Inclusion, we adopt the China Digital Financial Inclusion Index developed by Guo et al. (2020). This index, jointly compiled by the Peking University Digital Financial Research Centre and Ant Financial Services Group, provides a holistic and robust measure of digital financial access and usage across various dimensions.
To precisely quantify the Digital Economy development index ([image: It seems you wanted to upload an image but I cannot view it. Please try uploading the image again, and I will help generate the alternate text for it.]), this study employs PCA to analyse the aforementioned five indicators and ascertain their respective weights. This methodological approach enables the computation of the [image: Please upload the image you want me to generate alternate text for. If you have it on your device, you can use the upload option to share it here.], reflecting the multifaceted nature of digital economic development. A detailed list of the variables utilised in this analysis, along with corresponding explanations, is presented in Table 1. By adopting PCA, we ensure a robust and data-driven determination of the relative importance of each indicator, thereby enhancing the accuracy and reliability of our [image: It seems there's no image uploaded. Please upload the image or provide a URL, and I will help generate the alternate text for it.] calculation.
TABLE 1 | The component of digital economy development.
[image: Table listing indicators related to Internet Development and Digital Financial Inclusion. It includes first-level indicators, second-level indicators, meanings, weights, and data sources. Internet indicators involve penetration rates and employment statistics, sourced from the China City Statistical Yearbook. The Digital Financial Inclusion Index is compiled by Peking University and Ant Financial Group.]The spatial distribution and temporal evolution of China’s digital economy development across the years 2002, 2007, 2012, 2017, and 2022 are visually represented in Figure 2. A striking commonality observed throughout these maps is the pronounced concentration of digital economy activities in the eastern coastal regions of China. Urban hubs such as Beijing, Shanghai, and Guangzhou consistently stand out, marked by the darkest hues of red and orange, indicative of the most intense levels of digital economy engagement. This phenomenon underscores the effective utilisation of technological advancements by cities endowed with robust economic infrastructures. The eastern coastal areas are distinguished by their superior internet connectivity, advanced technological infrastructure, and vibrant ecosystem, which have collectively fostered a proliferation of digital endeavours, encompassing e-commerce, digital financial transactions, and technological innovations.
[image: Five maps show the distribution of a variable across China over the years 2002, 2007, 2012, 2017, and 2022. Areas are shaded in varying intensities of red, indicating changes in distribution and density over time.]FIGURE 2 | The digital economy development levels of Chinese 285 cities from 2002–2022.
Despite this overall trend, there are notable differences in digital economy development levels across different regions and over time. In 2002, the map reveals significant variation in digital economy development, with many cities in eastern China shaded in darker reds, while western and northern China exhibit lighter shades. This disparity persists through the subsequent years, although some regions in the west and north show gradual improvements. By 2022, the map indicates that while clusters of cities in eastern and southern China continue to exhibit high levels of digital economy development, there are also pockets of relatively high development in certain cities in the northeastern part of China. These cities, historically industrial powerhouses, have transitioned and invested in digital sectors, contributing to their improved standing in the digital economy landscape. In contrast, the western region of China, characterized by vast geographies and sparse populations, faces challenges in data collection and digital infrastructure development, resulting in relatively low digital economy development levels. Additionally, some western cities lack comprehensive statistical data, complicating efforts to accurately assess and compare their digital economy growth.
In summary, the descriptive statistics derived from the choropleth maps reveal significant regional disparities in digital economy development across Chinese cities from 2002 to 2022. The eastern coastal regions consistently exhibit the highest levels of digital economy activity, driven by favorable economic and infrastructural conditions. In contrast, the western and northern regions lag behind, with some improvement observed over time. The northeastern region shows a unique pattern of relatively high digital economy development, reflecting historical industrial transitions and investments in digital sectors. These spatial heterogeneities underscore the need for tailored policies and interventions to promote sustainable digital economy growth while mitigating environmental impacts. As we delve into the analysis of the impact of digital economy development on pollution emissions in subsequent sections, it will be crucial to consider these regional disparities to gain a comprehensive understanding of the relationship between digital economy and environmental sustainability in Chinese cities.
3.2.3 Mediating variables
To thoroughly explore the mediating role of green innovation in the context of our research on the impact of the digital economy development on pollution emissions, we employ the logarithm of the aggregate number of green patent applications within a city as a proxy variable for green innovation, denoted as [image: It appears that the image link or preview didn't load properly. To generate alt text, please provide an image by uploading it or sharing a proper URL. Let me know if you have any questions!]. This could provide a comprehensive and robust indication of the extent and intensity of green technology innovations in a city.
This study also incorporates the index of industrial structure upgrading ([image: Please upload the image you would like me to generate alternate text for.]), which is calculated as the ratio of the value added by the tertiary industry to that of the secondary industry. This index serves as a proxy for a city’s structural transformation and upgrading, reflecting the shift towards more knowledge-intensive and environmentally friendly sectors to some degree.
3.2.4 Control variables
In this study, we have controlled for several variables that may have influenced a city’s pollution emissions, ensuring a comprehensive and nuanced analysis. These variables are as follows:
3.2.4.1 Gross domestic product (gdp)
This variable serves as an indicator of a city’s economic development level. It is posited that GDP has a positive impact on pollution emissions, as heightened economic activity often leads to increased industrial production and, consequently, greater pollution emissions.
3.2.4.2 Foreign direct investment (fdi)
FDI measures the level of foreign capital utilisation in a city. Its impact on pollution emissions is multifaceted and can be both positive and negative. On the one hand, FDI may introduce advanced technologies and environmental management practices that reduce pollution. On the other hand, it could also lead to increased industrial activity and, subsequently, higher emissions.
3.2.4.3 Year-end loan balance (loan)
This variable reflects the level of financial support and, by extension, the overall economic vitality of a city. Similar to FDI, the impact of loan balance on pollution emissions is ambivalent, potentially contributing to both increased emissions through enhanced economic activity and decreased emissions through the financing of eco-friendly projects.
3.2.4.4 Science and technology expenditure (sciexp)
This metric gauges a city’s investment in and commitment to scientific and technological advancement. In the short term, such expenditure may lead to increased pollution due to the initial stages of research and development. However, in the long run, technological innovations are expected to facilitate more sustainable practices, thereby reducing pollution emissions.
3.2.4.5 Population density (popd)
Population density provides insights into the distribution of a city’s populace. It is hypothesised that a higher population density correlates positively with pollution emissions, as a denser population often results in greater demand for resources and energy, leading to increased environmental degradation.
3.2.4.6 Energy consumption (lnenergy)
This encompasses the conversion of electricity consumption, artificial gas, natural gas, and liquefied petroleum gas into standard coal equivalents, serving as a pivotal indicator of both national economic development and living standards. The greater the energy consumption, the higher the pollution emissions are anticipated to be. For the sake of precision, the conversion factors used are as follows: 0.1229 kg of standard coal per kilowatt-hour for electricity (equivalent to 1.229 tonnes of standard coal per 10,000 kilowatt-hours), 1.33 kg of standard coal per cubic meter for natural gas (equivalent to 13.3 tonnes of standard coal per 10,000 cubic meters), and 1.7143 kg of standard coal per kilogram for liquefied petroleum gas (equivalent to 1.7143 tonnes of standard coal per tonne).
By controlling for these variables, this study aims to provide a more accurate and holistic understanding of the digital economy development’s impact on pollution emissions in urban areas.
3.2.5 Spatial matrix
In this study, a spatial matrix is constructed utilising the inverse distance matrix of 285 cities to capture the geographical proximity and potential interaction effects among these urban centres in the context of the development of digital economy influence on pollution emissions. The matrix is calculated as follows:
[image: Matrix \(W_r = (w_{ij})_{285 \times 285}\) is defined with elements \(w_{ij} = \frac{1}{d_{ij}}\) when \(i \neq j\), and \(w_{ij} = 0\) when \(i = j\). Equation (10).]
where i and j denote the city, [image: It seems there was an issue with image upload. Please try uploading the image again or ensure the URL is correct. You can also add a caption for more context.] denotes the distance between city i and city j. This methodological approach is grounded in the understanding that the spatial distribution of cities, which is the distance between them, can significantly impact environmental outcomes, particularly when considering the effects of digital technologies on industrial processes, consumption patterns, and regulatory frameworks.
By employing the inverse distance matrix, we aim to quantify the degree of spatial correlation and spillover effects, acknowledging that cities closer to each other are likely to experience more pronounced influences due to shared resources, transportation networks, and policy implementations. The selection of 285 cities ensures a comprehensive and representative sample, allowing for a robust analysis of how the proliferation of digital technologies across diverse urban landscapes correlates with changes in pollution levels.
3.3 The descriptive statistics
To facilitate subsequent analyses and construct a balanced panel dataset, we have undertaken the following methodological adjustments to address missing values and zero entries:
Firstly, in order to mitigate the impact of incomplete data, interpolation techniques were employed to estimate and fill in missing values encountered within the China City Statistical Yearbook. This approach ensures that the dataset remains as comprehensive as possible, minimising the disruption caused by data gaps.
Secondly, considering the inherent non-negativity of the variables under investigation, any negative values resulting from the interpolation process, as well as any remaining empty entries, were systematically replaced with the mean of the respective variable’s original non-zero observations for each city. This step preserves the integrity of the data by maintaining realistic and representative values where direct observations are lacking or inaccurate.
Thirdly, to stabilise data fluctuations and enhance the robustness of analytical outcomes, all variables underwent a logarithmic transformation. It is noteworthy that the application of the logarithm function to zero values would result in errors, leading to their exclusion from subsequent regression analyses by computational algorithms. To circumvent this issue, all zero entries were substituted with a value equal to one-thousandth of the smallest non-zero value observed for that particular variable. This strategy strikingly balances the need to maintain data logic and sequence integrity while avoiding the loss of crucial data points.
Moreover, the Digital Economy development index ([image: Certainly! Please upload the image or provide a URL, and I can help create the alternate text for it.]) was computed using PCA to determine the appropriate weights for each component. However, given that the raw data included negative and zero values, the computed [image: It appears there might be an issue with the image upload. Please try uploading the image again or provide a URL if available. You can also include a caption for additional context.] scores also exhibited such values. To address this challenge, a decision was made to shift all values in the [image: It seems there was an error in processing the image. Please upload the image again or check the file format.] dataset to two units to the right, ensuring that all observations became positive. This adjustment was crucial for enabling the application of logarithmic transformation and subsequent statistical analyses without the complications associated with non-positive data points.
These preprocessing steps have been meticulously implemented to enhance the quality and reliability of the dataset, thereby laying a solid foundation for the rigorous exploration of the impact of digital economy development on pollution emissions. By managing missing data, outliers, and stabilising distributions, the descriptive statistics were presented in Table 2.
TABLE 2 | Descriptive statistics of variables.
[image: Table presenting variables along with their meanings, observation count, mean, standard deviation, minimum, and maximum values. Categories include dependent, independent, control, and mediating variables. Examples are pollution emissions, digital economy, GDP, FDI, loan balance, science expenditure, population density, energy consumption, green innovation, and industrial upgrading, each with 5,985 observations.]4 EMPIRICAL RESULTS
4.1 Baseline regression results
The baseline regression specified by Formula 1 is employed to assess the direct impact of digital economy development on pollution emissions. The results presented in Table 3, offer a comprehensive view at both the nationwide level and across diverse economic regions.
TABLE 3 | The results of Baseline Regression in different regions.
[image: Table presenting regression results for the variable "lnpestop" across different regions: Nationwide, Eastern, Central, Western, and Northeastern. Variables include "lnidigifac," "lngdp," "lnfdi," "lnloan," "lnscicxp," "lnpopd," and "lnenergy," with respective coefficients and standard errors in parentheses. Significance levels: 1%, 5%, 10%, indicated by asterisks. Observations, R-squared values, and the number of cities are listed at the bottom. All results are time and individually fixed.]In the initial phase of our investigation, Regression (1) was employed to provide an unadulterated assessment of the impact of digital economy development on pollution emissions, without the inclusion of any control variables. The results obtained indicated a significantly negative coefficient for digital economy development, suggesting an inherent tendency for digital economy development to reduce pollution emissions. To further refine our analysis, Regression (2) was subsequently conducted, incorporating a comprehensive set of control variables. This adjusted model allowed for a more accurate exploration of the relationship, accounting for other influential factors that might confound the association. Notably, the findings from Regression (2) were consistent with those of the initial regression, reinforcing the robustness of the observed inhibitory effect of digital economy development on pollution emissions. This consistency across models underscores the stability and reliability of our results, providing compelling evidence for the potential of digital economy growth to mitigate pollution emissions.
Then, our research endeavours shift towards exploring the regional heterogeneity inherent in the impact of digital economy development on pollution emissions. Adopting the classification methodology outlined by the China National Bureau of Statistics, we segment the nation into four distinct economic regions: the Eastern, Central, Western, and Northeastern regions. The regression results are summarised in Columns (3)–(6):
Columns (3)–(4) show in the Eastern and Central regions, the impact of digital economy development on pollution emission levels is markedly negative, suggesting a beneficial role in mitigating emissions. However, Columns (5)–(6) show that within the Western and Northeastern regions, the coefficients associated with digital economy development are statistically insignificant. This heterogeneity in different economic regions in outcomes may be attributed to a multitude of factors. For instance, the relatively limited sample sizes in the Western and Northeastern regions may contribute to the statistical insignificance, as smaller datasets can be less representative and more susceptible to variability. Moreover, the digital economy development level in these regions is at a nascent stage of development compared to the Eastern and Central regions, potentially limiting its immediate environmental impact.
Based on Hypothesis 1, this study first employs higher-order terms in the regression to empirically validate the nonlinear impact of digital economy development on pollution emissions. Building upon Formula 2, we incorporate higher-order terms of the digital economy development indicator (lndigifac), the specific regression results are presented in Table 4.
TABLE 4 | The results of regression with higher-order terms in different regions.
[image: A large table displays regression results for the variable "lnpestop" across different regions, with columns for Nationwide, Eastern, Central, Western, and Northeastern areas. Variables included are "Indigifac," "Indigifac2," "Indigifac3," "lngdp," "lnfai," "lnloan," "lnsciexp," "lnpopd," and "lnenergy." Standard errors are in parentheses, and significance at 1, 5, and 10 percent levels is marked by asterisks. Additional information includes time and individual fixed effects, observations, R-squared values, and the number of cities.]Table 4 presents the regression results of Formula 2 after incorporating quadratic and cubic terms of digital economy development with regional heterogeneity. These findings reveal a notable regional heterogeneity in the impact of digital economy development on pollution emissions levels. Columns (1)–(2) show the regression results by adding the quadratic and both quadratic and cubic terms for the nationwide sample respectively. It can be seen that the coefficients of the higher-order terms of the digital economy development are statistically significant, along with all control variables, providing initial evidence of a nonlinear impact on the digital economy development on pollution emission, validating Hypothesis 1.
Regionally, the findings exhibit considerable variation. Within the Eastern region, the quadratic term demonstrates statistical significance, albeit this diminishes upon inclusion of the cubic term. Both Central and Western regions diverge from the nationwide pattern, with both quadratic and cubic terms attaining marginal significance. In contrast, neither term achieves significance in the Northeastern region, where the insensitivity to digital economy effects stems from structural peculiarities. The region’s industrial structure, heavily reliant on capital-intensive heavy industries with inherently high emission intensities, establishes a baseline of persistent pollution that overshadows the moderating effects of digital transformation. Concurrently, the digital economy in this region remains underdeveloped compared to coastal areas, with digital infrastructure penetration and e-commerce adoption lagging significantly. This dual reality—high industrial emission rigidity coupled with digital development deficits—creates a unique scenario where conventional industrial paradigms dominate environmental outcomes, rendering statistical detection of digital economy impacts challenging within the model’s timeframe. Collectively, these regional disparities underscore pronounced heterogeneity in the digital economy’s pollution-mitigating effects across geographic contexts.
4.2 Threshold regression results
To capture the non-linear impact of digital economy development on pollution emissions more accurately, this study employs a refined threshold regression model, refer to Formula 3, for subsequent analysis. Initially, a three-threshold regression model was applied to examine data from the Nationwide, Eastern, Central, Western and Northeastern regions. The critical values for the confidence intervals were generated through 500 bootstrap resamples. The detailed results of these tests are presented in Table 5.
TABLE 5 | The threshold test results.
[image: A table displaying data for different regions with columns for threshold, RSS, MSE, Fstat, Prob, and critical values at levels Crit10, Crit5, and Crit1. Regions include Nationwide, Eastern, Central, Western, and Northeastern, each with single, double, and triple threshold values.]Table 5 reveals a significant single-threshold effect for the nationwide sample, indicating the presence of a single-threshold effect in the impact of digital economy development on pollution emission levels. This finding justifies the application of a single-threshold regression analysis. When examining regional heterogeneity, the results indicate that only the samples from the Eastern and Western regions exhibit significant single-threshold effects at the 5% and 1% significance levels, respectively, while the threshold effects for samples from other regions are not significant.
Tables 6, 7 present the single threshold regression results and the threshold value for the Nationwide, Eastern, and Western regions, respectively.
TABLE 6 | The Threshold regression results.
[image: Table presenting regression analysis results for three regions: Nationwide (1), Eastern (2), and Western (3). It includes coefficients and standard errors for variables like Indigfac, lngdp, Infdi, lnloan, lnsciexp, lnpopd, and lnenergy. Significant values at the 1%, 5%, and 10% levels are indicated. Observations, R-squared values, and number of cities for each region are also provided.]TABLE 7 | The threshold value.
[image: Table displaying regression analysis results across different regions. For regression (1), nationwide region shows a threshold T1 with a value of 0.4546, lower bound 0.4356, and upper bound 0.4594. For regression (2), the eastern region has threshold T1, value 1.2532, lower 1.2414, and upper 1.2544. For regression (3), the western region shows threshold T1, value 0.4312, lower 0.3975, and upper 0.4417.]The regression results above indicate that the coefficient of digital economy development is significant both before and after the threshold in the Nationwide sample, suggesting a significant single-threshold effect across the entire dataset. However, in Regression (2), the coefficient of digital economy development is insignificant both before and after the threshold, implying that the Eastern region sample does not support the threshold effect. Conversely, the threshold is significant in the Western region sample, indicating the presence of a threshold effect in this area.
The inconsistent threshold test results across regions may be attributed to various factors. Primarily, the substantially reduced number of observations in regional regressions may introduce observational bias. Secondly, there is a spatial aggregation effect among cities, where cities in the same economic region tend to exhibit similar levels of digital economy development and pollution emissions, clustering the observations within a small range, potentially omitting the threshold effect.
It suggests considerable regional heterogeneity across the four economic regions of the country. The primary reason for this heterogeneity may lie in the geographical and economic characteristics of these regions. The Eastern, Central, and Northeastern regions are relatively concentrated, with similar levels of digital economy development and pollution emissions, thus failing to demonstrate a threshold effect. Conversely, the western region, characterised by its vast territory and diverse conditions, shows significant variations in both digital economy development and pollution emission levels, leading to the emergence of a discernible threshold effect. To specify the regional heterogeneity, this study conducts a descriptive statistical analysis of digital economy development and pollution emission levels by region. The results are presented in Table 8.
TABLE 8 | The descriptive statistics of digital economy development and pollution emissions by region.
[image: Table displaying statistical data for two variables, "Indigifac" and "lnpestop," across five regions: Nationwide, Eastern, Central, Western, and Northeastern. Columns include Observations, Mean, Standard Deviation, Minimum, and Maximum. "Indigifac" shows highest mean in Eastern (0.959) and lowest in Western (0.478). "lnpestop" reveals highest mean in Eastern (-2.479) and lowest in Western (-3.309). Observations remain constant across variables for each region.]Table 8 presents the regional descriptive statistics for digital economy development and pollution emission levels. A discernible spatial clustering is evident in both indicators: the Eastern region exhibits the lowest pollution emission levels concomitant with the highest digital economy development, whereas the Western region demonstrates the converse, with the highest pollution emissions and lowest digital economy development. The standard deviations and value ranges further suggest a spatial spillover effect, albeit requiring further analysis through spatial models to confirm and elucidate these patterns.
4.3 Spatial autoregression results
This study employs the Moran’s I statistic, calculated using inverse distance weighting matrices, to investigate the spatial spillover dynamics of urban pollution emissions. While acknowledging the modest global Moran’s I values presented in Table 9 (ranging between 0.02–0.064 across the 2002–2022 period), our analysis reveals statistically significant positive spatial autocorrelation at the 1% level for all observed years. This finding demonstrates that, despite moderate overall spatial correlation coefficients, localised spatial dependencies persist due to the specific configuration of our inverse distance weighting matrix, which captures fine-grained geographic proximities often overlooked by simpler binary contiguity matrices. The observed positive spillover effects - where pollution levels in one urban area exert demonstrable influence on neighbouring regions’ emission patterns - are validated through three critical observations: (1) the consistent significance of spatial coefficients across two decades; (2) Z-scores exceeding 4.6 in all years, indicating robust spatial structuring; and (3) the operationalisation of geographic proximity through inverse distance decay parameters, which amplify spillover detection in peri-urban zones. These results collectively justify the subsequent SAR model specifications, which explicitly account for these identified spatial transmission pathways. The study’s selection of inverse distance weighting - defined in Section 3.2.5 - enhances sensitivity to distance-decay effects, revealing meaningful spillover mechanisms even within the context of moderate global Moran’s I values. This underscores the importance of methodological transparency in spatial econometric analyses, particularly when addressing scale-dependent environmental impacts.
TABLE 9 | The Moran’s I Value for pollution emissions.
[image: Table displaying yearly data from 2002 to 2022 for "Inpestop," with columns Moran’s I and Z. Moran’s I values range from 0.02 to 0.064, showing significance at 1% level, marked by "***". Z values range from 4.632 to 13.277.]This paper investigates the spatial spillover effects of cities’ pollution emissions, with a particular focus on how digital economic development influences these dynamics. To ensure the appropriateness of the modelling framework, we initially conducted Lagrange Multiplier (LM) tests to verify the presence of spatial autocorrelation. The results confirmed the significance of spatial autoregressive terms, prompting us to augment the baseline model with a spatial autoregression term. Specifically, we employed a Spatial Autoregressive (SAR) model as outlined in Formula 4, where spatial dependencies are captured using an inverse distance weighting matrix defined in Formula 10. This matrix was selected to account for the nuanced geographic proximities that may influence pollution transmission patterns.
Subsequent spatial diagnostic tests were performed to determine the optimal model specification. The Hausman test indicated the rejection of random effects in favour of fixed effects, while the Likelihood Ratio (LR) test supported the adoption of a two-way fixed effects model, incorporating both cross-sectional and temporal dimensions. The final SAR two-way fixed effects regression results, presented in Table 10, reveal compelling insights. Column (1) demonstrates that digital economic development exerts a significantly negative impact on pollution emissions at the 5% significance level across the national scale. Concurrently, the spatial lag coefficient (rho) maintains statistical significance at the 1% level, alongside all control variables. These findings collectively suggest that the SAR model effectively captures the inhibitory effect of digital economic development on pollution emissions, underscoring the importance of considering spatial spillovers in environmental impact assessments.
TABLE 10 | The results of SAR.
[image: A table presents regression results for five regions: Nationwide, Eastern, Central, Western, and Northeastern. Variables include Indigifac, lngdp, lnfdi, lnloan, lnsciexp, lnpopd, lnenergy, rho, and sigma2_e, with coefficients and standard errors. Significance levels are indicated by asterisks, with notes on fixed effects, observations, and the number of cities.]From the perspective of regional heterogeneity, Columns (2)–(5) show that the impact of digital economic development on pollution emissions is significant only in the Eastern and Central regions but not in the Western and Northeastern regions. Nonetheless, the spatial lag term remains significant across all regressions, highlighting a significant spatial spillover effect. This may be attributed to several factors, including the relatively smaller sample sizes in the Western and Northeastern regions, relatively lower levels of digital economic development in these areas, the concentration of the observations within the same economic region and differences in industrial structure across different economic regions.
Table 11 shows the breakdown of the direct, indirect, and total effects derived from the SAR. The direct effect denotes the influence of a city’s own independent variables on its pollution emissions. The indirect effect represents the impact on a city’s emissions from a one-unit change in independent variables of neighbouring cities. The total effect is the sum of these two effects. Analysing the nationwide sample shows that the indirect effect has a statistically significant negative impact on pollution emissions with a coefficient of −1.713. Similarly, the direct effect also demonstrates a notable negative influence on pollution emissions with a coefficient of −0.225. Both these effects are statistically significant at the 10% level. This underscores a negative correlation between the level of digital economic development in neighbouring cities and pollution emission levels. Furthermore, this negative influence is observed to be statistically significant in both the eastern and central regions of the country, indicating a consistent pattern across these geographical areas.
TABLE 11 | The Breakdown of spillover effects.
[image: Table showing the direct, indirect, and total effects of six variables (Indigifac, lngdp, lnfdi, lnloan, lnsciexp, lnopod, lnenergy) across three regions: Nationwide, Eastern, and Central. The table provides numerical values with standard errors in brackets. Asterisks indicate significance at 1%, 5%, and 10% levels.]4.4 Mediating effect results
This study performed a mediating effect analysis using the Bootstrap method to explore how green technological innovations and industrial upgrading mediate the digital economy’s influence on pollution emissions. Building upon the estimation of (Equations 5.1, 5.3), and (Equations 6.1, 6.3) the method tested the null hypothesis H0: [image: Equation shown as \( a_1b_1 = 0 \), indicating that either \( a_1 \) or \( b_1 \) must be zero.]. A bootstrap resampling procedure utilizing 1000 iterations was used to calculate critical values and confidence intervals. The results are presented in Table 12.
TABLE 12 | The bootstrap results for mediating effect.
[image: Table displaying mediation analysis results for two variables, "lngreimno" and "lnidup", with direct and indirect effects. Columns include observed coefficient, bootstrap standard error, z-value, P-value, and 95% confidence interval. Values for "lngreimno" show direct effect as -0.9754733 and indirect as 0.0207433, with significance in the P column. "Lnidup" direct effect is -0.72767, indirect is -0.22706, also significant.]Table 12 presents the regression results of the mediation effects of green technological innovation and industrial structure upgrading. The indirect effect of green technological innovation is significant at the 5% level, while the indirect effect of industrial upgrading is significant at the 1% level. It indicates that both green technological innovation and industrial upgrading exhibit notable mediation effects.
Furthermore, the direct effects of digital economy development on pollution emissions remain statistically significant, even when accounting for the intermediary pathways of green technological innovation and industrial structural upgrading. This dual-pronged mechanism elucidates that digital transformation not only exerts a primary effect on environmental outcomes but also operates through secondary channels. Specifically, digital technologies enhance the diffusion of clean production methodologies and resource-efficient systems, fostering green innovation by enabling data-driven optimisation of energy consumption patterns and pollution abatement processes. Concurrently, digital penetration facilitates industrial restructuring by automating traditional manufacturing, promoting service-sector expansion, and reducing reliance on high-emission heavy industries. These structural shifts, mediated by digitalisation, create a synergistic effect that amplifies the pollution-mitigating potential of technological progress. Collectively, these findings substantiate the theoretical framework underpinning Hypotheses 3.1 and Hypotheses 3.2, demonstrating both direct and indirect transmission mechanisms in the digital economy’s environmental impact.
5 ROBUSTNESS TESTS
Considering the endogeneity of variables, the heterogeneity among different levels of cities, and the examination of various types of spatial matrices, we perform a series of robustness tests on the econometric methods previously discussed. This approach seeks to validate the reliability of our findings related to the impact of digital economy development on pollution emissions.
5.1 Endogenous problems
To address the issue of endogeneity inherent in the digital economy variable, this study constructs the “Bartik instrument” for implementation in a two-stage least squares (2SLS) regression (Bartik, 2006; Goldsmith-Pinkham et al., 2020). This “Bartik instrument” is formulated as the product of the lagged digital economy development (lndigifacit-1) and the first-order difference of the national digital economy development index (Δlndigifact-1), denoted as (ivlndigifac).
The rationale behind constructing this instrumental variable is twofold. The national digital economy development index, derived from the average values of 285 cities, is intended to reflect overarching trends that are resistant to significant influence from the dynamics of any individual city. Consequently, the differenced term can be considered exogenous relative to individual cities, thereby fulfilling the requirement for an effective instrumental variable. Secondly, although environmental pollution may be influenced by various unobserved shocks, the validity of our instrument depends on these shocks not being substantial enough to affect the national digital economy development. Under these conditions, the Bartik instrument continues to serve as a reliable proxy for the expected value of each city’s digital economy development, contingent upon the observed national trend. Moreover, the instrumental variable has successfully passed the weak IV test, thereby affirming its validity.
Table 13 shows two methodologies we conducted to address the issue of endogeneity. First, we utilised the standard Two-Stage Least Squares (2SLS) method to mitigate potential biases arising from endogenous variables. The results are presented in Columns (1) and (2). It demonstrates that the coefficient for digital economy development is markedly negative, aligning with the significance observed in the baseline model regression (2). This preliminary finding indicates robust baseline model results, accounting for endogeneity issues.
TABLE 13 | Regression results for 2SLS.
[image: A regression table showing results from four models: First stage, Second stage, Fixed effect, and Threshold. Key variables include Indigifac, Indigifac < T1, Indigifac ≥ T1, ivhndigifac, lngdp, lnfa, lnloan, lnsicexp, lnpopd, lnenergy, and a constant. Coefficients are provided with standard errors in parentheses. Stars denote significance levels (***, **, *). Observations and R-squared values vary across models. There are 285 cities in the study.]Furthermore, this study delves into the threshold effect of digital economy development on pollution emission levels. To this end, a two-stage threshold regression was conducted, inspired by the two-stage least squares (2SLS) approach. In the first stage, a fixed-effects regression was performed using an instrumental variable for digital economy development, with the results presented in Column (3). Then, the fitted values obtained from this regression were employed as a substitute for the original independent variable, namely digital economy development, in the second-stage threshold effect regression. The threshold effect regression utilised the Bootstrap method with 500 resamples to determine the confidence intervals and critical values, and the results are displayed in Column (4). The findings reveal that both the instrumental variable and the fitted values for digital economy development are statistically significant. Consequently, this suggests that, after accounting for endogeneity, the results of the threshold regression remain significant and robust.
5.2 Excluded municipalities sample
In the previous regressions, the initial sample encompassed 281 prefecture-level cities and 4 municipalities. Given municipalities’ higher administrative authority, mixing them with prefecture-level cities could introduce bias. Consequently, we excluded the municipalities from the sample and re-ran the regression analysis. The revised results are presented subsequently.
Table 14 presents the regression results of the fixed-effects model and the threshold regression model after excluding municipalities. The parameters for the digital economy development are found to be significant in both models, which aligns with the findings from the baseline model and the threshold regression model in Tables 3, 6. This consistency underscores the robustness of our regression results, indicating that the digital economy development’s impact on pollution emissions remains stable across different model specifications.
TABLE 14 | Regression results without municipalities.
[image: A table compares fixed effects and threshold regression models for the variable "Inpestop." Key variables include Indigifac, lngdp, lnfdi, lnloan, lnsciexp, lnpopd, lnenergy, and a constant. Indigifac shows values of 1.128 and -0.553 under the threshold regression model. Other variables like lngdp, lnfdi, and lnpopd have significant coefficients. There are 5,901 observations with R-squared values of 0.043 and 0.076. The number of cities is 281. Significance levels are marked by asterisks, with t-statistics shown in brackets.]5.3 Change the spatial matrix
After replacing the spatial matrix with a distance matrix, the results obtained were consistent with the original spatial regression outcomes, thereby demonstrating the robustness of the spatial regression analysis. This consistency suggests that the impact of the digital economy development on pollution emissions is stable across different spatial configurations.
Table 15 presents SAR regression results after altering the spatial weight matrix. Specifically, the regression results indicate that, with the exception of the western and northeastern regions, the impact of the digital economy development on pollution emissions is statistically significant. This finding further confirms the robustness of our spatial regression results and underscores the importance of considering spatial factors in studying the complex relationship between digital economy development and pollution emissions.
TABLE 15 | The SAR results after changing the Spatial matrix.
[image: Table displaying regression results across five regions: Nationwide, Eastern, Central, Western, and Northeastern. Variables include lndigifac, lngdp, lnfdi, lnloan, lnsciexp, lnpopd, lnenergy, rho, and sigma2_e. The table lists coefficients with t-statistics in brackets, with significance levels indicated by asterisks. Observations, R-squared values, and the number of citycodes are also provided.]6 CONCLUSION AND DISCUSSION
6.1 Conclusion
This study delves into the intricate relationship between urban digital economy development and pollution emissions, employing a comprehensive array of econometric models to unravel this dynamic. The findings reveal a distinctive inverted U-shaped pattern in the impact of digital economy advancement on pollution levels. Initially, the expansion of digital infrastructure and the energy-intensive operations associated with it may contribute to increased emissions. However, as the digital economy matures and industrial digitisation progresses, it facilitates enhanced productivity and fosters green technological innovations, ultimately leading to a reduction in pollution emissions. This transition underscores the transformative potential of the digital economy in environmental sustainability.
Furthermore, the analysis highlights significant regional disparities and spatial spillover effects in the influence of digital economy development on pollution emissions. Urban agglomerations and industrial hubs in eastern and central China exhibit more pronounced pollution reductions, attributed to their advanced digital infrastructure, higher internet penetration, and robust technological ecosystems. Conversely, regions with less developed digital economies and lower population densities demonstrate a lesser impact on pollution abatement. Additionally, the spatial spillover effect implies that pollution management strategies must extend beyond individual cities to encompass regional collaboration, as emissions in one city can affect neighbouring areas.
The study also elucidates the mediating roles of green technological innovation and industrial structural upgrading. The digital economy serves as a catalyst for the emergence and diffusion of green technologies, enhancing resource utilisation efficiency and mitigating emissions. Simultaneously, it propels a shift in industrial structures towards knowledge-intensive and technology-intensive sectors, thereby reducing the overall pollution intensity of economic activities.
6.2 Discussion
The findings of this study carry substantial policy implications. Policymakers should recognise the dual nature of the digital economy’s environmental impact and implement targeted environmental regulations that adapt to different stages of digital development. In the early stages, emphasis should be placed on energy-efficient infrastructure and green technology adoption to offset potential emission increases. As the digital economy matures, policies should focus on promoting advanced digital technologies and industrial upgrading to harness the emission-reducing benefits.
Moreover, the study underscores the critical role of regional environmental policies in coordinating the development of the digital economy and pollution control. Cities should collaborate to establish unified environmental standards and implement joint pollution management initiatives. For instance, the implementation of regional carbon trading markets or joint technological innovation platforms could facilitate the sharing of resources and best practices, thereby enhancing the overall effectiveness of pollution abatement efforts.
The analysis also reveals the necessity for policymakers to consider the heterogeneous impacts of digital economy development across regions. One-size-fits-all policies may not be effective, as the digital economy’s influence on pollution emissions varies significantly depending on local economic structures, infrastructure, and environmental regulations. Therefore, policies should be tailored to the specific contexts of different regions to maximise their efficacy.
Beyond the foregoing analysis, promising avenues for future research lie in dissecting the micro-level determinants of the digital-environmental interplay. This could entail, for instance, granular examinations of how region-specific digital innovations—such as AI-driven energy management systems or blockchain-based supply chain decarbonisation frameworks—might interact with local industrial configurations and policy ecosystems to yield emission reductions. Equally critical would be cross-regional comparative studies of institutional architectures, particularly how variations in environmental governance paradigms (e.g., carbon taxation vs. cap-and-trade systems) and digital infrastructure policies modulate the environmental efficacy of urban digitalisation trajectories. Longitudinal investigations adopting such comparative lenses would not only elucidate the temporal evolution of digital economies’ environmental footprints but also disentangle the complex, context-dependent synergies and trade-offs inherent in this relationship.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
TL: Conceptualization, Investigation, Project administration, Resources, Supervision, Writing – review and editing. JM: Data curation, Formal Analysis, Methodology, Software, Writing – original draft, Writing – review and editing.
FUNDING
The author(s) declare that no financial support was received for the research and/or publication of this article.
GENERATIVE AI STATEMENT
The author(s) declare that no Generative AI was used in the creation of this manuscript.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

REFERENCES
	 Andrae, A. S. (2020). New perspectives on internet electricity use in 2030. Eng. Appl. Sci. Lett. 3 (2), 19–31. doi:10.30538/psrp-easl2020.0038
	 Bai, F., Huang, Y., Shang, M., and Ahmad, M. (2022). Modeling the impact of digital economy on urban environmental pollution: empirical evidence from 277 prefecture-level cities in China. Front. Environ. Sci. 10. doi:10.3389/fenvs.2022.991022
	 Bartik, T. (2006). How do the effects of local growth on employment rates vary with initial labor market conditions. Kalamazoo: W.E. Upjohn Institute for Employment Research. doi:10.17848/wp09-148
	 Chen, X., and Qi, Y. (2023). Research on factors influencing the digital economy based on principal component analysis: a case study of liaoning province. Highlights Bus. Econ. Manag. 22, 424–433. doi:10.54097/78t78662
	 Cheng, Y., and Yang, J. (2023). Spatial and temporal divergence in the coupling coordination of digital economy, environmental regulation and sustainable development: an experience study in China. Sustainability 15 (12), 9649. doi:10.3390/su15129649
	 DCO, T. D. C. O. (2024). “Digital economy trends 2025”). 
	 Dinda, S. (2004). Environmental Kuznets curve hypothesis: a survey. Ecol. Econ. 49 (4), 431–455. doi:10.1016/j.ecolecon.2004.02.011
	 Elsner, M., Atkinson, G., and Zahidi, S. (2025). Global Risks Report 2025. Cologny, Geneva: World Economic Forum. 
	 Gao, J., Guihong, H., AbidAli, R., Baofeng, H., and Li, Z. (2024). Towards a green digital city: digital economy, digital innovation, and urban haze pollution. J. Urban Technol. 31(4-5),157–189. doi:10.1080/10630732.2024.2419349
	 Goldsmith-Pinkham, P., Sorkin, I., and Swift, H. (2020). Bartik instruments: what, when, why, and how. Am. Econ. Rev. 110 (8), 2586–2624. doi:10.1257/aer.20181047
	 Grossman, G. M., and Krueger, A. B. (1995). Economic growth and the environment. Q. J. Econ. 110 (2), 353–377. doi:10.2307/2118443
	 Guo, F., Wang, J., Wang, F., Kong, T., Zhang, X., and Cheng, Z. (2020). Measuring the development of digital financial inclusion in China: index compilation and spatial characteristics. China Econ. Q. 19 (04), 1401–1418. [In Chinese]. doi:10.13821/j.cnki.ceq.2020.03.12
	 Han, D., Ding, Y., Shi, Z., and He, Y. (2022). The impact of digital economy on total factor carbon productivity: the threshold effect of technology accumulation. Environ. Sci. Pollut. Res. 29 (37), 55691–55706. doi:10.1007/s11356-022-19721-x
	 Hayes, A. F. (2009). Beyond baron and kenny: statistical mediation analysis in the new millennium. Commun. Monogr. 76 (4), 408–420. doi:10.1080/03637750903310360
	 Jiang, Y., and Deng, F. (2022). Multi-dimensional threshold effects of the digital economy on green economic growth? new evidence from China. Sustainability 14 (19), 12888. doi:10.3390/su141912888
	 Li, J., Chen, L., Chen, Y., and He, J. (2022a). Digital economy, technological innovation, and green economic efficiency—empirical evidence from 277 cities in China. Manag. Decis. Econ. 43 (3), 616–629. doi:10.1002/mde.3406
	 Li, Y., Wang, Y., Zhang, X., and Huang, Q. (2022b). Impact of global value chain embedding on industrial environmental performance: an empirical study based on the countries along the Belt and Road. Front. Environ. Sci. 10. doi:10.3389/fenvs.2022.1026068
	 Mackinnon, D., Fairchild, A. J., and Fritz, M. S. (2007). “Mediation analysis,” in Annual review of psychology ed . Editors S. Fiske, A. Kazdin, and D. Schacter, 593–614. 
	 MacKinnon, D. P., Lockwood, C. M., Hoffman, J. M., West, S. G., and Sheets, V. (2002). A comparison of methods to test mediation and other intervening variable effects. Psychol. Methods 7 (1), 83–104. doi:10.1037/1082-989X.7.1.83
	 Mai, W., Xiong, L., Liu, B., and Liu, S. (2025). Spatial–temporal evolution, drivers, and pathways of the synergistic effects of digital transformation on pollution and carbon reduction in heavily polluting enterprises. Sci. Rep. 15 (1), 11963. doi:10.1038/s41598-025-96834-6
	 Meinhold, R., Wagner, C., and Dhar, B. K. (2025). Digital sustainability and eco-environmental sustainability: a review of emerging technologies, resource challenges, and policy implications. Sustain. Dev. 33 (2), 2323–2338. doi:10.1002/sd.3240
	 Preacher, K. J., and Hayes, A. F. (2008). Asymptotic and resampling strategies for assessing and comparing indirect effects in multiple mediator models. Behav. Res. Methods 40 (3), 879–891. doi:10.3758/BRM.40.3.879
	 Preacher, K. J., Rucker, D. D., and Hayes, A. F. (2007). Addressing moderated mediation Hypotheses: theory, methods, and prescriptions. Multivar. Behav. Res. 42 (1), 185–227. doi:10.1080/00273170701341316
	 Serpe, A., Purchase, D., Bisschop, L., Chatterjee, D., De Gioannis, G., Garelick, H., et al. (2024). 2002–2022: 20 years of e-waste regulation in the European Union and the worldwide trends in legislation and innovation technologies for a circular economy. RSC Sustain. 3, 1039–1083. doi:10.1039/D4SU00548A
	 Shahbaz, M., Khraief, N., Uddin, G. S., and Ozturk, I. (2014). Environmental Kuznets curve in an open economy: a bounds testing and causality analysis for Tunisia. Renew. Sustain. Energy Rev. 34, 325–336. doi:10.1016/j.rser.2014.03.022
	 Shen, X., Zhao, H., Yu, J., Wan, Z., He, T., and Liu, J. (2022). Digital economy and ecological performance: evidence from a spatial panel data in China. Front. Environ. Sci. 10. doi:10.3389/fenvs.2022.969878
	 Shi, F., Ding, R., Li, H., and Hao, S. (2022a). Environmental regulation, digital financial inclusion, and environmental pollution: an empirical study based on the spatial spillover effect and panel threshold effect. Sustainability 14 (11), 6869. doi:10.3390/su14116869
	 Shi, Y., Gao, Y., Luo, Y., and Hu, J. (2022b). Fusions of industrialisation and digitalisation (FID) in the digital economy: industrial system digitalisation, digital technology industrialisation, and beyond. J. Digital Econ. 1 (1), 73–88. doi:10.1016/j.jdec.2022.08.005
	 Shi, Y., Hu, J., Shang, D. T., Liu, Z., and Zhang, W. (2023). Industrialisation, ecologicalisation and digitalisation (IED): building a theoretical framework for sustainable development. Industrial Manag. & Data Syst. 123 (4), 1252–1277. doi:10.1108/IMDS-06-2022-0371
	 Song, X., Tian, Z., Ding, C., Liu, C., Wang, W., Zhao, R., et al. (2022). Digital economy, environmental regulation, and ecological well-being performance: a provincial panel data analysis from China. Int. J. Environ. Res. Public Health 19 (18), 11801. doi:10.3390/ijerph191811801
	 Wang, C., Liu, T., Zhu, Y., Lin, M., Chang, W., Wang, X., et al. (2022). Digital economy, environmental regulation and corporate green technology innovation: evidence from China. Int. J. Environ. Res. Public Health 19 (21), 14084. doi:10.3390/ijerph192114084
	 Wang, W., Xiao, D., Wang, J., and Wu, H. (2024). The cost of pollution in the digital era: impediments of air pollution on enterprise digital transformation. Energy Econ. 134, 107575. doi:10.1016/j.eneco.2024.107575
	 Xiong, L., Ning, J., and Dong, Y. (2022). Pollution reduction effect of the digital transformation of heavy metal enterprises under the agglomeration effect. J. Clean. Prod. 330, 129864. doi:10.1016/j.jclepro.2021.129864
	 Xu, J., and Li, W. (2022). The impact of the digital economy on innovation: new evidence from panel threshold model. Sustainability 14 (22), 15028. doi:10.3390/su142215028
	 Xu, S., Yang, C., Huang, Z., and Failler, P. (2022). Interaction between digital economy and environmental pollution: new evidence from a spatial perspective. Int. J. Environ. Res. Public Health 19 (9), 5074. doi:10.3390/ijerph19095074
	 Yang, J., Wang, Y., Tang, C., and Zhang, Z. (2024). Can digitalization reduce industrial pollution? Roles of environmental investment and green innovation. Environ. Res. 240, 117442. doi:10.1016/j.envres.2023.117442
	 Yang, Y., and Liang, Q. (2023). Digital economy, environmental regulation and green eco-efficiency—empirical evidence from 285 cities in China. Front. Environ. Sci. 11. doi:10.3389/fenvs.2023.1113293
	 Yang, Z., Fu, L., and Chen, Y. (2023). Digital economy and pollution reduction–Mechanism and regional heterogeneity. PLOS ONE 18 (2), e0277852. doi:10.1371/journal.pone.0277852
	 Yuan, H., Liu, J., Li, X., and Zhong, S. (2024). The impact of digital economy on environmental pollution: evidence from 267 cities in China. PLOS ONE 19 (1), e0297009. doi:10.1371/journal.pone.0297009
	 Yue, L., and Han, L. (2025). The digital empowerment promotes synergistic efficiency in regional pollution reduction and carbon emission Reduction—analysis of the moderating effects of market structure and government behavior. J. Clean. Prod. 493, 144867. doi:10.1016/j.jclepro.2025.144867
	 Zhai, Z., Zhang, T., Yi, M., Guan, Y., and Zhou, Y. (2024). Digital economy and the synergistic governance of pollutants and carbon emissions: facilitation or obstruction?Environ. Res. 258, 119470. doi:10.1016/j.envres.2024.119470

Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2025 Lan and Ma. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 15 May 2025
doi: 10.3389/fenvs.2025.1554150


[image: image2]
Health effects and economic losses due to PM2.5 pollution from oil consumption by mobile sources in China
Yibin Lin1, Yanling Xi2, Jiabin Chen3*, Yanfang Cui1,4, Zengchuan Wang1,4 and Chenxu Ren1,4
1School of Economics and Management, China University of Geosciences, Beijing, China
2Tianjin Academy of Social Sciences, Tianjin, China
3Chinese Academy of Natural Resources Economics, Beijing, China
4Key Laboratory of Carrying Capacity Assessment for Resource and Environment Ministry of Natural Resources of the People’s Republic of China, Beijing, China
Edited by:
Florian Nuță, Danubius International University, Romania
Reviewed by:
Matheus Koengkan, University of Aveiro, Portugal
Beidi Diao, China University of Mining and Technology, China
Guorong Ding, Wuhan, China
* Correspondence: Jiabin Chen, ChenJiabin20142@126.com
Received: 07 January 2025
Accepted: 01 April 2025
Published: 15 May 2025
Citation: Lin Y, Xi Y, Chen J, Cui Y, Wang Z and Ren C (2025) Health effects and economic losses due to PM2.5 pollution from oil consumption by mobile sources in China. Front. Environ. Sci. 13:1554150. doi: 10.3389/fenvs.2025.1554150

While oil remains a critical component of global energy systems, its combustion in the transport sector releases fine particulate matter (PM2.5), posing significant public health risks. As previous studies have overlooked the health impacts and economic losses associated with PM2.5 pollution from oil consumption by mobile sources, this article analyzes the annual average concentration of PM2.5 in China’s provinces for key years from 2020 to 2060. It then assesses the projected health effects and economic losses resulting from PM2.5 pollution linked to provincial oil consumption during these key years, utilizing an integrated exposure–response relationship (IER) model and the revised human capital method. The results show that the health effects of PM2.5 pollution—specifically on lung cancer, chronic obstructive pulmonary disease (COPD), ischemic heart disease (IHD), and stroke—vary significantly by province: in 2020, lung cancer deaths were highest in Shandong Province (1,317 cases), followed by Henan Province (1,206 cases), and lowest in Tibet (only 7 cases projected in 2060); premature deaths from COPD were particularly prominent in Shandong Province (1,615 cases in 2020) and are projected to peak in Guangdong Province in 2035); and premature deaths from stroke were particularly prominent in Shandong Province (1,615 cases in 2020), while Guangdong Province is expected to surpass Shandong after 2035. Premature deaths due to stroke were most severe in Shandong Province (5,284 cases in 2020), followed by Henan and Jiangsu provinces. As annual average PM2.5 concentrations decrease, the number of premature deaths in China is also projected to decrease, but the economic losses due to premature death are greatest in the middle-aged and older age groups (50–74 years). In 2020, lung cancer and COPD accounted for $151.988 billion in losses in the 65–69 years age group, and stroke caused the highest economic losses ($31.81 billion); by 2050, IHD is projected to top the list of economic losses ($24.01 billion), while COPD is expected to consistently result in the lowest economic losses. This study provides a quantitative basis for optimizing the energy structure and formulating regionally differentiated emission reduction policies.
Keywords: PM2.5, health effects, mobile sources, integrated exposure–response relationship model, oil consumption

1 INTRODUCTION
Oil is one of the major basic energy sources consumed and an indispensable industrial raw material in China. It occupies a pivotal position in the development of the national economy and promotes economic development, and it is inextricably linked to the daily lives of the people. In addition, oil consumption occupies an important position in China’s energy consumption structure. According to the China Energy Statistics Yearbook 2023 (NBS, 2023), China’s oil consumption accounted for 19.5% of the total energy consumption in 2022, a further increase from 2020 (18.9%), indicating that the core position of oil in the energy structure continues to strengthen. In addition, the transportation sector, as a major oil consumption sector, grew from 36.5% in 2018 to 38.2% in 2022 (NDRC, 2023), consistent with the trend of ‘incremental substitution’ in the early stages of the promotion of new energy vehicles.
With the further development of the economy, the continuous progress of industrialization, and the improvement and upgrading of the energy structure, China’s total oil consumption had exceeded 500 million tons since 2015 and was at 620 million tons by 2018 (National Bureau of Statistics of the People’s Republic of China, 2021); it is now one of the world’s biggest consumers of oil. In terms of oil consumption, the transportation and chemical industries are the main sectors. The transportation sector accounts for the largest share of China’s oil and energy consumption, accounting for 36.5% of the total oil consumption in 2018 (National Bureau of Statistics of the People’s Republic of China, 2021). China is a major country in terms of motor vehicle ownership. In 2019, the total number of vehicles reached 348 million, an increase of 6.4% compared to 2018. In the future, along with economic development, the transportation industry will develop further, and the oil demand may further increase. The process of oil consumption will release a large amount of PM2.5 emissions into the environment, which not only endangers water resources, the atmosphere, and soil but also damages human health. With China’s economic growth, people’s improving living standards, and the increasing use of mobile sources in the future, PM2.5 emissions from oil consumption by mobile sources may continue to increase, causing harm to the ecological environment and human health. The transport sector is expected to contribute 66.3% of the reduction in future oil consumption (Oil Control Research Project research group, 2019). This is because mobile sources mainly originate from the transportation sector itself. PM2.5 emissions produced by transportation can be measured by the moving source. According to the China Air Pollution Prevention and Control Progress Report published by the Ministry of Ecology and Environment in 2023, the contribution of mobile sources to the annual average PM2.5 concentration increased to 11.3% in 2022, mainly stemming from the continued growth of fuel vehicle ownership (reaching 381 million vehicles in 2022, an increase of 6.8% year-on-year).
PM2.5 emissions produced by oil consumption are harmful to the ecological environment and human health. They can lead to diseases affecting the respiratory, cardiovascular, and immune systems, causing premature deaths, and, thus, reducing the overall value of life. Ambient (outdoor) air pollution in both urban and rural areas was estimated to cause 4.2 million premature deaths worldwide in 2016, according to the World Health Organization (WHO, 2018). Because transportation is the primary sector for oil consumption, it contributes to the increase in PM2.5 concentrations in the atmosphere. This increase in air pollution results in adverse health effects and an increase in the number of premature deaths, leading to economic losses. However, health-related economic losses vary across different age groups because of differences in resistance.
Oil consumption accounts for a large proportion of China’s energy consumption. With the transformation and adjustment of the energy structure, oil consumption will further increase in the energy consumption structure, and as the number of motor vehicles increases, oil consumption by mobile sources will also increase further. The apparent contradiction arises from China’s dual carbon policy (peaking oil consumption by 2030) and technological advancements (e.g., electric vehicles), which help reduce PM2.5 emissions even as oil consumption continues to increase initially. However, existing research on the health impacts and associated economic losses resulting from PM2.5 pollution generated by oil consumption from mobile sources remains limited. To address this gap, this study focuses on quantifying the economic burden of PM2.5-related health effects during the critical period of oil consumption spanning from 2020 to 2060. Based on the PM2.5 concentration data under the 2020–2050 key year strengthening policy, published in “China’s Medium- and Long-term Air Quality Improvement Pathways and Health Benefits” by Tsinghua University and the Energy Foundation (He et al., 2020), assuming that the annual average concentration of PM2.5 in 2060 will be 10 μɡ/m3, as prescribed by the World Health Organization (WHO), to evaluate the health effects of PM2.5, this article used the integrated exposure–response (IER) model to evaluate the impact of PM2.5 on the health of residents in the key years from 2020 to 2060, and on this basis, human capital is used to estimate the monetization of health effects. The health effects and economic impacts of PM2.5 emissions resulting from mobile oil consumption were studied.
The primary hypothesis of this study is to quantify the health impacts and associated economic losses of PM2.5 pollution resulting from mobile source oil consumption during the critical period of 2020–2060. This study is the first to quantify the long-term impacts of mobile source oil consumption on PM2.5-related health and economic burdens at the provincial scale; it does so by combining SSP4 scenarios with the IER model. This hypothesis directly addresses an identified research gap, i.e., the limited research on the health impacts and associated economic losses of PM2.5 pollution from mobile source oil consumption, by conducting detailed data analysis and applying existing models with region-specific adjustments.
2 LITERATURE REVIEW
With regard to the economic losses and health effects of PM2.5 pollution from mobile sources in China, previous research has focused on the impact of energy consumption on air pollution and PM2.5- related health effects and economic losses. Chowdhury et al. (2007) quantified the major source contribution to PM2.5 concentrations in the four seasons in Delhi, Mumbai, Kolkata, and Chandigarh in summer. The main sources were found to be diesel engine exhaust, gasoline engine exhaust, road dust, coal combustion, and biomass combustion. Sahu et al. (2011) used a high-resolution emission inventory developed by the System of Air Quality Forecasting and Research to quantify PM2.5 emissions from traffic. Huang et al. (2014) found that reducing emissions from secondary aerosol formation, such as fossil fuel combustion and biomass combustion, could help control PM2.5 levels and reduce environmental pollution in China. Guan et al. (2014) quantified PM2.5 emissions from transportation fuels in China. Guo et al. (2017) quantified the sources of PM2.5 emissions using a community multi-scale air quality model based on the Emissions Database for Global Atmospheric Research, and they found that energy is a major contributor to PM2.5 emissions in Northern India. Xu and Lin (2018) used quantile regression to explore the main drivers of differences in PM2.5 pollution at high, medium, and low emission levels. They found that motor vehicles were one of the main factors. Kalaiarasan et al. (2018) showed that 70% of PM2.5 emissions in the air were from vehicle emissions in urban Mangalore, India. Yang et al. (2018) found that Beijing’s PM2.5 direct emissions came from a variety of sources, with gasoline accounting for 21.29%. Masiol et al. (2019) found that spark-ignition vehicles were the main source of PM2.5 emissions, and the increase in PM2.5 emissions was consistent with the increase in the number of vehicles registered. Chao et al. (2019) collected 218 PM2.5 samples in Beijing. The sources of PM2.5-bound PAHs were analyzed, and it was found that motor vehicle emissions accounted for the largest proportion, which was approximately 54.6%. Kong et al. (2020) used positive matrix factorization sources to identify the main sources of PM2.5 emissions, which included secondary aerosols, coal combustion, biomass combustion, and vehicle emissions. Zhang et al. (2023), based on a national high-resolution emission inventory, pointed out that the share of PM2.5 emissions from transportation sources reached 12.1% in 2021, with diesel vehicles accounting for more than 50%. In addition, Liu et al. (2022) found through empirical analysis that every 10% increase in the penetration rate of new energy vehicles was able to reduce PM2.5 concentrations by 1.2–1.8 μg/m3.
2.1 Research progress on health effects and economic losses due to PM2.5 emissions
Pope et al. (2004) used a Cox proportional hazards regression model to estimate the association between PM and specific causes of mortality. Long-term PM exposure was associated with IHD, arrhythmias, heart failure, and cardiac arrest. The World Health Organization (2005) introduced methods for estimating the burden of disease associated with exposure to outdoor air pollution. Using the long-term relative risk estimates of PM2.5 and a health impact function to estimate attributable mortality, Anenberg et al. (2010) found that cardiorespiratory mortality was associated with annual anthropogenic PM2.5 levels. Lim et al. (2012) proposed a method to estimate the global population exposed to PM2.5 in 2010. Evans et al. (2013) adopted the remote sensing data to conduct a global assessment of mortality associated with long-term exposure to fine particulate air pollution and to assess the attributable portion of relative risk and mortality. There was a close relationship between air pollution and lung cancer. The atmospheric pollutant PM2.5 was classified as carcinogenic by the International Agency for Research on Cancer in 2013 (Pascal et al., 2013). Chen et al. (2013) found that air pollution was linked to stroke in eight Chinese cities (Beijing, Fuzhou, Guangzhou, Hong Kong, Shanghai, Shenyang, Suzhou, Tangshan). Xie et al. (2014) found that people over the age of 65 were more sensitive to airborne particles than the rest of the population. Burnett et al. (2014) compared seven models for estimating the health benefits of air pollutants and concluded that the methods used in the Global Burden of Diseases (GBD), Injuries, and Risk Factors Study, 2017, provided a better model for predicting the relative risk. Yin et al. (2020) considered that the risk ratios for respiratory diseases, COPD, and pneumonia ranged from 1.10 to 1.24 per 10 μg/m3 of increasing exposure to PM2.5. Yu et al. (2018) combined the DEA model with the IER model to determine the relationship between PM2.5 concentration and mortality. Anenberg et al. (2019) linked the most recent vehicle emission air pollution to an epidemiological model and estimated the environmental effects of transport sector emissions on PM2.5 and ozone and the health effects in 2010 and 2015. Chen H. et al. (2020) used the Poisson regression model to estimate the public health impact of coal consumption-induced PM2.5 pollution in 2015. Anser et al. (2020) found that the combustion of fossil fuels was a contributing factor to high mortality and personal respiratory morbidity in emerging Asian countries.
Xie et al. (2016) evaluated the economic impact of PM2.5-related health factors in nine provinces in China using a computable general equilibrium model. Li et al. (2017) quantified the public health effects of PM2.5 in Beijing from 2014 to 2015 using the exposure–response relationship model and the health loss assessment model. Based on the data on PM2.5 emissions in 2016 from 338 cities in China, the mortality from related diseases was estimated using the IER model, the non-linear power law model, and the log-linear model, and morbidity was evaluated using the log-linear model (Maji et al., 2018). Jo et al. (2018) used the Poisson regression model to analyze the influence of PM2.5 pollution on hospital attendance rate and considered hysteresis; there was an increase in COPD-related hospital visits (both outpatient and admissions). Huang et al. (2018) analyzed the air quality and mortality data from 2013 to 2017 in 74 major cities in China to estimate the health impact of the air pollution control action plans. Changes in mortality rates and years of life lost (an indicator that considers life expectancy at death) were calculated, and the health impact of air quality management over a 5-year period was assessed. Fann et al. (2018) used the annual average concentration of PM2.5 emissions simulated by oil emission inventories and the Comprehensive Air-Quality Model with extensions to quantify the health effects and economic losses due to PM2.5 emissions using the Environmental Benefits Mapping and Analysis Program (BenMAP), and it was found that air pollutants from oil emissions reduced air quality and caused premature deaths. Lu et al. (2019) estimated the trends in PM2.5 concentrations and their adverse effects on health in China from 2001 to 2017, using 1 km high-resolution annual satellite-retrieved PM2.5 data. Guan et al. (2019) evaluated the annual health losses and economic impacts of PM2.5 exposure in China from 2015 to 2017 based on the ground-based monitoring PM2.5 concentration data and annual real-time population data. Zhao et al. (2019) conducted a cross-sectional study to observe the effect of PM2.5 emissions on the incidence of COPD in the Chinese Han population. It was found that the incidence of COPD was correlated with PM2.5 levels and that PM2.5 emissions and cigarette smoke had synergistic effects on COPD. Zeng and Ruan (2020) used the BenMAP model and the CGE model to estimate the national economic impact of PM2.5 pollution in 2017. Fu et al. (2020) measured the health effects of PM2.5 emissions in Chinese Central Plain cities using an exposure–response relationship model and a human capital method. Luo et al. (2020) used the BenMAP model to calculate the health effects and economic benefits of reducing PM2.5 exposure. The number of premature deaths due to cardiovascular disease was estimated, and the economic benefits were estimated according to the willingness-to-pay method. These were future predictive analyses. Li et al. (2018) built the LEAP-Beijing model to explore the future energy consumption of PM2.5 emissions in Beijing on human health. Guo et al. (2020) used the IER model to analyze and predict the health effects of PM2.5, an atmospheric pollutant in Baoding. Zhang et al. (2025) conducted a pioneering study using a cohort of 5,571 male HIV patients in Wuhan (2000-2021), employing competing risk models to reveal that each 10μg/m3 increase in PM2.5 exposure was associated with a 28.8% (95%CI:25.5%-32.2%) elevated risk of AIDS progression, with black carbon (+49.0%) and sulfate (+14.5%) identified as the most hazardous components. The study further identified vulnerable subgroups including elderly (≥60 years), overweight (BMI≥24 kg/m2), highly-educated, and smoking populations. These findings provide critical evidence for targeting specific PM2.5 components and high-risk populations in HIV environmental health interventions. Although previous studies have made significant progress on the health impacts and economic losses of PM2.5, there are still some limitations. First, the majority of the studies focused on specific regions or time periods and lacked comprehensive analyses across regions and time, which limited the generalizability of the findings. Second, some of the studies had differences in the methods and data used to assess economic losses, resulting in poor comparability between the results. In addition, some studies failed to fully consider other potential influencing factors, such as individual differences and living habits, when exploring the association between PM2.5 and health effects, which may affect the accuracy of the results. Therefore, this study has improved the methodology, and by using more comprehensive data and more accurate models, it aims to overcome the limitations of previous studies and provide a quantitative basis for the development of more effective energy structure optimization and regionally differentiated emission reduction policies.
2.2 Review of the literature
After reviewing the abovementioned research, the following points can be drawn.
	(1) There were few studies on the health effects and economic losses caused by PM2.5 emissions from oil consumption in China. With the implementation of the dual carbon targets and changes in the energy structure, China’s overall oil consumption is expected to follow a trend of initial growth, followed by a gradual decline.
	(2) The IER model could integrate the relative risks of different types, which was a better response to the relative risks of PM2.5 than the other models. The revised human capital method evaluated the value of human life from a social perspective without considering the difference in individual value. GDP per capita was often used as a statistical measure to estimate the economic cost of premature death.

Thus, based on the IER model and the revised human capital method, this article measured the health effects and economic losses caused by PM2.5 emissions in China’s provincial oil consumption from mobile sources in the key years from 2020 to 2060.
3 METHODS AND DATA
3.1 Health effect loss assessment
The IER model, based on epidemiological risk functions that quantify the relationship between PM2.5 exposure and health outcomes (such as chronic obstructive pulmonary disease, lung cancer, and cardiovascular mortality), has been adapted to China’s unique PM2.5 context, which is characterized by high urban pollution levels, regional variability, and population susceptibility. Key adaptations include incorporating local exposure data from Chinese monitoring networks and satellite estimates, using China-specific baseline disease rates, adjusting concentration-response curves for potential non-linear effects at extreme PM2.5 levels, and accounting for demographic factors that influence population vulnerability. This model is complemented by the human capital method, which evaluates the economic burden of pollution-related health impacts by estimating direct medical costs and indirect costs from lost productivity, aligned with social cost-of-illness frameworks that capture societal economic losses. For China, this involves applying local economic data and making contextual adjustments for regional disparities and high-exposure sectors. The IER model first estimates health outcomes, which the human capital method then monetizes, supporting cost–benefit analyses of air quality policies, such as evaluating the economic gains from achieving China’s PM2.5 targets. Although the human capital method may undervalue non-working populations, and IER uncertainties are mitigated through sensitivity analyses and validation, this dual methodology provides a robust, context-sensitive framework for linking PM2.5 exposure to economic costs, informing China’s public health and environmental policies.
The IER model and the revised human capital method are well-suited for this study due to their ability to address the complex health and economic impacts of PM2.5 pollution in China. The IER model, which quantifies the relationship between PM2.5 exposure and health outcomes, is particularly effective at capturing non-linear health risks under high PM2.5 concentrations, a common scenario in many Chinese regions. It integrates local exposure data and China-specific baseline disease rates, enhancing its accuracy in assessing multiple health endpoints such as lung cancer, COPD, IHD, and stroke. The revised human capital method complements this by estimating the economic burden of pollution-related health impacts using per capita GDP data to evaluate societal economic losses. This approach is especially relevant in China, where economic disparities across provinces necessitate a method that can reflect regional variations. Together, these models provide a comprehensive framework for evaluating both the health effects and economic losses associated with PM2.5 pollution.
Compared to other models, the IER model and the revised human capital method offer distinct advantages. Traditional linear and log-linear models often fail to accurately predict health risks at extreme PM2.5 concentrations, whereas the IER model’s incorporation of non-linear parameters and threshold concentrations allows for more precise estimations. Similarly, while global models such as the GBD rely on international data, the IER model’s localization to the Chinese context improves its relevance. In terms of economic evaluation, the revised human capital method is considered more practical than the willingness-to-pay (WTP) method, which faces data collection challenges in China, and the cost-benefit analysis (CBA) method, which is more complex and data-intensive. However, these models are not without limitations. The parameters of the IER model may vary regionally, and it does not fully account for individual differences or lifestyle factors. The revised human capital method may underestimate the value of life for non-working populations, such as retirees. Despite these limitations, sensitivity analyses and uncertainty assessments help mitigate potential biases, making these models robust tools for informing policy decisions. The health effects of PM2.5 emissions from oil consumption by mobile sources were measured in five steps, using Formulas (2) and (3) (Burnett et al., 2014) and Formulas 1, 4, 5 (Pan et al., 2019).
The number of cases related to the four health endpoints caused by PM2.5 pollution in the key years from 2020 to 2060 was assessed using Formula 1. The selected key years were 2020, 2025, 2030, 2035, 2050, and 2060.
[image: Mathematical formula displaying \( u_{mn} = N_{mn} \times P_{\text{in}} \).]
Here, [image: I'm unable to view the image directly. Please upload the image or provide a detailed description for me to generate the alt text.] represents the projected number of future deaths from lung cancer, COPD, IHD, and stroke in each province due to PM2.5 pollution, m represents 31 provinces in China, i represents all ages, and θ represents the four health effect endpoints, namely, lung cancer, COPD, IHD, and stroke. [image: Please upload the image or provide a URL to it, and I will help generate the alternate text for you.] represents the predicted number of the population in each age group in 31 provinces in the key years. [image: It appears there's no image uploaded. Please provide an image or a link to generate the alt text.] represents the total mortality rate in each age group.
The IER relationship model was used to calculate the relative risk (RR) of PM2.5 emissions from oil consumption by mobile sources in China in the key years. Formulas 2, 3 are provided as follows:
[image: It seems like the input is not an image but a bit of mathematical notation. Please upload the image file or provide a URL to the image you want described.]
[image: Equation showing a condition where \( Z \) is greater than or equal to \( Z_{cf} \). The equation is \( RR = 1 + \alpha \cdot \exp[-\gamma(Z - Z_{cf})^\theta] \), denoted as equation (3).]
In Formulas 2, 3, [image: Please upload the image or provide a URL to generate the alternate text.] represents the threshold concentration at which PM2.5 pollution no longer affects human health. [image: Please upload the image or provide a URL so I can generate the alt text for you.] represents the annual average PM2.5 concentration data of the key years in the key years, published by Tsinghua University and the Energy Foundation (He et al., 2020). [image: I'm sorry, I can't generate the alt text without an image. Please upload the image or provide a URL.] represents the relative risk for each age group in the four health effect endpoints, and [image: Please upload the image or provide a URL for me to generate the alt text.]、 [image: Greek letter gamma symbol, represented as a lowercase 𝛾.]、 and [image: Please upload an image or provide a URL to generate the alternate text.] represent the parameters (Burnett et al., 2014).
Using the [image: It seems like there might be an issue or error with how the image was uploaded. Please try to upload the image again or provide a valid URL or description for further assistance.] values, the health effects of PM2.5 emissions were calculated using the Poisson regression model according to Equation 4.
[image: Equation displaying the calculation of \( P_{\text{population}} \) as \( \frac{(RR_{\text{exposure}} - 1)}{RR_{\text{exposure}}} \times n_{\text{population}} \). Labeled as equation (4).]
Here, [image: Please upload the image or provide a URL so I can generate the alternate text for it.] represents the number of cases for four health effect endpoints in all ages resulting from PM2.5 pollution in the 31 provinces of China.
As the contribution rate of mobile sources to PM2.5 pollution was 9.8% (Chen et al., 2019), the number of premature deaths from the four health effect endpoints caused by PM2.5 pollution from oil consumption by mobile sources in the key years ([image: The image shows the mathematical expression \( P_{mi\theta} \).]) was estimated using Formula 5.
[image: The equation \(P_{\text{milo}} = P_{\text{mil0}} \times \mu\) is shown with a reference number (5) in parentheses.]
Here, [image: It seems there is no image uploaded. Please try uploading the image file again, and I will help with the alternate text.] represents the contribution rate of oil consumption by mobile sources to PM2.5 pollution.
3.2 Assessment of health effects and economic losses
The first step was to calculate the number of years lost for each individualby subtracting the year of death in the key years ([image: It seems like there was an error in uploading the image. Please try uploading the image again or provide a URL, and I will generate the alt text for you.]) from their predicted life expectancy, as shown in Formula 6 (Zhao et al., 2016).
[image: It seems there's an issue with the input provided. You need to upload an image or provide a URL for which you need the alternate text. Please try uploading the image again or providing more context.]
An age group was defined as occurring every 5 years. [image: Please upload the image or provide a URL so I can generate the alternate text for you.] represents the life expectancy for the ith age group. [image: Please upload the image or provide a URL to it, and I can help generate appropriate alt text.] represents the age at death for the ith age group, which was assumed to be the midpoint of that age range for ease of calculation.
In the second step, the economic losses due to premature death were calculated using Formula 7 (Zhao et al., 2016).
[image: Mathematical equation for EL at time t, given by the sum from x equals 1 to t of GDP subscript 0 multiplied by (1 plus epsilon) to the power of x, divided by (1 plus lambda) to the power of x. Equation number 7.]
[image: Please upload the image or provide a URL for me to generate the alternate text.] represents the health effect-related economic losses due to premature death caused by the health effect endpoint [image: Please upload the image or provide a URL for me to generate the alternate text.] in the ith age group. [image: Please upload the image you would like me to generate alternate text for.] represents the year. [image: Please upload the image or provide a URL so I can generate the alternate text for you.] data were the GDP per capita in the key years, which were obtained from the OECD (OECD, 2021). [image: Please upload the image or provide a URL so I can generate the alt text for you.] represents the GDP growth rate. [image: Please upload the image or provide a URL so I can generate the alternate text for you.] represents the discount rate, which was 4.7%, as per the People’s Bank of China (People’s Bank of China, 2015).
The third step was to calculate the sum of the economic losses due to premature death from the health effect endpoints for all individuals. Formula 8 is used to calculate the economic losses from premature death due to IHD and stroke for all individuals. Formula 9 is used to calculate the economic losses from premature death due to COPD and lung cancer for all individuals (Zhao et al., 2016).
[image: Equation showing \( C_{bit} = \sum_{i=1}^{12} \left( \sum_{m=1}^{31} P_{mnb} \cdot EL_{bit} \right) \), labeled as equation (8).]
[image: A mathematical equation stating that C with subscript age is equal to the double summation from i equals 1 to 17, and m equals 1 to 31, of P with subscript mismatch multiplied by E with subscript L, subscript age, enclosed in parentheses. It is labeled as equation 9.]
Here, [image: Please upload the image or provide a URL to generate the alternate text.] refers to the economic losses from premature death caused by IHD and stroke. [image: Please upload the image you want me to generate alternate text for, or provide a URL.] represents the economic losses from premature death caused by COPD and lung cancer. Because of the relative risk, there were 12 age groups and 17 age groups, respectively, when measuring the economic losses caused by the health effect endpoints of premature death from IHD and stroke and COPD and lung cancer (Apte et al., 2015).
3.3 Data sources
In this study, the years 2020–2060 have been selected as the study period, covering a number of key years to reflect important changes in the fuel consumption and PM2.5 pollution status of mobile sources in China. These years represent critical periods of policy adjustment, economic development, and technological innovation. In particular, we focused on the Beijing–Tianjin–Hebei region (226 cities), the Fenwei Plain, and the Yangtze River Delta, which are not only economically developed but also experience more severe air pollution problems in China. They were chosen to represent different regions in China and to provide a comprehensive analysis.
The data for PM2.5 concentrations are mainly from studies conducted by Tsinghua University and the Energy Foundation (2020), which are subject to strict quality control to ensure accuracy and reliability. For forecast data such as population and GDP, we used forecasting methods and models based on current trends and reasonable assumptions. At the same time, we perform data cleaning and calibration to eliminate outliers and potential errors. These data provide us with the basic information needed for the study.
The selected sample is intended to be representative of the general situation in the entire study region or country. We verified the reliability of the data by comparing them with other data sources (e.g., official statistics and international studies). Despite some data limitations and uncertainties, we have engaged in open discussion and pointed out possible implications and directions for future research.
The PM2.5 concentration data integrate the following sources: 2020–2025 forecast data: Tsinghua University and the Energy Foundation (He et al., 2020); 2021–2022 measured data: National Urban Air Quality Report issued by the China National Environmental Monitoring Center (CNEMC, 2023), covering 337 prefecture-level cities in China; 2060 target value: updated annual average PM2.5 concentration in the World Health Organization’s Global Air Quality Guidelines (2021) (WHO, 2021); 2060 objective value: updated annual average PM2.5 concentration in the World Health Organization’s Global Air Quality Guidelines (2021) (WHO, 2021), covering 337 prefecture-level cities in China; and 2060 target value: the updated annual average PM2.5 concentration limit (5 μg/m3) in the World Health Organization’s Global Air Quality Guidelines (2021) (WHO, 2021).
The Beijing–Tianjin–Hebei region (226 cities), the Fenwei Plain, and the Yangtze River Delta used the data predicted in the report, while the remaining provinces used national data. The reference concentration of PM2.5 in the WHO air quality guidelines for 2006 was 10 μg/m3 (WHO, 2005).
The data on life expectancy in China were from the United Nations. The predicted life expectancy data were used to calculate the years the individual would lose because of premature death.
For mortality, this article used the mortality rate in 2019 in China from the GBD (Global Burden of Diseases, 2019). Assuming that medical and environmental conditions will not worsen in the future, this study assumes that the number of premature deaths will not increase before 2060. Based on the population distribution data of China’s 31 provinces from 2010 to 2100 under the Shared Socioeconomic Pathway 4 (SSP4) scenario, this article forecasts the population from 2020 to 2060. SSP4 describes a scenario of inequality in which the entire country experiences low fertility and low mortality, consistent with global assumptions (Chen et al., 2020b). In this study, China’s population distribution is projected using the SSP4 scenario, which assumes that socio-economic development exhibits a high degree of inequality but that the country as a whole maintains low fertility and mortality rates (Chen H. et al., 2020). This scenario aligns closely with China’s “dual-carbon” policy framework (carbon peaking by 2030 and carbon neutrality by 2060) and the energy consumption constraints outlined in the National Climate Change Program (2022). Specifically, the Shared Socioeconomic Pathway 4 (SSP4)—a moderate mitigation scenario assuming an initial rise followed by a decline in oil use—provides a compatible trajectory for China’s transportation sector. Under SSP4, the phased energy transition aligns with the sector’s mandated 66.3% reduction in mobile source emissions by 2060, as stipulated in dual-carbon policy documents; the aging trend predicted by SSP4 (increasing share of the 50–74 year old cohort) is consistent with the results of the seventh Chinese census (18.7% of the population aged 60+ in 2020) and the context of the delayed retirement policy; and the pace of technological innovation implied by SSP4 (e.g., the penetration rate of new-energy vehicles) is consistent with China’s “New Energy Vehicle Industry Development Plan (2021–2035)” target of “20% of new-energy vehicle sales in 2025.” Relative risk calculations for lung cancer and COPD were started at the age of 25, and relative risk calculations for stroke and IHD were started at the age of 0 (Apte et al., 2015). The technical approach of this paper is shown in Figure 1.
[image: Flowchart illustrating the process of analyzing and solving issues related to PM2.5 emissions. It starts with research basis, including status and significance, and progresses through analysis of the problem, detailing health effects like lung cancer and ischemic heart disease across age groups. The flow leads to economic loss and policy recommendations, aiming for PM2.5 emission reduction. Arrows indicate the progression from problem formulation to solution.]FIGURE 1 | Technology roadmap.
Although no human/animal subjects were involved, we adhered to data ethics guidelines by anonymizing provincial data and citing public databases.
4 RESULTS AND DISCUSSION
4.1 Premature deaths due to PM2.5 emissions from oil consumption by mobile sources in China’s provinces
The article first conducted a comparative analysis of the number of premature deaths in each province. Because of the different growth levels and the different GDP growth rates in each province, it was difficult to measure economic growth at the provincial level. It was even more difficult to measure the economic losses caused by premature deaths in the provinces. Therefore, this study only provides a comparative analysis of the number of premature deaths in each province and does not include an analysis of the associated economic losses.
Figures 3–6 show the premature deaths due to PM2.5 emissions from oil consumption by mobile sources in China’s provinces. Based on the number of premature deaths in the provinces in the key years, it was found that the provincial variation in premature deaths varied considerably. Figure 4 shows the health effects of lung cancer in the key years.
The number of premature deaths from lung cancer varied greatly across the key years. In 2020, lung cancer accounted for the fewest premature deaths compared to the other three health effect endpoints. Shandong province recorded the highest number of deaths, with 1,317 (95% CI: 1,246–1,388) in 2020, followed by Henan province with 1,206 (95% CI: 1,138–1,274). Shandong’s high PM2.5 levels (Figure 2) and dense population (SSP4 projections) synergistically drive health impacts; industrial activities (e.g., petrochemical industries) and high vehicle density The United Nations (2019). exacerbate emissions; aging demographics (50–74 years age group) further amplify vulnerability, as shown in Figure 8. Although the number of premature deaths decreased to 766 (95% CI: 712–820) in 2025, Shandong province still had the highest number of premature deaths. Guangdong province is projected to surpass all other regions in premature deaths starting in 2035. Tibet had the fewest premature deaths during the key years, which peaked in 2025 and gradually decreased thereafter, reaching 7 (95% CI: 1–12) premature deaths in 2060.
[image: Map of China with bar charts showing annual average concentrations of PM2.5 from 2013 to 2016 across various regions. Bars vary in height and are color-coded for each year. A compass rose and scale bar are included.]FIGURE 2 | Annual average PM2.5 concentration from 2020 to 2060.
As shown in Figure 3, the number of premature deaths caused by COPD was higher than that caused by lung cancer. It could be clearly observed that the concentration of PM2.5 would reduce the number of premature deaths in China with the implementation of the “oil control” policy, which aims to reduce transportation sector emissions by 66.3% by 2060, which is directly linked to the reduction of PM2.5, as shown in Figure 4. Shandong was the province with the highest number of premature deaths, with 1,615 (95% CI: 1,536–1,694) premature deaths in 2020. However, there would be 185 (95% CI: 158–212) premature deaths in Shandong province in 2060. With the decrease in the PM2.5 concentrations, the number of premature deaths would decrease. The number of premature deaths in 2020, 2025, 2030, and 2035 was the highest in Shandong province, and the highest number of premature deaths in 2035, 2050, and 2060 would occur in Guangdong province. Tibet had the lowest death toll in the key years. There were five (95% CI: 1–9) premature deaths in 2020, which increased to a peak of 16 (95% CI: 8–24) in 2025 before decreasing. The number of premature deaths is expected to be six (95% CI: 1–11) in 2060.
[image: Six circular radar charts compare data from 2020 to 2023 across various categories. Each chart, labeled a through f, shows blue lines depicting differences in values among categories over the years. Categories are positioned around the circle with values indicated by concentric circles. Each subsequent chart shows changes in the data pattern, generally decreasing in size from a to f.]FIGURE 3 | Population health effects of COPD across key years (a. 2020; b. 2025; c. 2030; d. 2035; e. 2050; f. 2060).
[image: Six radial charts labeled a to f display data from 2002 to 2007. Each chart features a pink star-shaped pattern inside a circular grid, indicating varying values. Labels encircle each chart, showing consistent categories. The pattern's size decreases progressively from chart a to f, suggesting data trend changes over the years.]FIGURE 4 | Population Health effects of lung cancer across key years (a. 2020; b. 2025; c. 2030; d. 2035; e. 2050; f. 2060).
As shown in Figure 5, IHD would be the health effect endpoint with the smallest change in the number of premature deaths over time. In addition, Shandong province had the highest number of deaths in 2020. It would also be the province with the largest gap in the number of premature deaths from 2002 to 2030. The province with the highest number of premature deaths in 2060 would be Guangdong. Tibet is expected to remain the province with the lowest number of premature deaths, following a trend similar to that of COPD, with 48 premature deaths projected in 2060.
[image: Six polar charts displaying data from 2003 to 2008. Each chart has a green line indicating values over various categories arranged in a circular layout. The overall size of the plotted area decreases from 2003 (a) to 2008 (f), reflecting a reduction in data magnitude or variability over the years. Each chart is labeled with its respective year in the top right corner.]FIGURE 5 | Population Health effects of IHD across key years (a. 2020; b. 2025; c. 2030; d. 2035; e. 2050; f. 2060).
As shown in Figure 6, the number of premature deaths due to stroke would be the highest among the four health effect endpoints, and the province with the highest number of premature deaths in 2020 would still be Shandong, with 5,284 (95% CI: 5,141–5,426). Henan and Jiangsu provinces would rank second and third, with 4,639 (95% CI: 4,506–4,772) and 4,156 (95% CI: 4,030–4,282) premature deaths, respectively. Shandong, Guangdong, and Henan had more than 3,000 premature deaths in 2025, with 3,405 (95% CI: 3,290–3,519), 3,301 (95% CI: 3,188–3,414), and 3,227 (95% CI: 3,116–3,338), respectively. The province with the greatest change would still be Shandong in the key years. The smallest number of premature deaths would be in Tibet.
[image: Six radar charts labeled a to f, showing the daily status of COVID-19 cases over different years. Each chart has spikes representing varying case numbers. Chart a shows 2020, b is 2021, c is 2022, and so on. The patterns appear to decrease in intensity from chart a to f.]FIGURE 6 | Population Health effects of stroke across key years (a. 2020; b. 2025; c. 2030; d. 2035; e. 2050; f. 2060).
4.2 Economic losses from the health effects of PM2.5 emissions from oil consumption by mobile sources across all age groups
Using the predicted GDP data for each province and the number of premature deaths, the economic losses from the four health effect endpoints varied across all age groups in the key years. The economic losses from the health effects of lung cancer and COPD in different age groups in the key years are shown in Figure 7.
[image: Bar charts labeled "a" and "b" compare predicted exposure levels for different age groups from 2020 to 2060. Chart "a" shows total cancer risk, and chart "b" shows lung cancer and COPD risk. Each bar represents a specific year, color-coded from blue to red, showing increasing exposure over time.]FIGURE 7 | Economic losses from the health effects of lung cancer and COPD in different age groups in the key years (million yuan). (a) Lung cancer; (b) COPD.
The economic losses caused by lung cancer were 0 for the age of 0–9 years in 2020, 2025, 2030, 2035, and 2050. It was also 0 for age 75 in 2020 and 2025, and for age 80 in 2030, 2035, and 2050. In 2060, the economic losses after the age of 80 are projected to be approximately 159.48 million yuan (95% CI: 134.73–184.23). The most significant economic losses in the key years occurred in the 50–69 age group. The 65–69 age group had the most economic losses in 2020, with 1,519.88 million yuan (95% CI: 1,442.70–1,597.08). This was followed by the 60–64 and 55–59 age groups, with losses of 1,485.42 million yuan (95% CI: 1,409.11–1,561.73) and 1,438.88 million yuan (95% CI: 1,363.78–1,513.99), respectively. The largest projected economic losses in 2060 are also in the 65–69 age group, estimated at 485.58 million yuan (95% CI: 442.40–528.78).
For COPD, the economic losses were mainly concentrated in the 60–74 age group in 2020. In addition, the 65–69 age group had the highest economic losses, with 757.23 million yuan (95% CI: 703.30–811.17). The economic losses after the age of 75 were 0. The economic losses in 2025 are expected to decrease, although the 65–69 age group would still have the highest economic losses in 2025 and 2030. After that, the economic losses are projected to gradually decrease. In 2060, the highest economic losses are expected in the 70–74 age group, estimated at 485.58 million yuan (95% CI: 442.40–528.78).
As shown in Figure 8, the distribution of the economic losses from IHD was in the 55–74 age group, but the change in economic losses over time was not obvious. The economic losses were the lowest in 2025, after which they alternately increased and decreased. The highest economic losses are projected to occur in 2050, followed by a decrease in the subsequent years.
[image: Bar charts labeled "a" and "b" compare economic loss in billion yuan across different age groups for the years 2020, 2030, 2040, 2050, and 2060. Chart "a" shows economic loss due to ischemic heart disease, while chart "b" shows loss due to stroke. Age groups and losses increase over time, with each bar representing a different year, indicated by varying shades of blue and red. Economic loss generally increases with age across both charts.]FIGURE 8 | Economic losses from the health effects of stroke and IHD in different age groups in the key years (million yuan). (a) IHD; (b) Stroke
The economic losses from stroke in all age groups are expected to decrease rapidly over time. In 2020, the economic losses from stroke were mainly concentrated in the 60–74 age group, after which they gradually decreased. In 2050, it would be mainly concentrated in the 65–74 age group. In 2060, it would be mainly concentrated in the 65–79 age group. Higher economic losses in the 50–74 age group are closely related to China’s delayed retirement policy (currently set at 60 years) and inadequate health insurance coverage (resulting in high out-of-pocket expenses).
4.3 Economic losses caused by the four health effect endpoints in the key years
Figure 9 shows the economic losses from the four health effect endpoints in the key years. The economic losses caused by stroke were the highest among the four health effect endpoints in 2020, which were 31.81 billion yuan (95% CI: 28.32–35.31). In 2050, the economic losses caused by IHD are projected to be the biggest, amounting to 24.01 billion yuan (95% CI: 20.97–27.04). The economic losses caused by COPD during the key years from 2020 to 2060 are projected to be the lowest. Secondary findings (e.g., COPD’s low economic losses despite high mortality) highlight the need for disease-specific healthcare investments rather than relying only on aggregate pollution control.
[image: Line graph showing projected healthcare costs for four diseases from 2020 to 2060: lung cancer, COPD, IHD, and stroke. Costs increase significantly over time, with lung cancer and COPD having the highest projected costs by 2060.]FIGURE 9 | Economic losses of four health effect endpoints in the key years (yuan).
The high number of premature deaths due to stroke in Shandong (5,284 cases in 2020) aligns with the findings of Xu and Lin (2018), who identified vehicle emissions as a key PM2.5 contributor in populous provinces. The age-specific economic losses (e.g., 65–69 age group) are consistent with those described by Zhao et al. (2016), who emphasized the vulnerability of middle-aged cohorts. The projected decrease in PM2.5 concentrations and associated health improvements reflect the effectiveness of China’s “oil control” policies, as discussed by He et al. (2020). The accuracy of the results can thus be demonstrated. The shaded areas represent 95% confidence intervals.
4.4 Uncertainty and sensitivity analyses
The results of this study rely on model assumptions, data quality, and parameter selection, necessitating a systematic assessment of their uncertainty and sensitivity to enhance the robustness of the conclusions.
4.4.1 Data uncertainty
The data for PM2.5 concentration predictions are based on scenario analysis by Tsinghua University and the Energy Foundation (He et al., 2020), which assumes a concentration reduction to 10 μg/m3 by 2060 (WHO standard). However, actual concentrations may deviate from the predicted values due to the strength of policy implementation, technological advancements, or sudden environmental events. Additionally, population and GDP projections are based on the SSP4 scenario (Chen Y. et al., 2020), without considering extreme socio-economic development patterns (such as accelerated population migration or economic recession) that may impact age group distribution and economic loss estimates. Sensitivity analysis shows that if the GDP growth rate is reduced by 1%, the economic losses due to IHD in 2050 also decrease by approximately 7.2% (95% CI: 5.8%–8.5%).
4.4.2 Model parameter assumptions
The RR parameters (α, γ, δ) and the threshold concentration (Zcf) in the IER model are derived from the Global Burden of Disease study (Burnett et al., 2014), but there may be regional specificity in the exposure–response relationship of the Chinese population to PM2.5. By adjusting the Zcf value (from 5 μg/m3 to 15 μg/m3), it was found that the estimated difference in premature deaths could reach 12%–18%. Furthermore, the contribution rate of mobile sources to PM2.5 (μ = 9.8%) is based on historical research (Chen et al., 2019). If this value is increased to 12%, the number of premature deaths due to lung cancer in Shandong province in 2020 also increases by 14.3% (95% CI: 12.1%–16.5%).
4.4.3 Baseline health status and population dynamics
The study assumes constant mortality rates after 2019 (Global Burden of Diseases, 2019), without consideringthe impact of future medical technological advancements or improvements in chronic disease management. If the baseline mortality rate decreases by 1% annually, the number of premature deaths due to COPD in 2060 also decreases by 23.6% (95% CI: 20.4%–26.8%). Additionally, the population projections do not consider the disturbance to the age structure caused by sudden public health events (such as pandemics), potentially underestimating the economic losses in the older age group.
4.4.4 Economic parameter sensitivity
The discount rate (λ = 4.7%) has a significant impact on economic loss estimates (People’s Bank of China, 2015). If a 3% discount rate is used, the economic losses due to stroke in 2050 will increase by 19.4% (95% CI: 16.8%–21.9%). At the same time, the human capital approach does not fully capture the loss of life value for non-working populations (such as retirees) (Zhao et al., 2016), potentially underestimating the social costs for older groups.
4.4.5 Regional heterogeneity
The study assumes a consistent trend in PM2.5 concentration reduction across provinces, but actual emission reduction effects may differ due to variations in policy implementation efficiency and industrial structure. For example, if the Beijing–Tianjin–Hebei region achieves the PM2.5 concentration target ahead of schedule (such as reducing it to 25 μg/m3 by 2030), the reduction in premature deaths will be 8%–12% higher than the national average (He et al., 2020).
5 CONCLUSION AND POLICIES
From the results mentioned above, the following conclusions and policies can be obtained.
5.1 Conclusion
Despite our efforts to ensure the accuracy and completeness of the data, the data may still be affected by limitations in the collection, processing, and reporting process; all analytical models are based on certain assumptions. Although the most appropriate model for this study was selected and validated, there may be discrepancies between the model assumptions and the actual situation; this study does not consider all possible external factors. For example, 1) external factors such as policy changes, technological advances, or natural disasters may have a significant impact on mobile source fuel consumption and PM2.5 pollution. 2) Exclusion of confounding factors (e.g., smoking and indoor pollution). 3) Assumption of constant mortality rates post-2019. Sensitivity analyses confirmed robustness, and uncertainties are quantified by 95% confidence intervals in the results. These factors were not fully considered in the model, which may lead to some bias in the results. 4) Although our study does not account for individual habits (e.g., smoking), it aligns with the methodologies of Zhao et al. (2016) and Burnett et al. (2014), which prioritize population-level analyses. Future work could integrate behavioral surveys.
	(1) The concentrations of PM2.5 emissions would decrease gradually in the key years. With the transformation and modernization of the energy consumption structure, oil consumption from mobile sources would first increase and then decrease. Thus, it would reduce PM2.5 emissions from oil consumption by mobile sources and further reduce the number of premature deaths and economic losses in China. This is due to China’s “oil control” policy (66.3% reduction in transportation emissions by 2060) and GDP-driven energy transitions.
	(2) The number of premature deaths in the four health effect endpoints in different provinces of China varied significantly, but the ranking of premature deaths at the provincial level changed little. The number of premature deaths in Shandong province was higher than that in other provinces. Tibet was the province with the lowest number of premature deaths among the four health effect endpoints. However, there was a significant difference in the number of premature deaths for the four health endpoints. The number of premature deaths due to IHD and stroke was significantly higher than those due to COPD and lung cancer.
	(3) The individuals in the 55–74 age group had more economic losses from the four health endpoints than other age groups. China’s economy continued to grow, although the number of premature deaths from the four health endpoints decreased. In 2020, 2025, 2050, and 2060, the economic losses from premature death due to stroke were the highest, and the economic losses from premature death due to IHD and lung cancer gradually increased from 2025 to 2050 in the key years; the economic losses from premature death due to IHD and lung cancer decreased in the 2020–2025 and 2050–2060 periods. The economic loss from premature death due to COPD was the lowest in the key years.

5.2 Policies

(1) New energy vehicles should be vigorously promoted, and the transformation of energy consumption from mobile sources should be accelerated. To reduce oil consumption from mobile sources, the use of new energy fuels such as hydrogen and natural gas should be strengthened, which would reduce PM2.5 emissions and the number of premature deaths and economic losses. It is recommended to refer to Guangdong province’s 2025 new energy vehicle subsidy policy (a single-vehicle subsidy of 20,000 yuan) to formulate a phased cost-sharing program for technological alternatives.
(2) Provinces should coordinate with each other to reduce PM2.5 emissions from oil consumption by mobile sources. Shandong province, with high numbers of premature deaths, should improve PM2.5 air quality indicators and adjust the population structure to reduce the number of premature deaths.
	(3) The health of the 55-74 age group should be focused on improving their lung function. In addition, the healthy personal lifestyle of the elderly should be strengthened to reduce the risk of lung cancer, COPD, IHD, and stroke in older adults.
	(4) In addition to the theoretical contributions, our study also has practical implications for policymakers and stakeholders. By identifying the key drivers of PM2.5-related health effects and economic losses, our findings provide a scientific basis for formulating more effective environmental and energy policies. For instance, policymakers can use the results of this study to prioritize regions and sectors for emission reduction measures and design targeted policies that address the specific health risks associated with PM2.5 pollution. Moreover, our analysis of premature deaths and economic losses can inform public health initiatives and resource allocation strategies, thereby helping to mitigate the adverse impacts of air pollution on population health and well-being. Overall, by bridging the gap between theoretical insights and practical outcomes, our study offers a comprehensive framework for addressing the challenges posed by PM2.5 pollution from mobile source oil consumption in China.
	(5) Based on the regional inequality of SSP4 assumptions, it is recommended to take the lead in implementing stricter emission standards for mobile sources (e.g., National VII standards) in economically developed regions such as Beijing–Tianjin–Hebei and the Yangtze River Delta; additionally, a pilot program for inter-provincial trading of PM2.5 emission rights could be implemented by borrowing from the European Union’s “Carbon Border Adjustment Mechanism” to balance the cost of abatement with health benefits. At the same time, less developed provinces (e.g., Tibet) can prioritize the promotion of low-cost new energy transportation (e.g., electric agricultural vehicles), relying on the SSP4 technology diffusion path.
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Rapid urbanization, economic dependency on natural resources, and ecological damage are major obstacles to environmental sustainability in the Middle East and North Africa (MENA). This paper examines the dynamic interactions among Information and Communication Technology (ICT), technical innovation, financial inclusion, natural resource rent, and environmental sustainability using ecological footprints and load capacity factors as main indicators. The research finds linear and asymmetric correlations using panel data from 2001 to 2022 and sophisticated econometric approaches like Cross-sectionally Autoregressive Distributed Lag (CS-ARDL) and Nonlinear ARDL (NARDL) models. The results expose that by encouraging energy efficiency and sustainable resource use, ICT and technical innovation significantly help to reduce environmental damage. Financial inclusion, however, has two different effects: if not properly controlled, it may encourage unsustainable spending habits even while it helps to provide cash for green ventures. Moreover, natural resource rents greatly worsen environmental damage, supporting the resource curse theory, especially in areas with inadequate government systems. The asymmetry approach emphasizes the varied impacts of positive and negative shocks in ICT and technological innovation on sustainability, thus implying the need for customized policy responses. With a comprehensive view of sustainability in MENA and strong econometric modeling incorporating environmental, technical, and financial components, this paper adds to the body of knowledge. Emphasizing the requirement of legislative frameworks that support green funding, improve institutional quality, and stimulate the use of digital and clean technology, the findings provide policymakers with practical insights. Aligning economic resilience with environmental sustainability would depend mostly on strengthening governance and sustainable investment policies, guaranteeing long-term ecological and economic stability.
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1 INTRODUCTION


Environmental sustainability in the Middle East and North Africa (MENA) region is increasingly critical, given the unique challenges of arid climates, water scarcity, and rapid urbanization. The region is home to some of the world’s most water-stressed countries, with an alarming 80% of the population living in areas facing high water stress, as reported by the World Bank. The United Nations Environment Programme also highlights that MENA experiences significant biodiversity loss and habitat degradation, exacerbated by climate change and unsustainable agricultural practices. Various initiatives have emerged to address these pressing issues, such as the Arab Strategy for Disaster Risk Reduction, emphasizing the importance of integrating sustainability into national policies. Furthermore, renewable energy projects, particularly solar power investments, are gaining momentum, with the International Renewable Energy Agency indicating that MENA could meet over 80% of its energy needs through renewable sources by 2030. Overall, fostering a culture of environmental sustainability in the MENA region is vital for ecological preservation and its nations’ long-term economic stability and resilience.
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FIGURE 1 | 
Flows of estimation strategies



Several environmental and social variables influence the complexity of the problem of environmental sustainability in the MENA area. Degradation of the ecosystem, insufficient funding for renewable energy, and growing ecological footprints are the only major obstacles to sustainable development in the area (Anwana and Owojori, 2024; Omojolaibi and Nathaniel, 2020). Many MENA nations still put economic development ahead of environmental protection, leading to excessive carbon emissions and resource loss; this makes their dependence on fossil fuels an important obstacle ((Bahn et al., 2018; Bahn et al., 2021). In addition, these problems are made worse by political unpredictability and economic inequality, which causes both business owners and government officials to lose sight of environmental principles (Hager et al., 2024; Owojori and Anwana, 2024). The adoption of renewable energy sources and the execution of Multilateral Environmental Agreements (MEAs) provide new possibilities for improving sustainability despite these challenges. Given the region’s extensive natural resources, there is a huge opportunity for green financing and investment in renewable energy sources (Ma and Najam, 2024). One potential strategy for bettering environmental results is the use of digital technology with sustainable farming methods (Bahn et al., 2021). In order to achieve their long-term environmental objectives, MENA nations must work together to improve their institutional frameworks and raise public knowledge about sustainability (Gang et al., 2023; Khaled, 2024). In order to provide a sustainable future for the varied people in the MENA area, it will be essential to tackle these interrelated concerns.

The growing emphasis on renewable energy and energy efficiency significantly contributes to environmental sustainability in the MENA region. Studies show that investing in renewable energy technologies is crucial in promoting sustainable development by decreasing dependence on fossil fuels, which are widely used in the region (Aldulaimi and Abdeldayem, 2022; Bargaoui, 2021). Moreover, incorporating green investments alongside energy efficiency initiatives has positively impacted environmental quality. This is supported by research that underscores the connection between these elements and sustainability results (Gang et al., 2023; Kong et al., 2022). Governmental interventions play a crucial role in fostering investments, as well-crafted policies can establish a supportive framework for sustainable practices (Taweel et al., 2015; Xiangling and Qamruzzaman, 2024a). A notable advantage lies in the region’s well-educated demographic, demonstrating a growing awareness of environmental concerns. The ongoing demographic transition is linked to increasing demand for sustainable tourism and development practices, reflecting the priorities of younger generations who emphasize ecological considerations in their consumption behaviors. Furthermore, integrating digital technologies and financial inclusion efforts has enhanced sustainability results, enabling access to vital information and resources for sustainable energy practices (Ma and Najam, 2024; Mahmood et al., 2023; Pereira et al., 2021). On the other hand, various elements challenge environmental sustainability in the MENA region. The persistent socio-political conflicts present a critical challenge, undermining effective governance and resource management and contributing to environmental degradation. Research indicates that conflicts significantly worsen ecological footprints by shifting focus and resources from sustainable practices to urgent economic survival needs (Sowers et al., 2017; Usman et al., 2021). Furthermore, the dependence on oil and gas revenues presents a paradox in which economic growth frequently coincides with heightened environmental degradation. The processes involved in the extraction and consumption of these resources play a substantial role in contributing to CO2 emissions (Mahmood et al., 2023).

The Environmental Kuznets Curve (EKC) hypothesis posits that as economies grow, they may initially experience environmental degradation; however, this trend can shift and improve once income levels reach a certain threshold. In numerous MENA countries, the impact of economic growth remains significantly greater than the advantages offered by advancements in technology and changes in composition, leading to ongoing environmental issues. Moreover, insufficient financial institutions and regulatory frameworks pose a significant barrier to the shift towards cleaner energy sources. Research highlights that the advancements in financial development have not yet resulted in meaningful enhancements in sustainability. Certain factors demonstrate neutral effects on environmental sustainability, with their influence potentially fluctuating depending on the specific contextual conditions in which they are situated. Urbanization presents a complex interplay of both beneficial and detrimental effects on sustainability. Urbanization has the potential to enhance resource efficiency and foster innovation in sustainable practices; however, if not managed effectively, it may also intensify pollution and place significant pressure on local ecosystems (Gang et al., 2023). The interplay between foreign direct investment (FDI) and environmental quality is intricate. On one hand, FDI has the potential to introduce capital and technology that foster sustainable development. On the other hand, if not properly aligned with sustainability objectives, it may contribute to environmental degradation (Pereira et al., 2021; Abdouli and Hammami, 2015). The escalating environmental challenges in the Middle East and North Africa (MENA) region—characterized by arid climates, water scarcity, rapid urbanization, and excessive reliance on fossil fuels—necessitate a comprehensive approach to sustainability. Despite the region’s vast potential for renewable energy and technological advancements, the interplay between economic development and environmental degradation remains a pressing concern. Factors such as inadequate institutional frameworks, socio-political instability, and the overexploitation of natural resources further exacerbate the region’s ecological footprint. This study is motivated by the critical need to identify sustainable pathways for growth, leveraging Information and Communication Technology (ICT), technological innovation, and financial inclusion. By exploring their impacts alongside natural resource dependency, the research seeks to offer evidence-based solutions that align economic resilience with environmental stewardship. The findings aim to guide policymakers in crafting strategies that balance ecological preservation with socio-economic advancement, fostering a sustainable future for the MENA region and beyond.

In light of the complicated consequences of natural resource reliance, this study’s main goal is to evaluate the roles of ICT, technical innovation, and financial inclusion in reducing environmental degradation. Unlike other studies, which often examine these elements independently, this one combines them into a coherent framework, enabling sophisticated knowledge of their interdependence. Apart from conventional carbon emissions measurements, the research presents ecological footprint and load capacity factors as important environmental sustainability measures, providing a more comprehensive picture of ecological wellbeing. The study seeks to answer: RQ1. How do ICT and technological innovation influence environmental sustainability in MENA economies? RQ2. What role does financial inclusion play in shaping ecological footprints, and does it contribute positively or negatively to sustainability efforts? RQ3. How does natural resource rent impact environmental outcomes, and does it align with or contradict the Resource Curse Theory? RQ4. What policy measures can help balance economic growth with ecological preservation in resource-dependent economies?

This study contributes significantly to the existing literature by offering a nuanced analysis of the interconnected roles of Information and Communication Technology (ICT), technological innovation, financial inclusion, and natural resource rent in shaping environmental sustainability within the MENA region. Unlike previous studies that address these factors in isolation, this research adopts a holistic approach, integrating ecological footprint and load capacity factors as comprehensive environmental impact indicators. Methodologically, it employs advanced econometric techniques, including the CS-ARDL and nonlinear estimation frameworks, to uncover both linear and asymmetric relationships, thereby capturing the complexity of the dynamics at play. Furthermore, the study extends the discourse on the Environmental Kuznets Curve (EKC) hypothesis, highlighting the conditional role of institutional quality and governance in moderating the effects of economic growth on environmental degradation. The research addresses a critical gap in the literature by situating the analysis within the unique socio-economic and political context of the MENA region. It provides actionable insights for achieving sustainable development. The findings enrich theoretical and empirical debates by demonstrating how targeted policy interventions and investments in green technologies can mitigate the environmental impacts of financial and resource-intensive growth models, offering a blueprint for sustainable practices in resource-dependent economies globally.

The article is organized into several sections to explore the research topic comprehensively. The Introduction establishes the study’s significance, highlighting the environmental challenges in the MENA region and the need for sustainable solutions. The Theoretical and Empirical Review discusses foundational theories, such as the Environmental Kuznets Curve (EKC), and reviews empirical studies on ICT, technological innovation, financial inclusion, and natural resources. The Data and Methodology section elaborates on the study’s econometric framework, including panel data analysis, cointegration tests, and asymmetric modeling techniques. The Results and Discussion present key findings, including the impacts of ICT and technological innovation on ecological sustainability, the complex role of financial inclusion, and the environmental consequences of natural resource dependency. The Policy Implications section outlines actionable strategies for enhancing governance, promoting green technologies, and achieving sustainable resource management. Finally, the Conclusion synthesizes the main insights, emphasizing the study’s contribution to the literature and its relevance for policymakers in fostering a sustainable future for the MENA region.




2 THEORETICAL AND EMPIRICAL REVIEW




2.1 CT and environmental sustainability


In recent years, significant advancements in Information and Communication Technology (ICT) have profoundly influenced various aspects of human life, including lifestyle choices, professional practices, and social interactions. This global proliferation of ICT has catalyzed a growing interest in understanding its implications for environmental sustainability. This literature review aims to conduct a comprehensive examination of research that investigates the impacts of ICT on the promotion of environmental sustainability. By analyzing the existing literature, we aim to elucidate ICT’s potential benefits and challenges in pursuing a more sustainable future.

Numerous studies underscore the critical role of ICT in enhancing energy efficiency across various sectors (Lv et al., 2023; Chatti, 2020; Ibrahim and Waziri, 2020; Wang et al., 2015). For instance, ICT facilitates the development of smart grids, advanced metering systems, and energy management applications, which collectively optimize energy consumption and reduce waste. Implementing ICT-driven smart buildings exemplifies this potential, as these structures can automatically adjust lighting and temperature based on occupancy, leading to substantial energy savings (Uddin et al., 2017). Furthermore, ICT-enabled smart transportation systems can improve traffic management, enhance fuel efficiency, and decrease greenhouse gas emissions (Yılmaz and Koyuncu, 2019). These findings highlight the positive contributions of ICT towards energy conservation and environmental sustainability.

Extensive research has also focused on integrating ICT with renewable energy sources to enhance the reliability and efficiency of these systems. ICT is pivotal in enabling real-time monitoring and management of renewable energy outputs, allowing grid operators to balance electricity supply and demand effectively. Studies indicate that ICT-enabled smart grids can accommodate a higher proportion of renewable energy sources, thus reducing reliance on fossil fuels and lowering carbon emissions (Agu, 2023). Additionally, ICT applications such as demand-side management and energy storage optimization can further enhance the utilization of intermittent renewable energy sources (Zeng and Li, 2016). These insights emphasize the significant importance of ICT in facilitating the widespread adoption of renewable energy and advancing toward a low-carbon energy framework. Utilizing remote sensing technologies, Internet of Things (IoT) sensors, and big data analytics allows for continuous, real-time monitoring of environmental parameters such as air and water quality and biodiversity (Twagirayezu et al., 2021). This wealth of data provides policymakers and environmental agencies with critical insights to inform decision-making and implement targeted interventions. For example, ICT-based air quality monitoring systems can identify hotspots and guide strategies to mitigate air pollution, enhancing public health and reducing carbon emissions (Coroamă et al., 2014). These developments illustrate the capacity of ICT to bolster environmental monitoring and management significantly.

Despite its numerous benefits, the widespread adoption of ICT has raised concerns regarding electronic waste (e-waste) and its environmental ramifications. The study of (Kartouti and Juidette, 2023) articulates that the rapid obsolescence of electronic devices and the increasing demand for new ICT products generate substantial amounts of e-waste. Poor disposal and recycling practices can lead to environmental contamination and pose significant health risks (Tam et al., 2018). However, ICT can also be crucial in addressing e-waste challenges by implementing e-waste management systems, recycling initiatives, and promoting circular economy models (Radu, 2016). Furthermore, the findings of (Malmodin et al., 2010; Zapico et al., 2010) advocated that the ICT sector can mitigate its environmental impact by fostering sustainable product design and responsible e-waste disposal practices.




2.2 Financial inclusion and environmental sustainability


The potential of financial inclusion to spur economic development and reduce poverty has garnered much attention. It is defined as making financial services available to people and businesses. In particular, carbon dioxide (CO2) emissions continue to be a hotly debated topic in discussions about its effects on environmental sustainability. This research evaluation classifies the consequences of financial inclusion on environmental sustainability as either good, negative, or neutral. According to several research, there is a strong relationship between financial inclusion and environmental sustainability. By expanding people’s access to banking, savings, and insurance, financial inclusion may encourage the development of greener economic models and purchasing renewable energy sources. To illustrate the point, (Khémiri et al., 2023; Wicaksana, 2023), found that when people and companies have better access to capital, they are more inclined to invest in energy-efficient technology and sustainable farming practices, reducing CO2 emissions. Research suggests financial inclusion might encourage ecologically friendly habits by spurring innovations in this area. In addition, small and medium-sized businesses (SMEs) that have trouble accessing traditional funding sources might find it easier to implement greener technology by integrating financial services. In order to reduce carbon emissions, financial institutions may help small and medium-sized enterprises (SMEs) upgrade their production processes and adopt sustainable technology (Mahato and Jha, 2023). When people in poor countries have easier access to capital, they are more likely to participate in green activities, positively affecting sustainability.

On the other side, some academics are worried that more people having access to financial services would raise CO2 emissions from buying more stuff and making more power. Access to credit could lead people to overspend, which increases consumption and increases their impact on the environment (Ullah et al., 2022). Organizations that are better able to get financing may also increase their output, increasing the demand for resources and their carbon footprint. Agricultural activities spurred by financial inclusion may cause land-use changes, deforestation, and increased pollution; this phenomenon is especially noticeable in fast-urbanizing areas (Liu et al., 2022). Rising CO2 emissions may result from more industrialization and infrastructure investment in developing nations if they have easier access to capital (Gourène and Mendy, 2019). A study conducted by (Erdogan, 2024) found that while financial inclusion can encourage investments in sustainable technology, it also can raise demand for non-renewable energy sources, which might worsen environmental deterioration.

Depending on the situation’s specifics, some research has shown a positive or negative correlation between financial inclusion and ecological sustainability. For instance, the total effect of financial inclusion on carbon dioxide emissions may differ according to regional circumstances and regulatory frameworks, even if it may boost economic activity and encourage sustainable behaviors (Yin et al., 2019). The environmental costs of increasing consumption and production activities could sometimes outweigh the advantages of financial inclusion in encouraging sustainable habits (Franco-Riquelme and Rubalcaba, 2021). There is a danger of increasing consumption and environmental deterioration associated with financial inclusion, even though it may encourage sustainable habits and decrease emissions. Investments in sustainable technology should be encouraged, and policymakers should promote inclusive financing in a balanced manner.




2.3 Technological innovation and CO2 emission


Technological innovation is pivotal in the configuration of society, the economy, and the environment. With the increasing worry about climate change and the need for sustainable development, scholars and policymakers have focused on examining the correlation between technical advancements and carbon dioxide (CO2) emissions. This literature review aims to provide a comprehensive analysis of relevant research investigating the impact of technological innovation on carbon dioxide (CO2) emissions. The study will emphasize the diverse results and their implications for addressing climate change. In the context of carbon dioxide (CO2) emissions, technological innovation encompasses developments in various fields, such as the energy sector, transportation, industry, and agriculture. This complex relationship has been the subject of a great deal of academic study from a variety of perspectives and in a variety of contexts. Technological innovation is essential for climate change to be mitigated and sustainable development goals to be realized. The different ways in which innovations have an impact on CO2 emissions are examined in this overview of the relevant research. Installing energy-efficient technology leading to emission reductions is only one example of the wide variety of outcomes that may result from digitalization, which also carries the risk of introducing new challenges. Policymakers and stakeholders must consider sector-specific methodologies, geographical settings, and the implementation of effective policies that may effectively harness the potential of technological innovation if they are to meet carbon emission reduction targets successfully. Within the framework of global endeavors to combat climate change and achieve environmental sustainability, the examination of the influence of technological innovation on carbon emissions has become an increasingly significant subject. The table presents a succinct overview of nine studies conducted in different countries, utilizing diverse methodologies to investigate the correlation between technological innovation and carbon emissions. Let us thoroughly examine the findings and implications presented in the literature review (Smith et al., 2007). Through econometric analysis, a comprehensive study conducted within the United States has provided evidence of technological innovation’s positive impact on reducing carbon emissions. Technological advancements contribute to reducing carbon emissions by enhancing energy efficiency and promoting healthier production methods. This finding underscores the importance of allocating resources toward developing and implementing cutting-edge technologies to promote sustainable development and mitigate the effects of climate change. Moreover, (Danish, 2021), by executing the dynamic ARDL, documented adverse linkage between GTI and CO2 in the long and short-run assessment. For China (Chen et al., 2020), The study utilizes input-output analysis within the specific context of China. It concludes the varying impact of technological innovation on carbon emissions across different industries. While it is true that certain industries have witnessed a decline in carbon emissions as a direct consequence of their innovative practices, it is important to acknowledge that there are other sectors where emissions have actually increased due to amplified output levels. This statement underscores the necessity of implementing targeted strategies to promote innovation in industries that possess the highest potential for reducing emissions.

The present study (Seo et al., 2018), conducted in South Korea, elucidates the relationship between technological innovation and economic development by applying structural equation modeling. The findings indicate a noteworthy positive correlation between these variables, resulting in an observable escalation in carbon emissions. This discovery presents significant considerations for policymakers regarding balancing economic development and environmental sustainability by fostering the advancement of eco-friendly innovations.




2.4 Natural resources rent and environmental sustainability


The interplay between natural resource rents and environmental sustainability is intricate and layered, revealing a spectrum of positive, negative, and neutral dynamics that vary across different contexts. Research frequently emphasizes the significance of positive relationships, indicating that natural resource rents have the potential to drive economic growth and development, especially in nations abundant in resources. For example, Asiedu et al. (2021) illustrate that natural resource rents are crucial in driving economic growth within West African economies. Their findings indicate that the effective management of these resources has the potential to foster improved sustainability outcomes. Similarly, Onifade and Alola (2023) observes that elevated natural resource rents can foster domestic credit and invigorate private sector growth, potentially indirectly supporting sustainable practices within the MENA region. The viewpoint is further supported by Erdogan, (2024), who contend that globalization can potentially alleviate the adverse effects of resource rents on human wellbeing, thus promoting environmental sustainability.

On the other hand, the adverse effects of natural resource rents on environmental sustainability have been thoroughly documented. A wealth of research demonstrates that excessive dependence on natural resources can result in environmental degradation and heightened pollution levels. Mahmood et al. demonstrate a significant correlation between oil and natural gas rents and elevated CO2 emissions in the MENA region, highlighting the environmental repercussions of resource extraction (Mahmood et al., 2023). Moreover, Achuo et al. (2023) study underscores the fact that the extraction of natural resources frequently results in heightened environmental pollution, especially in developing nations where institutional structures may lack robustness. The “resource curse” phenomenon highlights the paradox where nations endowed with abundant natural resources often face economic growth impediments and detrimental environmental consequences. This situation frequently arises from mismanagement and the pursuit of rent-seeking behaviors, as discussed by Havranek et al. (2016).

Neutral relationships can be identified, indicating that the influence of natural resource rents on environmental sustainability is contingent upon various contextual elements, including the quality of governance and the robustness of institutional frameworks. Khan et al. (2020) propose that the interplay between natural resource rents and financial development is influenced by the quality of institutions, suggesting that effective governance can amplify the beneficial effects of resource rents while reducing their adverse consequences. In a similar vein, the research conducted by Alhassan and Kwakwa (2022) indicates that although the extraction of natural resources may negatively impact environmental quality, the presence of effective governance can mitigate these adverse effects by underscoring the critical role that tailored policies and governance frameworks play in shaping the overall effects of natural resource rents on environmental sustainability. Depending on several contextual circumstances, including the quality of governance and institutional frameworks, some research suggests that natural resource rents and environmental sustainability may have no connection. According to Ma and Najam (2024), a country’s institutional quality determines how natural resource rents affect economic development and environmental quality. Sustainable development may be possible in resource-rich countries with robust legal and policy frameworks by managing natural resource rents to reduce their negative environmental effects. On the other hand, in nations lacking institutions, these rents can worsen environmental damage without producing a significant economic advantage.




2.5 Contribution to the existing literature


First, this paper fills in important voids in current research by offering a thorough, region-specific investigation of the environmental effect of ICT, technological innovation, financial inclusion, and natural resource reliance in MENA economies. Few studies have combined these elements into a comprehensive econometric framework for MENA’s economic and environmental constraints. In contrast, earlier research has looked at these elements in isolation or within more general worldwide settings. Second, unlike usual studies using linear models, this work uses sophisticated econometric approaches like CS-ARDL and NARDL, capturing both short-run and long-run dynamics along with asymmetric effects. Third, it extends the Environmental Kuznets Curve (EKC) hypothesis by including institutional quality and governance, which are often disregarded in studies of regional sustainability. This paper guarantees a balanced approach to economic development and environmental resilience in resource-dependent countries by giving empirical data on policy-driven sustainability paths, thereby presenting practical insights for legislators. This input helps to clarify the conversation around sustainable development in developing nations.





3 DATA AND METHODOLOGY OF THE STUDY




3.1 Theoretical foundation and model construction


The Technology Adoption and Diffusion Theory offers a valuable perspective for analyzing how new technologies, especially information and communication technologies, are accepted and spread throughout societies. This theory highlights essential elements, including relative advantage, compatibility, complexity, trialability, and observability, all of which play a significant role in successfully integrating ICT to foster environmental sustainability (Wibowo et al., 2024). Recent research underscores the significant role of social media in mobilizing environmental action and raising awareness about sustainability initiatives, highlighting the significant role of ICT in enhancing communication and promoting community involvement in initiatives aimed at environmental conservation.

The Innovation Systems Theory enhances this framework by emphasizing the dynamic interactions among diverse actors and institutions within an innovation ecosystem. Entities such as firms, universities, research institutions, and government agencies are integral to promoting technological innovation that underpins environmental sustainability (Dehdar et al., 2022). This theory places significant importance on collaboration and knowledge sharing, underscoring the potential of collective efforts to propel advancements in sustainable practices and technologies.

The theory of financial inclusion plays a crucial role in this study, highlighting how access to financial services is vital for fostering economic development and enhancing social inclusion. Financial inclusion has the potential to drive investments in clean technologies and promote sustainable resource management, ultimately contributing to the overall sustainability of economic activities (Petrova et al., 2023). The dynamics of this relationship hold substantial importance in the MENA region, as the availability of financial resources can profoundly influence the uptake of sustainable technologies and practices.

The Resource Curse Theory presents a compelling viewpoint, positing that nations endowed with abundant natural resources might face impediments to economic growth. This phenomenon can be attributed to Dutch Disease and inherent institutional frailties. This theory highlights the importance of effective resource management and diversification strategies for sustainable development (Corbett, 2013). Within the MENA region, characterized by its rich natural resource endowments, this theory underscores the intricate challenges and potential opportunities in resource management, particularly in the pursuit of sustainability.

The Environmental Kuznets Curve (EKC) Hypothesis presents an intriguing inverted U-shaped correlation between economic growth and environmental degradation. Although pollution may rise in the early stages of economic development, it tends to decrease as income levels improve (Mutchek and Williams, 2014). This hypothesis underscores the critical need to separate economic growth from environmental degradation, a notion gaining traction in contemporary dialogues surrounding sustainable development.

The Circular Economy Framework emphasizes optimizing resource use and reducing waste by promoting the closure of resource loops and minimizing environmental impact. This framework highlights the importance of technological innovation and circular business models in promoting environmental sustainability, indicating that adopting circular practices can greatly diminish ecological footprints (Almusaed et al., 2023). Integrating circular economy principles is vital for promoting sustainable practices in the MENA region, where effective resource management is crucial.

To investigate the interaction of ICT, technical innovation, financial inclusion, natural resources, and environmental sustainability, the research gathers panel data from MENA nations covering 2001–2022. Data is obtained by researchers from credible worldwide databases like the United Nations Environment Program (UNEP), World Bank, International Energy Agency (IEA), and International Telecommunication Union (ITU). Key economic, environmental, and technical indicators abound in the dataset, guaranteeing a thorough covering of the variables under analysis. Researchers cross-valuate many sources before merging them into the econometric model to preserve data dependability. They provide comparability across nations and time by using standardizing methods. Advanced econometric tests evaluate stationarity and solve cross-sectional dependence to guarantee strong estimates. Researchers also use missing data imputation strategies to reduce biases when needed. The last dataset offers linear and nonlinear studies, enabling a sophisticated knowledge of how these elements affect environmental sustainability in MENA countries.

The generalized equation of the empirical model is as follows;


[image: Mathematical expression showing the integral of a function labeled "ES" with parameters ICT, TI, FI, and NRR. The expression is labeled as equation (1).]


CC, TI, FI, NRR, and ICT stand for climate change, technological innovation, financial inclusion, and natural resources rent, respectively. After the log transformation, the above Equation 1 can be displayed in the following manner, See, Equation 2:


[image: Equation depicting a linear model: ES equals beta-sub-zero plus beta-sub-one multiplied by ICT, plus beta-sub-two times PT, plus beta-sub-three times FI, plus beta-sub-four times NRR, plus epsilon.]


β0 is the intercept term, β1,β2,β3, and β4 are the coefficients for the respective independent variables, ϵ is the error term.

The coefficient β1 linked to ICT is anticipated to exhibit a negative sign, indicating that a rise in the adoption of information and communication technology may be associated with a reduction in the impacts of climate change. The reasoning for this expectation is backed by existing literature demonstrating how ICT can improve environmental performance by enhancing efficiency and resource management while fostering increased public involvement in sustainability initiatives. The incorporation of ICT across different sectors has demonstrated a significant enhancement in the monitoring and managing of environmental resources, which in turn helps to alleviate negative impacts associated with climate change.

The coefficient β2 associated with Technological Innovation (TI) is expected to exhibit a negative value, which illustrates the idea that technological advancements have the potential to foster more sustainable practices and diminish greenhouse gas emissions. Advancements in technology frequently lead to more sustainable production techniques and the emergence of renewable energy options, both of which play a vital role in combating climate change. Research indicates that areas that prioritize technological innovation often see a decrease in their carbon footprints, reinforcing the anticipated inverse correlation between technological innovation and climate change.

In the context of Financial Inclusion (FI), one would anticipate that the coefficient β3 will exhibit a positive value, which suggests that without proper management, enhanced financial inclusion could result in a rise in investments that are detrimental to the environment. It is important to recognize that although financial inclusion can enhance access to resources that promote sustainable practices, it may also unintentionally bolster unsustainable practices if investments are not strategically channeled towards green technologies. The relationship is indeed complex, and the positive correlation indicates that there is a possibility for greater financial resources to be directed toward both sustainable and unsustainable initiatives.

Finally, we anticipate that the coefficient β4 for Natural Resources Rent (NRR) will also exhibit a positive value, which is consistent with the Resource Curse Theory, which suggests that nations abundant in natural resources might face impediments to economic growth and environmental sustainability, often stemming from mismanagement and an over-dependence on these resources. The anticipated positive coefficient indicates that increased natural resource rents may intensify the effects of climate change, especially when the revenues are not allocated towards sustainable development efforts.




3.2 Variables definition and rationality for selection


Information and Communication Technology (ICT) encompasses the various technologies that facilitate access to information via telecommunications, the internet, and additional channels. This research evaluates ICT by utilizing indicators such as internet penetration rates, mobile phone usage statistics, and the degree of advancement in digital infrastructure. The choice of ICT as an independent variable is well-founded, given its established impact on boosting productivity, driving innovation, and supporting sustainable practices in diverse sectors. Studies indicate that information and communication technology (ICT) enhances environmental performance through improved resource management and increased public involvement in sustainability efforts. Technological innovation encompasses the development and implementation of novel technologies and the refinement of current technologies aimed at boosting both efficiency and effectiveness. The measurement is conducted through various proxies, including the number of patents filed, expenditures on research and development (R&D), and the rate of new technology adoption across industries. The inclusion of technological innovation is grounded in its capacity to promote sustainable practices and mitigate environmental impacts by utilizing cleaner production techniques and renewable energy alternatives. Research demonstrates that areas that prioritize technological innovation often see a decrease in their carbon footprints, highlighting the significance of this factor concerning climate change. Financial inclusion refers to the ability of individuals and businesses to access and utilize financial services effectively. The assessment uses indicators such as the proportion of individuals holding bank accounts, the accessibility of credit, and the presence of microfinance services. The consideration of financial inclusion as a variable is rooted in recognizing that access to financial resources plays a crucial role in enabling investments in sustainable technologies and practices. Nonetheless, it is acknowledged that financial inclusion may result in heightened investments in environmentally detrimental activities if not steered towards sustainable initiatives. The concept of natural resources rent pertains to the financial returns generated from extracting various natural resources, including oil, gas, and minerals. The assessment is conducted through proxies, including the proportion of GDP attributed to natural resource extraction and the income generated from resource exports. The inclusion of NRR is grounded in the Resource Curse Theory, which suggests that nations abundant in natural resources often encounter difficulties in attaining sustainable development, primarily due to mismanagement and an excessive dependence on these resources. Grasping the intricacies of natural resource management is essential for crafting strategies that foster sustainability while effectively utilizing resource wealth.

As seen in Table 1, the results indicate the variance inflation factors (VIFs) for two models: ecological footprint and load capacity factor. For the ecological footprint model, the VIF values are below 5, with the highest at 3.91 (Y) and the lowest at 1.102 (FI), suggesting low to moderate multicollinearity. The mean VIF for this model is 2.5402, which is within an acceptable range. In the load capacity factor model, VIF values range from 1.8115 (Y) to 3.3818 (T), also below the typical threshold of 5, indicating minimal multicollinearity concerns. The mean VIF for this model is 2.6649, which reinforces the interpretation that multicollinearity is not problematic in either model, allowing for a reliable interpretation of regression coefficients.





TABLE 1 | 
Results of VIE assessment.

[image: Table with two panels showing Variance Inflation Factors (VIFs) and their reciprocals. Panel A is for ecological footprint with VIFs: ICT 2.9158, TI 2.0134, FI 2.7599, NRR 1.102, Y 3.91. Panel B is for load capacity factor with VIFs: ICT 3.3818, TI 2.5672, FI 2.9427, NRR 2.6214, Y 1.8115. Mean VIF for Panel A is 2.5402, and for Panel B is 2.6649.]





3.3 Estimation strategies


To assess slope heterogeneity, the methodology adheres to the framework established by Bersvendsen and Ditzen (2021), which provides a comprehensive approach for accounting for variability in slopes across individual units within a panel dataset. This methodology facilitates a nuanced examination of the underlying differences in the relationships between variables across various cross-sectional entities. By analyzing slope heterogeneity, researchers can identify and account for potential disparities in how each cross-sectional unit responds to predictors, leading to more accurate and context-specific estimations.

In the second stage of the analysis, the focus shifts to documenting cross-sectional dependency through the application of multiple established tests, including those developed by Breusch and Pagan (1980), Pesaran, (2006), Pesaran (2004), Pesaran et al. (2008), and Juodis and Reese (2022). Cross-sectional dependency is a prevalent concern in panel data analysis, as economic shocks or policy changes affecting one entity often have repercussions for others, thereby creating interdependencies among the units. The aforementioned tests are instrumental in assessing the degree of correlation among observations across different units. This is essential for ensuring that the econometric model accurately reflects the influence of shared shocks or spillover effects.

The third stage evaluates the order of integration for each variable by executing a series of panel unit root tests, specifically the CADF test statistic, CIPS test statistic, and the methodology proposed by Herwartz et al. (2018). These tests are critical for determining whether the variables exhibit stationarity or contain unit roots, as the presence of non-stationary variables can lead to spurious results in regression analyses. The CADF and CIPS tests are particularly advantageous as they account for cross-sectional dependence in the unit root testing process, thereby enhancing their reliability in panel datasets characterized by interconnected entities. This rigorous approach ensures that the econometric analysis is grounded in sound statistical principles, thereby bolstering the credibility of the findings, See, Equation 3:


[image: Mathematical notation depicting an equation with components: ΔŶ_it as a function of coefficients β_i, γ_i, π, with summations over k, and constants. It includes formulas for CIPS involving summation over terms involving δ and CADF.]


In Stage 4, the assessment of long-run cointegration is performed utilizing the methodologies established by Persyn and Westerlund (Persyn and Westerlund, 2008) and Westerlund (Westerlund, 2007). These approaches are critical for evaluating the existence of a long-run relationship among the variables of interest within a panel dataset. The framework incorporates considerations for cross-sectional dependence and heterogeneity, offering robust insights into the interconnectedness of variables over extended periods. By applying this methodology, researchers can ascertain whether the variables share a stable, long-term equilibrium relationship, essential for comprehending persistent interactions across different units in the panel. The following statistical equation will be executed to derive the cointegration investigation’s test statistics.

Stage 5 estimates the long-run and short-run coefficients through the Cross-Sectionally Augmented Autoregressive Distributed Lag (CS-ARDL) model. The CS-ARDL approach is particularly advantageous as it effectively captures the dynamic relationships within the panel, accommodating both immediate (short-run) and enduring (long-run) effects of explanatory variables on the dependent variable. By estimating these coefficients, researchers can evaluate the speed at which variables adjust in the short run and the stability and magnitude of long-term associations. This comprehensive analysis ultimately provides a nuanced understanding of the dynamic interdependencies in the panel data, facilitating more informed conclusions regarding the relationships among the variables Chudik and Pesaran (2015).

The fundamental framework of the study is as follows, See, Equation 4:


[image: Equation representing a model: \( y_{it} = \alpha t + \sum_{i=1}^{p_y} \delta_i y_{i,t-1} + \sum_{l=0}^{p_x} \beta_{l,i} X_{i,t-l} + \sum_{l=0}^{p_\phi} \phi^l Z_{i,t-l} + \epsilon_{ti} \).]


In Equation 4, [image: It seems there was an error with your image upload. Please try uploading the image again or provide a URL so I can assist you effectively.] stands for the mean of lagged CS, that is [image: Mathematical notation showing a variable with subscript \( \bar{z}_{it} \), equal to a tuple of two other variables, \((\bar{y}_{i, t-l}, \bar{x}_{i, t-l})\), indicating they are time-lagged.]. The long-run elasticity of the mean group can be obtained in the following manner, See, Equation 5:


[image: Equation illustrating formulas for \(\theta_{CS-ARDL}\) and \(\theta_{MG}\). \(\theta_{CS-ARDL}\) equals the sum of \(\beta_{i}\) divided by one minus the sum of \(\mu_{i}\) from zero to \(p\). \(\theta_{MG}\) equals the reciprocal of \(N\) times the sum of \(\hat{\beta}_{i}\) from one to \(N\). The equation is labeled as equation (5).]


In Equation 5, [image: Statistical notation depicting beta hat sub i (β̂ᵢ), commonly used in regression analysis to represent estimated coefficients.] Explain the CS estimation for each individual. The error correction from the CS-ARDl model is exhibited in Equation 6.


[image: Equation showing change in Y sub t equals Phi sub i times bracket quantity y sub t minus one minus beta hat X sub t minus one. This is minus alpha sub t plus sum from i equals one to p sub y minus one of delta sub i delta y sub t minus i plus sum from i equals one to p sub x minus one beta sub i delta x sub t minus i plus sum from i equals one to p sub z minus one delta sub i delta Z sub t minus i plus mu sub t. Equation is labeled as six.]


From the above Equation 6, the speed of adjustment can be documented with [image: Please upload the image or provide a URL so I can help generate the alternate text.]


In Stage 6, the study adopts an asymmetric framework by employing the nonlinear estimation approach introduced by Shin et al. (2014) to capture potential non-linearities and asymmetries in the relationships between variables. This framework facilitates the differentiation between positive and negative changes, allowing for an analysis of how upward and downward variations in one variable may influence another differently. By focusing on asymmetry, this method provides a more nuanced understanding of relationships that may not be adequately captured under conventional linear models, particularly when responses to positive versus negative changes are not uniform. Such an approach enhances insights into the underlying economic or financial dynamics, thereby improving the robustness and realism of the estimated relationships within the model (Lee et al., 2021; Permuter et al., 2011). The following asymmetric equations, Equation 7, will be executed to derive the asymmetric coefficients of ICT, TI, NRR, and FI.


[image: Equation showing a regression model: the natural logarithm of ES sub t equals beta sub 0 plus beta sub 1 times the natural logarithm of ICT sub t plus beta sub 2 times the natural logarithm of ICT sub t squared plus beta sub 3 times the natural logarithm of NRR sub t plus beta sub 4 times the natural logarithm of NRR sub t squared plus beta sub 5 times the natural logarithm of TIt plus beta sub 6 times the natural logarithm of TIt squared plus beta sub 7 times the natural logarithm of FIt plus beta sub 8 times the natural logarithm of FIt squared plus beta sub 9 times the natural logarithm of Yt plus beta sub 10 times the natural logarithm of Yt squared plus epsilon sub t.]


Where, [image: The expression shows two mathematical terms: "ln ICT subscript t superscript plus" and "ln ICT subscript t superscript minus".]); [image: Text reading "ln NRR with a superscript plus and ln NRR with a superscript minus."]; [image: It seems like there's no image here. Please upload the image you want me to generate alternate text for.] and [image: Mathematical expressions displaying natural logarithms of two variables: \( \ln TI_{t}^{+} \) and \( \ln TI_{t}^{-} \).] are the decomposed variables of ICT, NRR, and GTI, respectively, See, Equation 8:


[image: A mathematical expression detailing logarithmic formulas for various metrics, including ICT, NRR, TI, and FI. Each metric, such as \( \ln ICT^+_{i,t} \), is represented by summations involving maximum or minimum functions of logarithmic differences, denoted by \( \Delta \ln \), across a range from \( j = 1 \) to \( \kappa \). Each formula specifies either a positive or negative transformation, marked by superscripts \( + \) or \( - \), for the respective metric. The expressions are complex and appear to be part of a larger set of equations.]


By incorporating the above-decomposed variables, the asymmetric equation can be displayed in the following manner, see Equation 9:


[image: Mathematical equation representing a model for change in the natural logarithm of economic sustainability (ES). It includes variables for environmental factors (EF), information and communication technology (ICT), natural resource rents (NRR), gross tertiary education (GTE), and deviations in income (Y). The equation features summations, coefficients, and lagged variables, indicating a dynamic panel data analysis approach.]


Where, [image: Summation from i equals one to p of beta subscript i superscript plus.] and [image: Summation notation displaying the sum from i equals one to p of beta subscript i, i bar.] Capture the positive and negative effects in the short term. Whereas λ+i and λ+i capture the positive and negative long-term effects. The error correction model is demonstrated as follows, see Equation 10:


[image: Equation displaying a model for change in energy security (\(\Delta \ln ES_t\)) as a function of lagged changes in energy security, information and communication technology (\(ICT_t\)), natural resource rents (\(NRR_t\)), and green technology innovation (\(GIT_t\)). It includes error correction term (\(ECT\)) and various coefficients. The equation is marked as (10).]


the standard Wald test is performed to examine the short-term symmetry β = β+ = β− and long-term symmetry λ = λ+ = λ− for remittance, export earnings, infrastructure development, TI, and economic growth. After confirming the long-run association, the dynamic multiplier effect is assessed, where a 1% change in [image: Mathematical expression showing logarithms of REM variables: \( \ln \text{REM}_{t-i}^{+} \) and \( \ln \text{REM}_{t-i}^{-} \), representing possibly positive and negative components.], [image: Mathematical expressions showing natural logarithms of two variables: ln ER with a superscript plus sign and subscript \( t-i \), and ln ER with a superscript minus sign and subscript \( t-i \).], [image: Natural logarithm of ID with superscript plus at subscript t minus i, and natural logarithm of ID with superscript minus at subscript t minus i.], [image: Mathematical expression includes two terms: ln T I subscript t minus i superscript plus, and ln T I subscript t minus i superscript minus.], [image: Natural logarithms of \( Y^+ \) subscript \( t-i \) and \( Y^- \) subscript \( t-i \).] Can be derived as follows, see Equations 11–13:


[image: Mathematical equation showing two expressions for \(k^+_h\) using summations. Both involve the term \(\frac{\emptyset ES_{t,j}}{\emptyset \ln ICT_{t}}\) summed over different indices, with \(h\) as a variable equal to \(1, 2, 3, \ldots\). Equation number is (11).]



[image: Mathematical equation showing two expressions for \( k^+_h \). Both involve sums from \( j=0 \) to \( p \) of the term \(\varnothing ES_{+j,i}\), divided by \(\sum_{j=0}^p \ln TT_{j,i}\). The terms are equal, and \( h = 1, 2, 3, \ldots \). Labeled as equation (12).]



[image: Mathematical equations depicting summations and logarithmic transformations involving variables \( ES \), \( FI \), and \( NRR \). The equations include summation signs, fractions, and indices \( h = 1, 2, 3, \ldots \), with reference number (13).]


Stage 7 involves assessing directional causality through the Juodis et al. (2021) panel causality test. This test looks at the direction of causal effects in panel data while considering cross-sectional dependence and heterogeneity. It is a big improvement over other tests that look at causality, which might assume that units are all the same or not look at dependence structures. The JKS approach facilitates unit-specific causality assessments, enabling a more accurate evaluation of causal linkages within complex datasets. Unlike other causality tests, the JKS test is designed to reduce problems caused by false causality. This makes finding real causal relationships more reliable and accurate (Amblard and Michel, 2012; Vreeken, 2015; Wienöbst et al., 2022). The integration of these advanced methodologies not only enriches the analytical framework but aligns with contemporary developments in causal inference and econometric modeling. Using Shin’s nonlinear estimation and the JKS causality test together will help the study discover more about how variables change over time. This will lead to a better understanding of the causes of the studied panel data.

This study makes a dual methodological contribution. It initially incorporates a thorough econometric framework that goes beyond traditional linear methods by integrating the Cross-Sectionally Augmented Autoregressive Distributed Lag (CS-ARDL) and Nonlinear Autoregressive Distributed Lag (NARDL) models. These methodologies allow the study to identify short-run and long-run dynamics while considering asymmetries frequently neglected in earlier research. Furthermore, it utilizes sophisticated panel data methodologies to tackle essential econometric issues, including cross-sectional dependency, slope heterogeneity, and long-run equilibrium relationships, guaranteeing robust and reliable findings. The rationale for the selected methodologies is grounded in their relative benefits compared to conventional approaches employed in analogous environmental and economic research. The CS-ARDL model is highly appropriate for this study because it effectively addresses the differences among countries and simultaneously captures both short-term and long-term impacts of the explanatory variables. This represents a notable advancement compared to conventional panel regression models, which often overlook the unique country-specific variations in reactions to environmental policies or economic shifts. Additionally, employing NARDL facilitates the identification of nonlinear relationships, essential for comprehending the varying impacts of rising and falling levels of ICT adoption, financial inclusion, and reliance on natural resources on environmental sustainability. Previous studies have largely overlooked the existence of asymmetric effects; however, it is well-recognized that economic and environmental responses can diverge significantly when confronted with policy changes or technological innovations. The study also utilizes comprehensive diagnostic tests, such as the slope heterogeneity test, cross-sectional dependency tests, and panel unit root tests, to confirm the reliability of the econometric model. The Westerlund cointegration test provides additional support for long-term relationships among the variables, thereby enhancing the reliability of the estimated outcomes. The methodological rigor of this study sets it apart from previous research by guaranteeing that prevalent econometric issues, including omitted variable bias, spurious regression, or structural breaks, do not influence the conclusions reached. Implementing this advanced methodological framework equips policymakers with clearer and more practical insights regarding the sustainability challenges faced in the MENA region. The results highlight the significance of focused policy measures in improving ICT and technological innovation while also addressing financial inclusion and resource dependence in a manner that harmonizes economic growth with environmental sustainability.





4 ESTIMATION AND INTERPRETATION




4.1 Pre-estimation assessment


Stage 1 deals with the assessment slop of heterogeneity with the framework introduced by Ditzen and the output reported in Table 2. The Δ stat and adj Δ stat are statistically significant at 1%, implying the rejection of homogeneous properties in the research variables.





TABLE 2 | 
Results of the SH test of Bersvendsen and Ditzen (2021).

[image: Table showing two models with their statistics and shareholder exits. The first model has a delta statistic of 4.9122 and an adjusted delta of 4.841, both marked with significance. The second model has a delta statistic of 4.1743 and an adjusted delta of 5.3345, also marked with significance. "SH exits" is indicated as "Yes" for both models.]


Cross-sectional dependency test results in Table 3 exhibited statistical significance at a 1% level in all cases, articulating the sharing of common dynamics among research units.





TABLE 3 | 
Results of the cross-sectional dependency test.

[image: Table showing statistical values for variables across five studies. Variables include EF, LCF, ICT, TI, FI, NRR, and Y. Each column lists values for different studies: Breusch and Pagan (1980), Pesaran (2004), Pesaran et al. (2008), Pesaran (2006), and Juodis and Reese (2022). Some values have asterisks indicating significance levels.]


After the assessment of SHT and CSD, the next phase deals with the documentation of the order of integration through the execution of the panel unit root test introduced by Pesaran and Herwartz. Table 4 displayed the output of panel unit root tests and unveiled the mixed order of integration: few variables exposed stationary at a level operation, and few became stationary after the first difference. The following section estimates the long-run association among the research units.





TABLE 4 | 
Results of panel unit root test.

[image: Table comparing test statistics for different variables using CADF, CIPS, and Herwartz and Siedenburg methods. Columns indicate levels and first differences for each method. Variables include EF, LCF, ICT, TI, FI, NRR, and Y, with various statistical numbers, some marked with significance asterisks.]


Stage 4 investigates the long-run association among the variables in three constructed models. The output in Table 5 is statistically significant at a 1% level, suggesting the long-run presence.





TABLE 5 | 
Results of panel cointegration tests.

[image: Table displaying statistical estimations across three scenarios: no shift, mean shift, and regime shift. It includes variables LMΓ, LMΦ, and statistical values for Model 1 and Model 2, with distinct values such as -3.981, -2.2924, and more. Some values are marked with asterisks, indicating significance levels.]





4.2 Coefficients estimation with CS-ARDL estimation


With a statistically significant result, see Table 6, the coefficient for Information and Communication Technology (ICT) about the ecological footprint is −0.0941. This means that more ICT is linked to a smaller ecological footprint. Consistent with other studies that emphasize the importance of ICT in fostering sustainability, this indicates that improved infrastructure and utilization of ICT may result in less environmental consequences and more efficient management of resources. A positive and statistically significant relationship exists between increased ICT and load capacity, as shown by the Load Capacity Factor (LCF) coefficient of 0.1141. Supporting sustainability efforts, this positive link shows that ICT may improve systems’ ability to handle loads efficiently. A short-term rise in information and communication technology (ICT) is associated with a small but statistically significant reduction in the ecological footprint, as shown by the short-run coefficient for ICT impacting the ecological footprint of −0.0309. With a considerable short-term negative effect, the LCF coefficient is −0.0354. The short-term effect highlights how ICT may help reduce environmental problems right away.





TABLE 6 | 
Results of CS-ARDL estimation.

[image: Coefficients table comparing ecological footprint and load capacity factor (LCF) across long-run and short-run scenarios. It includes coefficients, standard errors, and t-statistics for variables: ICT, FI, TI, NNR, Y, Y2, and C, followed by diagnostic tests: CD test, Wooldridge Test, Normality Test, and Ramsey RESET Test, with respective values.]


The long-run coefficient for the ecological footprint in the context of Financial Inclusion (FI) is 0.0664, indicating a significant correlation between increasing financial investment and a larger ecological footprint (t-stat = 11.8571). Le et al. (2020), Li and Qamruzzaman (2023) found that financial inclusion, if not channeled towards sustainable activities, may lead to increased consumption and environmental deterioration. This result is in line with that research. In contrast, LCF has a significant negative coefficient of −0.0757, suggesting that increased financial investment reduces load capacity. While financial resources are necessary, it is important to allocate them wisely to prevent overwhelming systems, as shown by this negative association. The ecological footprint coefficient for short-run FI is 0.0427, showing a positive and statistically significant effect. With a value of 0.0281, LCF has a modest but statistically significant beneficial impact. This indicates that financial inclusion has favorable short-term benefits on the ecological footprint, even if it might lead to greater consumption.

A long-run coefficient of −0.0714 for the ecological footprint for Technological Innovation (TI) suggests a strong relationship between increased TI and a considerable decrease in environmental effect. According to Liu (2011), Piao and Managi (2023), this lends credence to the idea that technological progress might result in greener behaviors. With a 0.0573 coefficient for LCF and a t-statistic of 8.1857, it is clear that technical innovation has a favorable effect. This indicates that new developments may improve systems’ ability to handle loads efficiently. The short-run TI coefficient of −0.016 for the ecological footprint shows a small negative correlation, not statistically significant. There is a strong negative effect in the short term, as shown by the LCF coefficient of −0.0704. The results show that new technologies are good in the long run, but they may not have the same impact in the near run.

Regarding Natural Resources Rent (NRR), the long-run ecological footprint coefficient is 0.0621, which means a significant relationship exists between increasing natural resource use and an increased ecological footprint. According to the Resource Curse Theory, which posits that unsustainable management of natural resources may cause environmental deterioration (Aye and Edoja, 2017; Grzelak, 2022), this discovery aligns with that theory. A statistically significant negative relationship exists between the increasing use of natural resources and load capacity, as shown by the LCF coefficient of −0.065. A positive impact is shown by NNR’s short-run coefficient of 0.0442 concerning the ecological footprint. A short-term negative impact is shown by the LCF coefficient of −0.0462. This indicates that using natural resources may have both a negative effect on load capacity and an adverse effect on the environment.

The ecological footprint has a positive and statistically significant association with income (Y) with a short-run coefficient of 0.0637, and a small but non-significant positive impact is shown by the LCF coefficient of 0.0101. There may be a correlation between increasing income levels and larger environmental consequences. The short-run coefficient of −0.0373 suggests a substantial negative association for the ecological footprint concerning Y2 (income squared). The coefficient shows a substantial positive but modest impact for LCF, which is 0.0408. The results show that increasing money may have more negative effects on the environment initially, but these negative effects may eventually be reduced. There is a high negative correlation between the ecological footprint (−0.786) and LCF (−0.2271), as well as the coefficient for the error correction term (etc.), in both models, suggesting a substantial negative effect. This highlights the significance of these parameters in attaining sustainability and implies that they quickly restore long-term balance in these interactions.

The findings show that while innovation in technology and information communication technologies help with sustainability, there are complicated links between financial inclusion and the use of natural resources that must be carefully managed to lessen the negative environmental effects. This is consistent with previous research (Colignatus, 2020), highlighting the importance of sector-specific policies in fostering sustainable behaviors.




4.3 Asymmetric coefficients of ICT, FI, TI, and NRR on EF and load capacity factor



Table 7 displayed the asymmetric coefficients. The long-run and short-run coefficients reveal asymmetric influences of Information and Communication Technology (ICT), Technological Innovation (TI), Financial Inclusion (FI), and Natural Resources Rent (NRR) on the ecological footprint. In the long run, positive changes in ICT (ICT+) hurt the ecological footprint, with a coefficient of −0.1053 and a statistically significant t-stat of −6.51, indicating that ICT improvements reduce environmental pressures over time. The impact is slightly stronger for negative changes in ICT (ICT-), with a coefficient of −0.1211, suggesting that reductions in ICT development lead to an even greater environmental benefit. In the short run, positive and negative ICT shocks show smaller but significant negative effects on ecological footprint, with coefficients of −0.0219 and −0.0154, respectively. This indicates that ICT influences are felt immediately, although the effects are less pronounced than in the long run.





TABLE 7 | 
Results of asymetric estimaiton.

[image: A data table presents regression results for two models in both long-run and short-run scenarios. Model [1] focuses on the ecological footprint and Model [2] on the load capacity factor. Each model lists variables with corresponding coefficients, standard errors, and t-statistics. Notable variables include ICT+, ICT-, TI+, TI-, FL+, and FL-. Long-run and short-run columns show different coefficients and statistics, emphasizing variations over time. The table concludes with entries for cointegration equations and weight factors, providing insight into the statistical relationships and significance levels for each variable.]


For Technological Innovation (TI), the long-run coefficients for both positive (TI+) and negative (TI-) changes are also negative, with TI + at −0.138 and TI- at −0.1189, both significant. This suggests that technological advances lead to a reduction in ecological footprint over time, and any setbacks in innovation also contribute positively to environmental preservation, albeit with a slightly lower impact. In the short run, however, the influence of TI+ is minimal and insignificant (−0.0032), indicating that technological improvements may not have an immediate environmental effect. Conversely, a negative shock in TI (TI-) shows a much larger negative effect in the short run (−0.0445, highly significant), suggesting that when technological innovation declines, the ecological footprint reduces significantly in the short term, perhaps due to reduced production pressures.

Financial Inclusion (FI) also demonstrates an asymmetrical influence on ecological footprint, where positive changes (FI+) have a positive long-run effect with a coefficient of 0.1166, indicating that financial inclusion may increase ecological footprint, possibly due to expanded access to resources and consumption. Negative changes in FI (FI-) also have a positive, though slightly lower, long-run effect (0.0992). In the short run, positive and negative financial inclusion shocks show even stronger effects (0.0399 and 0.0196, respectively), suggesting that changes in financial inclusion have an immediate and substantial impact on environmental outcomes, likely as financial resources influence consumption and production quickly.

Natural Resources Rent (NRR) further highlights asymmetry, as positive changes (NRR+) have a significant positive long-run effect (0.1467), indicating that increased reliance on natural resources escalates ecological footprint over time. Similarly, negative shocks (NRR-) have a positive impact, though weaker (0.1138). In the short run, positive NRR shocks have a smaller immediate effect (0.0064) than negative shocks (0.0311), suggesting that reduced reliance on natural resources can quickly benefit the environment. Overall, the error correction term (−0.419, highly significant) confirms that any short-run deviations from long-run equilibrium are corrected swiftly, ensuring the model’s stability.

The asymmetric long-run and short-run coefficients in Model 2, examining the load capacity factor, reveal how positive and negative changes in key economic and environmental factors—such as Information and Communication Technology (ICT), Technological Innovation (TI), Financial Inclusion (FI), and Natural Resources Rent (NRR)—influence the dependent variable in varying degrees over different timeframes. Positive changes in ICT (ICT+) have a coefficient of 0.0522 in the long run, indicating a small yet significant positive impact on the load capacity factor. However, when ICT experiences negative changes (ICT-), the coefficient rises to 0.0938, indicating a stronger negative effect on load capacity, revealing a notable asymmetry in how ICT fluctuations impact the load capacity factor. This difference suggests that reductions in ICT infrastructure or investment could have a more substantial adverse effect on the capacity than similar positive investments might enhance it, highlighting a vulnerability in the system to ICT reductions.

Technological Innovation (TI) exhibits a smaller asymmetry between positive (TI+) and negative (TI-) coefficients in both the long and short run. TI + has a long-run coefficient of 0.0421, while TI- shows a similar positive impact of 0.0443. This near-parity indicates that improvements and declines in technological innovation have a comparable effect on load capacity in the long term, albeit modestly positive. In the short run, however, TI+ is associated with greater fluctuation than TI-, which may indicate that technological advancements can create immediate but volatile effects. In contrast, technological declines have a more gradual, less pronounced influence.

Financial Inclusion (FI) reveals a marked asymmetry in its coefficients, with both positive (FI+) and negative (FI-) changes having substantial negative impacts on load capacity. FI + has a long-run coefficient of −0.0933, meaning that improvements in financial inclusion may reduce the load capacity factor over time, potentially due to increased consumption or resource strain. The effect is similarly negative for FI-, with a long-run coefficient of −0.0925, indicating that reductions in financial inclusion also detract from load capacity. This could suggest that both expansions and contractions in financial inclusion lead to increased resource demands that negatively impact the load capacity. However, contractions appear to have a more immediate short-term effect than expansions.

Lastly, Natural Resources Rent (NRR) exhibits a similarly asymmetric yet consistently negative influence on load capacity, regardless of direction. Positive changes in NRR (NRR+) are associated with a long-run coefficient of −0.0979, while negative changes (NRR-) have a slightly smaller impact at −0.0694. This asymmetry suggests that while increases in resource rents have a slightly stronger negative impact on load capacity, reductions in these rents also contribute negatively. The overall negative influence of NRR on load capacity may reflect an increased environmental strain associated with the reliance on natural resources, regardless of fluctuations in rent values. The significant cointegration coefficient (−0.326) further indicates a quick adjustment process, suggesting that any deviations from equilibrium in the load capacity factor will revert relatively quickly, reinforcing the stability of the model in capturing these asymmetric effects.

The results of the JKS causality test, see Table 8, for the ecological footprint (EF) model reveal significant bidirectional causality between EF and ICT, suggesting a two-way relationship where advancements in ICT influence the ecological footprint, and changes in the ecological footprint also drive ICT developments. Additionally, unidirectional causality exists from financial inclusion (FI) to EF and from EF to economic output (Y), indicating that financial inclusion is critical in shaping environmental outcomes. At the same time, ecological degradation has implications for economic performance. Interestingly, there is no evidence of causality between EF and natural resource rents (NRR) or Technological Innovation (TI), apart from a unidirectional influence of TI on EF. These findings underscore the complexity of interactions between the EF framework’s technological, financial, and environmental dimensions. In the load capacity factor (LCF) model, significant bidirectional causality is observed between LCF and ICT, highlighting a mutually reinforcing relationship. Financial inclusion (FI) also influences LCF unidirectionality, emphasizing its role in enhancing environmental capacity. Notably, economic output (Y) and natural resource rents (NRR) exert unidirectional effects on LCF, suggesting that economic growth and resource utilization are critical determinants of environmental sustainability. Trade intensity (TI) and LCF also share a significant relationship, with TI impacting LCF. These results illustrate the interconnectedness of socio-economic factors in determining ecological capacity and emphasize the importance of policy interventions that integrate economic and environmental objectives.





TABLE 8 | 
Results of the JKS causality test.

[image: A table showing hypotheses with F Statistics, significance, and causality for ecological footprint and load capacity factor. For ecological footprint, significant values range from 0.925 (non-significant) to 8.817 (highly significant). For load capacity factor, the F Statistics range from 3.063 to 9.121. Significance levels are denoted by asterisks, where one asterisk indicates low significance and three denote high significance. Causality is indicated by directional arrows between variables.]






5 DISCUSSION


The negative coefficient for ICT indicates that increased ICT usage correlates with a reduced ecological footprint, aligning with existing literature that underscores the role of ICT in enhancing sustainability through improved resource management and infrastructure. This finding is further supported by studies highlighting how ICT facilitates more efficient resource utilization, thereby mitigating environmental impacts (Yin and Qamruzzaman, 2024; Qamruzzaman, 2024; Xiangling and Qamruzzaman, 2024b). The positive relationship between ICT and load capacity suggests that ICT advancements can enhance systems’ capacity to manage loads effectively, which is crucial for sustainable development. This is consistent with the assertion that ICT can bolster operational efficiencies across various sectors, leading to better environmental outcomes. The short-run effects of ICT on both the ecological footprint and load capacity further emphasize the immediate benefits of ICT in addressing environmental challenges, suggesting that investments in ICT can yield quick returns in sustainability efforts (Chatterjee et al., 2020). The proliferation of ICT in the Middle East and North Africa MENA has been associated with lower ecological footprints. In a recent study by (Hassan et al., 2023), it is emphasized that with ICT adoption across different sectors of an economy, GDP can grow while lowering emission intensity, or in other words, economic development and environmental degradation can be decoupled, making the case for ICT as a potential driver of green growth through promotion for environmental innovativeness and efficiency. Ayub (2022) supports this claim when he focuses on ICT as a valuable solution to minimize environmental problems and contribute to sustainability. In addition, Xiangling and Qamruzzaman (2024a) takes ICT as a spearhead of sustainable energy development, so its study also favors green growth from the viewpoint of environmental preservation in MENA. According to research conducted by Pata and Destek (2023), ICT is a crucial technology (along with renewable energy) that directly improves the load capacity factor and indirectly contributes positively to sustainability assessments. This is also well represented in the work of Fareed et al. (2021), where a holistic ecological indicator, like load capacity factor, is proposed as appropriate for assessing environmental sustainability. They concluded that ICT is sustainable as it enhances this aspect. In addition, the Institutional context in ICT is important for its function in effective sustainability promotion. Xue et al. (2021) showcasing the fundamental role of institutional quality towards environmental sustainability across MENA countries, which leads to the idea that good governance could enhance the positive effect of ICT on ecological outcomes. This is in line with Alnafisah et al., 2024, who states that innovation concerning technological advances may only lower carbon emissions if institutions are strong. Nevertheless, there are counterarguments where ICT can have unbeneficial environmental sustainability consequences. While some scholars have indicated that ICT can promote efficiency, others suggest it generates an increase in consumption and waste, possibly aggravating environmental problems without appropriate management (Simpson et al., 2019).

The analyses reveal a negative relationship between financial investment and ecological footprints in the case of MENA countries while suggesting that under specific circumstances, increasing financial inclusion may contribute to economic growth without threatening environmental sustainability. The finding that financial investments positively correlate to the growth of ecological footprints shows that if sustainability does not play a significant role in financial investment, the growth of finance and the real economy will induce environmental destruction. The Resource Curse Theory argues that with no sustainable management, financial inclusion can lead to over-consumption and environmental degradation (Ponce et al., 2022). In this regard, Ahmad et al. (2021) points out that investment in finance, both within the socio-economic development sector and outside, can reduce ecological footprints but only if they are diverted towards sustainable development. Ponce et al. (2022) contend that inclusion stimulates consumption and therefore escalates the ecological footprint, especially in the developing part of the world with frail institutional environments. Similarly, Ahmad et al. (2022) stresses that investment comes with adverse environmental degradation which need to be strategically applied to harness its growth level without spoiling the resources of ecology. That load capacity factor (LCF) in fact needs to be balanced, or else environmental systems will be overstressed, also pointing to the reality that financial resources are not enough for sustainability purposes. In addition, the negative sign found with respect to the load capacity factor reflects that financial resources need to be allocated carefully. In line with this (Ayub, 2022; Ahmad et al., 2022), financial risk may prevent the transition to renewable energy technologies and highlight a second complication in the relationship between financial development and environmental quality. On the other hand, several studies also indicate that sustainable financial development can improve environmental quality. For instance, (Dada et al., 2022), contend that environmental regulations offer a stabilizing force that, when integrated into the structure of financial systems, can support ecological progress toward sustainability, which suggests that the interaction is not purely negative as necessary; instead, this suggests it depends on the political and regulatory background. The ramifications of such findings are profound on a global scale. By its inherent complexities as an economic and environmental case study, the MENA region is a classic example of such a notion on the balance between financial development needs. The results imply that although financial development is conducive to economic expansion, it must be combined with strict environmental policies to avoid ecological collapse. More generally speaking, this is consistent with the global conversation about sustainable development in which there has been growing pressure on financial systems to be more effective in delivering positive environmental outcomes. Financial investments and ecological footprints are intertwined in a complex interplay of factors.

The relationship between technological innovation (TI) and ecological footprints in the MENA domain presents mixed findings concerning environmental sustainability through technological advancements. The negative link of TI with ecological footprints in the long run collaboration and its association with LCF (Load capacity factor) has proven that technological innovations have a moderate impact on a sustainable environment and can promote green technology effectively towards a greener environment globally and locally. As an illustration, Jima and Makoni (2023) state that technology has a great place in minimizing the harmful impacts caused by environmental degradation through wiser usage of resources and, thus, less waste. Similarly Ahmad et al. (2022) articulates that TI for clean technologies could result in mitigated ecological footprints, meaning if we have sustainable portfolios or projects, we can promise a cleaner planet. Some studies have also confirmed that countries that are more technologically innovative tend to exhibit lower levels of ecological footprints—this has been found in both the G7 and across countries. Nevertheless, the short-run impact of TI tells a different story. Technological innovations may not have immediate effects, signifying a time lag for attaining environmental benefits from new technologies. According to Ozili (2022), TI could be a double-edged sword. Although the long-run benefits of TI are obvious, in the short-run and due to adaptation lags, technology deployment generates negative effects on ecological footprints because initial environmental costs would likely affect new technologies deployment. In the stud (Leitão et al., 2022) advocated that policymakers may need to be patient in order to realize the potential benefits of TI and continue funding innovation in the long term. In addition, external factors like economic structure, regulatory frameworks, and societal preparedness for technological adoption highlight the intricacy of the relationship between TI and ecological footprints. Specifically, it is argued that the economic nature of a country can play a key role in determining the capacity of technological innovations to mitigate ecological footprints indicating that the context should be considered when appraising TI effects. AsPata Pata and Destek (2023), Simpson et al. (2019), Sahoo et al. (2024) noted. At the same time, TI can potentially reduce the negative impact of tourism on the environment, but it might not be effective until compatible policies and infrastructure are established. With a global perspective, such findings also tap into debates about how technological progress can enable sustainable development. Due to the distinctive environmental and economic features of MENA countries, this region is perhaps one of the most pertinent examples for exploring how TI can be utilized in practice to drive resilience. We find that despite the promise of TI to address ecological footprints, much of its success hinges on enabling institutional and economic settings. The long-term benefits of technological innovation on the ecological footprints in the MENA region exist despite the negative short-run effects of technological innovation on ecological footprints. Despite the high potential of TI for reducing environmental impacts, it may be less striking in terms of immediate effect, which underscores the importance of strategic planning and investing in sustainable technologies. This means that policymakers need to act purposefully by combining catalyzing innovation with understanding the time lag in reaping the full potential benefits of technology (Kazemzadeh et al., 2022).

In terms of NRR, in the long run, it indicates a troubling relationship between increased natural resource use and ecological footprint, consistent with the Resource Curse Theory. The negative impact of NRR on load capacity further illustrates the environmental strain associated with over-reliance on natural resources, underscoring the need for sustainable resource management practices. The results juxtaposing natural resource reliance (NRR) against ecological footprints in MENA suggest a potentially troubling relationship characteristic of what one might refer to as the Resource Curse Theory, which states that countries with a high level of natural resources have frequently encountered adverse economic and environmental consequences of depending too much on these resources characterized by an ecological footprint resulting in environmental deterioration. Literature postulated that higher natural resource usage leads to a larger ecological footprint, which in the absence of sustainable management practices might worsen environmental issues caused by overexploitation of the local communities and their natural environments (Hassan et al., 2023; Pata and Destek, 2023; Alnafisah et al., 2024; Gupta et al., 2022), but the natural resource consumption with a broad ecological footprint in many resources-rich countries including the MENA ones. Overuse of natural resources highlights the fundamental importance of sustainable management practices for resource use to decrease related environmental degradation reliant upon natural resources. For instance, Li et al. (2022) highlight that NRR adversely affects ecological sustainability, thus signaling production pressure on environmental systems and suggesting policies conducive to sustainable resource use. However, the unanimous adoption of the Resource Curse Theory is a matter of contention among scholars reporting that different components play a critical role in defining natural resources and ecological footprints’ correlation, i.e., good governance, technological innovations, and economic diversification. For instance, good governance and sound regulation can support the sustainable extraction of natural resources and thus reduce their ecological footprint. Further, innovation from the technological front can be decisive in improving the efficiency of using resources and depleting environmental degradation, as predicted by a new perspective that suggests natural resources alone are not a necessary evil. Natural resource management and ecological sustainability are shared challenges faced by many countries worldwide. MENA countries could also offer lessons for other resource-rich nations on overcoming such challenges through the introduction of sustainable practices in the management plans of their resources. In addition, the focus on sustainable development is consistent with global efforts to combat climate change and promote environmental sustainability, such as the United Nations Sustainable Development Goals (SDGs).




6 CONCLUSION, POLICY SUGGESTIONS, AND FUTURE RESEARCH SCOPE




6.1 Conclusion


This study highlights the complex interactions between technological innovation, financial inclusion, natural resource dependence, and environmental sustainability among MENA economies. We conclude that although advancements in information and communication technology (ICT) and technological innovation significantly impact the deceleration of ecological degradation, they are more visible in the long run, indicating the vital need for sustained investments in green technologies. Meanwhile, financial inclusion has a dual challenge: access to financial services can contribute to sustainable investment and environmentally harmful consumption. Moreover, the study reinforces the tenets of Resource Curse Theory, highlighting that dependency on resource rents amplifies ecological degradation in the absence of robust governance and regulatory infrastructure. Hence, MENA countries must prioritize policy interventions to improve institutional quality, foster green finance, and facilitate economic diversification. One key finding in this research is that governance and institutional frameworks are critical in reconciling economic growth with environmental sustainability. Studies suggest that regulatory mechanisms, investment in green technology, and further initiatives will decrease the ecological footprint. In contrast, weak institutions facilitate the mismanagement of resources, resulting in an unsustainable consumption of natural patrimony. The other argument of the study strengthens the EKC hypothesis, which states that during the early phase of HI, the economic growth causes overall environmental degradation, followed by an increase in both individual and overall wealth, the minimization of environmental degradation. Nevertheless, for this shift to happen, we need intentional policy measures, such as investments in cleaner technology, sustainable development, and resource-efficient economic policies.




6.2 Policy suggestion


The results of the research force MENA governments to develop a multifarious plan combining sustainable resource management, financial inclusion, and technological innovation to strike a balance between economic development and environmental protection. Below are certain policy suggestions:

First, to use ICT’s environmental advantages, governments should prioritize investing in digital infrastructure and renewable energy. To maximize resource utilization and lower emissions, policies should promote the acceptance of IoT-based monitoring, artificial intelligence-driven energy management systems, and smart grids. Expanded should be tax incentives and subsidies for companies using green technology.

Second, although financial inclusion helps to boost the economy, it should complement environmental objectives. Green credit programs run by governments should encourage companies and people to invest in infrastructure that uses less energy. Microfinance organizations should include sustainability criteria in their lending policies to support environmentally friendly businesses.

Third, One major environmental problem is too much dependence on natural resource rents. Mena nations must create plans to diversify their economy and lower their reliance on fossil fuels. Investing in the digital economy, renewable energy, and sustainable tourism can assist in replacing extractive sectors. Strict environmental rules on resource use will also help to reduce ecological damage.

Fourth, Sustainable development cannot proceed without strong institutional quality. Mena nations should improve anti-corruption systems, implement environmental laws, and increase resource management openness. Environmental compliance should be supervised by independent regulatory authorities, who should also punish companies using unsustainable methods.

Fifth, Governments must draw FDI in environmentally beneficial technology, sustainable agriculture, and renewable energy. Tax rebates, simplified licensing, and public-private partnerships are among the policies that can encourage multinational businesses to help the area’s sustainability initiatives.

Sixth, Considering MENA’s fast urbanization, including sustainability in urban design is crucial. Policies must support green areas, sustainable transportation options, and energy-efficient construction. Furthermore, promoting sustainability will involve changes in waste management and water conservation technology investment.





7 LIMITATIONS AND FUTURE DIRECTION OF THE STUDY


Despite its contributions, this study acknowledges certain limitations. First, while panel econometric models provide robust insights into macro-level trends and micro-level behavioral aspects of technology adoption and financial decision-making warrant further exploration, future research should incorporate qualitative assessments and case studies to understand how socio-cultural factors influence sustainability practices. Additionally, examining sector-specific impacts—such as manufacturing, agriculture, and energy—could offer more targeted policy implications. Lastly, integrating climate adaptation strategies with sustainability frameworks will be essential for mitigating the adverse effects of climate change in the MENA region. This research highlights the urgent need for an integrated approach combining technological advancements, financial accessibility, and resource governance to foster long-term environmental and economic resilience.
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Introduction: Louisiana faces significant environmental health challenges due to elevated air toxicity near industrial sites. The state hosts over 300 manufacturing facilities, more than 150 petrochemical plants, and 15 refineries, which, although economically beneficial, pose significant health risks to surrounding communities. Exposure to industrial emissions has been linked to respiratory conditions such as asthma, reproductive disorders, kidney damage, and various cancers. An 85-mile stretch along the Mississippi River, commonly referred to as “Cancer Alley,” has long been associated with elevated cancer rates, particularly among communities with high social vulnerability.
Methods: This study examines the relationship between social vulnerability, cancer incidence, and cancer risk using publicly available datasets, including air toxics data from the United States Environmental Protection Agency (EPA) and cancer incidence rates from the Louisiana Tumor Registry (LTR). Linear regression, interaction analyses, and geographically weighted regression were applied to assess how environmental and socioeconomic factors jointly influence cancer risk.
Results: Results reveal that cancer incidence was associated with elevated air toxins and compounded by social factors such as minority status, low income, and single-parent households. Notably, some regions exhibited a counterintuitive negative association between air toxins and cancer incidence, which may be due to data limitations, including the use of older air quality data, latency in cancer development, or underreporting.
Discussion: These findings underscore the importance of strengthening environmental regulations, real-time air quality monitoring, and community-based public health initiatives to reduce cancer disparities and support affected communities in Louisiana.

Keywords
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1 Introduction

Environmental hazards present serious and persistent public health challenges in Louisiana, disproportionately affecting marginalized communities and exacerbating longstanding health and social inequities (1, 2). The state is home to a high concentration of petrochemical plants, chemical manufacturing facilities, and refineries. Near these industrial sites are many communities that are known as fence-line communities (3). While fence-line communities can be found worldwide, those along the Gulf Coast of the United States face prolonged exposure to air, noise, and water pollution generated by facilities such as petrochemical plants (3). These communities are often predominantly low-income or racial/ethnic minority populations who bear a disproportionate burden of environmental hazards compared to non-marginalized groups (4, 5). The intersection of these factors has led to disparities in cancer incidence and mortality rates, particularly in areas such as Cancer Alley, a region spanning 11 parishes between Baton Rouge and New Orleans. While most Cancer Alley residents are white, those living in the fence-line communities directly bordering the processing plants are predominantly black (6).

Research has consistently demonstrated that exposure to environmental pollutants increases the risk of various cancers, including lung, liver, and colorectal cancers (7, 8). For example, recent studies on air pollutant exposure, specifically ambient fine particulate matter (PM2.5), have demonstrated that fence-line communities in Louisiana experience systematic and disproportionate exposure to these harmful pollutants, a trend that mirrors similar issues in other communities throughout the United States (9–11). People of color are also more likely to be disproportionately affected by consumer-generated pollution (12, 13). Hazardous industrial sites located near these communities’ further compound environmental injustice (14, 15). The correlation between increased exposure to hazardous pollutants and higher cancer rates is especially evident in locations with elevated levels of air toxicity, which coincide with regions that have the most vulnerable populations, especially those with higher social vulnerability (16).

From a public health perspective, policy reforms should incorporate both emissions data and population health outcomes. A continued lack of policy enforcement allows industrial emissions to increase (17)—this is particularly critical in Louisiana, where toxic air emissions are prevalent along its borders and throughout the state. As new refineries are developed, there is a noticeable absence of public health initiatives to monitor the well-being of residents and insufficient protection for those living near environmental hazards (18).

Addressing these gaps requires a comprehensive approach that considers both environmental exposures and the underlying social determinants of health. Communities with higher levels of poverty, lower educational attainment, and inadequate healthcare infrastructure often face greater challenges in mitigating environmental exposures, leading to disproportionate health outcomes (8, 19), such as elevated cancer risks (20). A more integrated understanding of these factors is essential for designing effective public health interventions and environmental policies.

This study aims to address this gap by examining the intersection of cancer incidence, cancer risk due to air toxin exposure, and social vulnerability across Louisiana’s nine public health regions. Specifically, this study seeks to answer the following research questions:

	1. How does cancer incidence and cancer risk from air toxin exposure correlate across Louisiana’s nine public health regions?
	2. To what extent do social vulnerability factors, such as income level, education level, and minority status, exacerbate environmental health risks?
	3. What regional disparities exist, and how do they relate to industrial site locations?

To address these questions, a multifaceted analytical approach was employed, integrating statistical modeling, spatial analysis, and interaction effects to assess the relationships between cancer risk from air toxins, social vulnerability, and cancer rates. By providing a detailed assessment of cancer incidence patterns and their association with environmental and social determinants, this study seeks to inform future public health policies and interventions to reduce cancer disparities in Louisiana.



2 Methods


2.1 Study design and public health regions

This study examined cancer incidence, cancer risk from air toxin exposure, and social vulnerability factors across Louisiana’s nine public health regions, which are administrative units defined by the Louisiana Department of Health for delivering public health services and leadership. A cross-sectional environmental study design was employed to investigate how these variables intersect to influence cancer rates at the regional level.



2.2 Data sources and variables

Multiple publicly available datasets were integrated for this analysis, covering cancer incidence, environmental exposures, and social vulnerability indicators. Table 1 summarizes these sources and key variables.



TABLE 1 Data sources used in the analysis.
[image: A table listing variables, data sources, descriptions, and references. Variables include cancer incidence, cancer risk from air toxins, social vulnerability, and industrial sites. Data sources range from Louisiana Tumor Registry to World Resources Institute. Descriptions provide an overview of health impacts and socio-economic factors. References include links to relevant databases or studies.]

The age variables (aged 65 and older and aged 17 and younger) were removed due to cancer incidence being age-adjusted. Additionally, variables within the “Housing Type and Transportation” theme and the limited English variable in the SVI were not included due to the high number of zeros in the data. For simplicity, cancer risk due to air toxins is referred to as air toxins, per capita income is referred to as income, no high school diploma is referred to as education and racial and ethnic minorities are referred to as minorities. For all analyses, the following independent variables were used: air toxins, poverty, unemployed, income, education, disabled, single parent, and minority. Cancer incidence is the outcome variable.



2.3 Statistical analyses

SPSS Statistics v. 26 (21) was used for regression and interaction analyses. Before conducting the linear regression analysis, exploratory data analysis (EDA) was performed to gain a deeper understanding of the data’s distributions, relationships, and potential issues. The key steps in the EDA for all variables included examining skewness, kurtosis, box plots, and histograms.

To ensure the assumptions of linear regression were met and to improve model fit, log 10 transformation was applied to air toxins. After the transformation, the normality of residuals and homoscedasticity were rechecked using diagnostic plots. The linear regression assumptions were then verified to ensure they were properly met. Given the nature of the variables, multicollinearity was assessed between all the variables, and none demonstrated extreme correlation. In the regression analysis, the first model included each variable independently, while the second model included the interaction terms (air toxins * SVI variable).



2.4 Geospatial analysis

Spatial analysis and map generation were performed in ArcGIS Pro 3.4 (22). Cancer incidence, air toxins, and the locations of power plants were mapped at the census tract level and overlaid with regional boundaries to visualize geographic patterns. A heat map was created to illustrate the distribution of power plant megawatt capacity. A spatial autocorrelation analysis was conducted for air toxins, and geographically weighted regression (GWR) was applied to assess spatially varying relationships.

Given the spatial nature of air pollution, the bisquare function for the local weighting scheme was selected to reflect local environmental conditions that may not adhere to census tract boundaries. Biquare weighting gives more weight to nearby locations and less weight to those farther away, which inherently considers spatial decay and aligns with pollution spread. Air toxins were log 10 transformed in the GWR as well. Before conducting the GWR, an exploratory regression analysis was performed to determine the best model for each parish and the entire state of Louisiana. Due to multicollinearity, the GWR could not be performed for certain regions. Therefore, the exploratory regression helped to identify the best variables to include in the model. Poverty was excluded from the GWR analysis due to multicollinearity. However, the income variable was included, which effectively captures economic vulnerability. For census tracts with missing SVI data, the values were substituted with 0.0001 to ensure compatibility with ArcGIS, as the software requires all entries to be numerical. There were 8 missing values in the SVI dataset. Although this approach maintained computational compatibility, it may introduce minor bias in spatial modeling. Future sensitivity analyses are warranted to evaluate the impact of such imputation on model robustness.



2.5 Data exclusion criteria

Louisiana contains 1,148 census tracts, of which 935 were included in the LTR dataset, which did not include any census tracts from Tensas parish (n = 3). Due to the absence of cancer incidence data, Tensas parish was not included in the analysis. Twenty-seven tracts were excluded from the LTR dataset because they contained military bases. Since military personnel are likely to have different exposure histories compared to the general population, these tracts were not included in the analysis. Consequently, a total of 908 census tracts from the LTR were included in the analysis.

When comparing the LTR with the SVI and NATA datasets, census tracts were excluded due to missing cancer incidence data (n = 193) or military designation (n = 27). These exclusions were distributed across the nine regions as follows:

	• Region 1: 131 eliminated tracts and 4 military tracts.
	• Region 2: 9 eliminated tracts and 1 military tract.
	• Region 3: 6 eliminated tracts.
	• Region 4: 4 eliminated tracts.
	• Region 5: 5 eliminated tracts.
	• Region 6: 4 eliminated tracts and 10 military tracts.
	• Region 7: 18 eliminated tracts and 10 military tracts.
	• Region 8: 15 eliminated tracts.
	• Region 9: 1 eliminated tract and 2 military tracts.

The SVI 2018 dataset included 1,140 census tracts, and the 2011 NATA dataset contained 1,192 tracts. After aligning these datasets with the tracts in the LTR, 232 census tracts were excluded from the SVI dataset (n = 12 removed due to having values of 999, indicating invalid data) and 284 from the NATA dataset (n = 64 removed due to invalid census tract numbers of 0000). These exclusions occurred because these tracts did not match the census tracts included in the LTR.




3 Results


3.1 Geographic distribution of cancer incidence, air toxins, and industrial sites

Geospatial analysis revealed a notable geographic clustering of cancer incidence and air toxins throughout Louisiana. Figure 1 illustrates concentrations of air toxins across the state, with particularly elevated levels in Cancer Alley and surrounding regions. Notably, cancer risk from air toxins reached a high of 826.31 cases per million, over 27 times the EPA’s acceptable threshold of 30 cases per million. The classification of Region 1 as a high-risk area is based on available data; however, it is important to note that certain census tracts in Region 1 have missing cancer incidence data, which are represented by the white areas in Figure 1. These areas reflect either unavailable or incomplete cancer data, rather than an actual absence of cancer cases. Therefore, the missing data in certain areas may affect the completeness of the overall assessment.

[image: Map of Louisiana showing cancer incidence, air toxins, and power plant capacity. Red shading indicates cancer incidence, with darker shades representing higher rates. Triangles show air toxin levels, with larger triangles indicating higher concentrations. Circles signify power plant capacity, with larger circles indicating higher megawatt levels. The map is divided into numbered regions for reference. A scale and north arrow are included.]

FIGURE 1
 Cancer incidence, cancer risk from air toxins and power plant capacity. Cancer incidence is based on the 10-year estimate from 2011 to 2020 provided by the LTR. Power plant capacity is reported in megawatts. Regions are labeled in blue. This figure illustrates the presence of industrial sites and clustering of cancer risk from air toxins within Cancer Alley and other regions, with elevated cancer rates observed in the surrounding areas.


Further analysis shows that power plant generation capacity is densely concentrated in Regions 1, 2, and 3, aligning with areas of higher cancer incidence and cancer risk from air toxins (Figures 2, 3). These patterns suggest a potential link between industrial emissions and increased cancer rates in adjacent communities.

[image: Map of Louisiana displaying cancer incidence and power plant density. Areas are shaded based on cancer rates per 100,000 people, ranging from light peach (lowest) to dark red (highest). Overlapping circles indicate power plant density, with colors from blue (sparse) to red (dense). Numbers on circles represent different regions. A legend and compass rose are included.]

FIGURE 2
 Cancer incidence and power plant capacity. Increased cancer rates, as indicated by the darker red areas, also are apparent near the more densely located power plants.


[image: Map illustrating power plant density and air toxin levels in a region. Red to blue gradients indicate power plant density, with red being dense. Different shades of blue indicate air toxin levels per million, ranging from 27.353000 to 826.309000. Seven numbered areas are highlighted with varying density and toxin levels.]

FIGURE 3
 Cancer risk from air toxins and power plant capacity. Areas with higher industrial emissions correspond to elevated cancer risks due to air pollution.




3.2 Spatial autocorrelation of air toxins

Spatial analysis confirmed a strong and statistically significant clustering of air toxins across Louisiana. Moran’s Index was 0.597 (z-score: 34.43, p < 0.00005), indicating that air toxin concentrations are not randomly distributed but spatially correlated, with high-exposure areas clustered near industrial sites. This finding highlights regional patterns of concentrated environmental risk and supports the need for spatially targeted interventions.



3.3 Geographically weighted regression (GWR) findings

The geographically weighted regression (GWR) analysis examined spatial relationships between cancer incidence, air toxins, and social vulnerability variables across multiple regions of Louisiana. Table 2 summarizes the significant relationships identified in the GWR analysis, while Figure 4 through 13 display region-specific maps illustrating the spatial distribution of regression coefficients. The analysis revealed considerable variability in the associations between cancer incidence and the independent variables, with some regions showing negative coefficients. This variability may reflect differences in pollution exposure levels within regions, as areas located farther from industrial sites tend to show lower exposure, which could result in inverse associations. Moreover, cancer incidence may be influenced by other unmeasured social determinants of health, such as healthcare access, housing quality, and occupational risks, all of which could mediate or confound the relationships observed.



TABLE 2 Statistically significant variables in the GWR and the direction of the association.
[image: Table showing various regions in Louisiana and their significant variables, coefficient ranges, and adjusted R-squared values. Overall Louisiana has significant variables of Single Parent and Air Toxins with coefficient ranges 23.73 to 29.98 and adjusted R-squared 0.02. Specific regions highlight variables such as Air Toxins, Income, Education, and Minority, with varying coefficients and adjusted R-squared values, including Region 1 showing a 0.18 value and Regions 4 and 9 both having Air Toxins with negative coefficients.]
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FIGURE 4
 GWR analysis for the state of Louisiana, illustrating the spatial variation in the regression coefficient for single parent households. A positive association between single parent households and cancer incidence is observed.


Across the state, single-parent households were positively associated with cancer incidence, particularly in southeastern Louisiana. This finding suggests that regions with higher concentrations of single-parent households may experience elevated cancer risks due to socioeconomic barriers such as limited access to healthcare, lower income, and increased physical and mental stress. Statewide, air toxins were negatively associated with cancer incidence, although this result may be driven by regional differences and unmeasured confounders, as indicated by a low adjusted R2 of 0.02. Since the cancer incidence data covers 2011–2020 and the air toxin exposure data is from 2011, the full latency effect of carcinogenic exposure may not yet be fully captured. This finding may also reflect residual confounding from unmeasured variables such as smoking or healthcare access, and potential underreporting in high-risk regions. As supported by prior studies (e.g., (23)), delayed cancer manifestation following environmental exposure remains a known challenge in exposure-disease modeling.

Regionally, distinct patterns were observed. In Region 1, cancer incidence was positively associated with air toxins, income, race, and education (Figures 5–8), with an adjusted R2 of 0.18, suggesting that in areas near industrial facilities, higher socioeconomic vulnerability may amplify the adverse health effects of environmental exposures. In addition, Region 4 exhibited a significant positive association between minority status and cancer incidence (Figure 9), highlighting racial and ethnic disparities in cancer outcomes and underscoring the need for targeted cancer prevention and treatment services within these communities (adjusted R2 = 0.13). Region 4 also showed a negative relationship between air toxins and cancer incidence, possibly related to latent effects of exposure, underreporting of cases, or other structural health determinants. No significant associations were found for Regions 2, 3, 5, and 6. In Regions 2 and 3, a negative adjusted R2 value was observed, which suggests a potential model misfit. This warrants further investigation, including an analysis accounting for additional confounding variables to better understand the relationship between socioeconomic characteristics, air pollution, and cancer incidence. For Regions 5 and 6, the models may have been affected by limited data or minimal exposure variability, indicating a need or more comprehensive data collection in these regions.

[image: Map highlighting areas of air toxins concentration in different shades of purple and green, ranging from 783.693906 to 911.015556 per million. A legend indicates color representations for toxin levels. The map focuses on specific regions, outlined with bold lines, within a larger area, which is highlighted in a green rectangle at top.]

FIGURE 5
 GWR analysis for Region 1, illustrating the spatial variation in the regression coefficient for cancer risk due to air toxins. In the highlighted area, for each one-unit increase in cancer risk per million, cancer incidence increases by 783.69 to 911.02 cases per 100,000 population.


[image: Choropleth map highlighting an urban area with varying shades of purple and blue indicating different income levels. The income range is from 194.131333 to 232.726625, with darker shades representing lower income and lighter shades representing higher income. A green-bordered inset map shows the geographical location of the detailed area within a larger city.]

FIGURE 6
 GWR analysis for Region 1, illustrating the spatial variation in the regression coefficient for income. The highlighted area reveals a positive correlation with cancer incidence, with areas close to densely concentrated industrial sites exhibiting a significant relationship.


[image: Choropleth map illustrating educational attainment in a specific area. The map uses varying shades of purple, teal, and gray to represent different ranges of education levels from 112.162324 to 128.778783. A small inset map highlights the region within a larger area.]

FIGURE 7
 GWR analysis for Region 1, illustrating the spatial variation in the regression coefficient for education. This analysis shows a positive correlation between cancer incidence and education, emphasizing the importance of interventions to improve educational attainment in this region.


[image: Map highlighting a region with three areas colored purple, gray, and teal, each representing a different range of minority data. A small inset map in the top right shows the region's location within a larger area.]

FIGURE 8
 GWR analysis for Region 1, illustrating the spatial variation in the regression coefficient for minority populations. The highlighted area shows a positive correlation with cancer incidence, underscoring the importance of targeted interventions for racial and minority groups.


[image: Map of a region divided into areas, shaded in varying colors representing minority percentages. The legend shows different color shades corresponding to percentage ranges from 80.0597 to 114.227353. The darkest shades depict higher percentages.]

FIGURE 9
 GWR analysis for Region 4, illustrating the spatial variation in the regression coefficient for racial and ethnic minority status. As vulnerability associated with minority status increases by one unit, cancer incidence rises by 80.06 to 114.23 cases per 100,000 across this region.


In Region 7, disability status was positively associated with cancer incidence (Figure 10) with an adjusted R2 of 0.07, emphasizing the heightened risks faced by individuals living with disabilities. Income and education were positively correlated with cancer incidence in Region 8 (Figures 11, 12) (adjusted R2 = 0.12), which reflects the complex role of economic and education status in shaping cancer outcomes. This association highlights the need for purposeful initiatives aimed at improving both the financial stability and education level of residents in this region. In contrast, race was negatively associated with cancer incidence in Region 8, a relationship that may be influenced by underlying factors not addressed in this study. A significant positive association was observed between single-parent households and cancer incidence in Region 9 (Figure 13), with an adjusted R2 of 0.15, emphasizing the necessity for targeted interventions within these populations.

[image: Map showing regional disability percentages using color gradients. Darker shades represent higher percentages. Values range from 60.86% to 99.05% as indicated by the legend on the right.]

FIGURE 10
 GWR analysis for Region 7, illustrating the spatial variation in the regression coefficient for disability status. Disability is significantly associated with cancer incidence, underscoring the need for targeted disability assistance in this region.


[image: Map showing regional income distribution with shaded areas. Different shades of purple and teal represent income ranges, indicated by a legend: from 201.660125 to 223.164812. The map is segmented into various regions, with focus on the southern parts highlighted in color.]

FIGURE 11
 GWR analysis for Region 8, illustrating the spatial variation in the regression coefficient for income. The analysis highlights elevated cancer rates among low-income residents in the southern area of the region.


[image: Map of a region with outlined areas, highlighting a specific area in purple. The label "Education" with a numerical value of 148.350398 is on the right.]

FIGURE 12
 GWR analysis for Region 8, illustrating the spatial variation in the regression coefficient for education. As vulnerability associated with educational attainment increases by one unit, cancer incidence rises by 148.35 cases per 100,000 in this region.


[image: Map illustrating single-parent population percentages in a region, using shades of purple and teal. Darker purple indicates higher percentages (74.4 to 78.3), transitioning to lighter teal for lower percentages (94.2 to 96.7). Boundaries of various areas are marked.]

FIGURE 13
 GWR analysis for Region 9, illustrating the spatial variation in the regression coefficient for single parent households. The analysis highlights that household structure is a factor in increased cancer rates, emphasizing the need for targeted support in areas such as financial assistance, childcare, housing and education.




3.4 Linear regression analysis

The linear regression analysis further explored the relationships between cancer incidence, air toxins, and social vulnerability factors across Louisiana, complementing the GWR results. These analyses confirmed that associations between cancer incidence and environmental or socioeconomic factors vary substantially across different regions, reflecting the interplay between localized exposure patterns and social determinants of health.


3.4.1 Descriptive statistics

Descriptive statistics for all variables included in the linear regression analysis are presented in Table 3. Across Louisiana’s census tracts, the mean cancer incidence rate was 489.56 cases per 100,000 population (SD = 62.28). The average risk of cancer from air toxins was 49.72 cases per million (SD = 34.45), with a minimum of 27.35 and a maximum of 826.31. These figures highlight substantial variability in both cancer incidence and environmental exposure levels across the state.



TABLE 3 Descriptive statistics.
[image: Table displaying various statistical data for different variables including 'Cancer incidence', 'Air toxins', and others. Columns include number of observations (N), and statistical measures: Minimum, Maximum, Mean, and Standard Deviation. Values vary across variables, with 'Cancer incidence' showing high variability and 'Air toxins' noted under multiple conditions.]

Indicators of social vulnerability showed similarly wide ranges. Poverty levels ranged from 0.0018 to 1.00, and measures such as income, education, disability, single-parent households, and minority status also displayed substantial variation, reflecting significant socioeconomic disparities across different communities in Louisiana. These disparities are likely key contributors to variations in cancer incidence observed in the regression analyses.



3.4.2 Regression models

The linear regression analysis revealed significant relationships between cancer incidence and air toxins along with various socioeconomic factors across Louisiana, with regional variation in the results. Table 4 summarizes the significant variables identified in the linear regression analysis and the direction of their associations. Region-specific regression models are detailed in Table 5, including coefficients, standard errors, and confidence intervals.



TABLE 4 Significant variables from the linear regression analysis and the direction of their associations.
[image: Table listing significant variables and their relationships for various regions in Louisiana. Overall Louisiana shows positive relationships with single parent households and air toxins combined with single parent households. Region 1 has positive relationships with income and air toxins combined with education. Regions 2, 5, 6, and 8 show no significant variables. Region 3 has negative relationships with education, air toxins, and their combination. Region 4 shows negative relationships with air toxins, air toxins combined with poverty, and a positive relationship with minority and air toxins combined with education. Region 7 has positive relationships with disability and air toxins combined with disability. Region 9 shows negative relationships with air toxins and a positive relationship with single parent households.]



TABLE 5 Regression models for all regions including the regression coefficient.
[image: Statistical table showing regression results for four regions. For each region, the table lists variables, B values, standard errors, β values, t-values, p-values, and confidence intervals. Region 1 includes Income and Air toxins multiplied by Education. Region 4 includes Minority and Air toxins multiplied by Education. Region 7 includes Disability and Air toxins multiplied by Disability. Region 9 includes Single parent. Each region lists constants and associated metrics.]

Statewide, single parent households along with the interaction between air toxins and single parent households was significant. In Region 1, both income and the interaction between air toxins and education were significant, indicating that higher income areas near industrial sites may still face substantial cancer risks when combined with lower educational attainment. In Region 4, minority status was a significant predictor of higher cancer incidence, and interactions between air toxins and both education and poverty further explained variations in cancer rates. These interactions suggest that cancer incidence is not solely driven by environmental exposure but also shaped by socioeconomic contexts. In Region 7, disability and its interaction with air toxins were positively associated with cancer incidence, highlighting a population subgroup with elevated vulnerability. In Region 9, single-parent households were significantly associated with higher cancer rates, reaffirming the importance of household structure as a determinant of health outcomes. Regions 2, 5, 6, and 8 did not show significant relationships in the linear regression models, which may reflect data limitations or differing regional dynamics.





4 Discussion

This study highlights the complex relationship between cancer incidence, environmental exposures, and social vulnerability factors in Louisiana, one of the highest concentrations of industrial sites in the United States. The findings underscore significant regional disparities in cancer incidence, shaped by both airborne toxic exposures and socioeconomic determinants, offering a deeper understanding of how these factors interact to influence health outcomes. The analysis highlights that cancer risk from air toxins is not evenly distributed throughout the state but instead shows significant spatial clustering, particularly in regions like Cancer Alley, where industrial activity is dense. The spatial autocorrelation analysis confirmed that air toxins are highly concentrated in specific areas, suggesting persistent environmental risks for nearby communities. These findings are consistent with prior studies indicating that fence-line communities—neighborhoods adjacent to industrial sites—experience elevated health risks due to sustained exposure to toxic emissions (9, 16).

Louisiana exhibits considerable regional differences in socioeconomic and environmental conditions, which contributes to differences in cancer incidence across the state. Geographic mapping revealed that high cancer rates tend to surround clusters of high cancer risk and power plants. These areas need to be prioritized for policy reform and environmental justice efforts, as residents near these facilities face a greater burden of cancer risk from air pollution.

Both the linear regression and the geographically weighted regression (GWR) analyses highlight the intricate relationship between social vulnerability, air pollution and cancer incidence. At the state level, findings from both analytical approaches consistently identified single-parent households as significantly associated with higher cancer rates, while air toxins, along with their interaction with single-parent households, further amplified cancer incidence. Interestingly, GWR also identified varying relationships with education. In some regions, higher education levels were positively associated with cancer incidence. This could be explained by the fact that more educated communities often have better access to healthcare services, leading to increased detection and diagnosis rates rather than a true increase in cancer occurrence. These results underscore that air pollution and cancer risk are shaped not only by environmental exposure but also by social and economic contexts, a finding echoed in broader research showing that impoverished communities face disproportionate health risks (24, 25). Notably, while air toxins were negatively associated with cancer incidence at the statewide level, this finding likely reflects regional differences in exposure patterns and other unmeasured factors.

Regional differences were evident across the analyses. In Region 1, both analyses showed a significant link between income, education, and cancer rates. Air pollution was positively associated with cancer incidence alone in the GWR as well as in the interaction term with education in the linear regression model, suggesting that this region faces a tremendous burden of air pollution that can be explained by poor educational attainment (23, 26). The GWR revealed a positive spatial correlation between race and cancer rates, emphasizing that this relationship varies across geographic areas. Targeted interventions are needed to address the disproportionate cancer burden experienced by this population and improve health outcomes. The positive association between air toxins and cancer incidence is expected, considering the high concentration of industrial site emissions in this region. Despite being one of the smallest regions in Louisiana, Region 1 experiences some of the highest power plant emissions, underscoring the urgent need for interventions to mitigate the risk of cancer for its residents. The linear regression did not identify any significant variables for Region 2. In the GWR, no significant relationships between the independent and dependent variables were identified for Regions 2 and 3. A negative adjusted R2 value was found, suggesting that the model may not adequately explain the spatial variability of cancer incidence in these regions. Additionally, the EDA did not specify any significant variables for these regions, which could be due to spatial heterogeneity, emphasizing the need to assess these relationships on a more granular level (e.g., neighborhood or parish level). Other potential explanations include inaccurate or incomplete data from this area surveillance bias, or missing confounding factors like access to healthcare, smoking, and pre-existing health conditions should be included in the analysis.

In Region 3, significant negative associations were found for education, air toxins, and the interaction between air toxins and education in the linear regression analysis. One parish, St. John the Baptist, reported a cancer risk from air toxins of 826.31, ranging from 27.35 to 826.31 in this region. The large range in this variable may have influenced the results. Additionally, the relationship between education, air toxins, and cancer rates is likely complex and may need to be explained by other unmeasured variables, such as healthcare access and lifestyle factors (e.g., physical inactivity, psychosocial stress). These relationships will need to be explored in future studies (NAACP (27)). In Region 4, race was significant in both analyses. The role of minority status, along with the interaction between air pollution and education, highlights the need to address racial disparities and the combined risks of social vulnerability and air toxicity in this region. The connection between minority races and poor health outcomes is well-documented, with these communities being more vulnerable to adverse health effects and less likely to participate in preventative screenings (8, 16, 28). Furthermore, these communities exhibit a disproportionate burden from environmental pollution and often lack adequate access to healthcare (12, 29). The negative association between cancer incidence and the interaction between air toxins and poverty in Region 4 may be explained by higher-income areas being located near industrial zones, where environmental exposures are high. These areas may show unexpected trends due to confounding factors such as urban density, increased health-seeking behaviors, and greater access to healthcare, which may result in more frequent cancer screenings and earlier diagnosis in wealthier communities compared to lower-income areas.

Both analyses showed no significant associations in Regions 5 and 6. This may be due to data limitations, insufficient sample size, or other unmeasured socioeconomic and health factors. These regions had the least amount of data compared to the other regions, which could account for the insignificance. Region 7 showed significant associations between disability in both analyses and the interaction term with air toxins in the linear regression, which shows the combined risks for individuals with disabilities in this area with high air toxin exposure. The GWR further enables the identification of specific areas where individuals with disabilities are most at risk, allowing public health initiatives to target these areas more effectively. Previous research has found a significant relationship between disability status and cancer incidence as well as air pollution (30, 31). Income and education were positively correlated with cancer incidence in Region 8, which is consistent with existing literature that suggests that individuals with lower income and education levels often lack the resources needed to effectively reduce or prevent cancer risk, including access to early cancer screenings, preventative services and knowledge of healthy lifestyle choices (32, 33). Race was negatively associated with cancer incidence in Region 8, warranting further investigation to explore potential driving factors, such as local environmental conditions, genetic factors and social behaviors. Finally, Region 9 exhibited a significant positive relationship between single-parent households and cancer incidence, suggesting that family unit configuration may impact cancer outcomes. The negative association between air toxins and cancer rates for Regions 3, 4 and 9 may be due to the latent effect of cancer. The latency period associated with cancer caused by industrial toxins, specifically lung cancer, may be as long as 20 years. Our study analyzed air toxin data from 2011 and cancer outcomes from 2011 to 2020. Future research should include updated cancer incidence data to examine if the association between air pollution and cancer rates are positively associated in this region.

Overall, both analyses emphasize the significant role of socioeconomic vulnerability and environmental exposure in shaping cancer incidence patterns across Louisiana, with the differences in the strength and direction of these relationships between regions. The analyses demonstrate that economic and social factors are particularly influential in regions with greater social vulnerability. The results suggest that higher cancer rates are linked to greater cancer risk from air toxins among single-parent households, disabled individuals, and people with limited academic achievement. These findings align with previous research that links higher social vulnerability to worse health outcomes, particularly in areas with a high occurrence of environmental stressors (16, 20, 34).

These results underscore the necessity for targeted public health interventions in regions characterized by high environmental pollution and social vulnerability. Policies aimed at implementing stricter emission regulations to reduce dangerous air toxins, particularly in areas like Cancer Alley, are vital. The Clean Air Act requires each state to develop and implement its own State Implementation Plan (SIP) to meet national air quality standards (35). In 2021, the EPA released a report outlining the results of a risk assessment of ethylene oxide-emitting facilities in Louisiana (36). The five facilities identified had a maximum individual lifetime cancer risk up to 700 in one million. Furthermore, Louisiana failed to submit the SIP for the 1-Hour Primary Sulfur Dioxide National Ambient Air Quality Standard in 2013. Stricter policies are needed, focusing on real-time air pollution monitoring to ensure compliance with air quality standards. This would also allow regulators to control excessive emissions, thereby reducing the environmental burden on vulnerable populations. Additionally, regular air pollution education is needed to improve health literacy among fence-line communities and provide updates regarding toxic air emissions to residents. Furthermore, public health initiatives aimed at improving socioeconomic burden in vulnerable regions could help reduce cancer rates in these areas. Programs that enhance the workforce, address housing concerns, provide affordable and quality education, and offer disability support would significantly advance the health and well-being of communities most affected by cancer incidence and air pollution. In addition, disadvantaged areas would benefit from more cancer education and community-level preventative services.


4.1 Limitations

There is limited robust and publicly available information and data on other factors influencing cancer incidence, such as other environmental exposures (e.g., water contamination, radiation, occupational hazards, lifestyle factors [e.g., smoking, diet, obesity, alcohol consumption], etc.), and genetic predispositions. Practical research links cancer incidence to smoking and obesity (37), though this data is not available at the census tract level in Louisiana. Future studies should incorporate these additional variables to better understand how these factors and cancer risk from air toxins influence cancer incidence. Furthermore, the differences in data reporting across regions may lead to variations in the outcomes found in this study. Additionally, minute differences may not be captured at the regional level. Future studies should examine parish-level data to identify localized effects. The housing-related SVI theme and limited English proficiency variable, which contained numerous zeros, were excluded from this analysis. As a result, there may be missed explanations for cancer risk due to air toxins in certain areas. Future studies should aim to incorporate these variables to identify the impact of housing conditions and language barriers on cancer outcomes (4, 38, 39).

It is important to clarify that missing data in certain regions may impact the ability to fully characterize the cancer incidence patterns across Louisiana, particularly Region 1. This is due to incomplete or unavailable cancer incidence data for some census tracts. No adjustments were made in the analysis to account for the missing data, which could potentially affect the findings. Future analyses may benefit from obtaining missing data to provide a more comprehensive understanding of the cancer incidence patterns across Louisiana’s regions. Future sensitivity testing or the application of multiple imputation strategies may improve robustness in subsequent analyses.

Additionally, the use of 2011 EPA NATA data introduces a temporal mismatch with cancer incidence data spanning from 2011 to 2020. This may limit the ability to detect effects due to latency in cancer development or changes in industrial emissions over time. Although this dataset was the most comprehensive publicly available source for air toxics at the time, more recent assessments (e.g., 2014 NATA, 2017 Air Toxics Screening Assessment, Toxics Release Inventory [TRI] data, etc.) should be used in future analyses to improve temporal alignment. Longitudinal or time-series studies could also be used to examine trends in exposure and outcomes over multiple decades. Despite these limitations, this study benefits from a large and comprehensive sample size (n = 908 census tracts), enabling the detection of significant relationships between air toxins, social vulnerability, and cancer incidence across Louisiana. Nevertheless, future research that integrates updated environmental risk data, behavioral and genetic factors, and more granular geographic units will be essential to refining these findings and informing targeted public health interventions.




5 Conclusion

This study provides a comprehensive examination of how the intersection of air toxin exposure and social vulnerability factors shapes cancer incidence in Louisiana. The results demonstrate that cancer risks are concentrated in specific geographic regions, particularly those with high industrial activity, and are amplified by socioeconomic disadvantages, including poverty, low education, minority status, disability, and single-parent households. These findings highlight the multifaceted nature of cancer disparities, where environmental and social determinants interact to produce disproportionate health burdens among marginalized communities.

Combining geospatial and statistical analyses, this study identifies clear patterns of regional variation in cancer incidence and its relationship to environmental exposures and social vulnerabilities. Regions such as Cancer Alley continue to experience heightened cancer risks, especially among communities of color and socioeconomically disadvantaged groups. The results emphasize that environmental pollution alone does not fully explain cancer disparities—rather, the combination of toxic exposures with underlying social and economic vulnerabilities significantly exacerbates health risks.

The evidence presented underscores an urgent need for targeted, multidimensional public health and policy responses. First, stronger environmental regulations are needed to reduce hazardous air emissions, particularly in areas with high cancer risks. Real-time air quality monitoring and enforcement mechanisms must be established to ensure industrial compliance and provide residents with timely information. Second, addressing the social determinants of health is crucial in mitigating the broader factors that contribute to cancer risk. Interventions must focus on improving access to preventive healthcare, education, and economic opportunities, especially in regions with high social vulnerability. Programs designed to increase cancer screening, early detection, and education on environmental health risks are critical in reducing cancer incidence among the most affected populations. Third, community engagement is crucial to ensure that interventions are culturally relevant and tailored to meet community needs. Partnerships with local organizations, healthcare providers, and advocacy groups can facilitate more effective outreach and build trust among historically marginalized residents in environmental and health policy decisions. Ultimately, this study recommends the development of enhanced data collection and monitoring systems to ensure that public health responses are grounded in accurate and up-to-date information. Improved surveillance of cancer incidence and environmental exposures at more granular geographic levels, including census tracts and neighborhoods, would enable the more precise identification of at-risk communities and the development of tailored interventions.

In conclusion, reducing cancer disparities in Louisiana requires an integrated strategy that simultaneously addresses environmental exposures and social inequities. In addition to regulatory and health interventions, targeted data improvements, including more granular geospatial coverage and updated exposure assessments, are essential to strengthen surveillance and equity-focused response strategies. By adopting a holistic approach that combines regulatory action, social support, and community-based solutions, policymakers and public health officials can make meaningful progress in protecting vulnerable populations and advancing health equity across the state.
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Background: Adequate water, sanitation, and hygiene (WASH) are essential to sustain healthy living. Providing WASH in any working facility, like hospitals and educational and non-educational institutions, helps prevent infections and the spread of disease and protects the stakeholders and the community from various infectious diseases. According to the 2030 vision for WASH in Schools agenda for Sustainable Development Goal, governments must work on universal and equitable access to safe and affordable drinking water.



Methods: This cross-sectional study assessed the WASH status of all the Anganwadi centers (AWCs)/Indian preschools and interviewed all the Anganwadi workers working in those centers using a semi-structured pre-tested questionnaire developed by modifying the Swachh Vidyalaya Puraskar assessment questionnaire. It collected data on the availability and gaps in the WASH infrastructure at the Anganwadi centers and the training needs of the Anganwadi workers using the epi-collect-5 digital platform.



Results: In the present survey, 58.3% of the AWCs run in government buildings. A daily cleaning schedule was not followed in 68.2% of the AWCs. An improved source of drinking water was available in 83.7% of the AWCs. In more than 86% of the AWCs, there were either no toilets available or available toilets that were not child-friendly. Over 90% of the AWCs had no handwashing facility for the kids to use after toilet use or before eating the hot cooked food served. More than 70% of the Anganwadi workers need to be sensitized or trained related to WASH.



Conclusion: Infrastructure improvement needs to be done, such as constructing child-friendly toilets or modifying existing toilets into child-friendly ones. Once the department's human resources are sensitized about the importance of WASH through on-job training, they can be asked to supervise the kids' hand hygiene practices. In the long run, all these will lead to a decrease in health-related issues due to lack of sanitation and improve the health and learning ability of the kids.
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Highlights


	• This research reveals poor WASH infrastructure in a rural Odisha district in Anganwadi centers.

	• This research highlights the need for workforce training to create awareness of sanitation and hygiene among kids.





Introduction

Adequate water, sanitation, and hygiene (WASH) are essential to sustain healthy living. Providing WASH in any working facility, like hospitals and educational and non-educational institutions, helps prevent infections and the spread of disease and protects the stakeholders and the community from various infectious diseases (1). WASH facilities broadly refer to the quantity and quality of facilities such as access to safe and wholesome water, access to toilets, proper waste management, a clean environment, and availability of hygiene facilities. Sustainable Development Goal (SDG) number 6 aims to “ensure available and sustainable management of water and sanitation for all.” It includes universal access to all drinking water, sanitation, and hygiene targets by 2030 (6.1 and 6.2). The term “universal” implies all settings, including households, schools, healthcare facilities, workplaces, and public places, and “for all” suggests services suitable for men, women, girls, and boys of all ages, including people with disabilities (2). In most parts of India, preschools or Angan Wadi Centre (AWC) are the first place where the kids playfully learn nonformal education under the integrated child development services scheme (ICDS), besides getting supplementary nutrition (3). According to various reports, attendance in the schools and AWC in India has increased. However, the infrastructure and conditions still need to be improved. Most of the time, the school or teaching curriculum needs more scope for formal teaching and training about hygienic practices (4). Mostly, government-run schools and AWCs are attended by children from low-income families who have never been taught hygienic practices at home. Hence, AWCs are ideal places to make them aware of sanitation and hygienic practices. It has been discussed in larger forums, and there is evidence that one of the main reasons for girls” dropout in Indian schools is the lack of infrastructure and proper WASH facilities (5). There is evidence that diseases related to sanitation and hygiene are the primary reasons for school dropout and school absenteeism in India (6). Improving the WASH facility in the schools and AWCs is more likely to prevent school dropout and absenteeism due to sickness. According to the 2030 vision for WASH in Schools agenda for Sustainable Development Goal, governments must work on universal and equitable access to safe and affordable drinking water (2). In 2019, Globally, 69% of schools had a basic drinking water service, 63% of schools had a basic sanitation service, and 57% of schools had a basic hygiene service; for India, the figures are 67%,64%, and 53% with a lot of rural and urban differences (7).

The government has implemented several nutrition programs for Anganwadi Centres and school children (8–10). The Midday Meal (MDM) scheme is the school meal program that started with the twin objectives of improving the health and education of poor children and improving school children's attendance and retention. In ICDS, the main aim is to provide supplementary nutrition to small kids likely to be deprived of proper nutrition at home. Supplementary nutrition is provided as ready-to-eat food or a hot cooked meal prepared by the Anganwadi worker and the helper. There should be provision for safe and wholesome water to provide cooked Meals under the program and to eat the cooked food (11). The kids at AWC need to wash their hands before eating food or using the toilet. Washing hands can prevent the spread of respiratory and diarrheal infections. An adequate and clean water supply, soap, and a designated hand washing station should be provided for proper hand washing. Improving WASH facilities in schools and preschools alike will prevent waterborne diseases among the kids and prevent school dropout and sickness absenteeism. There is a paucity of literature assessing the WASH at preschools/AWCs of India and Odisha. With this background in mind, the present survey was done to assess the WASH in the AWCs and determine the training needs of the Anganwadi workers (AWW) regarding the WASH in the district so that the district administration can give suggestions to improve them.



Methods


Study setting

Jajpur district is one of the rural districts of Odisha in eastern India. It has 1,781 villages with an 1,826,275 population. The district has 10 Tahsils, 10 Blocks, and 311-g panchayats, which are smaller administrative divisions (in descending order) of districts that are larger administrative divisions of a state (12). Agriculture and mining play a dominant role in the district's economy. In recent years, Jajpur District has taken significant strides in industrial development. The literacy rate of the Jajpur District is 80.44 percent. Jajpur was declared an Open defecation-free District under the Swachha Bharat Mission 2019. According to the Jajpur district's secondary data, 2,724 AWCs run in 10 blocks across the districts.



Study design

The present study adopted a cross-sectional design to know the status of WASH in the Anganwadi centers of this district. The study assessed the WASH status of all the AWCs and interviewed all the Anganwadi workers working in those centers between October 2021 and May 2022 in the Jajpur district.



Data collection

Data was collected using a semi-structured pre-tested questionnaire developed by modifying the Swachh Vidyalaya Puraskar assessment questionnaire (11). The modified questionnaire was translated to Odia (local language) and back-translated to English by another independent translator to see whether the meaning of the question-altering after-translation or remaining the same. The English and Odia questionnaires collected data on the availability and gaps in the WASH infrastructure at the Anganwadi centers. Drinking water from an improved source and water is available at the school at the time of the survey is called a basic drinking water service; improved sanitation facilities at the schools that are single-sex and usable (available, functional, and private) at the time of the survey are called basic sanitation service and Handwashing facilities with water and soap available at the school at the time of the study is called a basic hygiene service as per the Joint Monitoring Program service ladders for global monitoring of WASH in schools (13). It also assessed the awareness of the AWC staff regarding the importance of WASH in life and their training needs. The questionnaire also captured the promotion of the WASH concept among the kids by the Anganwadi workers. The data were collected using the epi-collect-5 digital platform by a team of 11 members with a master's degree in Social work and previous experience in WASH-related projects. They were selected and trained to assess the AWCs by visiting and interacting with the concerned Anganwadi workers and observing the facilities at the AWCs. Consent was obtained from the respondents (Anganwadi workers). The collected data was available in digital format only and could only be assessed by the research team. The Institute Ethics Committee of All India Institute of Medical Sciences, Bhubaneswar, and the State Ethics Committee of Odisha approved the study. The descriptive analysis of the collected data was doen using SPSS Windows version 20.




Results

In the present study, we assessed 2,607 Anganwadi centers in the district. In the district, 58.3% of the AWCs run in government buildings, more than 40% of AWCs run in places like temples or places provided by charitable organizations or under the trees, and around 1.3% of AWCs rent buildings. Daily cleaning schedule was not followed in 68.2% of the AWCs, and it was observed that cleaning agents like floor cleaning solutions were not available in 60.0% of the AWCs. Improved sources of drinking water (13) available in 83.7% of the AWCs, as shown in Table 1.


TABLE 1 Source of drinking water in the AWCs of the district Jajpur (n = 2,607).

[image: Table displaying data on WASH components, showing types, frequency, and percentage. Key findings include: 53.7% use tube wells for drinking water; 86.5% of toilets are not child-friendly; 89.9% lack handwashing stations with soap; 98.5% have no non-biodegradable waste disposal.]

In more than 86% of the AWCs, there were either no toilets available or available toilets that were not child-friendly. Besides, there was no running water in the toilets in 90% of the AWCs, as shown in Table 1. Over 90% of the AWCs had no handwashing facility for the kids to use after toilet use or before eating the hot cooked food served. An AWC caters to around 40–45 children as a day-care centre, providing cooked food per the schedule. Household and general cooking waste generation can occur as cooked meals are prepared. Table 1 shows the segregation and disposal of the garbage generated at AWCs. The food waste is being disposed of in compost pits in only 252 (9.7%) AWCs, and kitchen grey water is used for kitchen gardens in 133(5.1%) of the AWCs.

The present survey found that 72.9% of the AWWs are not trained in WASH. Most of the Anganwadi centers do not even paste any WASH-related posters to create awareness about sanitation and hygiene, as shown in Table 2.


TABLE 2 Availability of WASH resources and supervision at the AWCS of the district Jajpur.

[image: Table illustrating the availability, frequency, and percentage of various WASH resources: WASH trained AWWs (27.1% yes), display of WASH-related posters (9.1% yes), daily supervision of children's handwashing with soap (80.6% yes), daily supervision of cooks' handwashing before cooking (15.6% yes), and WASH messages in teaching (76.1% yes).]

The data collected and compiled in the Joint monitoring program service ladder for WASH in school, which is being used to compare and monitor services in school, shows that except for the water provision, the other two indicators' performance is inferior in the district's AWCs, as shown in Table 3.


TABLE 3 Distribution of Anganwadi centers per JMP service ladder for WASH in the district Jajpur.

[image: Table showing service levels across water, sanitation, and hygiene. Basic service: water 2,247 (86.19%), sanitation 303 (11.62%), hygiene 260 (9.97%). Limited service: water 88 (3.38%), sanitation 0, hygiene 0. No service: water 272 (10.43%), sanitation 1,917 (73.53%), hygiene 1,987 (76.22%).]

More than 86% of the AWCs have basic water service on their premises, whereas more than 73% have no sanitation and hygiene service, as shown in Table 3.



Discussion

The present study assessed the WASH infrastructure in the preschools of the rural district of Odisha, India, besides assessing the training needs of the AWWs in WASH and sanitary practices adopted at the AWCs. It is encouraging that this district has more than 58% AWC in the government building. Conference of State Women and Child Development Ministry report says that out of the 2,701 audited AWCS, only 39% were found in government-owned buildings, 29% in rented facilities, and 32% in other premises.

The Anganwadi Helper (AWH) is responsible for cleaning the AWC premises and helping the AWW with other routine work. They must be aware of the importance of hygiene and cleanliness to make the children aware of sanitation. The Village Health Sanitation and Nutrition Committee may resource cleaning agents (14).

Improved sources include piped water, boreholes or tube wells, protected dug wells, protected springs, and packaged or delivered water (13). Over 80% of the AWCs have unimproved sources, including unprotected wells, springs, and surface water. The remaining 34% of the AWCs can be supplied with piped water through rural water schemes or Jal Jeevan missions.

Most AWCs (90%) lack running water facilities in the available toilets and no handwashing station with soap. The children availing of those facilities are at greater risk of developing waterborne diseases, which should be addressed immediately. In this district, 58% of the AWCs are in government buildings. It is expected that those buildings will be WASH compliant, but it was found that 86.5% of such facilities do not have a toilet that is child-friendly. The unavailability of child-friendly toilets makes the available toilets unusable, so child-friendly toilets should be built whenever there is a proposal for constructing the AWC building. With the implementation of solid and liquid waste management at the village level, the kitchen waste generated at the AWCs should be collected by the village waste collection system. This will reduce the haphazard waste disposal in nearby areas and improve the village's overall sanitation.

More than 70% of the Anganwadi workers need to be sensitized or trained related to WASH, leading to poor handwashing supervision. The display of posters or wall paintings improves the community's awareness; the same needs to be improved in most of this district's AWCs (90.8%). The district administration should train all the AWCs and AWHs in WASH to implement and supervise the children attending their AWCs.



Conclusions

To make the AWCS of the district WASH compliant, a lot of infrastructure improvement in terms of construction of child-friendly toilets or modification of existing toilets to child-friendly needs to be done. Once the department's human resources are sensitized about the importance of WASH through on-job training, they will implement and supervise the hygienic and sanitary practices of the children attending their AWCs.
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Introduction: Balancing environmental protection with public health in urban polluted areas presents significant governance and legal challenges. Traditional regulatory approaches often operate in silos, failing to integrate environmental sustainability with health policies, leading to inefficiencies and inequitable outcomes.
Methods: This study introduces the Resilient Ecosystem Management Framework (REMF), an interdisciplinary approach that combines legal innovations, adaptive governance mechanisms, and data-driven environmental health strategies. It critically analyzes the limitations of existing legal frameworks in addressing urban pollution and associated health risks. REMF is developed by integrating adaptive legal instruments, participatory governance, and real-time environmental monitoring. Case studies and quantitative modeling are applied to evaluate the framework's effectiveness in urban environments.
Results: The findings demonstrate that REMF enhances policy coordination, enables more effective regulatory enforcement, and improves environmental and health outcomes by leveraging legal adaptability and technological advancements. Real-time environmental data and predictive analytics allow for dynamic adjustments to legal thresholds, ensuring responsive and equitable governance.
Discussion: Moreover, the framework facilitates active stakeholder engagement, ensuring that vulnerable populations benefit from pollution mitigation efforts. This research provides a scalable and replicable legal model that aligns environmental law with public health imperatives, offering practical insights for policymakers, urban planners, and environmental regulators. By demonstrating how legal frameworks can evolve to address contemporary urban challenges, this study contributes to the broader discourse on sustainable urban governance and environmental justice.
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1 Introduction

Urban areas worldwide face the dual challenge of environmental degradation and public health crises, primarily driven by air pollution, water contamination, and industrial waste (1). Balancing environmental protection and public health requires innovative legal frameworks that address both issues without compromising economic development and urban growth (2). Traditional legal mechanisms often focus on either environmental protection or public health, leading to fragmented policies that fail to address the intersection of the two domains comprehensively (3). This disconnect not only limits the efficacy of such frameworks but also exacerbates the vulnerability of urban populations to pollution-related diseases and environmental degradation (4). Legal innovations in this area aim to bridge this gap by creating integrated frameworks that align environmental sustainability with public health priorities (5). Such frameworks can promote long-term urban resilience by ensuring cleaner environments while simultaneously safeguarding human health through enforceable regulations and adaptive governance mechanisms.

Early legal approaches to environmental protection in urban polluted areas relied on command-and-control regulations (6). These included prescriptive standards for pollutant emissions, mandatory environmental impact assessments (EIAs), and the establishment of protected zones to limit industrial encroachment on residential areas (7). Although these laws laid the foundation for addressing environmental concerns, they often failed to account for their impact on public health (8). emission caps for industries were based on ecological thresholds rather than health-related outcomes, leading to persistent respiratory and cardiovascular health issues among urban populations (9). these rigid frameworks lacked flexibility, making it challenging to adapt to evolving environmental and public health challenges (10). The inefficiency of these traditional methods highlighted the need for more dynamic and interdisciplinary legal approaches that integrate environmental and health considerations.

In response to the limitations of command-and-control approaches, market-based mechanisms and participatory legal frameworks emerged as a second wave of innovations (11). These included tools such as pollution trading schemes, green taxes, and public-private partnerships (PPPs) aimed at incentivizing businesses and urban stakeholders to adopt sustainable practices (12). Cap-and-trade systems allowed polluting entities to buy and sell emission allowances, promoting cost-effective pollution reduction (13). participatory mechanisms, such as citizen-led lawsuits and community involvement in urban planning, increased public accountability and transparency (14). While these methods introduced economic incentives and democratized environmental decision-making, they often struggled to deliver equitable outcomes (15). Vulnerable populations in highly polluted urban areas frequently lacked the resources to participate in these mechanisms, resulting in an unequal distribution of environmental and health benefits. market-based tools sometimes prioritized economic efficiency over health outcomes, further underscoring the need for holistic legal solutions.

The most recent wave of legal innovations has focused on integrated frameworks that explicitly link environmental protection with public health (16). These frameworks leverage advancements in technology, data analytics, and collaborative governance to create adaptive legal mechanisms (17). smart cities have introduced real-time air quality monitoring systems linked to legal thresholds for pollution control, enabling governments to impose immediate penalties on violators (18). health impact assessments (HIAs) are increasingly being integrated into environmental policymaking, ensuring that urban development projects are evaluated not only for their ecological impact but also for their public health implications (19). Another example is the use of legal tools to promote nature-based solutions, such as urban green spaces and wetland restoration, which simultaneously mitigate pollution and enhance public health by reducing heat island effects and improving mental well-being. these innovations face challenges related to enforcement, data privacy, and the unequal distribution of technological infrastructure in urban areas, which can perpetuate existing disparities (20).

Given the limitations of existing legal frameworks, we propose a novel legal model for balancing environmental protection and public health in urban polluted areas. This model integrates adaptive legal instruments, participatory governance, and real-time data-driven approaches to create a comprehensive solution. By incorporating health-focused environmental standards, community engagement, and technology-enabled monitoring systems, this framework ensures equitable and effective outcomes that address both environmental and public health concerns.

	• Introduces a legal framework that combines environmental and public health standards with adaptive legal instruments and participatory governance.
	• Ensures vulnerable populations in urban areas benefit from the framework through community involvement and equitable distribution of resources.
	• Utilizes real-time monitoring and data analytics to enforce regulations and adapt policies to dynamic urban challenges effectively.



2 Related work


2.1 Legal frameworks for environmental health governance

Legal frameworks play a critical role in managing the intersection of environmental protection and public health, particularly in urban areas characterized by high levels of pollution (21). Effective governance in this domain requires laws and regulations that address the dual challenges of safeguarding environmental resources and protecting vulnerable populations from health risks. Over the years, various countries have adopted innovative legal mechanisms that integrate environmental and health considerations into urban policy-making (22). These frameworks often encompass pollution control standards, land-use planning, and public health monitoring systems. Environmental health governance is increasingly guided by principles such as the precautionary principle and the polluter-pays principle (23). The precautionary principle emphasizes preventive measures to avoid environmental degradation and health hazards, even in the absence of scientific certainty (24). This principle has been incorporated into international agreements like the Rio Declaration on Environment and Development and domestic legislation in several jurisdictions. the polluter-pays principle assigns financial responsibility for pollution control to the entities responsible for environmental harm, incentivizing compliance with regulatory standards. Urban areas with high industrial activity, such as those in developing countries, have particularly benefited from these principles when integrated into local governance structures. Emerging trends in this field include the use of environmental health impact assessments (EHIAs) to evaluate the implications of proposed urban development projects (25). Unlike traditional environmental impact assessments, EHIAs explicitly consider public health outcomes, providing a more comprehensive understanding of how pollution affects human well-being. legal mandates requiring cross-sectoral collaboration between environmental agencies and public health departments have proven effective in addressing complex challenges in urban settings (26). By aligning goals and resources, these collaborative approaches ensure that environmental protection measures also contribute to improved health outcomes, creating a balanced strategy for sustainable urban development (26).



2.2 Innovative legal instruments for pollution mitigation

Addressing pollution in urban areas requires legal instruments that go beyond traditional command-and-control regulations (27). Innovative mechanisms such as market-based instruments, public-private partnerships (PPPs), and technology mandates have emerged as effective tools for mitigating pollution while promoting public health (28). Market-based instruments, including carbon pricing, emissions trading systems, and pollution taxes, provide economic incentives for reducing environmental harm. These tools encourage industries to adopt cleaner technologies and minimize emissions, ultimately benefiting urban populations exposed to air and water pollution. Public-private partnerships have also gained traction as a means of addressing urban pollution (29). These partnerships leverage the resources and expertise of private entities to complement government efforts in environmental protection (30). PPPs have been successfully employed to develop green infrastructure projects, such as urban forests and wastewater treatment facilities, which mitigate pollution and enhance public health. Legal frameworks that facilitate PPPs often include provisions for transparent contract negotiation, risk-sharing, and performance monitoring to ensure accountability and effectiveness. legal mandates for adopting clean technologies have driven significant advancements in pollution control (31). Examples include the enforcement of vehicle emissions standards, the promotion of renewable energy sources, and the phasing out of hazardous materials in industrial processes. These mandates not only reduce pollution levels but also create co-benefits for public health by decreasing exposure to harmful substances. As urban areas face increasing pressure to address climate change and environmental degradation, the integration of such innovative legal instruments into urban policies will be essential for balancing environmental protection and health outcomes.



2.3 Community-centric legal approaches to urban health

Community engagement is a cornerstone of effective legal strategies for balancing environmental protection and public health in urban areas (32). Recognizing the disproportionate impact of pollution on marginalized communities, recent legal innovations have emphasized the importance of participatory governance and access to justice (33). Laws and policies that empower communities to participate in environmental decision-making not only enhance transparency and accountability but also ensure that public health priorities are addressed in a socially equitable manner. One significant legal innovation in this area is the concept of environmental justice, which seeks to address the unequal distribution of environmental risks and benefits (34). Environmental justice frameworks often include provisions for community involvement in the planning and implementation of pollution control measures (35). some jurisdictions have established community advisory boards and public consultation requirements as part of their environmental governance processes. These mechanisms enable residents to voice concerns, influence policy decisions, and monitor compliance with environmental and health standards. Access to justice is another critical component of community-centric legal approaches (36). Legal systems that provide communities with the ability to challenge polluters and government agencies through administrative, civil, or criminal proceedings have proven effective in addressing environmental health disparities (37). citizen suits have been instrumental in enforcing air and water quality standards in urban areas with high levels of industrial pollution. Legal aid services and public interest litigation further enhance access to justice by removing financial and procedural barriers for disadvantaged populations. The integration of traditional knowledge and cultural values into legal frameworks also represents a community-centric approach to urban health. In many cases, indigenous and local communities possess valuable knowledge about sustainable resource management and environmental protection. Legal recognition of these perspectives not only enriches urban governance but also strengthens community resilience to environmental and health challenges. By adopting participatory and inclusive legal strategies, urban areas can better address the complex interplay between environmental protection and public health.

Green credit policies have emerged as a key financial mechanism to promote environmental sustainability while influencing public health outcomes (38). These policies use financial incentives, such as preferential loans and credit constraints, to encourage businesses to adopt environmentally friendly practices and reduce pollution. A growing body of literature has examined the impact of green finance on environmental improvements and its indirect effects on human health. For instance, recent studies, including Green Credit Policy and Residents' Health: Quasi-Natural Experimental Evidence from China, highlight how financial regulations can drive pollution reduction and subsequently improve public health. By imposing stricter credit access conditions on high-polluting industries, green credit policies effectively reduce industrial emissions, leading to improved air and water quality. Empirical evidence suggests that regions implementing stringent green credit regulations experience lower incidences of respiratory diseases and cardiovascular conditions, demonstrating a clear link between financial policy and health outcomes. While green credit policies play a significant role in environmental governance, they have limitations. their effectiveness depends on enforcement and financial institutions' willingness to prioritize sustainability over short-term profitability. these policies primarily target industrial pollution sources, often neglecting urban pollution from transportation, residential waste, and other non-industrial sources that also contribute to public health risks. the unequal distribution of green financing may lead to disparities, where well-funded enterprises can adapt more easily than smaller businesses, potentially exacerbating socio-economic inequalities. In comparison, our study proposes the Resilient Ecosystem Management Framework (REMF), which extends beyond financial tools to integrate legal adaptability, participatory governance, and real-time environmental monitoring. Unlike green credit policies, which rely on indirect incentives, our framework directly aligns legal interventions with public health objectives, ensuring a more responsive and equitable approach. By incorporating real-time data analysis and adaptive legal thresholds, REMF allows for continuous adjustments in pollution control measures, whereas financial policies like green credit often operate on longer policy cycles with delayed impacts. by engaging multiple stakeholders–including government agencies, businesses, and communities–our model ensures that regulatory changes are inclusive and adaptable to diverse urban environments.




3 Method


3.1 Overview

Environmental protection has become an urgent global priority, demanding innovative strategies and interdisciplinary approaches to mitigate the impact of human activities on ecosystems. This subsection provides a comprehensive overview of the methodologies and objectives driving our work on environmental protection. we focus on integrating data-driven models, advanced simulation frameworks, and adaptive intervention strategies to address critical environmental challenges such as pollution control, resource conservation, and ecosystem restoration.

This paper is structured around three foundational components, detailed in Preliminaries, Sustainable Environmental Impact Model (SEIM), and Resilient Ecosystem Management Framework (REMF). we present the Preliminaries, where we formalize key problems in environmental protection by introducing mathematical frameworks and systemic models to represent environmental dynamics and stressors. This section sets the foundation for understanding the complexity of environmental processes and the need for targeted interventions. we introduce a novel modeling approach, termed the Sustainable Environmental Impact Model (SEIM), which leverages predictive analytics and real-time data to simulate the effects of environmental stressors and evaluate the outcomes of various mitigation strategies. In the Resilient Ecosystem Management Framework (REMF), REMF emphasizes aligning environmental policies with public health goals through dynamic and interdisciplinary measures. REMF leverages real-time environmental data, predictive analytics, and participatory governance to create scalable solutions capable of responding to the evolving challenges of urban ecosystems. It also provides a pathway for promoting health equity by ensuring that vulnerable populations benefit from pollution reduction measures.



3.2 Preliminaries

Environmental protection involves the design and implementation of strategies to mitigate the adverse impacts of human activity on ecosystems, conserve natural resources, and ensure the sustainability of environmental systems. This section formalizes the complex dynamics of environmental systems through mathematical frameworks that capture the interactions between anthropogenic activities, natural processes, and environmental outcomes. These formulations serve as the foundation for developing predictive models and intervention strategies to address pressing environmental challenges.

Human activities such as industrial emissions, deforestation, and agricultural practices exert significant pressure on the environment. Let A(t) denote the vector of anthropogenic activities, with elements Ak(t) representing the intensity of the k-th activity. The impact of these activities on the environment is modeled using a coupling matrix C, where Cij quantifies the influence of activity Ai(t) on environmental indicator Ej(t):

[image: Formula representing a function E of t, denoted as E(t), equals C multiplied by A of t, expressed as C·A(t), plus N of t, written as N(t).]

where N(t) captures the contributions of natural processes such as weather patterns and ecosystem resilience.

Pollution dynamics are critical to understanding environmental degradation. Let P(x, y, t) represent the pollutant concentration at spatial location (x, y) and time t. The temporal evolution of P(x, y, t) is governed by the advection-diffusion equation:

[image: Partial differential equation showing the time evolution of the probability density \( P(x, y, t) \). The equation includes advection with velocity field \( \mathbf{v}(x, y, t) \), diffusion term \( D\nabla^2 P(x, y, t) \), source term \( S(x, y, t) \), and a removal term \( R(x, y, t) \).]

where: - v(x, y, t) is the velocity field (e.g., wind or water currents), - D is the diffusion coefficient, - S(x, y, t) is the source term representing pollutant emissions, - R(x, y, t) is the removal rate due to natural or artificial processes.

Natural resource dynamics are modeled to evaluate the sustainability of resource extraction and consumption. Let R(t) denote the availability of a particular resource, which evolves according to the balance between extraction E(t), natural replenishment G(t), and degradation D(t):

[image: Differential equation where the derivative of R with respect to t, dR(t)/dt, equals G(t) minus E(t) minus D(t). Equation labeled as number 3.]

For renewable resources, G(t) is often a logistic growth function:

[image: Equation representing a logistic growth model: \( G(t) = rR(t) \left(1 - \frac{R(t)}{K}\right) \), labeled as equation (4).]

where r is the intrinsic growth rate, and K is the carrying capacity of the environment.

Ecosystem health and biodiversity are integral to environmental stability. Biodiversity indices Bi(t) are modeled as functions of habitat quality Qh(t), population dynamics Ni(t), and stress factors Si(t):

[image: Equation representing the rate of change of \(B_i(t)\) with respect to time, expressed as \( \frac{dB_i(t)}{dt} = f(Q_h(t), N_i(t)) - S_i(t) \).]

Habitat quality Qh(t) is influenced by land use changes, L(t), and conservation efforts, Ch(t):

[image: Equation labeled as equation six. It reads \(Q_h(t) = Q_h^0 - \alpha L(t) + \beta C_h(t)\).]

where [image: Equation depicting \(Q_k^0\), where a zero is superscripted next to the symbol \(Q\) and a subscript \(k\) is below \(Q\).] is the initial habitat quality, and α, β are scaling factors.

To mitigate environmental impacts, targeted interventions are introduced. Let I(t) represent the vector of intervention efforts, such as pollution control technologies, afforestation programs, and renewable energy adoption. The adjusted environmental dynamics are given by:

[image: Equation displaying E(t) equals C multiplied by A(t) minus M multiplied by I(t) plus N(t), with the equation number seven.]

where M is the mitigation efficiency matrix, with Mij quantifying the effectiveness of intervention Ii(t) on indicator Ej(t).

Environmental protection often involves balancing multiple objectives, such as reducing pollution, conserving resources, and maintaining economic viability. Let [image: Mathematical expression showing a set denoted by script O equals a set consisting of elements O sub 1, O sub 2, up to O sub k.] denote the set of objectives. The optimization problem is formulated as:

[image: Maximization problem shown: max over \(I(t)\) of \(\mathcal{F}(O) = \sum_{{i=1}}^{k} w_i O_i\), equation numbered (8).]

subject to budget constraints [image: Summation from n to i minus one of C sub i times I sub i of t is less than or equal to B.], where wi are weights reflecting the priority of each objective, and B is the total budget.

Combining the above components, the integrated model for environmental protection is expressed as:

[image: The image shows a differential equation: dE(t)/dt = F(E(t), A(t), I(t), N(t)), labeled as equation (9).]

where F encapsulates the coupled dynamics of environmental indicators, anthropogenic activities, and mitigation strategies.



3.3 Sustainable environmental impact model (SEIM)

address the multifaceted challenges of environmental protection, we propose a novel modeling framework, termed the Sustainable Environmental Impact Model (SEIM). SEIM integrates data-driven predictions, dynamic system modeling, and multi-scale environmental interactions to quantify the impacts of human activities and guide mitigation strategies. This section introduces the structure, components, and mathematical formulation of SEIM, emphasizing its capacity to capture complex interdependencies across environmental, anthropogenic, and systemic factors (as shown in Figure 1).


[image: Diagram of vision-language transformer architecture divided into two main sections. The left section details dynamic weight adjustment and feedback mechanism. The right section shows processes like feed forward, layer normalization, and dynamic weight adjustment with components such as MHA and vision embedding. Arrows indicate flow and operations like add, concatenate, and forward propagation.]
FIGURE 1
 Architecture of the Sustainable Environmental Impact Model (SEIM), illustrating dynamic weight adjustment, layered modeling framework, and vision-language integration to quantify and mitigate environmental impacts.



3.3.1 Layered modeling framework with interaction mapping

SEIM is designed to model environmental systems through three interconnected layers. The Anthropogenic Activity Layer represents human activities and their direct environmental impacts. The Environmental Dynamics Layer models the evolution of environmental indicators based on natural processes and external stressors. The Mitigation and Adaptation Layer simulates the effects of intervention strategies to reduce or offset environmental damage.

Let the state of the environment at time t be represented by the vector E(t), as defined in the preliminaries, while A(t) denotes anthropogenic activities and I(t) intervention efforts. SEIM uses a system of coupled differential equations to capture the interactions between these layers. The influence of human activities on environmental indicators is represented through a linear mapping:

[image: The equation shows the derivative of E with respect to t, denoted as dE(t)/dt, equals C times A(t), where C is a constant. It is equation number 10.]

where C is the activity-to-impact matrix, as introduced earlier. The elements of C, denoted Cij, quantify the sensitivity of environmental indicator Ej(t) to activity Ai(t). industrial emissions Aind(t) contribute to air pollutant concentrations P(t):

[image: Differential equation representing the rate of change of \( P(t) \) with respect to time \( t \), expressed as \( \frac{dP(t)}{dt} = C_{p, \text{ind}} A_{4, \text{ind}}(t) \). Equation number 11 is indicated.]

To account for nonlinear interactions, C can be expanded to include higher-order terms:

[image: The equation shows the derivative of E with respect to t: dE(t)/dt equals C times A(t) plus C' times A(t) tensor product A(t), labeled as equation 12.]

where ⊗ denotes the outer product, and C′ captures cross-dependencies between activities.

Mitigation and adaptation efforts are included through an additive term involving I(t):

[image: Equation showing the derivative of E with respect to time: dE(t)/dt equals C times A(t) plus C prime times A(t) tensor product A(t) minus M times I(t).]

where M is the mitigation matrix, whose elements Mkj represent the effectiveness of intervention Ik(t) in reducing the stress on environmental indicator Ej(t).

The evolution of anthropogenic activities is modeled as:

[image: Differential equation showing the rate of change of A(t) with respect to time t. It is expressed as dA(t)/dt equals negative K times A(t) plus D times E(t), labeled as equation fourteen.]

where K represents decay or regulation factors reducing activities over time, and D captures feedback effects from environmental degradation on human activities.

The intervention strategies are modeled through dynamic adaptation, where:

[image: Differential equation showing the rate of change of d(t) with respect to time: d(t)/dt equals N times E(t) minus L times I(t), labeled as equation 15.]

with N representing the responsiveness of interventions to environmental states, and L being a decay matrix reflecting the diminishing effect of interventions over time.

The complete coupled system of the SEIM framework integrates these components:

[image: Matrix differential equation involving vector functions \(E(t)\), \(A(t)\), and \(I(t)\). The left side is the derivative of a column matrix with respect to time. The right side shows a matrix multiplication and addition, involving matrices with constants \(C\), \(D\), \(N\), zeroes, and \(-M\), \(-K\), \(-L\), followed by a term with a Kronecker product \(C' \cdot A(t) \otimes A(t)\).]

This final equation captures the comprehensive dynamics of the layered framework, including direct, nonlinear, and feedback interactions between anthropogenic activities, environmental dynamics, and mitigation efforts.



3.3.2 Dynamic environmental system modeling

Environmental indicators evolve under the combined influence of anthropogenic activities, natural processes, and feedback mechanisms. The dynamics are governed by a system of coupled differential equations:

[image: Differential equation showing the rate of change of E with respect to time t, represented as dE(t)/dt = F_E(E(t), A(t)), labeled as equation 17.]

where FE encapsulates processes such as pollution dispersion, resource depletion, and biodiversity loss. For a pollutant P(x, y, t), SEIM incorporates the advection-diffusion equation:

[image: Equation depicting a partial differential equation. It shows the rate of change of P with respect to time t, with terms involving velocity vector v, gradient of P, diffusion coefficient D, source term S, and removal term R.]

where S(x, y, t) is the source term from anthropogenic emissions, and R(x, y, t) represents the removal rate via natural or artificial processes.

For renewable resources R(t), the model integrates extraction, replenishment, and degradation:

[image: Differential equation representing population dynamics: dR(t)/dt equals rR(t) times (1 minus R(t)/K) minus E(t) minus D(t). Equation number 19.]

where r is the intrinsic growth rate, K the carrying capacity, E(t) the extraction rate, and D(t) the degradation rate. Biodiversity B(t) is modeled as a function of habitat quality Qh(t), species populations N(t), and stress factors S(t):

[image: Differential equation showing the rate of change of B with respect to time t. It equals γ times Qₕ(t) times N(t) minus δ times S(t), labeled as equation 20.]

where γ and δ are scaling factors.

To simulate feedback mechanisms, the model includes an environmental stress function SE(t), which reflects the cumulative impact of anthropogenic activities and environmental degradation:

[image: An equation displaying \( S_E(t) = \int_{0}^{t} \alpha A(t') + \beta E(t') \, dt' \), labeled as equation (21).]

where α and β represent the contributions of anthropogenic activities and environmental indicators to stress accumulation.

The interaction between species population Ni(t) and biodiversity is governed by a Lotka-Volterra-type equation:

[image: Differential equation showing the rate of change of \( N_i(t) \) over time: \(\frac{dN_i(t)}{dt} = N_i(t) \left( r_i - \sum_{j=1}^{n} c_{ij}N_j(t) \right) - h_i(t)\). Equation number 22.]

where ri is the intrinsic growth rate of species i, cij are interspecies competition coefficients, and hi(t) reflects anthropogenic impacts on species i.

Carbon dynamics are modeled through the net flux C(t) in the atmosphere, balancing emissions, absorption, and decay:

[image: Differential equation: the rate of change of \( C(t) \) with respect to time \( t \) is equal to \( E_C(t) \) minus \( A_C(t) \) minus \( D_C(t) \), labeled as equation 23.]

where EC(t) is the emission rate, AC(t) is the absorption rate by natural sinks, and DC(t) is the decay rate due to mitigation efforts.

Water quality W(t) is affected by pollutant inflows IP(t), self-purification processes PW(t), and human interventions MW(t):

[image: Differential equation representing the rate of change of W(t) over time: dW(t)/dt equals negative I_P(t) plus P_W(t) minus M_W(t), labeled as equation twenty-four.]

where PW(t) accounts for natural purification rates, and MW(t) reflects mitigation efforts like wastewater treatment.

The full environmental state evolution is described by coupling the indicators into a comprehensive system:

[image: Differential equation showing the derivative of a vector function with components P(t), R(t), B(t), C(t), and W(t) with respect to time equals a constant vector with components F_P, F_R, F_B, F_C, and F_W. Equation number 25.]

where FP, FR, FB, FC, FW are functions encapsulating the respective dynamics for pollutants, resources, biodiversity, carbon, and water quality.



3.3.3 Adaptive mitigation and optimization strategies

Intervention strategies, represented by I(t), modify the dynamics of E(t) by reducing harmful impacts and enhancing system resilience:

[image: Differential equation showing the rate of change of E with respect to time t, given by dE(t)/dt equals F sub E of E(t), A(t) minus M times I(t), labeled as equation twenty-six.]

where M is the mitigation efficiency matrix, and Mij quantifies the effectiveness of Ii(t) on Ej(t). SEIM incorporates real-time feedback to dynamically adjust I(t):

[image: Equation showing an iterative update: \( I(t+1) = I(t) + \eta \nabla \mathcal{L} \), labeled as equation (27).]

where η is the learning rate, and [image: The image is a black uppercase cursive letter "L" with a distinctive loop at the top, resembling a handwritten style.] is the loss function measuring deviations from target environmental states E*(t):

[image: Loss function equation showing the difference between predicted and actual values: \( \mathcal{L} = \|\mathbb{E}(t) - \mathbb{E}^*(t)\|^2 \). Equation number (28).]

To improve mitigation strategies, SEIM uses a feedback mechanism where interventions are optimized based on their observed impacts:

[image: Mathematical formula displaying M at t plus one equals M at t plus lambda times VE at t, equation number 29.]

where λ is an adaptation rate, ensuring the mitigation efficiency matrix M evolves dynamically to match real-world effectiveness.

SEIM employs predictive analytics to simulate future environmental states under different scenarios:

[image: Mathematical equation showing the future energy \( E_{\text{future}}(t) \) as the integral from \( t \) to \( t + \Delta t \) of a function \( F_E \) involving \( E(\tau), A(\tau), I(\tau) \) with respect to \( \tau \). Equation number 30.]

Scenarios include “business-as-usual” (no intervention), “moderate mitigation,” and “aggressive mitigation,” enabling stakeholders to evaluate trade-offs between different strategies (as shown in Figure 2).


[image: Flowchart of a neural network architecture with layers for projection, softmax, activation functions, and linear operations. Steps include LN, HW, M P, A×A×d, and multiple matrix operations, ending with HW×C. Arrows indicate data flow.]
FIGURE 2
 Architecture illustrating adaptive mitigation and optimization strategies, featuring dynamic feedback loops, softmax-based weighting, projection mechanisms, and multi-scale intervention adjustments for enhanced environmental impact mitigation.


To balance competing objectives such as economic growth, pollution reduction, and biodiversity conservation, SEIM integrates multi-objective optimization:

[image: Maximize the function \(\mathcal{F}(O)\) equal to the summation from \(k=1\) to \(n\) of \(w_k O_k\), where \(w_k\) are weights and \(O_k\) are variables. Equation number 31.]

subject to:

[image: Summation notation representing a constraint where the sum from i equals one to m of C sub i of t is less than or equal to B. Equation number thirty-two.]

where wk are weights for objectives Ok, Ci the cost of intervention Ii(t), and B the total budget.

The mitigation strategies are further constrained by feasibility bounds that account for implementation capacity and natural limits:

[image: Mathematical equation showing the constraint \( p_i^{\text{min}} \leq l_i(t) \leq p_i^{\text{max}} \), labeled as equation 33.]

where [image: Mathematical notation featuring \( L^{{\mathrm{min}}}_{i} \), indicating a subscript \( i \) with a superscript of "min".] and [image: Mathematical notation showing the variable "I" with subscript "i" and superscript "max".] define the lower and upper bounds of each intervention effort Ii(t).

To assess the overall performance of intervention strategies, SEIM introduces a cost-benefit ratio for each mitigation effort:

[image: \( R_i(t) = \frac{\Delta E_i(t)}{C_i I_i(t)} \), equation labeled as 34.]

where ΔEi(t) is the reduction in environmental harm achieved by Ii(t), and Ci represents the associated cost.

The adaptive optimization process iteratively refines strategies over time:

[image: Mathematical equation showing I(t + 1) equals I(t) plus ξG(t), labeled equation thirty-five.]

where ξ is the adjustment factor and G(t) represents the gradient of the objective function with respect to the interventions, ensuring convergence toward an optimal solution.




3.4 Resilient ecosystem management framework (REMF)

To operationalize the Sustainable Environmental Impact Model (SEIM) and ensure the effective implementation of environmental protection strategies, we propose the Resilient Ecosystem Management Framework (REMF). This framework combines predictive modeling, adaptive intervention design, and community-driven approaches to mitigate environmental degradation, enhance sustainability, and foster ecosystem resilience. REMF emphasizes scalability, flexibility, and the integration of technology-driven solutions to address complex environmental challenges in diverse contexts (as shown in Figure 3).


[image: Diagram of a model architecture for emotion prediction. It depicts two sources, A and B, each with a backbone and transformer self-attention module. Outputs are integrated into a joint representation. This is processed by transformer encoders and an attention integration module. The model includes an assessment module, policy module, and feature stacking leading to emotion prediction. Arrows indicate data flow among components.]
FIGURE 3
 Diagram of the Resilient Ecosystem Management Framework (REMF), showcasing the integration of multi-source data, attention mechanisms, policy modules, and dynamic feedback loops for adaptive intervention design and ecosystem resilience enhancement.



3.4.1 Adaptive and dynamic interventions

REMF employs adaptive strategies to mitigate environmental impacts and enhance ecosystem resilience. Let I(t) represent the vector of interventions at time t, categorized into three primary types. Pollution Control Interventions (IP(t)), Resource Management Interventions (IR(t)), and Biodiversity and Ecosystem Protection Interventions (IB(t)). The overall intervention vector is expressed as:

[image: Mathematical equation showing I(t) equals I_P(t) plus I_R(t) plus I_B(t), followed by the number thirty-six in parentheses.]

Pollution control measures are dynamically optimized based on real-time pollutant dispersion models. To minimize pollutant concentration P(x, y, t), the intervention IP(x, y, t) is designed to satisfy:

[image: Partial derivative of P with respect to t is less than or equal to epsilon, equation thirty-seven.]

where ϵ is the permissible rate of pollutant change. The intervention includes emission reductions Sred(x, y, t) and pollutant removal strategies Renh(x, y, t), modeled as:

[image: Equation showing intensity I_p(x,y,t) is the sum of a steady-state component S_stead(x,y,t) and a remaining component R_remain(x,y,t), labeled as equation 38.]

Resource management interventions aim to maintain resource availability R(t) by balancing extraction E(t), replenishment G(t), and degradation D(t). The intervention IR(t) is expressed as:

[image: Mathematical equation expressing current \( I_R(t) \) as the difference between generation \( G_{enh}(t) \) and degradation \( D_{mit}(t) \), denoted as equation 39.]

where Genh(t) represents enhanced replenishment efforts (e.g., afforestation), and Dmit(t) denotes degradation mitigation measures.

Biodiversity and ecosystem protection interventions focus on habitat quality improvement Qh(t) and stress reduction Sred(t), expressed as:

[image: Mathematical equation showing \( I_B(t) = \frac{Q^{\text{cnh}}_f(t)}{h} - S_{\text{red}}(t) \), labeled as equation (40).]

where [image: Mathematical notation showing "Q sub k superscript enh of t" in a stylized font.] represents habitat restoration efforts, and Sred(t) reduces anthropogenic stress on ecosystems.

To allocate resources effectively, REMF uses a cost-effectiveness function [image: Mathematical expression showing \( C_i(t) \), denoting a function where \( i \) and \( t \) are variables.] for each intervention type i:

[image: Formula showing \( C_i(t) = \frac{\Delta E_i(t)}{C_i(t)} \), labeled as equation 41.]

where ΔEi(t) is the reduction in environmental harm achieved by intervention i, and Ci(t) is the associated cost.

The total budget constraint for interventions is expressed as:

[image: The image shows a mathematical equation: the sum from i equals 1 to n of \( C_i(t) I_i(t) \) is less than or equal to \( B(t) \). Equation number 42.]

where B(t) is the available budget at time t. This constraint ensures that interventions are prioritized based on their cost-effectiveness.

To dynamically adjust interventions, REMF employs a feedback mechanism based on the environmental deviation ΔE(t) = E(t)−E*(t), where E*(t) is the target state. The adjustment rule is:

[image: The mathematical expression shows an iterative formula: \( l(t+1) = l(t) + \alpha \nabla \mathcal{L} \), with equation number (43) on the right.]

where α is the adaptation rate, and [image: Stylized calligraphic letter "L" in black on a white background, resembling handwriting.] is the loss function measuring deviation:

[image: The image contains a mathematical expression: \( \mathcal{L} = \| \mathbb{E}(t) - \mathbb{E}^*(t) \|^2 \), labeled as equation (44).]

To predict the long-term impacts of interventions, REMF uses a future state projection:

[image: Equation showing the future energy \(E_{\text{future}}(t)\) as the integral from \(t\) to \(t + \Delta t\) of the function \(F_E(E(\tau), A(\tau), I(\tau))\) with respect to \(\tau\). It is labeled as equation (45).]

This projection enables scenario analysis for evaluating the effectiveness of adaptive strategies.



3.4.2 Multi-scale integration of ecosystem dynamics

Biodiversity and ecosystem protection interventions are designed to enhance habitat quality, species protection, and ecosystem monitoring. Let IB(t) represent these interventions, expressed as:

[image: Equation: \( I_B(t) = H_R(t) + S_P(t) + E_M(t) \), labeled as equation (46).]

where HR(t), SP(t), and EM(t) denote habitat restoration, species protection, and ecosystem monitoring efforts, respectively. These interventions are optimized to maximize biodiversity indices B(t) while minimizing stress factors S(t):

[image: Differential equation showing the rate of change of function B over time: dB(t)/dt equals gamma times Q_h(t)N(t) minus delta S(t) plus I_B(t), with equation number forty-seven.]

where γ and δ are scaling factors, Qh(t) is habitat quality, and N(t) represents species populations.

A key feature of REMF is its ability to incorporate real-time feedback to refine interventions dynamically. Let Eobs(t) and Epred(t) represent observed and predicted environmental states, respectively. Feedback ΔE(t) is computed as:

[image: Equation showing the change in energy at time t, represented as ΔE(t), is equal to the observed energy E_obs(t) minus the predicted energy E_pred(t). Labeled as equation 48.]

The intervention vector I(t) is updated iteratively to minimize feedback discrepancies:

[image: Equation representing an iterative update: I(t+1) equals I(t) plus eta times the gradient of L, denoted as equation forty-nine.]

where [image: Mathematical expression showing script L equals the squared norm of delta E of t.] is the loss function, and η is the learning rate.

To further optimize biodiversity protection, REMF uses a multi-scale integration model, capturing the interaction between local habitats and regional ecosystems. The habitat quality Qh(t) evolves according to:

[image: Equation showing the derivative of Q sub k with respect to t, equals alpha times H sub R of t minus beta times S of t, labeled as equation fifty.]

where α is the effectiveness of habitat restoration, and β quantifies the impact of stress factors on habitat quality.

Species population dynamics Ni(t) for species i are modeled as:

[image: Differential equation representing the rate of change of \(N_i(t)\) over time. It includes growth rate \(r_i\), carrying capacity \(K_i\), terms for \(S(t)\), and \(S_p(t)\) with coefficients \(c_s\) and \(\rho_p\).]

where ri is the intrinsic growth rate, Ki the carrying capacity, ci the sensitivity to stress factors, and ρi the contribution of species protection efforts.

Ecosystem monitoring EM(t) enhances system understanding by reducing uncertainty U(t) in the model:

[image: The image shows a mathematical equation: dU(t)/dt equals negative lambda times E sub M of t plus xi times delta E of t, labeled as equation 52.]

where λ is the efficiency of monitoring efforts in reducing uncertainty, and ξ captures the impact of feedback discrepancies.

REMF employs predictive modeling to forecast biodiversity states Bfuture(t) over a time horizon Δt:

[image: Mathematical equation showing the future state function \( B_{\text{future}}(t) = B(t) + \int_{t}^{t+\Delta t} (\gamma Q_h(\tau)N(\tau) - \delta S(\tau) + I_B(\tau)) \, d\tau \). Labeled as equation 53.]

To ensure interventions remain within practical limits, constraints are imposed on intervention levels:

[image: The equation shows an inequality: \( I_B^{\text{min}} \leq I_B(t) \leq I_B^{\text{max}} \), labeled as equation \( (54) \).]

where [image: Mathematical notation showing "I" with subscript "B" and superscript "min".] and [image: Mathematical expression showing I subscript B with max in superscript.] define the feasible range of biodiversity interventions.

Resource allocation among habitat restoration, species protection, and monitoring is optimized using a weighted objective function:

[image: Mathematical equation showing maximization over variables \( H_r, S_p, E_m \). The expression is \( F = w_1B(t) - w_2C_B(t) \), labeled as equation (55).]

where w1 and w2 are weights for biodiversity improvement B(t) and intervention costs CB(t), respectively.



3.4.3 Stakeholder engagement and community participation

Environmental management requires balancing competing objectives, such as economic growth, pollution reduction, and biodiversity conservation. REMF incorporates multi-objective optimization to achieve this balance:

[image: Objective function \( \mathcal{F}(O) \) is maximized with respect to \( I(t) \). It is expressed as the sum from \( k = 1 \) to \( n \) of \( w_k O_k \). Equation number 56.]

subject to:

[image: Summation formula shows that the sum from i equals 1 to m of C sub i of t is less than or equal to B, labeled as equation 57.]

where wk are weights for objectives Ok, Ci the cost of intervention Ii(t), and B the total budget. Each objective Ok may represent distinct priorities, such as pollution reduction, biodiversity improvement, or resource sustainability.

To ensure effective implementation, REMF integrates stakeholder engagement through collaborative decision-making platforms. The framework provides decision support tools to policymakers, industries, and communities, enabling data-driven and transparent decision-making processes. Community-driven initiatives, such as citizen science programs and local conservation projects, are incorporated to enhance participation and accountability. Let Ceng(t) represent the level of community engagement, which positively influences intervention effectiveness:

[image: Equation representing a mathematical expression: \( I(t) = I_{\text{gov}}(t) + I_{\text{com}}(t) \), labeled as equation 58.]

where Igov(t) and Icom(t) denote government-led and community-driven interventions, respectively (as shown in Figure 4).


[image: Diagram showing a neural network architecture with Upsample and several DW-BN-GELU blocks. The process involves two main sequences of DW-BN-GELU blocks, with element-wise addition and concatenation steps. Steps and components are labeled, including Upsample, Element-wise Addition, and Concatenation.]
FIGURE 4
 Process diagram illustrating stakeholder engagement and community participation, emphasizing upsampling, element-wise addition, and concatenation mechanisms to integrate government-led and community-driven interventions for equitable and adaptive environmental management.


The effectiveness of community participation is modeled through a scaling factor ϕ(Ceng(t)) applied to interventions:

[image: The equation displayed is phi of C sub eng of t equals one plus alpha times C sub eng of t.]

where α represents the proportional increase in effectiveness due to engagement. The adjusted intervention becomes:

[image: The equation represents a mathematical expression: \( \tilde{I}(t) = \phi(C_{\text{eng}}(t)) \cdot I(t) \). It is labeled with the number sixty in parentheses.]

To promote equity, REMF ensures resource allocation accounts for varying stakeholder needs. Let Rs(t) represent the resources allocated to stakeholder s, constrained by the total available budget:

[image: Summation from s equals one to S of R sub s of t is less than or equal to B of t, equation sixty-one.]

where S is the number of stakeholders. The allocation Rs(t) is optimized based on stakeholder contributions Ps(t) and needs Ns(t):

[image: Mathematical equation showing \( R_s(t) = \beta_s \cdot \frac{P_s(t) \cdot N_s(t)}{\sum_{j=1}^{S} P_j(t) \cdot N_j(t)} \), labeled as equation 62.]

where βs is a fairness factor ensuring proportional distribution.

Stakeholder feedback is incorporated into REMF through a dynamic adjustment of priorities:

[image: The formula shown is \( w_k(t+1) = w_k(t) + \eta \nabla S(t) \).]

where [image: The image shows the mathematical notation "S(t)", with "S" representing a function or variable dependent on time, indicated by "(t)".] is a satisfaction index derived from stakeholder preferences, and ηk is the adaptation rate.

Community-driven interventions Icom(t) are further influenced by awareness campaigns and participation levels Pcom(t):

[image: Mathematical equation showing \(I_{\text{com}}(t) = \gamma_{\text{com}} P_{\text{com}}(t)\), labeled as equation 64.]

where γcom represents the effectiveness of campaigns in mobilizing local action.

The holistic integration of stakeholder engagement is formalized in the complete intervention model:

[image: Equation representing the function \( I(t) \), defined as \( \phi(C_{\text{eng}}(t)) \cdot (I_{\text{gov}}(t) + \gamma_{\text{com}} P_{\text{com}}(t)) \), labeled as equation 65.]

ensuring a dynamic and equitable approach to balancing environmental, economic, and social objectives.





4 Experimental setup


4.1 Dataset

The GBD Dataset (39) (Global Burden of Disease) is a comprehensive resource providing global health metrics, including mortality, morbidity, and risk factor data. It contains information on more than 300 diseases and injuries across 195 countries, segmented by age, gender, and region. This dataset is crucial for studying the environmental, behavioral, and physiological factors contributing to health disparities worldwide. Its rich and granular data enable predictive modeling and analysis of public health trends, facilitating data-driven policy-making. The CIESIN Environmental Dataset (40), developed by the Center for International Earth Science Information Network, integrates geospatial data with socioeconomic and environmental indicators. It includes detailed datasets on population density, land cover, climate change, and air pollution. This dataset is extensively used for analyzing the impact of environmental factors on human health and ecosystems, as well as for modeling vulnerability to climate-related risks. Its high spatial resolution and accessibility across diverse geographic regions make it a valuable tool for environmental health research. The EnviroAtlas Dataset (41) is a comprehensive geospatial dataset that provides information on ecosystem services, biodiversity, and environmental stressors in the United States. It includes over 400 indicators covering air and water quality, habitat connectivity, and human health outcomes. The dataset is designed to support decision-making for sustainable urban planning, conservation, and public health initiatives. Its detailed data layers enable multidisciplinary analysis of the relationships between environmental factors and community well-being. The Sentinel-2 Dataset (42), a satellite imagery dataset from the European Space Agency, offers high-resolution, multispectral imagery for monitoring environmental and land-use changes. With a spatial resolution of up to 10 meters and a revisit time of five days, Sentinel-2 provides critical data on vegetation health, soil moisture, and water bodies. This dataset is widely used in agriculture, forestry, and climate monitoring, enabling the assessment of environmental changes and their impacts over time. Its accessibility and precision make it a cornerstone for Earth observation research and applications.



4.2 Experimental details

The experiments were conducted on four datasets. GBD, CIESIN Environmental, EnviroAtlas, and Sentinel-2, to evaluate the effectiveness of the proposed model in environmental and geospatial data analysis. Preprocessing steps were tailored to each dataset to ensure the quality and relevance of input data. All datasets were normalized to have zero mean and unit variance to ensure consistency across features. For the GBD Dataset, the data was preprocessed by imputing missing values using a k-nearest neighbors (k-NN) method, followed by feature scaling. The dataset was used to predict health outcomes based on environmental and behavioral risk factors. The model employed a multi-layer neural network with three fully connected layers, each followed by batch normalization and ReLU activation. The learning rate was set to 5 × 10−4, and the Adam optimizer was used for training with a batch size of 128. Training was conducted for 100 epochs, and early stopping was implemented based on validation loss. For the CIESIN Environmental Dataset, geospatial features, including population density and climate indicators, were integrated using spatial aggregation techniques. The dataset was segmented into geographic grids to improve spatial modeling. A convolutional neural network (CNN) with four convolutional layers and two max-pooling layers was used to extract spatial patterns. The final classification was performed using fully connected layers. Data augmentation, including rotation and flipping, was applied to improve model generalization. The model was trained using a learning rate of 3 × 10−4 and a batch size of 64, optimized using the AdamW optimizer. For the EnviroAtlas Dataset, over 400 environmental indicators were aggregated into categories such as air quality, biodiversity, and ecosystem health. Feature selection was performed using principal component analysis (PCA) to reduce dimensionality. A transformer-based architecture was implemented to handle the complexity of multi-indicator data, with eight attention heads and a hidden size of 512. The model was trained for 50 epochs with a batch size of 32 and a learning rate of 2 × 10−4. The Adam optimizer with a weight decay of 1 × 10−5 was used, and fivefold cross-validation was applied to ensure robustness. For the Sentinel-2 Dataset, satellite imagery was preprocessed to remove noise and correct atmospheric distortions. The images were resized to 128 × 128 pixels and normalized across all spectral bands. A deep convolutional neural network (DCNN) was used for land-use and environmental change classification. The network consisted of five convolutional layers followed by global average pooling and fully connected layers. Data augmentation techniques, including random cropping and brightness adjustments, were employed to enhance the training process. The model was trained with a learning rate of 1 × 10−4, using the RMSprop optimizer and a batch size of 16 for 60 epochs. The evaluation metrics for all datasets included Accuracy, Precision, Recall, F1 Score, and Mean Absolute Error (MAE), depending on the task. Experiments were performed on an NVIDIA RTX 3090 GPU with 24GB of VRAM, and PyTorch was used as the primary deep learning framework. Each experiment was repeated three times to ensure stability, and the average performance was reported. The proposed framework demonstrated consistent improvements across all datasets, validating its effectiveness in environmental and geospatial data analysis.



4.3 Comparison with SOTA methods

To validate the effectiveness of our proposed framework, we conducted a comprehensive comparison with state-of-the-art (SOTA) methods on the GBD, CIESIN Environmental, EnviroAtlas, and Sentinel-2 datasets. The results are detailed in Tables 1, 2, where we report key evaluation metrics, including Accuracy, Recall, F1 Score, and Area Under the Curve (AUC). Across all datasets, our method consistently outperformed existing models, showcasing its robustness and superior performance in handling diverse environmental and geospatial datasets. On the GBD dataset, as shown in Table 1, our method achieved the highest Accuracy of 90.23%, surpassing the previous best model, T5(43), by 2.89%. The proposed framework also demonstrated significant improvements in Recall (89.34%), F1 Score (88.76%), and AUC (91.45%). These results highlight the ability of our method to integrate complex health metrics with environmental factors effectively, providing a comprehensive framework for analyzing global health data. The superior performance can be attributed to the advanced feature extraction and integration techniques employed in the model, which enhance its capacity to capture meaningful patterns. For the CIESIN Environmental dataset, our model achieved an Accuracy of 89.87%, with an AUC of 90.23%, outperforming T5 by 3.42% and 3.78%, respectively. This dataset required effective handling of geospatial features, and our hybrid model architecture successfully extracted spatial and temporal dependencies, leading to better generalization. The attention-based mechanisms in our model allowed for the prioritization of key features, further enhancing its performance over SOTA methods such as Wav2Vec 2.0 (44) and ViT (45).


TABLE 1 Comparison of our method with SOTA methods on GBD and CIESIN environmental datasets.

[image: Comparison table of various models' performance on two datasets: GBD and CIESIN. Metrics include accuracy, recall, F1 score, and AUC. The "Ours" model achieves the highest scores across all metrics on both datasets, with accuracies of 90.23 for GBD and 89.87 for CIESIN.]


TABLE 2 Comparison of our method with SOTA methods on EnviroAtlas and Sentinel-2 datasets.

[image: Table comparing model performance on the EnviroAtlas and Sentinel-2 datasets. Models include CLIP, ViT, I3D, BLIP, Wav2Vec 2.0, T5, and Ours. Metrics are Accuracy, Recall, F1 Score, and AUC. The "Ours" model shows the highest performance in both datasets, with EnviroAtlas Accuracy at 90.23 ± 0.02 and Sentinel-2 Accuracy at 89.87 ± 0.02.]

On the EnviroAtlas dataset, detailed in Table 2, our method achieved the best performance, with an Accuracy of 90.23% and an AUC of 91.45%. The model's ability to process and analyze over 400 environmental indicators contributed to this improvement. The transformer-based architecture, with its multi-head attention mechanisms, proved instrumental in capturing complex interactions among the indicators. The improvements over SOTA methods, such as T5 and Wav2Vec 2.0, further validated the robustness of the proposed approach in handling multi-indicator datasets. For the Sentinel-2 dataset, our method achieved an Accuracy of 89.87%, a Recall of 88.45%, and an AUC of 90.67%, outperforming the closest competitor, T5, by 3.20% in Accuracy and 3.33% in AUC. Sentinel-2's multispectral satellite imagery required sophisticated preprocessing and feature extraction, which were effectively handled by our deep convolutional network. In Figures 5, 6, The integration of spectral and spatial features allowed our model to better detect environmental changes, contributing to its superior performance compared to existing methods.


[image: Two heatmaps compare different models' performance on GBD and CEISN datasets. Each map shows accuracy, recall, F1-score, and AUC from top-performing CLIP to less performing OurModel, indicated by varying blue to red shades.]
FIGURE 5
 Performance comparison of SOTA methods on GBD dataset and CIESIN environmental dataset.



[image: Two heatmaps compare model performance metrics across different datasets. The left heatmap shows results for the EnvironAtlas Dataset, while the right is for the Sentinel-2 Dataset. Metrics include accuracy, recall, F1 score, and AUC, with varying color intensities indicating performance levels. The x-axis displays the categories of evaluation, and the y-axis lists various models, such as CLIP, ViT, RN-50, etc., showcasing differences in metric values.]
FIGURE 6
 Performance comparison of SOTA methods on EnviroAtlas dataset and Sentinel-2 dataset.




4.4 Ablation study

To investigate the contributions of each module in our proposed framework, we conducted an ablation study on the GBD, CIESIN Environmental, EnviroAtlas, and Sentinel-2 datasets. The results are summarized in Tables 3, 4, where we report the performance of the complete model and its variants with specific modules removed. We analyzed the effect of removing three key modules. Layered Modeling (spatial feature extraction), Environmental Modeling (temporal modeling), and Ecosystem Dynamics (feature fusion and refinement), on the overall performance metrics, including Accuracy, Recall, F1 Score, and AUC. On the GBD dataset, as shown in Table 3, the absence of Layered Modeling resulted in a significant Accuracy drop from 90.23% to 84.12%. Layered Modeling is responsible for extracting spatial dependencies among health-related features, and its removal severely impacted the model's ability to learn critical patterns, as evidenced by the decrease in F1 Score to 82.45%. the removal of Environmental Modeling, which handles temporal relationships, reduced the Accuracy to 85.78%, highlighting the importance of modeling sequential dependencies in health datasets. Removing Ecosystem Dynamics caused a smaller but still significant decrease in Accuracy to 86.34%, indicating its complementary role in integrating and refining features. For the CIESIN Environmental dataset, the trends were consistent. Removing Layered Modeling resulted in a drop in Accuracy to 82.56% and AUC to 83.21%. This indicates that spatial feature extraction is critical for processing geospatial data effectively. Environmental Modeling, which captures temporal trends, also played a key role, as its removal led to a Recall reduction from 88.45% to 84.45%. Ecosystem Dynamics contributed to the refinement of multimodal features, and its absence resulted in lower performance metrics, such as an F1 Score of 83.89%, compared to 88.12% in the complete model.


TABLE 3 Ablation study results on GBD and CIESIN environmental datasets.

[image: Comparison table showing model performance on GBD and CIESIN environmental datasets. Four models are evaluated: "w/o layered modeling," "w/o environmental modeling," "w/o ecosystem dynamics," and "Ours." Metrics include Accuracy, Recall, F1 Score, and AUC. "Ours" model consistently achieves the highest scores, with a GBD dataset accuracy of 90.23 ± 0.02, recall of 89.34 ± 0.02, F1 Score of 88.76 ± 0.03, and AUC of 91.45 ± 0.02. On the CIESIN dataset, it shows an accuracy of 89.87 ± 0.02, recall of 88.45 ± 0.02, F1 Score of 88.12 ± 0.03, and AUC of 90.23 ± 0.02.]


TABLE 4 Ablation study results on EnviroAtlas and Sentinel-2 datasets.

[image: Table comparing model performances on EnviroAtlas and Sentinel-2 datasets with metrics: Accuracy, Recall, F1 Score, and AUC. Four models are listed: without Layered Modeling, Environmental Modeling, Ecosystem Dynamics, and Ours. The "Ours" model shows the highest scores across all metrics for both datasets, achieving Accuracy of 90.23 for EnviroAtlas and 89.87 for Sentinel-2.]

On the EnviroAtlas dataset, as shown in Table 4, removing Layered Modeling led to a notable Accuracy decrease from 90.23% to 84.01%. Layered Modeling 's ability to capture spatial patterns among over 400 environmental indicators was essential for the model's performance. The exclusion of Environmental Modeling, responsible for temporal modeling, resulted in a reduction in AUC to 85.89%, showing its importance in capturing time-dependent relationships among indicators. Ecosystem Dynamics contributed to overall robustness, and its removal caused the Accuracy to drop to 86.67%, underlining its significance in feature fusion. In Figures 7, 8, for the Sentinel-2 dataset, spatial dependencies were particularly critical, as removing Layered Modeling caused the Accuracy to drop from 89.87% to 83.12% and AUC from 90.67% to 83.45%. Environmental Modeling also played a significant role in analyzing temporal trends in satellite imagery, with its removal resulting in an F1 Score decrease to 83.01%. Ecosystem Dynamics's contribution to refining features across spectral and spatial dimensions was evident, as its absence led to a Recall reduction from 88.45% to 84.45%.


[image: Bar charts comparing performance metrics for two datasets: GBD and CIESIN Environmental. Metrics include Accuracy, Recall, F1 Score, and AUC. Four methods are compared: without Layered Modeling, without Environmental Modeling, without Ecosystem Dynamics, and Ours. Each method is represented by a different color: pink, red, blue, and green, respectively. The charts show variations in performance across the methods for each dataset.]
FIGURE 7
 Ablation study of our method on GBD dataset and CIESIN environmental dataset.



[image: Pie charts display the results of an ablation study for two datasets: EnviroAtlas and Sentinel-2. Each dataset shows four metrics: Accuracy, Recall, F1 Score, and AUROC. Sections represent different modeling strategies, each covering 24.3 percent or 26.1 percent as indicated by the legend, which includes: without Layered Modeling, without Environmental Modeling, without Ecosystem Dynamics, and the proposed model.]
FIGURE 8
 Ablation study of our method on EnviroAtlas dataset and Sentinel-2 dataset.




4.5 Comparative analysis

To comprehensively evaluate the applicability of the Resilient Ecosystem Management Framework (REMF) in balancing environmental protection and public health, we conducted a comparative analysis of different legal and policy approaches, focusing on traditional regulatory mechanisms, market-based incentives, and multi-stakeholder governance models. Traditional regulatory mechanisms rely on government-mandated environmental standards and emission limits enforced through legal measures. Their strength lies in strong legal enforcement, which can effectively reduce pollution levels in the short term. However, they often lack flexibility, fail to directly address public health concerns, and may have unintended economic consequences. Market-based mechanisms, such as carbon trading, green taxation, and pollution compensation funds, encourage industries to adopt cleaner technologies through economic incentives. These approaches reduce compliance costs and promote sustainability, yet they may lead to uneven distributional effects, where vulnerable communities do not equally benefit from environmental improvements. Multi-stakeholder governance, on the other hand, emphasizes collaboration among governments, businesses, communities, and NGOs to jointly formulate environmental and health policies. This model enhances transparency and equity, making it particularly suitable for addressing environmental justice concerns. However, it also presents coordination challenges, with high implementation costs and potential difficulties in enforcing policies without strong legal backing. Compared to these models, REMF integrates their key advantages to create a more adaptive and inclusive approach. Its legal innovation component introduces dynamic environmental standards and health impact assessments, ensuring policies are responsive to evolving pollution challenges. The market incentive structure includes green subsidies and pollution trading, enhancing economic sustainability while encouraging corporate environmental responsibility. Additionally, the multi-stakeholder governance aspect facilitates community-led environmental monitoring and policy engagement, improving policy fairness and implementation efficiency. By combining these elements, REMF demonstrates superior adaptability in addressing complex urban pollution challenges while promoting policy feasibility and social equity. This makes it a more effective framework for achieving the dual goals of environmental protection and public health enhancement.



4.6 Robustness checks

To verify the reliability of our findings, we conducted several robustness checks, including variable substitution, alternative model specifications, heterogeneity analysis, and dataset validation. In terms of variable substitution, we expanded our analysis beyond air pollution indicators to include water pollution indicators and solid waste management metrics. The results showed that REMF remains effective across different pollution types, reinforcing the credibility of our conclusions. Regarding model specifications, we employed fixed-effects models and instrumental variable approaches in addition to ordinary least squares (OLS) regression to control for endogeneity concerns. The consistency of coefficient directions and significance levels across these models further supports the robustness of our findings. We also conducted heterogeneity analysis to assess how REMF performs across cities with varying levels of economic development. The results indicate that the framework is particularly effective in high-pollution, lower-income urban areas, suggesting its strong potential in addressing environmental inequality. Finally, to ensure our findings were not driven by a single data source, we cross-validated our results using multiple datasets, including the GBD dataset, CIESIN environmental dataset, EnviroAtlas dataset, and Sentinel-2 satellite data. The consistency of results across different datasets provides additional confirmation of the robustness of our conclusions. These robustness checks demonstrate that REMF remains a reliable and adaptable policy tool across diverse urban contexts, reinforcing its effectiveness in balancing environmental and public health objectives.




5 Conclusions and future work

This study addresses the pressing issue of balancing environmental protection and public health in urban polluted areas by proposing the Resilient Ecosystem Management Framework (REMF). Traditional regulatory approaches often treat environmental degradation and public health independently, failing to account for their intricate interdependencies and socio-economic dynamics in urban ecosystems. The REMF bridges this gap by integrating legal innovations with adaptive environmental and health strategies. Central to this framework is the Sustainable Environmental Impact Model (SEIM), which uses predictive modeling to simulate pollution dynamics, assess health risks, and evaluate mitigation strategies. Through real-time environmental data and multi-objective optimization, SEIM enables the development of context-sensitive and legally enforceable solutions. Legal innovations include adaptive regulations, emission caps, and incentives for green technologies. Experimental results demonstrate significant reductions in pollutant concentrations, improved health outcomes, and enhanced ecosystem resilience, showcasing the framework's potential in mitigating urban pollution and promoting health equity.

The impact of complex system dynamics cannot be ignored. Our model has carried out systematic mathematical modeling and data-driven optimization in theoretical construction, but when faced with highly complex environmental systems in reality, there may be situations where the interaction of various factors is not fully covered. Conflict between stakeholders is one of the core challenges of policy implementation. Although our framework emphasizes collaborative governance, the game between the government, enterprises and the public during policy implementation may affect its effectiveness. Therefore, it is necessary to further optimize the interest coordination mechanism in the legal mechanism. Rapidly changing environmental conditions, such as climate change, extreme weather and economic fluctuations, will challenge the adaptability of the model. Although we have adopted adaptive governance and real-time data analysis methods, higher-order forecasting techniques may still be needed to improve the stability of the model in a dynamic environment.

Despite its promising contributions, this study has two key limitations. the reliance on real-time data and advanced predictive modeling poses challenges in resource-constrained urban areas, where the technological infrastructure needed to support SEIM may be limited. Future work should focus on creating simplified models or low-cost technological alternatives to facilitate wider adoption. while the framework emphasizes interdisciplinary collaboration, its long-term efficacy in ensuring compliance with adaptive legal measures remains untested. Future research should evaluate the socio-political acceptability of these legal innovations and explore mechanisms to enforce compliance while maintaining equity. Addressing these gaps will be critical for scaling the REMF and ensuring its effectiveness in diverse urban contexts.

The Resilient Ecosystem Management Framework (REMF) integrates legal innovations, market incentives, and multi-stakeholder governance to address the interconnected challenges of environmental protection and public health. Unlike traditional governance models that treat these issues separately, REMF employs dynamic environmental standards, health impact assessments, and data-driven mechanisms to enhance policy coordination. Empirical analysis confirms its adaptability across different pollution types and urban contexts, making it a viable tool for sustainable urban management. Policy recommendations emphasize the need for enhanced data-sharing between environmental and health agencies, improved market incentives to balance pollution reduction and social equity, and stronger legal integration to ensure long-term policy enforcement. Public engagement should also be encouraged to increase transparency and accountability in environmental governance. However, REMF has certain limitations. Its reliance on real-time environmental monitoring may pose challenges in resource-constrained regions, requiring alternative assessment methods. Additionally, its long-term enforceability remains uncertain, as political and economic factors may hinder policy implementation. Future research should focus on evaluating REMF's effectiveness in diverse governance settings, optimizing its adaptability to emerging environmental crises, and exploring mechanisms for stronger legal enforcement and policy compliance.
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The stability of Earth’s ecosystem is being seriously challenged by the pressing issues related to human-induced global warming and the climate crisis. However, the European political ambition of decarbonization (FIT for 55) has brought challenging circumstances for the European coal regions concerning job loss and regional economic decline. Until recently, coal activities offer direct employment to around 208,000 people across Europe, while local lignite-based activities put at risk almost 12,000 direct and indirect jobs in West Macedonia (W.M.) of Greece. For this purpose, the current study analyzes the impact of decarbonization policy in W.M. on the life quality of the local population and investigates the local factors’ effect on the successful implementation of this accelerated green energy transition strategy at community level. The applied methodology examines the decarbonisation and coal phase-out strategies at both the European Union and Greek level along with the presentation of the initial results of the coal phase-out policy’s implementation in the W.M. region. Accordingly, the attitude of the local community towards the decarbonization policy in the W.M. region is described. Finally, identification and emphasis on the knowledge transfer requirements for local communities to enable equitable societal engagement during the energy transition is highlighted.
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1 INTRODUCTION
Climate crisis is nowadays becoming one of the major problems of mankind, challenging the stability of our planet’s ecosystem. To confront the urgent problems associated with human-driven global warming and the risk of the looming depletion of natural resources, a fundamental shift away from conventional, carbon-containing energy resources, is imperative. However, for the last fifty (50) years the majority of European economies have heavily relied on indigenous coal to meet their energy needs. Actually, the EU’s overall energy supply relied heavily on fossil fuels during the last 5 years (∼70%), considering that nine EU member states extract coal, including lignite (brown coal), to fulfil their energy requirements. This is especially relevant to electricity production, since the exploitation of fossil fuels provides well-paying jobs and sustains extensive value chains across Europe taking also into consideration that the European coal industry is a vital source of secure, indigenous energy. On the other hand, human–driven global warming and fuel scarcity become an increasing risk to the sustainability of the electricity supply of modern societies, dictating a significant transition from a conventional, centralized electricity generation system based on fossil fuels to a decentralized system depending on renewable energy sources exploitation. This radical change imposes a responsibility on governments, leading electricity providers and other stakeholders to secure electricity supply by formulating revised market policies, regulations and strategies. As European energy policy commands, this responsibility becomes more urgent for remote and developing regions. (Kaldellis et al., 2023).
In light of the climate-neutral policies implemented all around Europe, this paper examines the initial outcomes of the ongoing West Macedonia’s (W.M.) fast energy transition. The W.M. region is a coal-industry-dependent economy facing fast delignitization policies. W.M.‘s energy transition provides a valuable case for assessing the efficiency of climate-neutral policies put in place in several European regions, particularly at the local level. The primary research questions of this study focus on how decarbonization policies influence the local population’s quality of life, as well as what is the impact of local factors on the effective implementation of these decarbonization activities.
2 ENERGY POLICY AND IMPLICATIONS AT LOCAL LEVEL
2.1 Electrical sector decarbonization
As described in the European Green Deal (EGD), the European Union (EU) aims to be the first climate-neutral continent by 2050. To reach this ambitious goal, the decarbonization of the energy sector is crucial. The production and energy use are assumed responsible for more than 75% of the EU’s greenhouse gas emissions since the EU energy system relies on fossil fuels. Therefore, the successful implementation of the EGD depends on the phase-out of unrestricted burning of coal, natural gas, and oil. (Zachmann et al., 2021).
According to the initial results of the decarbonization policy implementation analysis in W.M., various social issues, including the notable migration during the last 5 years that has triggered a new brain drain, raise local concerns regarding the quick pace of the green transition attempted. On the other hand, the timely and efficient implementation of EU initiatives, the community participation encouragement and the innovative approaches through new green energy investments may offer a promising solution to confront regional economic decline and job loss.
2.1.1 Electricity generation and thermal power stations (TPS)
Given the strategic choice of the EU and Greece for complete decarbonization of their economy by 2050 (Fit for 55) and the acceleration of the relevant procedures after the (energy) crisis in Ukraine (Repower EU), dramatic changes in the power generation sector are taking place. For example, these procedures dictate the complete withdrawal of lignite power plants (including the recent (started its commercial operation in 2024) one of the Ptolemaida-5 unit in W.M.), as well as the further strengthening of Renewable Energy-based projects, while also preserving the role of natural gas in Greece’s power generation mix.
Thus, in this context, over the past 5 years, the Public Power Corporation (PPC) has decommissioned most of W.M. TPS (see Table 1). As a result, during the past 5 years, lignite power plants of nominal capacity of roughly 3000 MW have been phased out in the W.M. Accordingly, in the near future, it is anticipated that another 1,400 MWe of lignite-based TPS will be retired (i.e., the remaining units of Agios Dimitrios and the Florina-Melitis unit). Furthermore, by 2028, the retirement of the new power plant of Ptolemaida-5 (660 MWe) is expected in accordance to the National Energy and Climate Plan (NECP). Moreover, no new TPS (even Natural Gas consuming ones) have been built in the area, while the new-installed wind and PV capacity is 1000 MW. Note that the total electricity generation of the wind and PV parks of W.M. is hardly replacing the annual yield of Melitis TPS. Furthermore, the retirement of W.M. TPS suspends the district heating network operation of the major cities of the area, i.e., Kozani, Ptolemaida and Amindeo (Kaldellis et al., 2009; Kaldellis et al., 2011).
TABLE 1 | West Macedonia lignite power stations status (end of 2024).	West Macedonia
Lignite power station	Initially installed (MW)	Withdrawn units (MW)	Currently in operation (MW)
	TPS of LIPTOL	43	43	0
	TPS of PTOLEMAIDA (1–4)	620	620	0
	TPS of PTOLEMAIDA-5	660	0	660
	TPS of KARDIA	1,250	1,250	0
	TPS of AG.DIMITRIOS (1–5)	1,595	∼600	∼995
	TPS of AMINDEO	600	600	0
	TPS of MELITI	330	0	330
	TOTAL MW	5,098	3,113	1985


It is well accepted that coal-fired power plants contribute significantly to impending climate change, as their associated carbon dioxide emissions (around 1.0–1.4 kg per kWhe generated (Kaldellis et al., 2009)) are key contributors to the global climate change. Figure 1 presents a comparison of greenhouse gases (GHG) emissions in EU countries that still continue to exploit their lignite reserves for electricity generation (i.e., Bulgaria, Germany, Greece and Poland) and EU member states with the highest GHG emissions (i.e., Luxemburg, Belgium and Finland). As shown in Figure 1, for the year 2022 the Greek GHG emissions per capita -from a consumption perspective-is almost equal to the EU average. It is also clear that countries with less dependence on coal for electricity production have higher per capita emissions than the EU average.
[image: Line graph depicting GHG emissions per capita from 2010 to 2022 for various European countries. Luxembourg shows the highest emissions, while Greece and Finland have lower levels. Trends are mostly stable with slight fluctuations over the years.]FIGURE 1 | GHG emissions from a consumption perspective for EU member states (source: Eurostat).2.1.2 The role of lignite in the local (West Macedonia) economy
At the EU level, coal electricity generation has declined by nearly one-third since 2012. From 2022 to 2023, the supply of brown coal fell by 24.2%, while the supply of hard coal decreased by 20.4%. The reduced reliance on coal has led to the closure of mines and to the shutdown of power plants in various areas throughout Europe. In 2021, coal-related activities provided direct employment for approximately 208,000 individuals in Europe, with 76% of these jobs being in the mining industry. This represents a nearly 37% reduction in the number of jobs indirectly associated with the coal sector compared to the figures reported in the EU coal regions report from 2018. (European Commission, 2025).
With a population of around 270,000 people, the prefecture of W.M. is one of the EU’s less developed areas, covering an area of 9,541 km2. During the decade from 2010 to 2019, the per capita GDP of the Region of W.M. declined by 20%, reaching only 45% of the EU average. With a GDP per capita of €14,700, W.M. ranked seventh nationally and 215th amongst EU27 regions. According to the Hellenic Statistical Authority, the 2021 GDP is even lower and reaches €14,100 per capita. Moreover, a significant portion (24.5%) of W.M. residents are elderly, having reached the age of 65. The estimated economically active population (ages 15–64) in 2019 was about 113.4 thousand people, representing 67.2% of the corresponding population, while the weighted average annual unemployment rate at that time reached 24.5%, the highest in Greece and the fourth highest in the EU. However, the weighted average unemployment rate for the third quarter of 2023 reaches 19.5%. This small decrease could be attributed to the population decrease (emigration) of the region. (Christiaensen and Ferré, 2020).
In the energy-related mining sector of the W.M. (activity developed until now by the once State-controlled PPC -now a totally private company) supports the direct and indirect employment of approximately 5,000 people encompassing:
	Regular staff in mining operations, factories and other supporting operations
	Temporary staff and
	Contractor staff (Perk and Zhou, 2020)

In relation to the changes in unemployment associated with the delignitization for the base year 2019, it is projected that around 12,000 workers in total will be impacted (both directly and indirectly) across the region, with the majority (about 11,000) residing in the Kozani and Florina Regional Units and the remaining individuals located in the Kastoria and Grevena Regional Units. Furthermore, the majority of W.M.‘s employment is closely linked, directly or indirectly, to the exploitation of its natural resources, including land and mining. Regional Units will predominantly experience effects due to the indirect repercussions on the lignite value chain, as well as due to the induced consumption reduction stemming from a significant decrease in employment and income throughout the region. (Greece Just T ransition, 2021).
2.1.3 Energy policy: European Green Deal, fit for 55, repower EU and NECP
The Greek National Energy and Climate Plan (NECP) attempts to incorporate European energy policy and the Sustainable Development Goals (SDG) of the United Nations. In this context, the Greek State utilizes the NECP as a key tool for shaping the national energy and climate policy for the next decade.
One of the most noteworthy features of the updated (final submitted at the end of 2024) third NECP version is the target to decrease the national GHG emissions by 58.6% from 1990 levels (p. 92 NECP), in contrast to the initial (2019) prediction of a 40% reduction. To reach this ambitious objective, the primary focus is to increase the RES participation (from 22% in 2021 to 45.4% by 2030) in the gross final energy consumption, targeting at the same time 76.8% participation of RES in the national electricity mix by 2030. Additionally, it is predicted that the total national energy consumption will be the same between 2021 and 2030. (Kaldellis and Ktenidis, 2024).
Taking into consideration that the lignite-based TPS (installed capacity of 5 GWe) in W.M. provided 60% of Greece electrical power until recently, the phase-out of coal in less than a decade is a strategic decision. However, this decision has caused significant disruptions to labor market and coal value chain especially in areas that rely heavily on the coal exploitation.
Based on the first outcome of W.M. analysis, the significant migration over the past 5 years is emphasized, which has sparked a new brain drain and reveals local skepticism about the green transition’s quick pace. Nonetheless, the on-time and effective implementation of EU initiatives and community engagement along with innovative applications in new green energy investments presents a promising alternative to the current challenging circumstances of job loss and regional economic decline.
2.2 Energy-economy-environment
Due to the regional value chain collapse, the direct effect of this energy transition shift is the loss of jobs in the decarbonization regions and the rising energy prices for most European countries. To this end, a significant concern of EU policy is to guarantee a socially fair development during the phase-out period for communities with coal-fired TPS activities. For this purpose, the European Union creates a special Just Transition Mechanism (JTM) to ensure that “no one is left behind.” To secure the budget for the period 2021–2027, the JTM is mobilizing approximately €55 billion, to financially support the coal regions and to prevent any socio-economic disruptions caused by the fast coal activities abandonment.
2.2.1 Energy security: The role of lignite and its contribution to Greece energy security
In the past two decades, Greece electricity sector, aligned with EU policy, has undergone significant transformations across nearly all aspects of electricity generation, transmission, distribution and pricing. Besides the significant transformation in the electricity production sector, Greece relies on imports for nearly all its oil and natural gas requirements, thus ensuring security of supply must be a central goal of national energy policy. In 2010, amidst the economic crisis, Greece’s rate of energy independence was about 30%. In 2013, it peaked at 38% but subsequently experienced a decline, reduced in half by 2023 to hit 20%.
Greek lignite is considered an indigenous fuel of significant strategic value. Its strategic importance arises from its low extraction costs, stable and manageable pricing, providing security in fuel supply. Additionally, lignite is essential for creating numerous jobs in rural regions that have particularly elevated unemployment levels. Lignite reserves of Greece are considerable, and it is predicted that they could adequately provide the main fuel for domestic electricity production for the upcoming 30 years, since, to date, only 1/3 of the country’s known reserves have been used (Kaldellis et al., 2009). In 2023, lignite accounted for merely 10% of the country’s total electricity generation (50 TWhe), down from 32% in 2018, see also Figure 2. (Kaldellis et al., 2023).
[image: Bar chart depicting gross electricity production in TWh from 1990 to 2023, paired with a line graph showing lignite's contribution to gross electricity production as a percentage. Gross production peaks around 2010, while lignite contribution steadily declines post-2013.]FIGURE 2 | Lignite contribution (%) in Greece Electricity Production (1990–2023).2.2.2 Environment: Environmental degradation and restoration
After the retirement of lignite based TPS, the planning and implementation of environmental conservation and land restoration projects in the W.M. Lignite Centre is a complex task that must tackle, among other challenges, the vast scale of mining operations. The primary focus of the applied environmental management strategy is the development of reclaimed land suitable for agricultural or recreational uses. Simultaneously, a significant effort is directed towards adhering to the laws and regulations that establish environmental quality benchmarks and outline optimal methods for pollution monitoring and management.
In a study conducted to reach out to young scientists’ opinion about the implementation of decarbonization policy in W.M. (Kaldellis et al., 2023), young post-graduate students almost unanimously ask the coal activities-related land to be returned to the local community for environmental and social purposes. Additionally, there is significant concern among all participants (Figure 3) regarding the length of soil remediation and its consequences, including lignite self-ignition, emissions of carbon monoxide and particulate matter from open - pit mining, while special attention is given to slope stability of open mines.
[image: Pie chart titled "Environmental Impacts of Decarbonization" shows four segments: Landslides/Slope stability at 18% (blue), Particulate matter increase at 24% (orange), Soil restoration necessity at 29% (yellow), and Empty space/Volume unknown capacity at 29% (grey).]FIGURE 3 | Analysis of main environmental impacts of decarbonization process by post-graduate students of West Macedonia university.2.2.3 Economy: The finance of decarbonization policies and energy prices
The strategical choice of deregulating/liberalizing the energy market was put into place to guarantee that all participants will be active in the energy transition. In the mid-1980s, a general agreement formed within political and business circles, who believed that “liberalizing” the energy market could enhance economic performance and overall wellbeing. Eventually, the decarbonization of the EU economy was implemented in terms of a deregulated/liberalized energy market. Even with all the measures for consumer protection active and the relevant regulatory framework, the energy market’s liberalization and the protective provisions seemed inadequate during the recent crisis in Ukraine. In this situation, the imported natural gas supply cost increase raised the wholesale electricity prices and subsequently, as anticipated, the corresponding retail prices. Even though the electricity produced by RES in Greece approaches 50%, replacing fossil fuels, this evolution alone is not enough to protect the Greek consumers from the rise of electricity prices.
The rise in natural gas prices and the resulting increase of electricity prices are substantial according to past historical data (Ember, 2025). For households in W.M., particularly those with low income, the inability to afford the expenses of acquiring energy products significantly influences their quality of life and their welfare (Figure 4). Rising energy price reduces consumers’ purchasing power, causing individuals to struggle with meeting their essential needs and forcing young population of W.M. to leave their home/country triggering again a new brain drain. Moreover, it is important to mention that Greeks in general have the second lowest purchasing power in Europe.
[image: Graph showing data for West Macedonia from 2000 to 2023: GDP per capita, electricity consumption, and population. GDP peaks around 2011, declines, and stabilizes. Electricity consumption trends downward from 2008. Population remains relatively stable.]FIGURE 4 | West Macedonia Electricity Consumption, Population and GDP per capita (ELSTAT).3 THE ROLE OF CITIZENS IN THE FAIR PERSPECTIVE OF LOCAL ENERGY TRANSITION
There is a significant link between energy, society and policy formulation in contemporary society (Topaloglou et al., 2024), (Michel, 2020). This link is recognized and mentioned in a relevant study that was addressed to young researchers living in W.M. (Kaldellis et al., 2023). This link is highlighted when the young researchers choose the economic and social dimensions of decarbonization in their region as the most important aspects of local energy transition. The respondents also mentioned the vast effort required and the challenges that arise during the implementation phase of the suggested decarbonization plan. Therefore, the main issues that the respondents have been skeptical of are the quick pace of decarbonization and the success of the suggested changes, as well as the feasibility level of the overall plan. This study (Kaldellis et al., 2023) targeted highly educated postgraduate students who were looking for suitable job opportunities in energy-related fields. The selection of respondents for this study was motivated by the complexity of the issues surrounding the energy sector in general and the energy transition in particular, which may need a deeper level of knowledge than the majority of the citizens normally possesses.
The participation of the local society during the planning and the implementation of the transition schemes is very important (Papadopoulou et al., 2024). This is imperative not only to understand thoroughly the difficulties arising in the entire transition process but also to understand the significance of their personal role. Another important issue raised is the level of knowledge as a prerequisite to participate equivalently in the planning of local energy transition and the need to introduce energy transition aspects to local society. For the energy transition to also support a fair transition, citizens must participate with access to the knowledge/information needed to take decisions (European Commission et al., 2024), (Zafeiriou et al., 2022).
As shown in Figure 5, the delignitization of the National Power System has very serious consequences on the regional GDP of W.M. Furthermore, the local community’s access to reliable and affordable energy services is essential for a just and fair transition. Finally, the access of the local community to the land that will be redistributed in the context of delignitization and the reciprocal benefits of the local society from the companies that are planning to exploit the area for green energy production is crucial as well.
[image: Line graph depicting coal energy consumption and GDP in West Macedonia as percentages of national totals from 2000 to 2020. The blue line shows a general decrease in coal consumption, while the red line indicates some fluctuations but also a general decline in GDP share over the years.]FIGURE 5 | Energy Transition Effects on West Macedonia Income (GDP); Coal Consumption at the left vertical axis and GDP value at the right vertical axis.4 CONCLUSION
The energy transition policy and the additional environmental pressure to speed up the transition have a great impact on local communities involved in the decarbonization process. To this end, the W.M. residents experience the transition outcomes in their everyday lives. More specifically, coal-industry-dependent communities are confronted with rising energy prices, delays in the reclaim of coal activities-related land to society, the loss of their income and the brain drain of their young scientists. In the current energy transition, knowledge transfer is also a very important issue. It is very important for the citizens to understand how local affairs strongly affect their lives. The local community’s ability to understand its central role in the current energy transition is a fundamental issue of the energy sector liberalization and democratization. Local societies should have access to relevant information and the skills to decide about their participation in the energy transition of their region. In this context, the State authorities must ensure justice and fairness towards local communities’ participation in the W.M. energy transition. Furthermore, the results of energy policy implementation should be evaluated on a regular basis by local communities.
Recapitulating, the main results of the current research demonstrate the significant impact of fast decarbonization on the life quality of W.M. citizens. Also, the fact that, at the local level, well informed residents may provide a substantial contribution to the energy policy strategy, especially in case they have access to the requisite knowledge. To this end, the energy transition attempted in W.M. prefecture should take into consideration the local community concerns and associated reactions. Moreover, time pressure should not lead to hasty political decisions surcharging local communities and ultimately sabotaging the successful outcome of the European green energy transition strategy. Stakeholders of the energy transition and policymakers should assess the outcomes of the up to now policy implementation, including the criticism at local level, and utilize the results presented as a basis for reforming the current energy transition policy in the interests of local societies.
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Point source emissions from large coal-fired power plants are pivotal in the energy-health-environment nexus, impacting energy security, air quality, and public health outcomes. Despite this, there is a lack of interdisciplinary prospective studies focusing on the effects of power plant emissions on the population residing downwind. To address this gap, a comprehensive, multicenter, interdisciplinary study on a transboundary scale (India and Bangladesh) has been launched, which includes modeling power plant emissions, seasonal collection of particulate matter and its chemical analysis, socioeconomic surveys of the case (downwind) and control (upwind) populations, lung health assessments, and transcriptomic analyses of blood samples. The outcomes will provide quantitative estimates of power plant impacts on air quality, lung health, and blood markers associated with pulmonary complications. This approach comprehensively assesses the population health impacts of power plant emissions. Moreover, by conducting lung tests in patients on-site, the health team captures an actual snapshot of air pollution. The study establishes causality between power plant emissions, particulate matter characteristics, and population exposure levels while accounting for social, demographic, and economic factors, the study establishes. By integrating diverse techniques, quantitative and qualitative methods, and perspectives, this study aims to enhance scientific understanding of the health and environmental risks and the socioeconomic burden associated with coal-based energy generation in developing countries.
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Highlights

	• The proposed framework assesses the impacts of coal-fired power plants on air quality and community health.
	• Health and socioeconomic surveys offer insights into the severity of medical and economic hardships.
	• Particulate matter characterization and toxicological assessments are crucial for evaluating causality and respiratory disease.
	• Air quality, health, and economic concerns could drive policies that reduce coal consumption and use clean energy.



1 Introduction

Coal-fired thermal power plants (TPPs) generate large amounts of particulate matter (PM), toxic and greenhouse gases (NOx, SO2, CO, O3, and CO2), various potentially toxic elements (As, Cd, Cu, Pb, Hg, and Zn), and toxic organic compounds (polycyclic aromatic hydrocarbons, dioxins, and quinones). These emissions pose multifaceted environmental, health, and social challenges. Harmful emissions released from tall stacks in TPPs travel afar, propelled by local or prevailing winds. There are no transboundary limits, and these emissions follow the atmospheric circulation patterns, resulting in a pollution footprint that stretches for hundreds of kilometers. Prolonged exposure and inhalation of these toxic pollutants, especially in older people with comorbid conditions and young children, could quickly worsen symptoms, leading to a steady deterioration in health or, even worse, cause fatalities. In particular, the emissions can cause respiratory ailments by contributing to the development or exacerbation of asthma and allergic sensitization, as well as an increased risk of the onset or worsening of COPD (chronic obstructive pulmonary disease) (1–3).

Recent estimates propose that air pollution contributes to 8.34 million excess deaths annually (4). Of these, around 5.13 million casualties are linked to ambient air pollution from fossil fuel use, with coal combustion emerging as a significant contributor to this staggering mortality (4, 5). While the exact number of TPP-related fatalities is unknown, widespread increases in TPP construction to meet the surging energy demands and deteriorating air quality in many densely populated regions highlight the severity of this global issue. It is no surprise that people living near the TPPs have exhibited increased symptoms of coughing (6), pathophysiological changes shown by oxidative stress (7), and respiratory diseases such as asthma, bronchitis, and COPD (8). Besides this, complications such as higher likelihoods of pre-term delivery and lower birth weight (9, 10), children developing low IQ (11, 12), and diminished life expectancy in adults have also been reported (5).

The International Energy Agency states that India is the world's second-largest country in terms of production and consumption of coal. India, a rising economy, heavily relies on coal to meet >70% of its soaring energy demands for a population exceeding 1.4 billion. This trend will likely continue into the foreseeable future, resulting in a further increase in coal consumption and aggravated health impacts stemming from PM exposure compared to the previous levels (13, 14). The respiratory health of people exposed to TPP emissions will likely be affected further due to simultaneous exposure to air pollution caused by biomass burning for cooking or household heating, smoking, vehicular traffic, and other environmental or lifestyle-related choices. Hence, it is imperative to accurately evaluate the effects of TPP emissions while factoring in activities like indoor household pollution from biomass burning and smoking that could mask the impacts of TPP emissions on respiratory health. A clear understanding of the different sources and impacts of TPP emissions is crucial and a prerequisite for developing informed strategies to mitigate potential health risks and ensure the community's wellbeing. Therefore, ongoing and future studies should unequivocally establish the provenance of these emissions and comprehend how exposure to TPP emissions impacts people's health, including the biological alterations they induce.



2 Methodological framework

An interdisciplinary team leads the investigation, including expertise in environmental chemistry, aerosol modeling, pulmonology, environmental economics, and systems biology. It is structured as a multinational, multicenter prospective study aiming to clarify the relationship between TPP emissions and PM exposure to enhance the scientific understanding of TPP-related health risks, environmental impacts, and socioeconomic costs. We hypothesize that the manifestation and severity of health issues resulting from exposure to TPP emissions exhibit variations based on the chemical composition of PM, atmospheric dispersion of emissions related to seasonality, socioeconomic conditions, and chronic exposure effects.

The prolonged exposure to emissions may accelerate lung aging, resulting in the early onset of respiratory complications (15). Hence, the focus of this study revolves around evaluating respiratory health in subjects residing near TPPs. We also incorporate information on cooking fuel used during the questionnaire survey to elucidate the interplay between indoor and outdoor air pollution. The study is based on the Farakka National Thermal Power Corporation plant in the Murshidabad district of West Bengal (India), a coal-fired mega TPP located around 20 km west of the India-Bangladesh border. The Farakka power plant (24°46′N, 87°53′E) is a “super” category unit capable of generating 2,100 MW that has been operational since 1986. Coal used in the TPP is primarily mined in the nearby Raniganj coal mines, producing a variety of low-grade coal with high ash content (16). Fly ash produced by the TPP is stored on-site in ash ponds, and part of it is used for making bricks or in the construction industry.

We systematically tackle the challenges outlined here to generate valuable data and enhance our understanding of:

	a) how can we establish discernible respiratory effects in the community attributed to point source emissions, such as those from a TPP, while eliminating other contributing factors (e.g., biomass burning, smoking, and industrial or traffic emissions)?
	b) how do socioeconomic factors and demographic status influence exposure to PM emissions and respiratory health outcomes?
	c) how does transboundary dispersion of aerosols from TPPs by coal-dependent countries create a “historical legacy” of air pollution and policy issues affecting economically disadvantaged nations?



3 Discussion

The proposed framework (items 1–4, see below) is being pursued to align with our intended goals. The comprehensive framework adopted in this prospective study includes socioeconomic surveys, aerosol sampling, spirometry, and fractional exhaled nitric oxide (FeNO) in the subjects on a seasonal basis (winter, monsoon, and post-monsoon seasons; Figure 1). Blood sampling was conducted only once. Adult males/females (18–80 years) were recruited for the socioeconomic surveys, lung functionality testing, and blood collection. Only a subset of the adult population surveyed was considered for lung function tests and blood collection. All participants provided written informed consent, voluntarily agreeing to contribute to the study.


[image: Flowchart illustrating the impact of aerosol exposure. Central box: "Aerosol Exposure" with chemical analysis and risk assessment. Arrows connect to "Oxidative Stress," "Respiratory Disease," "Biological Aging," "TPPs Emission," "Economic Burden," and "Mortality and Morbidity." Each process includes methods like assays, surveys, and modeling, indicating interconnected health and environmental effects.]
FIGURE 1
 A flow chart indicating the different investigations outlined in this study to delineate the impact of coal-fired thermal power plant emissions on the environment, human health, and society.


The strategic framework will guide environmental and clinical studies on how point source emissions, particulate matter characteristics, and socioeconomic conditions collectively impact respiratory health. It will guide researchers designing interdisciplinary studies to gather qualitative and quantitative data, enabling the interpretation of complex environmental, health, societal, and policy challenges. By doing so, this framework will develop strategies that enhance advanced preparedness to tackle air pollution, address shared challenges, and foster mutual benefits and knowledge-sharing within communities.


3.1 Air pollution modeling and site selection

The first step in the study includes identifying the Case (site most affected by TPP emissions) and the Control group (site mostly unaffected by TPP emissions; background). We used numerical modeling to estimate how PM emitted by the TPP disperses. The FLEXPART dispersion model was used to calculate the spatial distribution of sulfate as a proxy for TPP emissions by using 3 km × 3 km meteorological data derived from the Advanced Weather Research and Forecasting (WRF) model. Based on the dispersion results, the Case and Control sites (~11 km downwind and 30 km upwind from the TPP, respectively) were selected (Figure 2). The results indicate that the PM plume from the Indian side crosses the international border into neighboring Bangladesh and contributes to the ambient PM levels. Hence, we selected two additional sites in Rajshahi, Bangladesh, strategically located ~25 km downwind from the Farakka TPP, to track the transboundary impacts of emissions.


[image: Map of India and Bangladesh shows thermal power plants and CO2 emission distribution, highlighting hotspots in red. Below, a diagram connects lung function assessment, respiratory health conditions like COPD, and biological aging using spirometry, FeNO, and RNA sequencing data.]
FIGURE 2
 (A) Location of coal-fired thermal power plants in India and their capacity (28). The inset shows the transport of the plume across the Indo-Bangladesh border (TPP Farakka Thermal Power Plant); Case (affected downwind site in Murshidabad district, West Bengal), Control (background upwind location in Malda district, West Bengal); BNG 1 and BNG 2 (sites investigated in Rajshahi district in Bangladesh). (B) Spirometry and FeNo will be used to address lung function and airway inflammation, which, together with clinical data, will help us to diagnose the presence of airway diseases, such as asthma, COPD, and chronic bronchitis. (C) RNA will be isolated from blood, following transcriptomics analysis to evaluate lung aging. The spirometry image is from https://www.cleanpng.com/users/@carla3rd.html, personal use, and lung image was created with bioRender.




3.2 Estimating costs of chronic exposure through socioeconomic surveys

Household surveys were undertaken at the Case and Control sites in India and Bangladesh based on simple random sampling to assess the socioeconomic conditions, demographic characteristics, and the cost of health-related externalities. The sites have a predominantly stable, non-transient population (based on the state voter's list from the local government) and experience minimal traffic congestion at any time of the day.

The sample size for the survey was calculated based on the formula:

Sample size (n) =z2×p (1-p)e21+[z2 ×p (1-p)e2N]      (1)

where z is the z-value corresponding to the desired confidence level, p is the estimated proportion of the characteristic of interest, q = (1 – p), N is the known population size, and e is the permissible margin of error. The sample size was calculated on a 95% confidence interval and a 5% margin of error. Based on India's population and average family size (~4.5), ~100 households were selected at each site, representing ~401 individuals at the control site and ~385 at the case site. In Bangladesh, 50 households were surveyed, representing ~200 individuals, given an average family size of ~4.1. To accurately capture the population with prolonged exposure to TPP emissions, only people residing in the area for 10 years or more are included in the study. While the selection of sample size in this manner determines the power of the test, Cohen's D and Pearson's Correlation could be deployed to check the effect size.

A questionnaire (Table 1) was designed to systematically collect data on: 1) socioeconomic and demographic characteristics, 2) frequency and type(s) of respiratory ailments, 3) frequency of hospital visits due to respiratory issues, 4) household costs associated with illness, loss of productivity, and wages, 5) smoking and cooking practices, and 6) morbidity and mortality frequency. Following ongoing detailed statistical tests, these datasets will help us understand the differences in impacts and health repercussions stemming from exposure to PM emissions between the different locations, considering the observed variations across income groups, age, gender, and livelihoods. This approach will provide a robust assessment of the economic burden on communities on both sides of the international border. The planned statistical analyses include parametric t-tests to compare the average values of parameters, fixed effect/random effect-panel/pooled OLS regression to find out the determinants of variation in health outcomes, Structural Equation Modeling to disentangle the direct impact of socioeconomic conditions on health outcomes and the effect of socioeconomic conditions on health outcomes, mediated by exposure to the ambient air pollution, and Density Curve analysis and Propensity Score Matching to see the difference in effect on productivity and wage loss among groups in the upwind and downwind sites. Theoretical frameworks such as health-related productivity loss (HRPL) and loss of human capital will be utilized to understand the economic burden of exposure to pollution. Data collected on medical expenditure, loss of workdays of the patient and the accompanying persons, and their nature of occupation, combined with the prevailing market wage, would provide a nuanced understanding of the loss of productivity, economic burden of health expenditure, and loss of human capital. A vulnerability index could be developed based on socioeconomic conditions, exposure to outdoor activities, smoking habits, prevailing health conditions (such as asthma), and additional exposure to indoor air pollution due to biomass burning.

TABLE 1  Schematic of the study questionnaire for gathering key information in the investigation.


	Section 1. Demographic characteristics of household members





	 i. Name, age, and gender

 
	 ii. Who is the household head?

 
	 iii. Marital status

 
	 iv. Number of years of their schooling

 
	 v. Occupation type

 
	 vi. Hours spent cooking indoors

 
	Section 2. Socio-economic characteristics of the household

 
	 i. Long-run worries in their household/locality

 
	 ii. Perception about the outdoor air quality and their sources

 
	 iii. Type of housing and brief details about their residence

 
	 iv. Primary source of drinking water

 
	 v. Status of electricity connection

 
	 vi. Fuel types and stoves used for cooking

 
	 vii. Type of ventilation in the kitchen

 
	 viii. Assets owned

 
	 ix. Total expenditure every month and income status

 
	 x. The domain in which they are willing to invest if income increases by 10% (e.g., housing, education, civic amenities, etc.)

 
	Section 3. Health characteristics of every individual in the household

 
	3.a. Morbidity and smoking habits

 
	 i. Heredity disease prevalence and status of medications

 
	 ii. Details on the consumption of tobacco-based products

 
	3.b. Morbidity without hospitalization in a recall period of



	three months

 
	 i. Health-related symptoms with frequency, severity, cost incurred, wage, and work day lost

 
	3.c. Morbidity with hospitalization with a recall period of



	three months

 
	 i. Reason and number of days for hospitalization

 
	 ii. Type of hospital

 
	 iii. Cost incurred during the hospitalization

 
	 iv. Loss in wage and work days due to hospitalization

 
	 v. Status of insurance or health scheme, if available

 
	3.d. Mortality in the last 365 days

 
	 i. Name, Age, and Gender of the deceased member

 
	 ii. Details of hospitalization before the mortality

 
	 iii. The status and details of any chronic ailment, if present

 
	 iv. Was he/she a primary earning member, and their occupation








3.3 Chemical speciation, tracers, and source apportionment of pollutants

Time-integrated (24 h) aerosol sampling was conducted using a combination of high- and low-volume PM2.5 samplers on a 24 h basis during winter, summer, monsoon, and post-monsoon of 2021–2022 at the Indian Case and Control sites, and during winter 2022–2023 at the sites in Bangladesh. In Bangladesh, only winter sampling was conducted based on the nature of the plume's dispersion. Meteorological data (temperature, wind speed, wind direction, relative humidity, precipitation) were recorded for the entire sampling period. The PM samples are being processed targeting comprehensive screening of inorganic and organic chemical markers for combustion and health-related impacts (e.g., ionic species, organic and elemental carbon, potentially toxic elements, black carbon, polycyclic aromatic hydrocarbons, n-alkanes, humic substances, and levoglucosan). Based on the receptor model, Positive Matrix Factorization (PMF), this dataset will be used to investigate source contributions. The model will provide quantitative estimates of contributions from various sources (e.g., dust, vehicular and industrial emissions, and biomass burning) and the TPP, influencing air quality and respiratory health. Furthermore, we will measure the generation of reactive oxygen species (ROS) with the acellular dithiothreitol (DTT) assay (17), and correlate PM composition and its oxidative potential with lung status at different sites, aiding in predicting lung health outcomes.



3.4 Tracing the impacts on respiratory health and biological aging

Participant recruitment and consent procedures were followed, after which adults underwent lung function tests, including spirometry and FeNO measurements (Figure 2). Abnormalities in the subject's lung health could be due to inflammation and small and large airways narrowing from PM exposure (18). The narrowing of airways is measured by spirometry [forced expiratory volume in 1 s (FEV1), forced vital capacity (FVC), and forced expiratory flow between 25% and 75% of vital capacity (FEF25 − 75)], while FeNO measures airway inflammation. FeNO measurements will also be used as a Type 2 inflammation biomarker, representing a significant asthma phenotype with overlapping relevance in COPD phenotypes (19). The spirometry method meets the ATS-ERS criteria of acceptability and reproducibility. Abnormalities in the subjects would be classified as obstructive, restrictive, small airway disease, and preserved ratio impaired spirometry (PRISm) (20). Also, blood samples were collected that will be analyzed for pulmonary-induced systemic inflammation and the development of clinical biomarkers specific for respiratory complications and biological aging from chronic exposure. The respondents' ages will be defined in transcriptomics aging clocks as biological and compared with the subjects' chronological age. The biological age will be estimated using a molecular clock based on gene expression data using transcriptomics age estimators such as BitAge (21), BURNS (22), and RNAAgeCalc (23). In addition, we will calculate Δage by subtracting the chronological age from the transcriptomic age. The Δage will be used to categorize the subjects into three groups: people with accelerated aging (Δ >5), regular (−5 < Δ <5), and a declining aging process (Δ < −5) (24). These tests will provide quantitative and comprehensive insights into biological vs. cellular aging influenced by environmental conditions, lifestyle, and medication (24, 25). Lastly, using an advanced network-based integration analysis, we will evaluate the data on how aerosols and socioeconomic status affect biological aging (26, 27).




4 Quality control, data management, and communication

Each parameter measured or estimated in this study will follow QA/QC protocols, e.g., organic/inorganic tracers will be assessed using calibration curves (R2), recovery of spiked standards, comparison with NIST SRMs, repeatability, and detection limits; lung function tests were conducted based on globally accepted protocols, etc.

Linköping University coordinates the study and oversees data management, quality assurance, and control. Partner institutions in India, Bangladesh, and Sweden jointly lead field surveys, data collection, and laboratory analyses. Personal data will be handled according to national regulations, with only pseudo-anonymized data transferred to Sweden; identification keys will remain in the respective countries. Chemical and model outputs will be shared through open-access platforms such as the AQI, EEA AirBase, and the Air Quality Global Open Database. All data will be securely stored on Linköping University's servers, following institutional data stewardship policies. The communication Divisions at Linköping University and Karolinska Institute will support communication using SMART principles across media, newsletters, and web platforms.



5 Study limitations and strengths

The primary limitations of this study include logistical challenges associated with, e.g., working in remote areas, the time-intensive nature of field and laboratory analyses, and sample preservation in the field. Changing wind patterns require additional high-volume samplers to ensure robust data collection. However, financial constraints and the significant workforce needed for maintenance and pre- and post-sampling processes make this problematic. Additionally, there is a risk of loss in following up among participants over the study period (e.g., sick, away from home, death, etc.), which could stall data collection and impact the results.

Studies investigating lung functionality are typically conducted in hospital settings. The strength of this study lies in the health team's active involvement in conducting lung tests directly at the household level. This approach offers a comprehensive snapshot of the current air pollution status and helps establish causality by providing a clear spatiotemporal trend between pollution levels, exposure, and health outcomes.



6 Potential outcomes

This interdisciplinary prospective study provides a systematic framework to investigate the energy-health-environment nexus in areas affected by TPP emissions. Potential outcomes include: 1) aerosol modeling of the PM plume and its geographical footprint, subject to current atmospheric conditions and dispersion pattern, 2) chemical characteristics of PM, including source apportionment and estimation of oxidative potential, and 3) the influence of socioeconomic conditions on health resulting in widespread respiratory ailments and accelerated lung-aging. In particular, ongoing investigations and preliminary model outputs demonstrate that PM emissions from the TPP extend tens of kilometers downwind, highlighting a growing transboundary health and economic burden on the community living in this area. Addressing these complex and interrelated issues demands regional collaboration and a robust action plan to reduce the impacts on air quality and people's health in both India and Bangladesh following detailed surveys, negotiations, and strategic interventions to 1) “phase down” the dependence on coal and contain the damage to people's lives and livelihoods, and 2) address the historical legacy of handling environmental pollution from coal-fired TPPs. Such coordinated actions are essential for fostering sustainable solutions that balance these countries' environmental health and socioeconomic wellbeing across borders.
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Over the past decade, China has significantly improved air quality by integrating environmental policies with economic growth. Yet, environmental inequality remains a major challenge to social equity and sustainable development. This study examines the socioeconomic impacts of PM2.5 exposure using population data from 1,317 county towns across 32 provinces (2013–2020), employing meteorological normalization and population-weighted exposure indices. The findings reveal that lower-income regions (L4) achieved the highest PM2.5 reduction (54%), whereas wealthier regions (L1–L3), despite higher pollution levels, saw lower reductions (45–50%), highlighting an unequal emission reduction burden. PM_dw exhibits more stable spatiotemporal patterns than PM2.5, offering clearer insights into emission trends. Despite overall improvements, residents in less-developed areas still face higher exposure, while urban centers, benefiting from more resources, experience increased health risks. Vulnerable populations—including coal miners, the educated, women, and the older adult—disproportionately suffer from high exposure levels. Meteorological conditions have generally mitigated PM2.5 exposure, with the most significant dispersion effect in 2018. Notably, meteorology’s role in mitigating inequality in occupational exposure significantly decreased from 43.7% in 2013 to 4.5% in 2019, while its exacerbating effect on urban–rural inequality, contributing 43.7% in 2010, drastically reduced by 2020, even shifting to a slight alleviating role. To achieve equitable environmental governance and robust pollution control, policies must not only address regional economic disparities and prioritize protection for disadvantaged communities but also account for the complex and evolving modulating role of meteorological conditions on exposure inequality.
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1 Introduction

Since the turn of the century, China has been at the forefront of global development, with its coal consumption peaking at 91.94 exajoules in 2023, making it one of the world’s largest consumers (1). This significant energy use contributes to substantial emissions of particulate matter (PM2.5), closely linked to adverse health outcomes (2–5). Research consistently highlights the detrimental effects of PM2.5 on health, significantly increasing risks of respiratory diseases and reducing life expectancy (6–11). In response, the Chinese government has implemented robust policies like the “Ten Rules of the Atmosphere” and the “Battle of the Blue Sky,” achieving a 54% reduction in PM2.5 levels and maintaining good air quality on over 86% of days annually in key cities (12). Despite these improvements, disparities in air quality exposure continue to pose challenges, highlighting persistent environmental inequalities.

Recent research highlights the persistent environmental inequalities associated with air pollution, which manifest not only in pollution distribution but also in disparate access to environmental protection and resources across social strata. This disparity is most evident in areas benefiting from natural advantages or suffering from industrial pollution. Factors such as geography, industrial density, and economic development play significant roles in the distribution of these inequalities (13–16). Sociological analyses suggest that rural migrants and lower economic sectors face heightened risks due to their proximity to pollution-intensive industries (17–21). Furthermore, demographic shifts towards an aging population are exacerbating the health impacts of PM2.5, significantly increasing mortality rates, particularly among women aged 30–45, who experience double the pollutant exposure of the general adult population (22–26). These conditions undermine the benefits of air quality improvements and healthcare advancements, ultimately impacting subjective well-being and mental health.

Despite numerous studies addressing the environmental inequalities caused by air pollution in China, there remains a significant gap in comprehensive analysis of pollution exposure disparities across different socio-economic groups, particularly in terms of the specific roles of meteorological and emission factors. This study addresses this gap by systematically assessing the PM2.5 exposure conditions in 1,317 county towns across 32 provinces in mainland China from 2013 to 2020. Utilizing a meteorological normalization model built through the integration of spatial information and machine learning techniques (27, 28), combined with a population-weighted pollution exposure index (29), we meticulously analyzed exposure disparities across various socio-economic dimensions including urban–rural settings, occupation, age, gender, and educational levels, as well as the impacts of meteorological factors. Through exhaustive data analysis, this paper reveals regional variations and the effectiveness of China’s policies for reducing atmospheric emissions, highlighting the socio-economic impacts of these policies, and discussing environmental health inequalities from a community perspective. Our findings aim to provide a scientific basis for the formulation of more equitable environmental policies and advocate for enhanced health rights for socio-economically disadvantaged groups.



2 Method


2.1 Data sources

This study utilizes data from multiple sources, including the National Bureau of Statistics, the 6th and 7th Population Censuses, the European Centre for Medium-Range Weather Forecasts (ECMWF), and the China National Environmental Monitoring Centre (CNEMC). Specific information on each data source is shown in Table 1. The National Bureau of Statistics provides annual county-level population data for sectors such as mining, education, manufacturing, and transportation from 2013 to 2020, along with county-level education qualification data. The 6th and 7th Population Censuses offer data on sex, age groups, and place of residence (urban, rural, town) for 2010 and 2020, collected every 10 years. The CNEMC platform provides national PM2.5 site-level hourly data from 2013 to 2020 (30), aggregated into annual averages for analysis. To ensure consistency, census data from different years were standardized. Data for 2005 and 2015 were obtained from 1% population sample surveys, while data for other years were sourced from 1‰ population change sample surveys. To account for these varying sampling ratios and ensure comparability, we inversely estimated the total population based on their respective sampling proportions. Specific details on the sampling ratios are available in the “China Statistical Yearbook” publications in National Bureau of Statistics1.


TABLE 1 Meteorological, air quality, and population data sources (2013–2020).


	Name
	Unit
	Data type
	Data sources
	Time span

 

 	Mean sea level pressure 	Pa 	Hourly/0.25° 	ECMWF 	2013–2020


 	Relative humidity 	%


 	2 m temperature 	K


 	10 m u-component of wind 	m/s


 	10 m v-component of wind 	m/s


 	Boundary layer height 	m


 	Population occupational data 	Million 	Annual, County-level 	National Bureau of Statistics 	2013–2020


 	Population gender and age data 	Sort


 	Population education 	Million 	Every ten years, County-level 	Sixth and Seventh National Population Census 	2010,2020


 	Residence and household registration 	Million


 	PM2.5 measured data 	ug/m3 	Hourly/Station 	CNEMC 	2013–2020




 

Meteorological data from the ECMWF, with a spatial resolution of 0.25° × 0.25° from 2013 to 2020, were used as covariates for PM2.5 inversion (31). While this resolution may not fully capture highly localized meteorological variations, such as those in complex urban microclimates or specific complex terrains, it provides the most comprehensive and consistently available long-term reanalysis data for nationwide studies like ours, ensuring broad spatial and temporal coverage for our analysis across 1,317 county towns. The data include mean sea level pressure (msl, Pa), relative humidity (rh, %), temperature (t2m, K), easterly and northward wind components (10 U and 10 V, m/s), and boundary layer height (blh, m). These data were localized based on the latitude and longitude of each PM2.5 station, enabling the extraction of meteorological parameters for each site.

Our study implemented a stringent quality control and preprocessing protocol for daily PM2.5 data to ensure analytical reliability. Physically invalid PM2.5 concentrations (values less than 0 μg/m3 or greater than 1,000 μg/m3) were directly excluded. For the remaining valid data, outliers were identified using a ± 3 standard deviation rule within a 15-day sliding window, complemented by a review of global 0.1 and 99.9% percentiles to confirm extreme values. Identified outliers were replaced via linear interpolation to maintain time series continuity. PM2.5 Missing data were primarily imputed using linear interpolation, with a maximum imputation window of 15 continuous days; longer gaps were left unfilled to prevent the introduction of highly uncertain synthetic data. Importantly, the meteorological parameters obtained from ECMWF’s ERA5 reanalysis product inherently provide complete spatiotemporal coverage and therefore did not require any missing value imputation in our study. This rigorous data processing supports the reliability of our machine learning algorithms (57).



2.2 Estimates of PM2.5 population exposure

Due to the uneven spatial distribution of PM2.5 monitoring stations, even at the county level, we need to apply kriging interpolation to seamlessly fill gaps in station PM2.5 data and subsequent DW data. The processed seamless data is then spatially matched with population data to more accurately estimate the population-weighted PM2.5 exposure concentration.

Due to the uneven spatial distribution of PM2.5 monitoring stations across China, Kriging interpolation was applied to both raw PM2.5 and deweathered PM2.5 (PM_dw) station data to generate spatially continuous maps, ensuring comprehensive coverage for subsequent analyses. The deweathering (DW) method was used to separate meteorological influences from emission signals, deriving PM_dw. Using the spatially continuous PM_dw after Kriging interpolation for population exposure calculations helps prevent misjudgments of concentration errors caused by uneven station distribution, while also decoding the extent to which meteorological factors influence population exposure. Finally, the processed seamless data were spatially matched with population data to more accurately estimate population-weighted PM2.5 exposure.

Population-Weighted PM2.5 Exposure Estimation (32) was used in this study: Suppose there are 
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Where:
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 is the PM2.5 concentration of the ith county town.
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 is the population of the ith county town.


n
 is the total number of county town (e.g., 1,317 for the national average).



2.3 Spatial information embedded random forest

Given that the study area spans the entire country, the characteristics of PM2.5 vary significantly across different regions. Traditional deweathering methods using Random Forest Pointwise Models (RF Pointwise Model) suffer from low prediction accuracy due to limited sample sizes. Meanwhile, Random Forest Holistic Models (RF Holistic Model) tend to overwhelm the features of regions with fewer samples because of uneven sample distribution. To address these issues, this study employs a Geographically Weighted Random Forest (GWRF) model for simulating and predicting PM2.5. GWRF is a spatial analysis method that integrates spatial weight matrices with the Random Forest model, designed to handle datasets with significant spatial heterogeneity (17). GWRF assigns different weights to different samples during the decision tree construction process by incorporating the influence of geographic location, thereby improving predictive accuracy. This method can capture local patterns in spatial data, which is particularly suitable for data with uneven spatial distribution. The mathematical expression of the GWRF model is as follows Equation 2:
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 is the error term. In this way, the GWRF model provides a customized predictive model for each geographic location, better reflecting the local characteristics of spatial data. By incorporating geographical weights, the GWRF model ensures sufficient data coverage while preserving the features of regions with smaller sample sizes. These geographical weights are crucial for estimating the local regression coefficients 
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 at each location i. Specifically, they are determined by a distance-decay function, such as the Gaussian kernel function. This function assigns higher weights to observations closer to location i and lower weights to those further away. The extent of this spatial influence is controlled by a crucial parameter called the bandwidth, which defines the decay rate of the weights with increasing distance. In our study, the optimal bandwidth was determined using a cross-validation (CV) approach, minimizing the prediction error. In this study, we trained and compared three model architectures of the Random Forest: GWRF, RF Holistic Model, and RF Pointwise Model, to examine the impact of geographical weighting. The final model aggregates predictions from multiple geographically weighted trees, offering a robust and spatially adaptive framework for urban PM2.5 date prediction.



2.4 Deweather method

The effect of meteorological fluctuations can be removed by the Deweather method to obtain the PM2.5 concentration under average meteorological conditions termed PM_dw (33), and the principle of Deweather operation is shown in Figure 1, and the configuration operation is as follows:

[image: Flowchart depicting a two-stage process. In the training stage, meteorological data (temperature, boundary layer height, and wind speed) and emission data are input into a random forest model to predict PM2.5 levels. In the deweather stage, the trained model uses random samples of meteorological and emission data to predict PM2.5, which is adjusted to derive deweathered PM2.5 mean values.]

FIGURE 1
 Basic principle diagram of deweather.


Parameter settings of Deweather: The output parameter PM2.5 (ug/m3), and the meteorological part of the input parameters include: Mean sea level pressure (msl, Pa), relative humidity (rh, %), temperature (t2m, K), eastward component of 10 m wind (10 U, m/s), northward component of 10 m wind (10 V, m/s), and boundary layer height (blh, m). Time terms representing emissions include: Normalized seasonal coefficient (NSC) (34), Day of Week, Unix time of the observation (number of seconds since 1 January 1970). Our selection of the current meteorological parameter set is based on a careful consideration of our core research objective and data processing strategy. We aim to more effectively identify and separate long-term, stable emission-driven signals (PM_dw) through the deweathering method, thereby revealing emission trends and the actual effects of environmental policies. While instantaneous and highly variable meteorological conditions (such as direct precipitation intensity or high-frequency vertical wind speeds) have physical impacts on PM2.5 concentrations, they can introduce high-frequency noise in the short term, potentially interfering with the identification of smoother, more representative emission trends. Therefore, we prioritized parameters that can capture the characteristics of the average meteorological field and contribute to a stable PM_dw curve. The construction of the model’s inputs and outputs is shown in Equation 3.
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Base model hyperparameter setting: construct a PM2.5 estimation model based on the GWRF algorithm, the number of trees is set to 500, the training set is 70%, the validation set is 10%, and the test set is 20%, and the 5-fold cross-validation is used to avoid obtaining overfitting error results. Finally, a random forest based PM2.5 estimation model is trained.

Deweather method: The time terms (NSC, Day of Week, Unix time) are fixed for all data samples, and the meteorological part uses multiple resamples to construct multiple randomly selected meteorological conditions for each data sample, and the database of the extracted meteorological fields is drawn from the complete meteorological data of all time scales of all stations in the country. The purpose is to ensure that the Deweather results for all data are obtained in the same meteorological field context and thus comparable, based on the previous study the sampling number is set to 1,000. In this way, each raw data sample of emission data possesses 1,000 simulation-constructed randomly selected meteorological conditions, which are estimated by combining 1,000 meteorological terms (resample’s) with the same emission term (fixed) using the trained Random Forest model, and the estimation yields 1,000 PM2.5 concentrations under the same emission but different meteorological conditions, which are averaged to obtain the 1,000 PM2.5 concentrations were averaged to finally obtain the PM2.5 concentration formed under the conditions of the average meteorological field for that emission term (time term). The above operation was repeated for each piece of raw data to obtain the PM2.5 concentration under the condition of average meteorological field for each emission item (time item). It is crucial to clarify that this ‘emission signal’ represents the manifestation of emissions as pollution concentrations under average meteorological conditions (PM_dw), which fundamentally differs from the direct emission quantities (e.g., in tons per year) reported in an emission inventory. While our deweathering approach provides a more stable spatiotemporal pattern reflective of underlying emission trends by removing meteorological variability, it does not directly quantify absolute emission rates from specific sources nor can it delineate individual emission sources. Therefore, direct comparisons with emission inventories, which capture detailed source-specific emission quantities, should be made with an understanding of these distinct methodological objectives.




3 Results


3.1 Model accuracy evaluation

This study applied an optimized random forest model to estimate PM2.5 levels across the country, achieving high estimation accuracy. The GWRF model exemplifies exceptional performance in predicting PM2.5 concentrations, demonstrating superior accuracy not only through traditional metrics such as RMSE, MAPE, and MAE but also in spatial effectiveness across China’s diverse geographic landscape. In Table 2 and Figure 2: the GWRF model achieves the lowest RMSE at 12.51 μg/m3 and excels in MAPE and MAE with scores of 17.73% and 6.88 μg/m3, respectively, outperforming the Pointwise and Holistic models. Combining these insights, the GWRF model not only stands out for its high precision and adaptability but also for its utility in enhancing deweathering processes and regional air quality assessments, making it a prime tool for environmental policy and health risk evaluations across varied geographic settings. The model demonstrates excellent estimation performance and can be applied to the next Deweather stage.


TABLE 2 Model accuracy comparison.


	Model
	
R
2

	RMSE
	MAPE
	MAE
	
R


 

 	GWRF 	0.90 	12.51 	17.73 	6.88 	0.95


 	RF holistic model 	0.87 	15.62 	20.91 	8.28 	0.89


 	RF pointwise model 	0.64 	18.32 	31.80 	12.32 	0.82




 

[image: Three scatter plots compare Pointwise, Holistic, and GWRF models. Each plot shows a red line of best fit and includes a color gradient for density. The equations and R-squared values are: Pointwise: \(y = 0.60x + 18.66, R^2 = 0.64\); Holistic: \(y = 0.82x + 8.52, R^2 = 0.87\); GWRF: \(y = 0.90x + 4.44, R^2 = 0.90\). Axes are labeled as X-axis Data and Y-axis Data with ranges from zero to six hundred.]

FIGURE 2
 Model Performance and GWRF model Analysis. Panels show probability density scatter plots comparing actual data (X-axis) to model predictions (Y-axis), with color gradients representing data point density. Specifically, Pointwise, Holistic, and GWRF model predictions are illustrated, highlighting how closely each model’s predictions align with actual observations.




3.2 Spatial and temporal characteristics of economic development and air pollution in China

Figure 3 shows the changes in the temporal and spatial distribution of PM2.5 and GDP in China. From a temporal perspective, China’s overall PM2.5 emissions have been steadily declining since 2013, with regional variations in the rate of reduction. The most significant declines were observed in highly polluted regions such as North, Central, and Western China, while the decrease was less pronounced in Northwest China.

[image: Four panels depict data on China's GDP and PM2.5 levels. Panel (a) shows a map with per capita GDP and station PM2.5 concentrations indicated by color gradients. Panel (b) displays a similar map with PM2.5 levels highlighted. Panel (c) reports PM2.5 reduction using a color scale. Panel (d) presents a bar and line graph illustrating GDP growth and PM2.5 reduction from 2013 to 2020. Maps include key seas, such as the Yellow Sea and East China Sea.]

FIGURE 3
 (a,b) Spatial distribution of GDP per capita (Province Shading) and PM2.5 (Hotspot Markers) in 2013 and 2020; (c) Decrease in PM2.5 (%) in each province from 2013 to 2020; (d) Time series of changes in the national total GDP and PM2.5 mean values from 2013 to 2020. Adapted with permission from “(a,b) Spatial distribution of PM2.5 in 2013 and 2020; (c) decrease in PM2.5 (%) in each province from 2013 to 2020; (d) time series of changes in the national total GDP and PM2.5 mean values from 2013 to 2020” by Wu et al. (58), licensed under CC BY 4.0.


Spatially, PM2.5 concentrations exhibit distinct regional patterns. First, eastern and central China experience higher PM2.5 levels than the western region, with developed regions exhibiting greater emissions than less developed areas. This pattern aligns with the spatial concentration of GDP per capita in China’s three major urban agglomerations—Beijing-Tianjin-Hebei, the Yangtze River Delta, and the Pearl River Delta—where population density, industrial activity, and economic output are highest (35, 36). Second, a pronounced north–south disparity exists, with PM2.5 concentrations significantly higher in the north than in the south, primarily due to centralized heating and climatic conditions along the Qinling-Huaihe dividing line (37, 38). Third, population density strongly correlates with pollution severity, as densely populated areas tend to experience higher PM2.5 levels. Finally, coastal regions generally exhibit lower PM2.5 concentrations than inland areas, largely due to more favorable meteorological conditions and atmospheric dispersion processes.

The relationship between GDP and PM2.5 concentrations does not exhibit a straightforward correlation, which can be attributed to several factors. First, geographic conditions play a key role. The Beijing-Tianjin-Hebei, Yangtze River Delta, and Pearl River Delta economic zones are located along the coast, benefiting from maritime transportation and trade. Additionally, regional meteorological conditions and pollutant dispersion influence population exposure levels, further shaping PM2.5 distribution patterns. Second, national policies promoting industrial upgrading and clean technology adoption have led to a continuous reduction in industrial emissions, particularly in economically developed regions where pollution control measures have become more stringent, aligning with national air quality standards.

As shown in Figure 3d, since 2013, PM2.5 concentrations have exhibited a clear downward trend, while China’s GDP has steadily increased, reflecting the country’s commitment to sustainable environmental development alongside economic growth. Figure 3c further illustrates the percentage reduction in PM2.5 across provinces from 2013 to 2020. Notably, pollution reductions were more pronounced in economically less developed regions such as Southwest and Northwest China, whereas reductions in economically developed regions were relatively modest.

The deweathering method produced the final PM_dw, enabling a more precise analysis of pollution trends. Figure 4 illustrates the temporal and spatial variations of PM2.5 concentrations across major urban clusters in China from 2013 to 2020, comparing deweathered and actual data. The findings reveal critical insights into pollution trends: Temporal Variations: PM2.5 levels in cities such as Harbin, Beijing, and Shanghai have shown a declining trend over the years, though with seasonal fluctuations. The time-series data (Figures 4e,f,g) indicate that both actual and deweathered PM2.5 levels exhibit seasonal peaks, particularly in winter, due to increased heating demand and stagnant atmospheric conditions that trap pollutants. The deweathered data (red lines) present a smoother trend with reduced peaks, suggesting that meteorological influences exacerbate seasonal pollution spikes. Removing these effects provides a clearer assessment of emission-driven pollution trends. Spatial Variations: The maps in panels Figure 4a through Figure 4d illustrate the evolution of PM2.5 concentrations in selected years. From 2014 to 2020, air quality has generally improved, particularly in major cities, largely due to stringent pollution control measures. However, significant regional disparities persist, with northern China consistently exhibiting higher pollution levels than the south. This pattern reflects ongoing challenges related to industrial emissions and coal dependency in northern regions. The comparison between actual and deweathered PM2.5 data highlights the substantial impact of meteorological conditions on perceived pollution levels. While policy interventions have contributed to pollution reductions, their effectiveness varies significantly across regions, and weather effects often obscure actual trends in raw data analyses.

[image: Four maps (a-d) showing PM2.5 concentrations in China with a color gradient from blue (low) to red (high). Below, three graphs (e-g) display PM2.5 and deweather trends in Haerbin, Beijing, and Shanghai from 2013 to 2020. Graphs use black for actual readings and red for deweather trends.]

FIGURE 4
 Deweathered and actual PM2.5 concentrations across major Chinese urban clusters. Panels (a–d) depict the spatial distribution of deweathered PM2.5 (PM_dw) concentrations across China for the years 2014, 2016, 2018, and 2020, respectively, with varying colors indicating different concentration levels. Panels (e–g) focus on time series analysis of both actual measured (black line) and deweathered (red line) PM2.5 concentrations in Harbin, Beijing, and Shanghai, representing the Eastern Three Provinces, Jing-Jin-Ji, and Yangtze River Delta urban clusters. These panels illustrate daily fluctuations and broader pollution trends from 2013 to 2020, highlighting the environmental challenges and seasonal variations faced by these key metropolitan areas.


Between 2013 and 2020, China’s economy maintained steady growth while pollution control measures led to notable improvements. However, regional economic disparities have resulted in significant differences in pollution exposure. As urbanization accelerates and green development policies advance, understanding the extent to which emission reductions contribute to inter-regional environmental equity becomes increasingly important. This necessitates a closer examination of how different regions have benefited from emission control policies and whether disparities in pollution exposure have narrowed over time.



3.3 Regional equity analysis of emission reductions

This study categorizes China’s 32 provinces into four groups based on GDP per capita (Figure 5): L1 (high-income group) includes provinces in the top 25% of GDP per capita, primarily located along the eastern coast, such as Beijing and Shanghai, where industrialization is highly advanced (39). L2 (middle-high-income group) consists of provinces ranking between 25 and 50%, mostly in central and western China, balancing industrial and agricultural output, such as Chongqing and Anhui (40). L3 (low-middle-income group) includes provinces in the 50–75% GDP per capita range, widely distributed across inland regions (40). L4 (low-income group) represents provinces in the bottom 25%, mainly in remote areas relying on tourism and low-end agriculture, such as Guangxi and Gansu (41).

[image: Pie chart, bar graph, and line chart showing economic and environmental data for 2017. (a) Pie chart of GDP distribution by levels: Level 1 (41.4%), Level 2 (23.6%), Level 3 (19.1%), Level 4 (15.9%). (b) Bar and line graph showing fractional decrease in different levels and corresponding PM2.5 values. (c) Bar graph showing per capita GDP and fractional decrease percentage across various Chinese regions.]

FIGURE 5
 Four subgroups of Chinese provinces based on GDP, (a) share of GDP contribution of each subgroup in 2017 (b) PM2.5 Reduction (2013–2020) and Average PM2.5 Concentration: The colored bars represent the fractional decrease in PM2.5 from 2013 to 2020, while the yellow crosses indicate the average PM2.5 concentration during the same period. (c) Per Capita GDP and PM2.5 Reduction (2013–2020) by Province: The colored bars represent per capita GDP in 2017 for the four subgroups, while the black line shows the fractional decrease in PM2.5 concentration from 2013 to 2020 for each province. Adapted with permission from “Four subgroups of Chinese provinces based on GDP” by Wu et al. (58), licensed under CC BY 4.0.


From Figure 5a, L1 contributed the highest share of GDP in 2017 (41.4%), while L2 and L3 accounted for around 20% each, and L4 had the smallest share at 15.9%. Figure 5b shows that the average PM2.5 concentration in L4 was 37 μg/m3, with a reduction rate of 54% from 2013 to 2020. In contrast, L1, L2, and L3, which have higher economic levels and greater pollution burdens, exhibited PM2.5 levels between 45 and 47.6 μg/m3, with a reduction rate of only 45–50%. As illustrated in Figure 5c, the L1 group ranks at a mid-to-low level in national emission reductions, whereas L3 and L4 show significantly higher percentage reductions, suggesting that low-pollution, economically disadvantaged regions bear a disproportionately larger burden of emission reduction efforts.

The industrial structure and energy consumption patterns of less-developed regions are relatively homogeneous and easier to adjust, making short-term emission reduction policies highly effective. However, in the long term, these measures increase marginal abatement costs and economic pressures, potentially constraining regional economic growth (42). Moreover, disproportionate emission reduction mandates and pre-existing regional economic disparities may further exacerbate interregional inequality (42, 43). This reflects the interplay between regional resource allocation, policy efficiency, and the economic trade-offs associated with China’s ongoing environmental governance.



3.4 Differences in pollution exposure between urban and rural areas

To further examine disparities in PM2.5 exposure across different social groups, while excluding meteorological influences, this study investigates pollution exposure patterns in the context of urban–rural differences and population migration.

Figure 6a illustrates changes in China’s urban and rural population distribution, as well as local and foreign residents, between 2010 and 2020 (6th and 7th Census). The urban population share increased from 30% (N: 17%, O: 13%) to 41% (N: 18%, O: 23%), with most growth driven by an influx of foreign residents. Meanwhile, town populations grew from 20% (N: 16%, O: 4%) to 22% (N: 14%, O: 8%), again largely due to an increase in foreign residents. In contrast, the rural population declined significantly from 50% (N: 47%, O: 3%) to 37% (N: 33%, O: 4%), with most of the loss attributed to local migration. These patterns underscore that rural-to-urban migration has been a dominant feature of China’s urbanization process in recent years.

[image: (a) Donut chart showing population shifts from 2010 to 2020 across urban, town, and rural areas with percentages. (b) Map of China illustrating population distribution by region with a legend indicating population in millions. (c) Bar chart comparing PM2.5 exposure levels among residents, natives, and outsiders in urban, rural, and town settings. (d) Bar chart showing meteorological contributions to air quality for the same demographics and settings.]

FIGURE 6
 (a) National 2010 and 2020 N-Urban, O-Urban, N-Town, O-Town, N-Rural, and O-Rural population share, where O represents outsiders and N represents natives. (b) National provincial city population distribution in 2020. (c) Urban, town, and rural populations’ average PM_dw exposure for residents, natives, and outsiders from 2013 to 2020. (d) Meteorological contribution to average PM_dw exposure for residents, natives, and outsiders in urban, town, and rural populations from 2013 to 2020. Adapted with permission from “Spatial distributions of county-level populations in 2020” by Wu et al. (58), licensed under CC BY 4.0.


Figure 6b presents China’s 2020 population distribution, revealing a high-density population in the east and a sparse population in the west. Urban clusters such as the Yangtze River Delta, Pearl River Delta, and Sichuan Basin have become key industrial hubs, attracting large numbers of migrant workers through advanced manufacturing, services, and high-tech industries (44). However, industrial expansion, coupled with population concentration, has intensified pollution exposure, as the convergence of industrial pollution and high population density amplifies environmental risks (45, 46). This interplay between urbanization, economic growth, and pollution dynamics highlights the urgent need for balanced development strategies to mitigate environmental inequalities.

Figure 6c illustrates the average PM_dw exposure levels among urban, rural, and township populations, as well as local and migrant residents, from 2013 to 2020. The results indicate a hierarchical pollution exposure pattern, where towns experience the highest exposure, followed by townships, and then cities. Additionally, local populations face higher pollution exposure than migrant populations. This trend can be attributed to urban industrial advantages, which attract large numbers of migrants from rural and township areas, fostering labor and market expansion that accelerates industrial upgrading and stricter environmental regulations (47). Consequently, high-polluting industries are relocated to peripheral towns (45), leveraging lower land and energy costs as well as convenient transportation networks, while reducing direct environmental impacts on densely populated urban centers. As a result, cities and towns bear the highest burden of air pollution exposure.

Figure 6d presents the meteorological contribution to PM_dw exposure across different population categories. The results suggest that meteorology generally plays a pollution-dissipating role, with wind and relative humidity being the dominant factors in pollutant transport, chemical reactions, and deposition (48). Cities and towns benefit the most from meteorological dispersion effects, with migrant populations experiencing greater reductions in exposure than local residents. This may be due to the higher pollution base and population density in urban areas, which, combined with the urban heat island effect, enhances localized wind fields and convection currents, creating favorable meteorological conditions for pollutant dispersion and deposition.



3.5 Differences in PM2.5 exposure between social groups

Analysis of population-weighted PM2.5 exposure (PM_dw) across industries reveals notable disparities (Figure 7a1). Mining workers experience the highest PM_dw levels (59.89 μg/m3), primarily due to prolonged exposure to coal-related pollution during extraction, transport, and combustion (49–51). This pattern aligns with previous findings linking northern China’s coal-dependent heating systems to elevated emissions (52–55). Meteorological dispersion has the strongest impact in mining (−0.084), indicating that weather conditions significantly mitigate pollution exposure in this sector. In contrast, IT workers experience lower PM_dw levels (52.50 μg/m3) with minimal meteorological influence (−0.032), likely due to their predominantly indoor work environments. Construction workers, despite comprising 36% of the workforce, exhibit moderate PM_dw levels (53.21 μg/m3), reflecting the combined effects of outdoor exposure and favorable dispersion conditions.

[image: Three sections of data visualizations related to PM2.5 exposure and contributions. In (a1-a3), bar and line charts display PM2.5 exposure and meteorological impacts by industry, gender, age, and educational level. In (b1-b3), line graphs show meteorological contributions over time from 2013 to 2020 for similar categories. In (c1-c3), donut charts present percentage distributions for each category: industries, demographics, and educational institutions. Color-coded legends accompany each chart for clarity.]

FIGURE 7
 (a1–a3) Differences in PM_dw exposure among populations with different occupations, age groups, genders, and education levels, averaged over 2013–2020, the green dashed line represents the meteorological contribution. (b1–b3) Effect of average weather on PM_dw exposure among populations with different occupations, age groups, genders, and education levels, averaged over 2013–2020. (c1–c3) Percentage of populations with different occupations, age groups, genders, and education levels, 2017. Adapted with permission from “(a,c,e) Differences in average PM2.5 exposure among populations with different occupations, age groups, genders, and education levels in 2020 (the red line indicates the percentage decrease in 2020 compared to 2013). (b,d,f) Proportions of populations with different occupations, age groups, genders, and education levels in 2017” by Wu et al. (58), licensed under CC BY 4.0.


Gender and age differences further shape PM2.5 exposure patterns (Figure 7a2). Females exhibit slightly higher PM_dw levels (55.87 μg/m3) than males (55.69 μg/m3), despite males being overrepresented in high-exposure industries such as construction and transport. This discrepancy may result from females’ greater involvement in household cooking and their higher likelihood of residing in pollution-prone rural or peri-urban areas. Meteorological dissipation effects favor males slightly more (−6.3% vs. −6.2% for females), possibly due to males’ increased outdoor activity in well-ventilated environments.

Age-stratified data indicate that older populations (65 + years) face the highest PM_dw levels (56.37 μg/m3), exceeding those of younger age groups (55.78 μg/m3 for 0–14 years). This trend is consistent with their higher concentration in regions characterized by aging infrastructure, coal-based heating, and limited green spaces (56). Conversely, younger populations benefit from pollution control policies in regulated school zones, which help reduce their overall exposure risks.

Educational background also correlates with PM_dw exposure (Figure 7a3). Individuals with vocational (54.20 μg/m3) and undergraduate education (54.01 μg/m3) face higher exposure than primary school cohorts (53.34 μg/m3), reflecting their occupational concentration in pollution-intensive industrial hubs. Weaker meteorological dispersion effects (−5.78% for higher education vs. −6.04% for primary education) further exacerbate exposure in these regions. In contrast, lower-educated populations, less engaged in formal industries, have lower pollution exposure but remain socioeconomically vulnerable, highlighting the need for further investigation.

Figure 7b presents the time-series variation of meteorological effects on PM2.5 exposure. The results indicate that meteorological conditions generally mitigate pollution exposure, following a rise-and-fall trend from 2013 to 2020, peaking in 2018. This peak may be attributed to temporary improvements in meteorological conditions such as increased wind speed and precipitation, which enhanced pollutant dispersion and deposition. However, recent shifts suggest a reversal, with meteorological conditions now favoring pollution retention.

These findings highlight the complex interplay between industrial policy, demographic dynamics, and environmental governance in shaping PM2.5 exposure disparities. Mitigation strategies should be tailored to sector-specific risks, with a particular focus on protecting vulnerable populations in high-pollution regions through enhanced environmental policies and industrial regulation. Addressing these inequities requires comprehensive pollution control measures, targeted emission reduction strategies, and sustainable urban planning to minimize exposure risks across different socio-economic groups.

To deeply investigate the driving factors of PM2.5 exposure inequality and its manifestation under meteorological and emission influences, this study conducted a comparative analysis of the degree and sources of inequality in exposure to raw PM2.5 (PM) and deweathered PM2.5 (PM_dw). We employed the Lorenz curve, Gini coefficient, and Theil contribution decomposition method. For analyses concerning occupational and education level groups, we examined data for 2013 and 2019. For analyses concerning urban–rural and local/migrant groups, we examined data for 2010 and 2020.

Figure 8 illustrates the inequality characteristics of PM and PM_dw exposure among different occupational groups. From the Lorenz curve and Gini coefficient (Figure 8a), in 2013, the Gini coefficient for raw PM was 0.018, while for PM_dw, it was 0.032. This difference indicates that meteorological conditions played a role in mitigating inequality in occupational exposure. However, by 2019, the Gini coefficient for raw PM decreased to 0.021, and for PM_dw, it was 0.022. The mitigating effect of meteorology drastically decreased from 43.7% in 2013 to 4.5% in 2019, indicating a significant reduction in meteorology’s role in alleviating inequality. The Theil contribution analysis (Figure 8b) further reveals that the mining industry, within occupational groups, is a population segment that exacerbates inequality, and is significantly higher than other groups.

[image: Four graphs are divided into panels (a) and (b). Panel (a) shows Lorenz curves for 2013 and 2019, both with PM and PMDW lines indicating income equality. Gini coefficients range from 0.018 to 0.032. Panel (b) depicts Theil contributions for different groups such as Mining, Education, Real Estate, and others for both years and measures. Contributions vary, with notable differences in Mining and Education.]

FIGURE 8
 Comparison of actual (PM) and deweathered (PM_dw) PM2.5 exposure inequality among occupational groups in 2013 and 2019. (a) Lorenz curves and Gini coefficients. (b) Theil contributions by occupational group.


Supplementary Figure S1 focuses on the inequality performance of PM and PM_dw exposure among different education level groups. Changes in the Gini coefficient indicate that meteorology presents a slight exacerbating effect on exposure inequality within the education level dimension. The Theil contribution analysis further shows that the higher the education level, the more pronounced the inequality. Supplementary Figure S2 reveals that the burden of PM2.5 exposure inequality was more significantly borne by local populations. Specifically, in 2010, rural populations experienced a greater degree of pollution inequality. The meteorological effect exacerbated urban–rural exposure inequality in 2010, contributing 43.7%; however, by 2020, this influence significantly improved, with meteorology shifting to alleviate pollution inequality in town areas. This change highlights the complex influence of meteorological conditions on PM2.5 exposure inequality across different years and socio-economic dimensions.




4 Discussion

This study comprehensively analyzed population PM2.5 exposure in China from 2013 to 2020, uniquely disentangling the complex interplay of emissions, meteorology, and socioeconomic disparities. Leveraging a robust GWRF model, which demonstrated superior performance (RMSE of 12.51 μg/m3, MAPE of 17.73%, MAE of 6.88 μg/m3) over traditional models, we assessed population-weighted exposure across 1,317 county towns.

Our findings reveal a nuanced picture of environmental inequality. Lower-income regions (L4) achieved the highest PM2.5 reduction (54%), while wealthier regions (L1–L3) saw lower reductions (45–50%), highlighting a disproportionate emission reduction burden. Despite overall improvements, residents in less-developed areas continue to face higher exposure, and vulnerable populations—including coal miners (enduring the highest PM_dw levels at 59.89 μg/m3), the educated, women, and the older adult—disproportionately suffer from elevated exposure risks.

Crucially, our study illuminates the complex and evolving role of meteorological conditions in modulating exposure inequality. While meteorology generally mitigates PM2.5 exposure, with the most significant dispersion effect in 2018, its specific impact on inequality varies dynamically. Notably, meteorology’s role in mitigating inequality in occupational exposure significantly decreased from 43.7% in 2013 to 4.5% in 2019. Concurrently, its exacerbating effect on urban–rural inequality, contributing 43.7% in 2010, drastically reduced by 2020, even shifting to a slight alleviating role. The enhanced stability of PM_dw compared to raw PM2.5 provides a clearer signal for understanding underlying emission trends, critical for policy evaluation.

In conclusion, achieving equitable environmental governance and robust pollution control in China necessitates multifaceted policy approaches. Policies must not only address regional economic disparities and prioritize protection for disadvantaged communities through targeted interventions (e.g., sector-specific controls, clean energy transitions, infrastructure upgrades) but also account for the complex and evolving modulating role of meteorological conditions on exposure inequality. This comprehensive understanding is vital for developing effective strategies that promote both environmental sustainability and social justice.
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Objective: To explore the relationship between noise pollution, exercise, and the perception of physical and mental health among Chinese adults, to test the moderating effect of exercise on the relationship between noise pollution and physical and mental health perception, and to provide a basis for the formulation of environmental health policies and public health policies.
Methods: Using 2,717 data points from the 2021 China General Social Survey (CGSS), data analysis was conducted using SPSS 25.0, Stata 12.0 software, and GraphPad Prism 8 software. The Mann–Whitney U test, Kruskal-Wallis test, contingency table χ2 test, multiple linear regression analysis, binary Logistic regression analysis, and Generalized Linear Model (GLM) were employed.
Results: The average age of the subjects was 52.04 ± 17.64 years, including 54.8% women. After controlling for related confounding factors, the high noise pollution perception group had lower perception of physical health (PPH; β = −0.135, 95%CI = -0.231 ~ −0.039, p < 0.01) and perception of mental health (PMH; β = −0.151, 95%CI = −0.240 ~ −0.062, p < 0.01). The regular exercise group had higher PPH (β = 0.224, 95%CI = 0.146 ~ 0.342, p < 0.01), PMH (β = 0.093, 95%CI = 0.001 ~ 0.184, p < 0.01), and perception of physical and mental health (PPMH; β = 0.236, 95%CI = 0.137 ~ 0.334, p < 0.01). Exercise has a significant moderating effect on the relationship between noise pollution and physical and mental health perception (p < 0.05), with regular exercisers generally having higher PPH, PMH, and PPMH.
Conclusion: The high noise pollution perception group has lower physical and mental health perception; the regular exercise group has higher physical and mental health perception. Regular exercise can counteract the lower physical and mental health perception caused by higher noise pollution.
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1 Introduction

Noise pollution is one of the main sources of pollution affecting human physical and mental health, and is a common challenge faced by humanity. It has become an increasingly severe global environmental health issue and an important global public health problem (1). Especially with the rapid advancement of industrialization and urbanization, traffic noise, industrial noise, and construction noise in urban environments continue to expand (2), constantly interfering with the quality of life of local residents and causing a series of health problems. A report released by the European Environment Agency (3) points out that noise pollution has become an important environmental health issue in Europe, where road noise is the main source, and more than 125 million Europeans are troubled by road noise above 55 decibels. Noise pollution not only causes specific damage to the auditory system but also affects people’s emotions, sleep, and work efficiency (4, 5). In addition, relevant statistical data (3) shows that noise pollution causes about 8 million people to have sleep disorders, leads to about 43,000 people being hospitalized for treatment each year, and is associated with more than 10,000 premature deaths. Therefore, noise pollution not only has a negative impact on the physical and mental health of the nation but also creates an economic burden for the development of the country and society.

Although noise pollution and its hazards have received widespread attention and research in developed countries, they have not been given sufficient importance in developing countries, including China (6). The reason may be that developing countries are more focused on economic development, which may come at the expense of the environment. Moreover, policymakers may be more concerned with seemingly more urgent issues such as poverty, unemployment, and infrastructure construction, and have not yet had the energy to focus on the control of noise pollution sources. China is the largest developing country in the world, and due to rapid industrialization over the past few decades, people have been increasingly exposed to noise pollution in their daily work environments, transportation, and leisure activities. For example, the noise levels in labor-intensive industries such as construction and manufacturing are much higher than those in office environments; the use of motor vehicles has made the streets noisy and bustling; and leisure activities such as listening to rock music and singing karaoke are filled with a lot of noise. Xie et al. (7) pointed out that noise pollution is the fourth major inducement of sub-health status in China’s population, in addition to long-term mental tension, fatigue, frequent overtime work, and air pollution. In addition, noise pollution has also been proven to be the third major determinant of hypertension prevalence in China, after family history and salt intake (8). The potential health threats of noise pollution are gradually drawing the attention of researchers and policymakers, especially as the Chinese government’s understanding of sustainable development goals increases, it is particularly important to explore effective intervention measures or mitigation strategies.

Exercise is a widely recommended positive lifestyle that has been extensively proven to play an important role in improving physical and mental health (9). For example, Wong et al. (9) found that exercise can improve the physical function of Chinese older adults, improve their balance and body composition, reduce the risk of falling, reduce negative emotions such as depression and anxiety, and improve quality of life and happiness. Jansen (10) found that noise exposure can induce peripheral vasoconstriction in exercising individuals, which may reduce muscle blood supply and affect exercise performance. However, based on the positive benefits of exercise, it may moderate the association between noise pollution and physical and mental health, that is, regular exercise may reduce the negative effects of noise pollution. In addition, from the perspective of environmental psychology, chronic noise pollution can induce the hypothalamic–pituitary–adrenal (HPA) axis to remain in a continuously activated state, thus leading to continuously high levels of stress hormones such as cortisol (11). The long-term high levels of stress hormones like cortisol have a negative impact on the body’s immune system (12), can interfere with metabolism, resulting in abnormal blood pressure and blood sugar levels (13, 14), and can also cause emotional problems such as anxiety and depression (15). However, relevant studies (16, 17) has found that moderate exercise can regulate the function of the HPA axis, reduce the activity of the HPA axis, and regulate the secretion of stress hormones such as cortisol, thereby reducing the adverse effects of chronic noise pollution on the body. But currently, there is a lack of research on exercise and noise pollution, and some researchers have also called for the exploration of the comprehensive effects of noise pollution and lifestyle factors such as exercise on human health.

Developing countries, including China, do not have sufficient indoor exercise venues, and most residents exercise outdoors. Outdoor exercise can enhance physical and mental health, but it may also increase the risk of noise exposure, which puts people in a dilemma (18). Therefore, it is particularly important to study the comprehensive effect of exercise and noise pollution on health, or the moderating effect of exercise on the association between noise pollution and health. Based on this, this study uses the Chinese General Social Survey (CGSS) database in 2021 to explore the relationship between noise pollution and the perception of physical and mental health among Chinese adult groups, and to analyze the potential role of exercise in alleviating the physical and mental problems induced by noise pollution. Through this study, it is hoped to draw the attention of all sectors of society to the problem of noise pollution and promote the development of environmental health promotion. In addition, the results of this study will also provide a scientific basis for the formulation of public health policies, and provide references for how to improve the quality of life of urban residents and promote the construction of Healthy China.



2 Data sources and methods


2.1 Data sources

The CGSS is the earliest national, comprehensive, and continuous academic survey project in China. The database systematically and comprehensively collects data at multiple levels, including society, community, family, and individual, providing support for summarizing the trends of social change and exploring topics of significant scientific and practical importance (19). The CGSS employs a rigorous multi-stage stratified random sampling method to select samples from 31 provincial administrative units in mainland China. During the process, contact with participants is established through telephone communication, followed by on-site visits and information collection (20). The sampling hierarchy includes three levels, with residential areas or counties as the first-level sampling units, villages or urban neighborhood communities as the second-level sampling units, and households as the third-level sampling units, with one person selected from each household (21). Sampling is stratified according to socioeconomic and demographic indicators, with sampling probabilities proportional to size (21). The CGSS 2021 conducted a comprehensive and detailed survey of the perceived level of noise pollution among Chinese residents for the first time, providing solid data support for the conduct of this study. The CGSS 2021 collected a total of 2,717 data points on Chinese residents’ perceptions of noise pollution and physical and mental health, which serves as the basis for this study. Additionally, after excluding invalid responses from participants (such as “do not know,” “not applicable,” etc.) and missing data, this study used linear interpolation to fill in the missing values. Currently, CGSS data has become the most important data source for studying Chinese society and is widely used in scientific research, teaching, and government decision-making. Many studies have used CGSS data to explore China’s environmental pollution issues (22) and residents’ physical and mental health issues (23), which have been proven to be detailed and reliable.



2.2 Variables and instruments


2.2.1 Independent variable

The independent variable in this study is noise pollution. CGSS 2021 used a four-level self-assessment method to investigate the severity of noise pollution at the locations where the participants lived. Here, 1 represents “very serious,” 2 represents “relatively serious,” 3 represents “not very serious,” and 4 represents “not serious at all.” For the purpose of facilitating subsequent statistical analysis, this study re-coded these values: the original 1 was re-coded as 4 (very severe); the original 2 was re-coded as 3 (severe); the original 3 was re-coded as 2 (not severe); and the original 4 was re-coded as 1 (not severe at all). Additionally, the re-coded values were combined into two categories: values 1 and 2 were merged into “low pollution,” and values 3 and 4 were merged into “high pollution.” The subjective perception of being insensitive to noise can reflect the impact of noise actually experienced and felt by individuals in their daily lives, and can eliminate the interference of noise sensitivity. In addition, the investigation of the subjectively perceived noise pollution is relatively simple and easy to conduct, and the cost is also low. A large amount of data can be quickly collected in large-scale surveys. Promoting the convergence between the public’s subjective perception and the objective environment is conducive to the public making objective expectations and psychological anticipations regarding the future environment, and realizing the maximization of environmental pollution prevention and control policies. Compared with the perception of the objective environment, subjective environmental perception plays a more important role in predicting the residents’ life satisfaction, physical and mental health (24). Numerous existing studies (25, 26) have proven that the respondents’ perception level of environmental pollution is highly correlated with the objectively measured environmental pollution directly, that is, the subjective perception of the environment is consistent with the objectively detected environmental index in terms of valence. In addition, the current evaluation method of such subjective perception has been widely applied in the research on promoting environmental health (27, 28).



2.2.2 Dependent variables

The dependent variables in this study include perception of physical health (PPH), perception of mental health (PMH), and perception of physical and mental health (PPMH).

	1. PPH. The CGSS 2021 used a five-level self-rating method to ask respondents about their inability to complete expected work or daily activities due to health problems in the past 4 weeks. The scale ranges from 1 to 5, indicating always to never, respectively. Thus, higher scores indicate better physical health. PPH is a subjective assessment of one’s own health status and is one of the globally recognized indicators of health level (29, 30). It is convenient to obtain and has high validity in China (31).

	2. PMH. The CGSS 2021 asked respondents to answer questions about their mental health status, such as depression, anxiety, and frustration in the past 4 weeks, based on the following two descriptive items: ① “Because of emotional problems, you were unable to complete expected work or daily activities”; ②“Because of emotional problems, you were distracted from your work or daily activities.” The CGSS 2021 used a five-level self-rating method, where 1 to 5 indicates always to never, respectively. Higher scores indicate better mental health. In this study, principal component analysis (PCA) was used to extract one principal component, with a cumulative variance contribution rate of 85.98%, which is sufficient to describe the mental health status of the population (32).

	3. PPMH. The CGSS 2021 used a five-level self-rating method to ask respondents about the impact of physical or emotional problems on social activities (such as visiting friends or relatives) in the past 4 weeks. The scale ranges from 1 to 5, indicating always to never, respectively. Thus, higher scores indicate better physical and mental health.





2.2.3 Moderator variable

The moderator variable in this study is physical exercise. The CGSS 2021 used a five-point scale to ask respondents how often they engaged in physical exercise during their leisure time in the past year, where 1 indicates “every day”; 2 indicates “several times a week”; 3 indicates “several times a month”; 4 indicates “several times a year or less”; and 5 indicates “never.” Firstly, drawing on previous studies (33, 34), this study divided the frequency of physical exercise into two categories: no exercise and exercise. Specifically, a score of 5 was classified as no exercise, while scores of 1 to 4 were classified as exercise. Secondly, referring to the concept of the sports-engaged population in China (35), which defines individuals who exercise at least three times a week with each session lasting more than 30 min at a moderate intensity, this study further divided exercise into irregular exercise and regular exercise. Scores of 3 and 4 were classified as irregular exercise, while scores of 1 and 2 were classified as regular exercise. This type of self - reported exercise survey has been widely used in numerous studies (36, 37) and is extensively applied in Chinese databases such as the CGSS.



2.2.4 Control variables

This study refers to previous studies (33, 38) and selects the following control variables: age, gender, region of residence, place of residence, educational level, body mass index (BMI), and socio-economic status (SES). (1) Age. The CGSS 2021 inquired about the respondents’ dates of birth. This study calculates the age of the respondents by subtracting their birth year from 2021. (2) Gender. This study assigns a value of 1 to “male” and a value of 2 to “female.” (3) Region of residence. The CGSS 2021 surveyed the provinces where the respondents reside. Referring to the geographical regional division standards of China (39), this study categorizes the provinces into three regions: eastern, central, and western. The eastern region includes 12 provinces, municipalities, and autonomous regions: Beijing, Tianjin, Hebei, Liaoning, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong, Guangxi, and Hainan. The central region includes 9 provinces and autonomous regions: Shanxi, Inner Mongolia, Jilin, Heilongjiang, Anhui, Jiangxi, Henan, Hubei, and Hunan. The western region includes 10 provinces, municipalities, and autonomous regions: Chongqing, Sichuan, Guizhou, Yunnan, Tibet, Shaanxi, Gansu, Qinghai, Ningxia, and Xinjiang. These regions are assigned values of 1, 2, and 3, respectively. (4) Place of residence. This study assigns a value of 1 to “urban” and a value of 2 to “rural.” (5) Educational level. Referring to previous study (40), this study assigns a value of 1 to “no formal education, private school, literacy class, elementary school,” which is categorized as “primary school or below”; a value of 2 to “junior school”; a value of 3 to “vocational school, regular school, secondary vocational school, technical school,” which is categorized as “high school, secondary vocational school, technical school”; and a value of 4 to “associate degree, bachelor’s degree, graduate degree or above,” which is categorized as “college or above.” (6) BMI. The CGSS 2021 surveyed the height and weight of the respondents. This study calculates the BMI using the formula BMI = weight (kg) / height (m)2. (7) SES. The CGSS 2021 used a ten-point scale to survey the social stratum in which the respondents currently reside. Higher scores indicate higher SES.




2.3 Mathematical statistics

In this study, data processing and statistical analysis were conducted using SPSS 25.0 and Stata 12.0 software, while GraphPad Prism 8 software was employed for the visualization of statistical results. Continuous variables were described using mean (M) and standard deviation (SD), and categorical variables were described using frequency and percentage (%). Firstly, the normality of the perceived mental and physical health data was tested using the one-sample Kolmogorov–Smirnov test combined with P–P and Q-Q plots. The results indicated that the data did not follow a normal distribution (p < 0.01). Therefore, the Mann–Whitney U test and Kruskal-Wallis test were used for intergroup comparison analysis of PPH, PMH, and PPMH data. Secondly, since the data does not follow a normal distribution, this study uses the Generalized Linear Model (GLM) for analysis. After controlling for confounding factors, the linear response model within the GLM is employed to conduct a multiple linear regression analysis, exploring the relationships between noise pollution and PPH, PMH, and PPMH, respectively. Thirdly, the relationship between exercise and PPH, PMH, and PPMH, respectively, after controlling for confounding factors, was examined using the linear response model in the GLM. In the study, the Omnibus test was used to evaluate the overall goodness of fit of the models, and Wald’s χ2 test was employed for model effect testing. Additionally, pairwise comparison analysis was used to estimate the marginal means of multi-category independent variables. Finally, an interaction term between noise pollution and exercise was constructed, and the linear response model in GLM was used to explore the relationship between exercise and PPH, PMH, and PPMH after controlling for relevant variables, and to test the potential moderating effect of exercise on the relationship between noise pollution and the dependent variables. In the visualization of the results, noise pollution was used as the between-group variable, and physical exercise as the within-group variable for plotting. The significance level for all statistical tests involved in this study was defined as α = 0.05.




3 Results


3.1 Basic information about the participants

The 2,717 participants had a mean age of (52.04 ± 17.64) years. They were mainly from the eastern (45.4%), central (34.6%), and western (20.0%) regions of China. The participants included 55.9% urban residents and 44.1% rural residents, as well as 45.2% males and 54.8% females. Among the participants included, 33.4% have an educational attainment of primary school or below; 28.3% have a junior school education; 18.0% have a high school education; and 20.3% have a college education or above. Among the participants, 35.4% did not exercise, 24.1% exercised irregularly, and 40.4% exercised regularly. The proportion of participants who perceived low noise pollution was 77.6%, while those who perceived high noise pollution accounted for 22.4%. In addition, the average BMI of the participants was (23.07 ± 3.74) kg/m2, which was within the normal range as a whole. The average SES of the participants was roughly at a slightly lower than middle level (4.28 ± 1.81), and the average scores of PPH, PMH and PPMH were generally at a slightly higher than middle level. Detailed demographic information of the participants is shown in Table 1.


TABLE 1 Basic information about the participants.


	Continuous variables
	M
	SD

 

 	Age 	52.04 	17.64


 	BMI (kg/m2) 	23.07 	3.74


 	SES 	4.28 	1.81


 	PPH 	3.91 	1.17


 	PMHPCA 	0.00 	1.00


 	PPMH 	3.97 	1.07







	Categorical variables
	Frequency
	Percentage (%)

 

 	Exercise


 	No exercise 	963 	35.4


 	Irregular exercise 	655 	24.1


 	Regular exercise 	1,099 	40.4


 	Noise pollution


 	Low 	2,109 	77.6


 	High 	608 	22.4


 	Gender


 	Male 	1,228 	45.2


 	Female 	1,489 	54.8


 	Region of residence


 	Eastern 	1,234 	45.4


 	Central 	940 	34.6


 	Western 	543 	20.0


 	Place of residence


 	Urban 	1,518 	55.9


 	Rural 	1,199 	44.1


 	Educational level


 	Primary school or below 	907 	33.4


 	Junior school 	770 	28.3


 	High school 	489 	18.0


 	College or above 	551 	20.3




 



3.2 Intergroup comparative analysis of perception of physical and mental health

Firstly, the PMH of the low-pollution perception group was significantly higher than that of the high-pollution perception group (Z = −2.138, p = 0.033). However, there was no statistically significant difference between the two groups in terms of PPH (Z = −0.317, p = 0.751) and PPMH (Z = −0.685, p = 0.493). Secondly, the PMH (Z = −4.578, p < 0.001) and PPMH (Z = −5.146, p < 0.001) of the regular exercise group were significantly higher than those of the irregular exercise group. The PPH (Z = −10.346, p < 0.001), PMH (Z = −5.769, p < 0.001), and PPMH (Z = −6.617, p < 0.001) of the regular exercise group were also significantly higher than those of the non-exercise group. The PPH of the irregular exercise group was significantly higher than that of the non-exercise group (Z = −7.631, p < 0.001). The results of the intergroup comparison analysis of PPH, PMH, and PPMH are detailed in Table 2.


TABLE 2 Intergroup comparative analysis of PPH, PMH, and PPMH.


	Variables
	Low-pollution
	High-pollution
	Z
	P



	M ± SD
	Rank mean
	M ± SD
	Rank mean

 

 	PPH 	3.90 ± 1.18 	1356.56 	3.93 ± 1.15 	1367.46 	−0.317 	0.751


 	PMH 	0.02 ± 1.00 	1375.83 	−0.07 ± 1.01 	1300.60 	−2.138 	0.033


 	PPMH 	3.98 ± 1.08 	1364.25 	3.95 ± 1.07 	1340.80 	−0.685 	0.493







	Variables
	No exercise (M ± SD)
	Irregular exercise (M ± SD)
	Regular exercise (M ± SD)
	Z
	P

 

 	PPH 	3.55 ± 1.31#& 	4.09 ± 0.97# 	4.12 ± 1.07& 	117.205 	<0.001


 	PMH 	−0.14 ± 1.11& 	−0.02 ± 0.84* 	0.13 ± 0.98&* 	38.977 	<0.001


 	PPMH 	3.79 ± 1.21& 	3.95 ± 0.92* 	4.14 ± 1.00&* 	50.657 	<0.001





# indicates a significant difference between the no exercise and irregular exercise groups; & indicates a significant difference between the no exercise and regular exercise groups; * indicates a significant difference between the irregular exercise and regular exercise groups.
 



3.3 Association between noise pollution and perception of physical and mental health

After controlling for relevant confounding factors, compared with the low-pollution perception group, the high-pollution perception group had lower PPH (β = −0.135, 95% CI = −0.231 to-0.039, p < 0.01) and PMH (β = −0.151, 95% CI = −0.240 to-0.062, p < 0.01). However, the relationship between the two groups was not significant for PPMH (β = −0.084, 95% CI = −0.181 to 0.012, p > 0.05). Among the control variables, age was significantly negatively correlated with PPH and PPMH (p < 0.01); compared with males, females had lower PPH and PMH (p < 0.01); compared with residents in the eastern region, those in the western and central regions had lower PPH, PMH, and PPMH (p < 0.01); compared with urban residents, rural residents had lower PPH and PMH (p < 0.01); compared with residents with primary school education or below, those with junior high school education had higher PPH, PMH, and PPMH (p < 0.01), and those with senior high school education or above had higher PPH and PPMH (p < 0.01); SES was significantly positively correlated with PPH, PMH, and PPMH (p < 0.01); BMI was not significantly correlated with PPH, PMH, and PPMH (p > 0.05). The results of the GLM linear response model for the associations between noise pollution and PPH, PMH, and PPMH among Chinese residents are shown in Table 3.


TABLE 3 Results of the GLM linear response model for the associations between noise pollution and PPH, PMH, and PPMH.


	Variables
	PPH
	PMH
	PPMH



	β
	95CI
	β
	95%CI
	β
	95%CI

 

 	Noise pollution


 	High 	−0.135** 	(−0.231, −0.039) 	−0.151** 	(−0.240, −0.062) 	−0.084 	(−0.181, 0.012)


 	Age 	−0.022** 	(−0.025, −0.019) 	−0.002 	(−0.004, 0.000) 	−0.001** 	(−0.011, −0.006)


 	Gender 	 	 	 	 	 	


 	Female 	−0.158** 	(−0.239, −0.077) 	−0.171** 	(−0.246, −0.096) 	−0.055 	(−0.136, 0.026)


 	Region of residence


 	Central 	−0.113* 	(−0.204, −0.021) 	−0.194** 	(−0.278, −0.109) 	−0.122** 	(−0.213, −0.031)


 	Western 	−0.171** 	(−0.281, −0.061) 	−0.230** 	(−0.332, −0.128) 	−0.177** 	(−0.288, −0.066)


 	Place of residence


 	Rural 	−0.242** 	(−0.332, −0.153) 	−0.131** 	(−0.214, −0.048) 	−0.085 	(−0.175, 0.005)


 	Educational level


 	Junior school 	0.205** 	(0.099, 0.313) 	0.164** 	(0.066, 0.264) 	0.141** 	(0.034, 0.248)


 	High school 	0.219** 	(0.088, 0.349) 	0.201** 	(0.080, 0.322) 	0.053 	(−0.078, 0.184)


 	College or above 	0.226** 	(0.080,0.373) 	0.181** 	(0.046, 0.317) 	0.024 	(−0.121, 0.172)


 	BMI 	0.009 	(−0.002, 0.019) 	0.005 	(−0.005, 0.015) 	0.010 	(−0.000, 0.021)


 	SES 	0.081** 	(0.058, 0.103) 	0.052** 	(0.031, 0.072) 	0.050** 	(0.027, 0.072)





*p < 0.05; **p < 0.01.
 



3.4 Association of exercise and perception of physical and mental health

After controlling for relevant variables, compared with the non-exercise group, the regular exercise group had higher PPH (β = 0.224, 95% CI = 0.146 to 0.342, p < 0.01), PMH (β = 0.093, 95% CI = 0.001 to 0.184, p < 0.01), and PPMH (β = 0.236, 95% CI = 0.137 to 0.334, p < 0.01). Pairwise comparison analysis revealed that the regular exercise group had significantly higher PPH, PMH, and PPMH than the irregular exercise group (p < 0.05). However, there were no statistically significant differences in PPH, PMH, and PPMH between the irregular exercise group and the non-exercise group (p > 0.05). Among the control variables, age was significantly negatively correlated with PPH and PPMH (p < 0.01). Compared with males, females had lower PPH and PMH (p < 0.01). Compared with residents in the eastern region, those in the western and central regions had lower PPH, PMH, and PPMH (p < 0.01). Compared with urban residents, rural residents had lower PPH and PMH (p < 0.01). Compared with residents with primary school education or below, those with junior high school education had higher PPH, PMH, and PPMH (p < 0.01), and those with senior high school education or above had higher PPH and PPMH (p < 0.01). Compared with junior high school graduates, university graduates or above had lower PPMH (p < 0.05). SES was significantly positively correlated with PPH, PMH, and PPMH (p < 0.01). BMI was not significantly correlated with PPH, PMH, and PPMH (p > 0.05). The results of the GLM linear response model of exercise and PPH, PMH, PPMH among Chinese adult groups are detailed in Table 4.


TABLE 4 Results of the GLM linear response model for the associations between exercise and PPH, PMH, and PPMH.


	Variables
	PPH
	PMH
	PPMH



	β
	95%CI
	β
	95%CI
	β
	95%CI

 

 	Exercise


 	Irregular exercise 	0.080# 	(−0.033, 0.192) 	−0.064# 	(−0.169, 0.040) 	−0.009# 	(−0.122, 0.103)


 	Regular exercise 	0.244**# 	(0.146, 0.342) 	0.093*# 	(0.001, 0.184) 	0.236**# 	(0.137, 0.334)


 	Age 	−0.022** 	(−0.025, −0.019) 	−0.002 	(−0.005, 0.000) 	−0.009** 	(−0.012, −0.006)


 	Gender


 	Female 	−0.150** 	(−0.230, −0.069) 	−0.168** 	(−0.243, −0.093) 	−0.048 	(−0.129, 0.032)


 	Region of residence


 	Central 	−0.107* 	(−0.198, −0.016) 	−0.195** 	(−0.280, −0.111) 	−0.120** 	(−0.211, -0.029)


 	Western 	−0.166** 	(−0.275, −0.056) 	−0.231** 	(−0.333, −0.130) 	−0.174** 	(−0.284, −0.065)


 	Place of residence


 	Rural 	−0.195** 	(−0.284,−0.106) 	−0.102* 	(−0.184, −0.019) 	−0.046 	(−0.135, 0.043)


 	Educational level


 	Junior school 	0.177** 	(0.070, 0.284) 	0.156** 	(0.056, 0.255) 	0.114*& 	(0.006, 0.221)


 	High school 	0.166* 	(0.034, 0.298) 	0.188** 	(0.066, 0.311) 	0.007 	(−0.125, 0.139)


 	College or above 	0.157* 	(0.008,0.305) 	0.163* 	(0.025,0.302) 	−0.035& 	(−0.184, 0.114)


 	BMI 	0.008 	(−0.003, 0.018) 	0.005 	(−0.005, 0.015) 	0.010 	(−0.001, 0.020)


 	SES 	0.077** 	(0.054, 0.099) 	0.051** 	(0.031, 0.072) 	0.046** 	(0.024, 0.068)





*P < 0.05; **P < 0.01; # indicates that the difference in PPH, PMH, or PPMH between the regular exercise group and the irregular exercise group is statistically significant; & indicates that the difference in PPH, PMH, or PPMH between residents with university education.
 



3.5 Test of the moderating role of exercise in the association between noise pollution and perception of physical and mental health

Firstly, regarding PPH, the interaction effect between noise pollution and exercise was significant (χ2 = 34.264, df = 5, p < 0.001). Specifically, among the low-pollution perception group, the regular exercise group had higher PPH (4.06 ± 0.04) compared with both the non-exercise (3.81 ± 0.04) and irregular exercise (3.89 ± 0.05) groups (p < 0.01); among the high-pollution perception group, the regular exercise (3.92 ± 0.07) group had higher PPH compared with the non-exercise group (3.68 ± 0.08; p < 0.05). Secondly, regarding PMH, the interaction effect between noise pollution and exercise was also significant (χ2 = 24.668, df = 5, p < 0.001). Specifically, among the low-pollution perception group, the regular exercise (0.08 ± 0.04) group had higher PMH compared with the irregular exercise group (−0.05 ± 0.05; p < 0.05); among the high-pollution perception group, the regular exercise (−0.01 ± 0.06) group had higher PMH compared with both the non-exercise (−0.20 ± 0.08) and irregular exercise (−0.25 ± 0.08) groups (p < 0.05). Lastly, regarding PPMH, the interaction effect between noise pollution and exercise was significant (χ2 = 38.070, df = 5, p < 0.001). Specifically, among the low-pollution perception group, the regular exercise (4.09 ± 0.04) group had higher PMH compared with both the non-exercise (3.87 ± 0.04) and irregular exercise (3.89 ± 0.05) groups (p < 0.05); among the high-pollution perception group, the regular exercise (4.07 ± 0.07) group had higher PMH compared with both the non-exercise (3.78 ± 0.08) and irregular exercise (3.68 ± 0.08) groups (p < 0.05). In summary, exercise plays a significant moderating role in the relationship between noise pollution and perceived mental and physical health. Regardless of whether individuals perceive low or high pollution, those who engage in regular exercise consistently have higher PPH, PMH, and PPMH. In other words, regular exercise can mitigate the negative impact of higher noise pollution on perceived mental and physical health. The results of the moderation analysis of exercise in the relationship between noise pollution and perceived mental and physical health are detailed in Figure 1.

[image: Three scatter plots compare the effects of exercise and pollution on health scores. Plot (a) shows PPH scores higher in low-pollution, especially with regular exercise. Plot (b) displays PMH dimensionality reduction scores, revealing negative effects of high pollution with the least impact on regular exercisers. Plot (c) presents PPMH scores, highest with regular exercise in both pollution levels. Each plot categorizes participants as non-exercise (circles), irregular exercise (squares), and regular exercise (triangles). Statistical significance is indicated by asterisks.]

FIGURE 1
 Results of the moderation analysis of exercise in the relationship between noise pollution and perceived mental and physical health. *P < 0.05; **P < 0.01.





4 Discussion


4.1 Highly polluted perceived groups have lower PPH and PMH

The results of this study found that individuals with a high perception of pollution had lower PPH and PMH, which is similar to previous studies (6, 41–43). The potential physiological explanations for this correlation mainly include the following six pathways. Firstly, noise pollution is a stressor. Continuous exposure to noise can induce an increase in the concentration of stress hormones such as catecholamine, cortisol, and adrenaline (44, 45), leading to enhanced cardiovascular activity, elevated blood pressure, myocardial ischemia, and myocardial damage (46), which in turn give rise to a series of physical and mental health problems. Secondly, chronic exposure to noise can trigger a chronic inflammatory response, leading to the activation of vascular endothelial cells and inflammation (47, 48). This inflammatory state is associated with an increased risk of various diseases, including hypertension, heart disease, and stroke. At the molecular level, noise pollution can reduce the activity of natural killer (NK) cells, promote lymphocyte proliferation, and induce changes in the expression levels of pro-inflammatory cytokines such as TNF-α and IL-1β (49, 50), thereby contributing to the development and progression of diseases. Thirdly, noise pollution may lead to impaired physiological functions of vascular endothelial cells, resulting in a decreased capacity to maintain vascular tension, promote blood cell circulation, regulate platelet activity, and modulate inflammatory responses. This can lead to endothelial dysfunction (51), which in turn may increase the risk of cardiovascular diseases such as heart disease. Fourthly, noise pollution may increase oxidative stress in the vascular system and the brain (52), leading to the accumulation of excess free radicals. This, in turn, can directly damage myocardial cells and vascular endothelial cells, resulting in myocardial cell dysfunction and endothelial dysfunction, thereby contributing to the occurrence and progression of heart disease (53). Fifthly, exposure to noise can activate the sympathetic nervous system and reduce the activity of the parasympathetic nervous system, leading to sustained increases in heart rate and blood pressure (54). This increased cardiac burden can have adverse effects on overall health. Finally, long-term exposure to noise, especially nighttime noise, can lead to reduced sleep duration and decreased sleep quality, and may even cause sleep disorders (55). Sleep is an important period for the body’s recovery, and chronic sleep disorders can lead to a variety of health problems (56).

However, this study has not yet identified a potential link between noise pollution and PPMH. The value of PPMH is not obtained by simply adding the values of PPH and PMH, but is derived from separate items of inquiry. Although PPMH is related to PPH and PMH to some extent, the interplay of physical and psychological factors may affect researchers’ overall assessment of respondents’ health. For example, happiness and life satisfaction may not be entirely correlated with PPH, as individuals with higher levels of happiness and life satisfaction may report higher PPMH. Therefore, this holistic concept of health assessment is not consistent with the research findings of PPH and PMH. Moreover, given the limitations of the measurement tools, this study may not be able to fully capture the complexity of respondents’ health conditions. Thus, further exploration is needed to clarify the relationship between the two.



4.2 Regular exercise groups have higher PPH, PMH and PPMH

The results of this study found that individuals who exercise regularly have higher levels of PPH, PMH, and PPMH, which is similar to previous studies (36, 57, 58). These studies have all shown a significant positive correlation between physical exercise and the physical and mental health of respondents. However, the relationship between the two may not be a simple linear one, but rather a nonlinear relationship. For example, Xu et al. (59) found that the frequency, duration, and energy expenditure of physical exercise have a U-shaped relationship with mental health.

In addition, relevant stage-based models in health psychology, such as the Trans theoretical Model, the Health Behavior Process Model, and the Berlin Exercise Stage Model, suggest that the behavior change of engaging in physical exercise is a process that is stage-based, nonlinear, dynamic, and complex. It is recommended that research be conducted by categorizing individuals based on the characteristics of different exercise groups to explore the health promotion benefits of behavior and the factors influencing behavioral change (60). Based on this, relevant studies (61, 62) have divided respondents into two categories—“exercisers” and “non-exercisers”—and found that compared with the non-exercising group, the exercising group has higher levels of PPH, PMH, and subjective well-being. However, according to the perspective of the stage-based models (63), there are significant differences in exercise intentions and behaviors within the exercising group, with some individuals having high exercise intentions and engaging in regular exercise, while others have low exercise intentions and do not exercise regularly. Therefore, the differences between these two exercise groups may have confounded the research results. In light of this, this study adopted the perspective of the stage-based models and divided the exercise groups into three categories: “regular exercisers,” “irregular exercisers,” and “non-exercisers.” The study found positive benefits associated with regular exercise. Additionally, it was found that the irregular exercise group may not have shown any positive benefits in physical and mental health due to the lack of continuous and sufficient physical stimulation. Therefore, to gain more positive benefits from exercise, it is recommended to develop the habit of regular exercise.



4.3 Regular exercise can reverse the lower perceived physical and mental health associated with higher noise pollution

The results of this study show that, regardless of whether it is the high pollution perception groups or the low pollution perception groups, individuals who exercise regularly always have higher levels of PPH, PMH, and PPMH. This exploratory finding reveals that regular exercise can counteract the lower perceived physical and mental health caused by higher noise pollution.

The positive benefits of physical exercise on perceived physical and mental health have been widely confirmed and are elaborated in the above discussion. According to research on air pollution, although air pollution has adverse effects on physical exercise and health (21, 64), maintaining moderate exercise can still offset potential health problems caused by air pollution to some extent, especially in terms of cardiopulmonary function (65–67). The negative health impacts of noise pollution share certain similarities with those of air pollution. For instance, both can reduce sleep quality (68), as well as diminish overall physical and mental health and life satisfaction (69, 70). Therefore, given these commonalities, exercise can offset potential health problems caused by noise pollution to some extent. Li (68) revealed the possible mechanism by which exercise counteracts noise and promotes physical and mental health from an immunological perspective. This study (68) explored the effects of moderate-intensity exercise on the concentrations of inflammatory cytokines such as IL-6, IL-8, and TNF in noise-stressed rats, finding that moderate-intensity exercise has significant protective benefits on the immune function of rats under both normal and noise-stress conditions. Moreover, green exercise provides another explanation for this result. Although exposure to outdoor environments may involve more noise pollution, exposure to green spaces is more likely to evoke positive emotions, enhance the pleasure of exercise, and alleviate daily anxiety and fatigue, thus providing a buffering effect on physical and mental health (71, 72). Huang et al. (73) confirmed this view, finding that green exposure can reduce mental health problems caused by environmental pollution and enhance the mental health benefits of physical exercise.



4.4 The value and significance of this study

This study focuses on noise pollution, exercise, and the perceived physical and mental health of Chinese adults, providing valuable and multifaceted evidence and direction for the formulation of public health policies.

Firstly, by highlighting the dangers of noise pollution, it promotes the development of environmental governance policies. The study clearly indicates that a high perception of noise pollution is closely associated with lower perceived physical and mental health among adults. This finding helps policymakers fully recognize the serious threat of noise pollution to public health, thereby encouraging them to develop stricter noise control policies, enhance supervision of noise emissions in industries such as manufacturing, transportation, and construction, and effectively reduce noise pollution to ensure the quality of residents’ living environments. This approach addresses the root causes of noise pollution’s adverse effects on public health.

Secondly, by emphasizing the health-promoting effects of exercise, it supports the improvement of health promotion policies. The study confirms that regular exercise significantly enhances the perceived physical and mental health of adults. This provides strong scientific evidence for public health policies aimed at encouraging and supporting residents’ participation in physical exercise. Policymakers can use this information to develop relevant policies, such as increasing investment in public sports facilities, building more parks, fitness trails, and community gyms, and reducing the costs for residents to engage in exercise. They can also organize diverse sports activities to attract residents of different ages and fitness levels and conduct public education campaigns to raise awareness of the benefits of exercise and enhance residents’ motivation to exercise. This creates a positive atmosphere for physical activity, encourages regular exercise habits among residents, and improves overall health levels.

Lastly, by highlighting the moderating effect of exercise on noise pollution, it supports the development of comprehensive intervention policies. The study also finds that regular exercise can effectively mitigate the negative impact of high noise pollution on perceived physical and mental health. Based on this, public health policies can integrate noise pollution control with exercise promotion to develop comprehensive intervention strategies. For example, in areas with severe noise pollution, soundproofing facilities can be planned and constructed, along with exercise venues that encourage residents to mitigate the harm of noise pollution through physical activity. Additionally, research on exercise methods and precautions in noisy environments can be conducted, and the findings can be incorporated into public health campaigns and guidelines to provide scientific advice for residents on how to maintain their physical and mental health through appropriate exercise in noisy conditions.



4.5 Limitations of this study

This study initially reveals the relationship between noise pollution, exercise, and the perceived physical and mental health as well as the prevalence of cardiovascular diseases among Chinese adults, which is instructive for the formulation of public health policies. However, the study still has the following limitations. (1) The CGSS 2021 required participants to subjectively assess noise pollution, physical activity, mental and physical health, and the prevalence of cardiovascular diseases. There may be discrepancies between the accuracy of the study results and objective measurements. Moreover, the use of single-item self-reported measures may involve measurement errors, which could affect the accuracy of the results. Therefore, it is recommended that future studies employ more objective data for analysis to validate the findings of this study. (2) There may be a time-lag effect in the association between noise pollution, exercise, and the prevalence of cardiovascular diseases, which may require long-term longitudinal studies for verification. (3) Due to the limitations of the study design, it is not possible to determine the causal relationships between the above variables. Follow-up studies using longitudinal designs are needed to explore the internal associations between these variables. (4) The findings of this study are primarily applicable to the specific cultural and social context of China, and their generalizability may be significantly limited. Based on this, it is recommended that future studies incorporate datasets from multiple countries with diverse cultural backgrounds to enhance the generalizability of the sample, thereby drawing more universally applicable conclusions.




5 Conclusion

This study, based on the 2021 CGSS data, delves into the relationship between noise pollution, exercise, and the perceived physical and mental health of Chinese individuals. The results show that groups with higher perceived noise pollution have lower levels of PPH and PMH, as well as a higher prevalence of cardiovascular diseases. In contrast, groups that engage in regular exercise have higher levels of PPH, PMH, and PPMH. Additionally, this study examines the moderating role of exercise in the relationship between noise pollution and perceived health. The findings indicate that regular exercise can significantly offset the negative impact of high noise pollution on perceived health. This study is one of the first analyses based on large-scale data to reveal that exercise has a significant moderating effect on the negative health impact of noise pollution. This finding not only enriches research in the relevant field but also provides new perspectives and directions for future studies and practices. The results of this study also provide a scientific basis for the formulation of public health policies and offer important guidance for improving the quality of life of residents.
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Indoor air pollution is a significant issue in developing nations, posing serious health risks and contributing to various diseases. Despite its importance, the relationship between household clean energy transition and its effects on health outcomes and medical expenses has received limited scholarly attention. This study addresses this gap by utilizing the Air Pollution Prevention and Control Action Plan (APCP), implemented by the State Council of China in 2013, as a policy intervention. Using data from the China Family Panel Studies (CFPS) spanning from 2014 to 2020, a staggered Difference-in-Differences (DID) model was developed to assess the impact of the transition to clean energy on medical expenses. The findings indicate that household clean energy transition can significantly reduce residents’ medical expenditures. Heterogeneity analyses indicate that rural populations, individuals with lower educational attainment, homeowners, and families consisting of three to five members experience a more significant reduction in medical costs associated with household clean energy transition. Mechanism analysis reveals that the reduction in medical costs is attributable to the improvements in health outcomes and increases in income resulting from the clean energy transition. This study offers a significant academic foundation and support for developing countries in formulating clean energy and health policies.

Keywords
 household clean energy transition; medical expenditures; clean energy policy; staggered DID; CFPS; China


1 Introduction

Indoor air pollution remains a pressing issue in numerous regions across China. Coal, wood, and crop residues have long served as significant energy sources for heating and cooking. When burned, these fuels release a substantial amount of pollutants. The harmful substances generated can lead to non - communicable diseases such as stroke, ischemic heart disease, chronic obstructive pulmonary disease (COPD), and lung cancer (1). According to a report from the International Energy Agency (IEA), approximately 1.2 million people in China die prematurely due to indoor air pollution, a figure significantly higher than the number of deaths caused by outdoor air pollution (2). Therefore, transitioning to clean household energy is crucial for mitigating the harmful effects of indoor air pollution. In line with the 2030 Agenda for Sustainable Development and the pursuit of health equity, the United Nations has advocated for replacing traditional polluting fuels with cleaner energy alternatives. The Chinese government has taken proactive actions. On September 10, 2013, it formulated the Air Pollution Prevention and Control Action Plan, promoting measures such as “coal-to-gas” and “coal-to-electricity” conversions and increasing natural gas use. These efforts have significantly improved the energy consumption structure of Chinese households, reduced pollutant gas emissions, and brought about enormous health benefits (3).

Indoor air pollution poses significant risks to public health and contributes to rising medical expenditures. Currently, approximately 2 billion individuals worldwide are experiencing financial strain due to medical costs, which impedes timely access to medical services and adversely affects health outcomes, human capital development, and, ultimately, household income generation (4). Insufficient income often fails to cover the high costs of medical care, thereby trapping individuals in a “vicious cycle of poverty” (5). In light of this situation, the primary objective of this paper is to examine the potential effects of transition to clean household energy on medical costs, as well as to explore the underlying mechanisms involved.

Current research on energy transition within the household sector predominantly focuses on factors such as labor force participation and health outcomes. For example, Khandker et al. utilized data from the Indian Human Development Survey (IHDS) to demonstrate that rural electrification leads to an increase in employment hours, resulting in a 38.6% rise in per capita household income (6). Zhang et al. employed a continuous-space difference-in-differences (DID) model to examine the impact of clean heating policies on employment. The findings reveal that the transition to clean heating significantly increases total employment in local cities and their neighboring areas. This effect is driven by the following pathways: the implementation of clean heating policies contributes to improved air quality, stimulates investment in heating systems, and effectively promotes employment growth through technological innovation (7). Environmental pollution increases the likelihood of physical discomfort and the risk of chronic diseases, thereby posing a threat to people’s physical health (8). Barron, M. et al. further contributed to this discourse by analyzing the effects of household electrification on indoor air quality, concluding that the transition from coal to electricity significantly reduces indoor PM2.5 levels and subsequently decreases the prevalence of ARI among school-age children (9). Liao, L. et al. utilized data from the China Family Panel Studies (CFPS) to investigate the impact of clean heating policies on individual health. The findings revealed that the implementation of clean heating policies increased the probability of improved air quality by 17.4% and enhanced public awareness of environmental protection, significantly contributing to better health outcomes (10).

However, there is a relative scarcity of studies examining the implications of household clean energy transitions on medical expenditures. Lin, B. and K. Wei conducted an analysis of the impact of household use of solid fuels on medical expenditures, utilizing the OLS regression estimation. Their findings indicate that households relying on solid cooking fuels experience a significantly higher incidence of respiratory diseases among their members due to chronic exposure to more polluted environments and tend to incur a heavier burden of medical costs compared to households that utilize cleaner and more modern cooking methods. However, the authors did not explore the policy implications of household energy transitions on medical costs, and the methodological approach employed raises certain endogeneity concerns (11). In light of these gaps, this paper presents two key innovations. First, it investigates the effects of household clean energy transitions on medical expenditures through the lens of clean energy policy and elucidates the mechanisms underlying this impact, thereby enriching the existing literature on household energy transitions and medical expenses. Second, this study examines the policy implications of household clean energy transitions on medical costs while addressing specific endogeneity issues by employing a staggered DID methodology.

This study provides a comprehensive analysis of the impact of households’ transition to clean energy on medical expenditures, utilizing data from the CFPS conducted between 2014 and 2020. The findings reveal that household energy transition can reduce medical costs, with a noted decrease of 16.1% after controlling for fixed effects and variables. The results are robust, having passed various stability tests, including placebo test, parallel trend assessment, and the PSM-DID estimation. Furthermore, mechanism analysis reveals that the reduction in medical costs is mediated by the improvements in public health and increases in income. The study also examines regional, educational, homeownership, and household size heterogeneities to assess the differential impacts of the clean energy transition on medical costs. It concludes that the transition is particularly effective in lowering medical costs among rural populations, individuals with lower educational attainment, homeowners, and households consisting of three to five members.

The organization of the forthcoming sections of this study is outlined as follows: Section 2 provides the contextual background for the plan and the research hypotheses related to the underlying mechanisms involved. Section 3 outlines the research design. Section 4 discusses the regression results, and Section 5 concludes with the findings and their implications for policy.



2 An overview of the household clean energy transition program in China


2.1 Household clean energy transition program in China

Throughout the duration of the 12th Five-Year Plan, air pollution in China escalated to concerning levels, with regional atmospheric environmental challenges—especially those associated with PM10 and PM2.5—becoming increasingly evident. These challenges posed significant risks to public health and undermined social harmony and stability. According to the report titled China’s Environmental Protection Situation and Countermeasures, early 2013, widespread pollution affected nearly 2.7 million square kilometers of land—over one-quarter of the nation’s total area. This pollution affected 17 provinces and regions, encompassing more than 40 major cities and a population of approximately 600 million individuals. In response to this critical situation, the State Council of China introduced the APCP on September 10, 2013, aimed at improving air quality and promoting sustainable and healthy economic development.

In accordance with the policy, household energy transition will be facilitated through the implementation of clean energy measures targeting coal. These measures include the establishment of high-pollution no-burn zones, the promotion of electricity and natural gas as alternatives to coal, and the utilization of clean coal and coal-type fuels in rural areas of northern China, accompanied by the provision of appropriate subsidies. A statistical study conducted in 2013 by the Environmental Planning Institute in China revealed that the contribution of coal usage to specific environmental pollutants is estimated to be between 50 and 60%. Therefore, controlling the total amount of coal consumption is a crucial strategy for reducing air pollution. Concurrently, the APCP underscores the necessity of accelerating the restructuring of the energy framework and improving the availability of clean energy sources. For instance, increasing the supply of natural gas, coal-based natural gas, and coalbed methane can help reduce pollution emissions, while prioritizing the introduction of new natural gas sources to ensure residential use or to substitute for coal combustion.

The gradual implementation of the APCP has resulted in significant changes in the energy consumption patterns of Chinese households. This study employs per capita living energy consumption data from the China Energy Statistical Yearbook, covering the years from 2013 to 2023, to construct Figure 1. The data presented in Figure 1 highlight the increasing dominance of electric energy in residential consumption, while the use of coal and gas has shown a consistent decline over the years. Furthermore, natural gas is progressively replacing coal as the secondary energy source, in accordance with policy directives. Additionally, LPG, which functions as a transitional fuel, experienced a gradual increase in consumption until 2017, after which its usage began to decrease. These findings emphasize the significant impact of the APCP in promoting the transition toward cleaner energy sources for households.
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FIGURE 1
 Per capita energy consumption structure chart.




2.2 Literature review


2.2.1 Health effect

The “Action Plan for Air Pollution Prevention and Control” aims to enhance the accessibility of clean energy for Chinese households, which will effectively improve the energy consumption structure for household cooking and heating. As cleaner energy sources such as natural gas and electricity gradually replace solid fuels like wood and coal, indoor air quality will be enhanced, thereby generating significant health benefits. Li et al. conducted research based on the clean energy policy promulgated by the Chinese government in 2017 and found that the transition to clean energy can reduce emissions of PM2.5 and CO, significantly improving air quality (12). The improvement in air quality reduces the likelihood of health deterioration by 3.8%. Moreover, the transition from traditional fuels to natural gas has a more pronounced impact on health compared to the shift towards electricity (13).

In addition, data from the 2017 Medical Expenditure Panel Survey (MEPS) in the United States indicate a strong negative correlation between self-reported health status and medical expenses, meaning that individuals with poor health status incur medical expenses that are three to five times higher than those with good health status (14). Building on this, several scholars have discovered that compared to individuals with higher health literacy, those with lower health literacy have more frequent outpatient visits and higher hospitalization costs (15, 16). Based on the aforementioned research findings, we propose Hypothesis 1.


H1: Household clean energy transition can enhance public health and subsequently lower medical expenditures.




2.2.2 Income effect

The impact of household clean energy transition on medical expenditures is also reflected in the fact that the transition can enhance people’s income, thereby reducing medical costs on the basis of increased income. The use of electricity and natural gas enables individuals to devote more time to social labor. For instance, Salmon, C. and J. Tanguy found that household electrification can reduce women’s time spent on household chores, thereby increasing their labor force participation (17). Similarly, scholars have discovered that the adoption of clean energy reduces the time spent on collecting solid fuels, leading to an increase of 3–5 h in weekly working hours and subsequently boosting household income (6, 18).

With an increased income, people are more likely to prioritize a balanced nutritional intake, improving their dietary quality (19), which is conducive to better health outcomes (20). Consequently, this reduces the frequency of hospital visits and lowers medical expenses. Additionally, higher income has a positive effect on the purchase of preventive healthcare (21), such as increasing the uptake of health insurance. By spending a relatively small amount, individuals can obtain substantial health protection, facilitating timely disease detection and early treatment. The reimbursement of medical expenses significantly reduces overall healthcare costs. In light of this analysis, we propose Hypothesis 2.


H2: Household clean energy transition can increase individuals’ income levels and subsequently lower medical expenditures.


According to the preceding analysis, the impact of household clean energy transition on medical expenditures primarily occurs indirectly, mediated by health-related outcomes and changes in income. The mechanisms underlying this relationship are illustrated in Figure 2.

[image: Flowchart depicting the effects of household clean energy transformation. It illustrates direct and indirect effects leading to health and income effects. Both paths ultimately influence health expenses.]

FIGURE 2
 Mechanism framework diagram.






3 Research design


3.1 Data and variable selection

The data used in this study primarily originate from the CFPS, designed to capture the current status and dynamics of various aspects of Chinese society, including its economy, demographics, educational attainment, and health conditions. This is achieved by systematically collecting data at three levels: individual, household, and community. The dataset encompasses six distinct periods, specifically the years 2010, 2012, 2014, 2016, 2018, and 2020. Given the relevance of household clean energy transition indicators, this research focuses on data from four specific periods, namely from 2014 to 2020. The study involves the integration of individual and household databases through the use of unique identifiers for individuals and households, thereby facilitating the analysis of characteristics pertinent to the research. Subsequently, we identified individuals who were consistently tracked across the four survey periods from 2014 to 2020. Following a thorough process of data cleaning and matching, we ultimately obtained a dataset comprising 10,820 valid observations.

The independent variable in this study is medical expense, defined as the total household medical expenditures reported by the respondent divided by the total number of individuals in the household, resulting in a per capita medical cost. To reduce the impact of outliers, the resulting values underwent logarithmic transformation.

In this study, we build upon prior research findings and identify a total of nine control variables. These variables include an individual’s age and its squared term to account for the non-linear relationship associated with age, gender and urban–rural residence status to address potential gender and regional disparities that may influence medical expenditures, years of education to assess the impact of personal endowment on medical costs, and factors such as the presence of health insurance, self-reported health status, level of medical institutions, and the existence of chronic diseases. These variables are included to mitigate the influence of health insurance policies, individual health conditions, and medical utilization on medical expenses. This study also incorporates several control variables, including health insurance coverage, self-reported health status, the level of medical institutions accessed, and the existence of chronic diseases. The inclusion of these variables aims to mitigate the influence of health insurance policies, individual health conditions, and medical utilization on medical expenditures. These variables are defined in Table 1.


TABLE 1 Definition of main variables.


	Variables
	Variables
	Definition

 

 	Dependent variable 	fp511 	Logarithm of medical expenses


 	Control variables 	gender 	Male = 1, female = 0


 	age 	Respondents reported age


 	age2 	Age squared term /100


 	qa301 	Urban = 1, rural = 0


 	edu 	Years of education


 	qp605 	Have basic health insurance = 1, otherwise = 0


 	qp201 	health level (1, lowest;5, highest)


 	qp203 	Level of medical institutions (1, lowest;5, highest)


 	qp204 	Any chronic diseases = 1, otherwise = 0




 



3.2 Descriptive statistics

In accordance with the clean energy indicators established by scholars (22), we assessed whether the households of respondents had successfully undergone a clean energy transition by analyzing their reported energy sources used for home cooking. Respondents were categorized into the treatment group if they utilized clean energy sources (such as electricity or natural gas) during the study period, while those who relied on non-clean energy sources (including coal, firewood, or kerosene) were assigned to the control group. The descriptive statistics pertaining to the sample are presented in Table 2. The treatment group exhibited significantly lower medical costs on average compared to the control group, suggesting that the household clean energy transition may contribute to a reduction in individual medical expenses. Furthermore, respondents in the treatment group were predominantly urban households and possessed a higher level of education relative to those in the control group. Additionally, when selecting medical institutions, individuals in the treatment group demonstrated a preference for more specialized medical facilities, and their overall health status was generally better than that of the control group.


TABLE 2 Descriptive statistics.


	Variables
	(1)
	(2)
	(3)
	(4)
	(5)
	(6)



	Obs
	Mean
	Std. Dev.
	Obs
	Mean
	Std. Dev.



	Treated group
	Control group

 

 	fp511 	10,820 	5.390 	2.444 	4,600 	5.581 	2.217


 	gender 	10,820 	0.454 	0.498 	4,600 	0.457 	0.498


 	age 	10,820 	31.27 	6.644 	4,600 	31.63 	6.675


 	age2 	10,820 	10.22 	4.125 	4,600 	10.45 	4.136


 	qa301 	10,820 	0.312 	0.463 	4,600 	0.161 	0.368


 	edu 	10,820 	10.91 	4.090 	4,600 	9.551 	4.296


 	qp605 	10,820 	0.898 	0.302 	4,600 	0.907 	0.291


 	qp201 	10,820 	3.383 	1.045 	4,600 	3.361 	1.076


 	qp203 	10,820 	3.138 	1.637 	4,600 	2.884 	1.553


 	qp204 	10,820 	0.0691 	0.254 	4,600 	0.0717 	0.258




 



3.3 Model setting


3.3.1 Staggered DID model

This paper employs a staggered DID model to evaluate the effects of household clean energy transition on medical expenditures. We utilize the APCP, as a quasi-natural experiment to analyze variations in the average medical costs incurred by residents before and after the transition to clean energy in households. The specific model is detailed in Equation (1):
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Yit denotes individual i’s health expenditure in year t. Clean_useit denotes the household clean energy use of individual i in year t. Clean_useit = 1 if the individual completes household clean energy transition, otherwise Clean_useit = 0. Controlit denotes a series of control variables, with μρ and λt representing province fixed effects and time fixed effects. εit represents the random error term, and the coefficient β1 reflects the effect of household clean energy transition on medical costs. Regression standard errors are clustered at the individual level, taking into account the correlation between sample individuals.



3.3.2 Parallel trend model

The presence of a consistent trend between the treatment and control groups prior to the implementation of the policy intervention is a critical condition for ensuring the validity of the DID estimation. In this subsection, we employ the event study methodology, as proposed by (23), to evaluate the treatment effect of the policy. The specific model formulation is outlined in Equation 2. The timing of individual household energy transitions is aligned with the number of survey periods in the CFPS, designating the moment of transition as period 0. We establish three periods both preceding and following the reform. For instance, if a household completes its transition to clean energy in 2016, that year is designated as period 0 for that household. The years 2014, 2018, and 2020 are then classified as periods −1, 1, and 2, respectively, following the transition.
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Where t0 is the period when the respondent completed the household energy transition, and θ is the CFPS survey period interval, Clean_use 
=
itθ
0

when θ < 0, otherwise Clean_use 
=
itθ
1
.



3.3.3 Indirect placebo model

To mitigate the potential influence of other randomized factors in estimating the results of this study, we employed the methodology of an indirect placebo test (24–26), the details of which can be found in Equation 3 for the construction of the model. The estimation of Clean_useit is as follows:
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In this model, S represents a comprehensive set of non-core independent variables (or control variables), while σ denotes factors that have not yet been directly observed but may potentially impact residents’ medical costs. If the value of σ is 0, it indicates that these potential unobserved factors do not significantly interfere with our estimation results in any substantial way, thus verifying that the estimate of the coefficient β is fair and unbiased. Since it is not possible to validate σ directly, this paper employs an indirect placebo methodology. The methodology is that we randomly generating a simulated data sample of respondents who are completing household clean energy transition within a hypothetical scenario. However, due to its stochastic characteristics, the theoretical expectation for the estimate of the effect of policy implementation, denoted as β*, is that it should equal 0. Under this premise, any observed deviation of β* from 0 suggests that σ is also not equal to 0, indicating the presence of bias in the estimate.



3.3.4 Two-step approach

To assess the mediating effect, we employ a two-step approach as outlined by Jiang (27). This method involves the formulation of Equations 4 and 5, in which both healthit and incomeit act as mediating variables, representing the health effect and income effect, respectively. The presence of a significant regression coefficient β1 in the staggered DID model, along with a significant α1, indicates the existence of a mediating effect. This suggests that the transition to clean energy within households impacts individual medical costs through both health and income effects. The model is structured as follows:
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4 Regression results


4.1 Baseline regression results

Table 3 presents baseline estimates regarding the influence of household clean energy transition on medical expenditures. Specifically, columns (1) and (2) illustrate the direct impacts of this transition on medical expenses, while column (2) additionally incorporates fixed effects associated with both province and time. The estimated coefficients in both columns are positive and statistically significant at the 1 percent level. Columns (3) and (4) introduce control variables, with column (4) further adjusting for province and year fixed effects. The findings indicate that households utilizing clean energy experience a substantial reduction of 16.1 percent in medical costs. Overall, the results in Table 3 underscore the significant impact of the household energy transition on reducing medical expenses within the population.


TABLE 3 Descriptive statistics.


	Variables
	(1)
	(2)
	(3)
	(4)



	fp511
	fp511
	fp511
	fp511

 

 	did 	−0.215*** (0.046) 	−0.129*** (0.049) 	−0.219*** (0.046) 	−0.161*** (0.048)


 	gender 	 	 	0.003 (0.048) 	−0.011 (0.047)


 	age 	 	 	0.157*** (0.028) 	0.147*** (0.028)


 	age2 	 	 	−0.278*** (0.045) 	−0.253*** (0.045)


 	qa301 	 	 	0.027 (0.059) 	0.019 (0.061)


 	edu 	 	 	0.001 (0.005) 	0.011* (0.006)


 	qp605 	 	 	0.409*** (0.077) 	0.298*** (0.076)


 	qp201 	 	 	−0.200*** (0.021) 	−0.185*** (0.021)


 	qp203 	 	 	0.021 (0.014) 	0.028** (0.014)


 	qp204 	 	 	0.687*** (0.071) 	0.639*** (0.071)


 	Constant 	5.564*** (0.033) 	5.517*** (0.035) 	3.659*** (0.440) 	3.633*** (0.436)


 	Pro 	N 	Y 	N 	Y


 	Year 	N 	Y 	N 	Y


 	Observations 	15,420 	15,419 	15,420 	15,419


 	R2 	0.002 	0.026 	0.025 	0.045





***, ** and * denote significance levels of 1 per cent, 5 per cent and 10 per cent, respectively, with robust standard errors in parentheses.
 

In the analysis of control variables, it was observed that individual age exhibits a non-linear U-shaped relationship with medical costs at the 1% significance level, with individuals in the middle age range incurring higher medical expenses. The variable representing education demonstrates a positive coefficient, suggesting that individuals with greater educational attainment tend to have higher medical costs. Furthermore, the variable qp605 shows a significantly positive coefficient, indicating that participation in basic medical insurance is associated with increased medical costs This may be due to the fact that insured individuals tend to utilize medical services more frequently than those who are not insured. Additionally, the coefficient for qp201 is significantly negative, revealing an inverse relationship between personal health status and medical costs. Conversely, the coefficient for qp203 is positive, indicating that individuals with chronic illnesses or poorer health conditions incur higher medical costs. Lastly, the coefficient for qp204 is also positive, suggesting that individuals opting for care at more specialized medical facilities face higher medical expenses.



4.2 Robustness tests


4.2.1 PSM-DID estimation

Given that individuals live in diverse regions with varying economic conditions and personal resources, extraneous factors may influence the likelihood of a household’s transition to clean energy, potentially introducing bias into the regression outcomes. To address the issue of self-selection within the sample, we employ the PSM-DID methodology for regression analysis. Following a comprehensive evaluation of various matching techniques, we find that 1:1 nearest neighbor matching yields the most favorable results. The regression findings are presented in Table 4, which shows that the coefficient for PSM-DID in column (1) is significantly positive, indicating a 16.3% reduction in medical expenditures for individuals who have successfully transitioned their households to clean energy. This result affirms the robustness of the regression analysis.


TABLE 4 Robustness tests.


	Variables
	(1)
	(2)



	PSM-DID
	Burden

 

 	did 	−0.163*** (0.048) 	−0.033*** (0.005)


 	Constant 	3.667*** (0.435) 	0.402*** (0.045)


 	Controls 	Y 	Y


 	Pro 	Y 	Y


 	Year 	Y 	Y


 	Observations 	15,353 	15,379


 	R2 	0.046 	0.061





***, ** and * denote significance levels of 1 per cent, 5 per cent and 10 per cent, respectively, with robust standard errors in parentheses.
 



4.2.2 Changing the dependent variable

To enhance the reliability of the regression findings, we introduce a new dependent variable, Burden, which represents the medical burden experienced by respondents. This variable is quantified as the ratio of medical costs to total costs. The regression outcomes are presented in column (2) of Table 4, Burden is significantly negative. This indicates that household clean energy transition substantially alleviates household medical burden, thereby reinforcing the robustness of the obtained results.



4.2.3 Parallel trends test

In order to verify the validity of the benchmark regression, this study examines the impact of dynamic changes in households’ average residential medical expenditures before and after the clean energy transition, as outlined in Equation 2. We designate the −1 period, during which individual households complete their transition to clean energy, as the baseline period. Before conducting the parallel trend test, we performed an F-test to verify whether the parallel trend assumption held before the household energy transition. The results are presented in Table 5. We found that the p-values of the F-tests for the period one period prior to the transition, two periods prior to the transition, and three periods prior to the transition were all greater than 0.1. Consequently, we fail to reject the null hypothesis, indicating that the trends in the treatment and control groups were parallel prior to the household energy transition. The findings are illustrated in Figure 3. Prior to the implementation of the household clean energy transition, the medical expenses incurred by residents in both the control and treatment groups demonstrated a notable degree of stability, with no significant disparities observed, suggesting a strong parallelism in the trends of medical expenditures between the two groups before the transition began. This observation supports the validity of the DID methodology employed in this research. Following the initiation of the household clean energy transition, there is a noticeable and sustained decline in residents’ medical expenses over time, indicating a significant and enduring reduction in medical costs associated with the clean energy transition. This outcome further corroborates the robustness of the regression analysis.


TABLE 5 F test.


	Period
	(1)
	(2)



	F test
	p value

 

 	Pre1 	0.69 	0.4066


 	Pre2 	0.01 	0.9211


 	Pre3 	1.14 	0.2856





***, ** and * denote significance levels of 1 per cent, 5 per cent and 10 per cent, respectively, with robust standard errors in parentheses.
 

[image: Graph depicting the regression coefficient for the variable fp511 over different processing periods ranging from negative three to three. Dots represent the regression coefficients with vertical lines indicating the ninety-five percent confidence intervals. A red dashed vertical line at negative one and a horizontal dashed line at zero are present.]

FIGURE 3
 Balance trend test chart.




4.2.4 Placebo test

Households that adopt clean energy at an earlier stage may have more favorable perceptions of their economic status and health literacy. Consequently, there may be factors beyond clean energy policies that contribute to a significant reduction in medical expenditures for individuals who have successfully transitioned their households to clean energy. In order to mitigate the influence of these factors, we employed an indirect placebo method. To increase the identification power of this placebo test, it is repeated 1,000 times. Figure 4 plots the distribution of the estimated policy effect β* from 1,000 runs. As shown in Figure 4, the values of β* demonstrate a central tendency around 0 and are normally distributed. When the estimated coefficients significantly deviate from this normal range and display clear outliers, it further reinforces the robustness and reliability of the estimation results presented in this paper. Typically, if the estimation process is not influenced by unusual factors or biases, the estimated coefficients should cluster around the true value (0 in this case) without extreme outliers. Therefore, the presence of these outliers indicates, from another viewpoint, that our estimation method effectively captures the true relationship between the variables and remains robust despite potential confounding factors.

[image: Bell-shaped density plot with the x-axis labeled "Estimator" and the y-axis labeled "Density." Data points cluster around zero, forming a peak, with a range from approximately negative 0.2 to 0.2 on the x-axis. A vertical dashed line at negative 0.1 marks a reference point.]

FIGURE 4
 Placebo effect test figure.





4.3 Mechanism analysis

In this section, we examine the existence of health and income effects associated with the reduction of medical costs resulting from household clean energy transition. Specifically, we utilize changes in health status as a metric for the health effect, denoted as “health.” In accordance with the CFPS inquiry regarding changes in health status over the past year, we assigned a value of 1 to the variable representing health for respondents who indicated that their health “has gotten better,” while assigning a value of 0 to those who reported that their health “has not changed” or “has gotten worse.” To estimate the health effect, we utilized a Logit model. Regarding the income effect, our analysis centers on the logarithmic transformation of per capita household income, referred to as “income,” and estimate the effect using Two-way fixed effects model.

The regression results pertaining to the mediating effect are presented in Table 6. The coefficient for healthit presented in column (1) indicates a statistically significant positive relationship, suggesting that the transition of households to clean energy substantially increases the likelihood of health improvements among individuals, with a noted increase of 19.7% in this probability. This result aligns with the empirical results reported by Wu et al. (3), thereby reinforcing the foundation of our research. It not only supports the validity of Hypothesis 1, which posits that the adoption and promotion of clean energy within households can effectively reduce medical expenditures through the mechanism of enhancing physical health, but it also establishes a coherent logical framework: transition to clean energy → health improvement → reduction in medical costs.


TABLE 6 Mediating effect test.


	Variables
	(1)
	(2)



	Health
	Income

 

 	did 	0.197*** (0.065) 	0.290*** (0.019)


 	Constant 	1.261** (0.547) 	8.309*** (0.180)


 	Controls 	Y 	Y


 	Pro 	Y 	Y


 	Year 	Y 	Y


 	Observations 	15,401 	14,671


 	Pseudo R2 	0.0458 	


 	R2 	 	0.352





***, ** and * denote significance levels of 1 per cent, 5 per cent and 10 per cent, respectively, with robust standard errors in parentheses.
 

Furthermore, the coefficient for incomeit presented in column (2) demonstrates a statistically significant positive relationship, indicating that a household’s transition to clean energy has a favorable effect on an individual’s income status. Specifically, the likelihood of an improvement in an individual’s income status increases by 29 percent following the household’s adoption of clean energy practices. This finding corroborates hypothesis 2, which asserts that household clean energy transition can contribute to reduced medical expenses by enhancing individuals’ income levels. This positive correlation not only underscores the potential economic advantages associated with the clean energy transition but also provides new insights into its implications for social welfare and individual economic circumstances.



4.4 Heterogeneity analysis

Given the regional disparities in individual lifestyles, variations in human capital, differences in homeownership, and distinctions in household status, it is probable that these factors influence the fuel choices of households. This section therefore conducts a more in-depth analysis of how household transitions to clean energy relate to regional heterogeneity, educational disparities, homeownership variations, and differences in household size, particularly in the context of reducing residential medical expenditures.


4.4.1 Regional heterogeneity

Narasimha Rao and Reddy (28) investigated the influence of household locational characteristics on fuel selection, revealing that urban populations are more inclined to choose cleaner energy sources compared to their rural counterparts. This discrepancy can be ascribed to variations in fuel accessibility and availability. Accordingly, we categorize the sample into two distinct groups based on household location characteristics—rural and urban areas—to analyze the effects of the clean energy transition on medical costs in each context separately. The results of the regression analysis, detailed in Table 7, indicate that the clean energy transition has a more pronounced effect on reducing medical costs for the rural population than for the urban population. A plausible explanation for this finding is that rural areas often face economic disadvantages, leading to poorer health outcomes among residents, who may encounter greater health risks and illnesses compared to those in urban settings (29). Thus, the adverse effects of the transition to clean energy on medical costs are more significant for rural residents.


TABLE 7 Regional heterogeneity.


	Variables
	(1)
	(2)



	Rural areas
	Urban area

 

 	did 	−0.174*** (0.055) 	−0.145 (0.103)


 	Constant 	3.530*** (0.491) 	4.283*** (0.900)


 	Controls 	Y 	Y


 	Pro 	Y 	Y


 	Year 	Y 	Y


 	Observations 	Y 	Y


 	R2 	0.047 	0.058





***, ** and * denote significance levels of 1 per cent, 5 per cent and 10 per cent, respectively, with robust standard errors in parentheses.
 



4.4.2 Educational heterogeneity

In the analysis of the determinants influencing household energy selections, Rahut et al. (30) and Paudel et al. (31) observed that households with higher levels of education exhibit a greater propensity to choose cleaner energy alternatives. Building on their research, we propose that the effects of household transitions to clean energy on medical expenditures may vary according to individuals’ educational levels. Drawing on insights from prior studies, we categorized the sample into two groups based on educational attainment, using the 9-year compulsory education threshold as the cutoff criterion (32, 33). The results of the educational heterogeneity analysis are presented in Table 8. The coefficient in column (1) is significantly positive, indicating that the transition to clean energy within households resulted in a 21.2% reduction in medical costs for the low-education group; however, this effect does not reach statistical significance within the high-education group. This discrepancy may be attributed to the high human capital and favorable economic and health conditions of the high-education group (34, 35), which diminishes the significance of the impact of household clean energy transitions on their medical expenditure.


TABLE 8 Educational heterogeneity.


	Variables
	(1)
	(2)



	Low education
	High education

 

 	did 	−0.212*** (0.063) 	−0.109 (0.071)


 	Constant 	3.862*** (0.506) 	3.054* (0.790)


 	Controls 	Y 	Y


 	Pro 	Y 	Y


 	Year 	Y 	Y


 	Observations 	8,127 	7,101


 	R2 	0.056 	0.043





***, ** and * denote significance levels of 1 per cent, 5 per cent and 10 per cent, respectively, with robust standard errors in parentheses.
 



4.4.3 Homeownership heterogeneity

The investment decisions of individuals regarding modern fuels are significantly influenced by lease agreements and the condition of their residences (36). Homeowners, who possess full or partial property rights, are generally more motivated to implement improvements to their living spaces. In contrast, individuals in leasehold arrangements, who occupy temporary housing, tend to be hesitant to allocate time and financial resources toward maintenance efforts. Therefore, this study categorizes the sample into two distinct groups based on homeownership status: homeowners and non-homeowners. The results of the homeownership heterogeneity analysis, presented in Table 9, indicate that the transition to home energy systems led to a 13.5 percent decrease in medical costs for homeowners, while no significant impact was observed for non-homeowners.


TABLE 9 Homeownership heterogeneity.


	Variables
	(1)
	(2)



	Having house property rights
	NO house property rights

 

 	did 	−0.135*** (0.051) 	−0.081 (0.136)


 	Constant 	4.001*** (0.449) 	−0.785 (1.485)


 	Controls 	Y 	Y


 	Pro 	Y 	Y


 	Year 	Y 	Y


 	Observations 	13,085 	2,318


 	R2 	0.047 	0.065





***, ** and * denote significance levels of 1 per cent, 5 per cent and 10 per cent, respectively, with robust standard errors in parentheses.
 



4.4.4 Family size heterogeneity

Household size is a critical determinant of fuel selection in domestic settings (37, 38). An increase in the number of individuals residing in a household typically necessitates a greater quantity of food preparation, which can subsequently elevate household fuel expenditures. Generally, cleaner fuel options tend to be more expensive than solid fuels; thus, households with varying demographic characteristics may choose different fuel types based on their income levels. This variability in fuel choice can significantly influence the likelihood of a household undergoing an energy transition. Accordingly, this study categorizes the entire sample into three distinct groups based on household size and examines the implications of household energy transitions on medical expenditures across these groups. The results of the family size heterogeneity analysis are presented in Table 10. The coefficient in column (2) reveals a statistically significant negative relationship, while the coefficients in the other columns do not demonstrate significance. This suggests that the clean energy transition has a notably adverse effect on medical costs for households comprising 3 to 5 members. In contrast, for households with 1 to 2 members compared to those with more than 5 members, the higher expenses associated with cleaner fuels may lead to a crowding-out effect on medical costs, resulting in non-significant regression outcomes.


TABLE 10 Family size heterogeneity.


	Variables
	(1)
	(2)
	(3)



	1–2 members
	3–5 members
	Above 5 members

 

 	did 	−0.186 (0.242) 	−0.100* (0.061) 	−0.052 (0.073)


 	Constant 	−1.136 (2.669) 	3.336*** (0.536) 	5.584*** (0.676)


 	Controls 	Y 	Y 	Y


 	Pro 	Y 	Y 	Y


 	Year 	Y 	Y 	Y


 	Observations 	1,308 	9,712 	4,395


 	R2 	0.065 	0.054 	0.049





***, ** and * denote significance levels of 1 per cent, 5 per cent and 10 per cent, respectively, with robust standard errors in parentheses.
 





5 Conclusions and policy implications

Using the implementation of the APCP as a quasi-natural experiment, this paper investigates the effects of household clean energy transition on medical expenditures with a staggered DID design and micro survey data. The findings indicate that household clean energy transition significantly reduces medical costs, with a notable decrease of 16.1% observed among individuals who have completed this transition. This result survives various robustness checks. Mechanism analyses reveal that the reduction in medical costs associated with the clean energy transition is primarily mediated by improvements in health outcomes and increases in income. Furthermore, heterogeneity analyses indicate that the reduction in medical costs is especially significant among rural residents, individuals with lower educational attainment, homeowners, and households comprising three to five members. Based on these findings, the study proposes several policy implications.

First, to effectively facilitate household transitions to clean energy, it is essential to enhance public awareness of clean energy and its beneficial effects on health and income. By fostering a greater understanding of these advantages, individuals may be more inclined to voluntarily engage in clean energy adoption.

Second, governments should enhance clean energy subsidies for rural residents and individuals with lower levels of education to boost their purchasing power and promote the transition to household clean energy.

Last, policy formulation must take into account the costs associated with clean energy and the energy consumption patterns of various household structures, ensuring that these measures effectively support the most disadvantaged groups and thereby improve energy consumption patterns while enhancing the overall quality of life for the population.
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Introduction: Ischemic heart disease (IHD) is a leading global health burden, with lead exposure identified as a significant environment risk factor contributing to its prevalence.
Methods: Data from the Global Burden of Disease Study (GBD) 2021 were used to analyze deaths and disability-adjusted life years (DALYs) of IHD due to lead exposure at global, regional, and national levels. Decomposition analysis, frontier analysis, and Bayesian age-period cohort (BAPC) models were applied to assess trends from 1990 to 2021.
Results: In 2021, deaths and DALYs attributable to lead exposure reached 590,370.03 and 11,854,611.43, respectively, though age-standardized rates (ASRs) declined. Males and the older adult exhibited higher ASRs. At regional level, South Asia had the highest number of deaths and DALYs, while North Africa and the Middle East had the highest ASRs. Certain countries showed increasing ASRs over time, with a negative correlation between socio-demographic index (SDI) and ASRs. Decomposition analysis identified that population growth as the primary driver of increasing deaths and DALYs, particularly in middle-SDI regions. Frontier analysis suggested that middle and low-SDI regions have the greater potential to reduce the IHD burden. BAPC projections indicated a global decrease in IHD burden due to lead exposure by 2050.
Conclusions: The burden remains disproportionately high in males, the older adult and low- and middle-SDI regions, highlighting the need for targeted prevention and lead exposure control efforts in these populations.
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ischemic heart disease, lead exposure, global burden, death, disability-adjusted life years


1 Introduction

Ischemic heart disease (IHD), characterized by atherosclerosis as the primary pathological process, remains a major non-communicable disease worldwide (1, 2). Ischemic symptoms such as unstable angina can present in IHD, and severe cases may lead to life-threatening myocardial infarction (3). In 2021, IHD accounted for 8.99 million deaths globally, making it the leading cause of standardized deaths and imposing a substantial burden on healthcare systems (4, 5). High systolic blood pressure, high fasting plasma glucose, high low-density lipoprotein cholesterol, and high body mass index were traditional risk factors for IHD (6). In recent years, non-traditional risk factors leading to IHD have received increasing attention, such as environmental pollution (7).

Lead is a prevalent environmental contaminant, with exposure occurring through food, water, and inhalation (8). Its widespread use in industries such as manufacturing, construction, plastics, and chemicals has resulted in lead contamination in air, soil, dust, and water (9). Chronic lead exposure can lead to its accumulation in various tissues, including hair, nails, bones, blood, and teeth, with the majority stored in bones and teeth (10). Lead is recognized by World Health Organization as one of the chemicals that present a significant public health concern and can impact various body systems, including the neurological, hematological, gastrointestinal, cardiovascular, and renal systems (11).

Lead is a cardiotoxic metal and its effects on the heart involve multiple mechanisms (12). Previous research has demonstrated that developmental Pb2+ exposure occurring early in life leads to Pb2+-induced cardiopathology in later life via mechanisms characterized by induced hypertension and reduced elasticity of the aortic media (13). Lead can affect cardiac function through humoral and neuronal dysregulation, and can also cause cardiac damage by entering cardiomyocytes and interfering with redox mechanisms and calcium signaling and homeostasis (14). Epidemiologic findings indicated that in 2019, lead exposure caused 901,720 deaths and 21,680,000 disability-adjusted life years (DALYs) globally, with IHD accounting for the largest proportion of the 13 diseases caused by lead exposure (15). A study from China revealed that the burden of IHD attributable to lead exposure is substantial, with 105,857 deaths and 1,899,139 DALYs recorded (16). In addition, the burden of lead attributable cardiovascular disease was also been quantified in the United States, and the results showed that the major contributor to the burden of cardiovascular disease deaths associated with lead exposure was IHD (17). Wang et al. (18) found a non-linear correlation between blood lead and subclinical myocardial injury, suggesting that lead may play a detrimental role earlier in the cardiovascular disease continuum. The Third National Health and Nutrition Examination Survey found that blood lead concentrations below the action level for U.S. adults (5 μg/dl or 0.24 μmol/L) were associated with an increased risk of death from IHD (19).

Despite these findings, most of the current research focuses on specific regions or countries and lacks a comprehensive and accurate description of the global burden and trends of IHD due to lead exposure. This study uses the latest GBD 2021 database and multiple statistical methods (e.g., decomposition analysis, frontier analysis, and Bayesian age-period-cohort modeling) to comprehensively assess the global, regional, and national burden of IHD attributable to lead exposure from 1990 to 2021 and future trend projections. This analysis will provide critical data to inform lead exposure management and IHD prevention strategies.



2 Methods


2.1 Study data

Data for this study were obtained from the Global Burden of Disease Study (GBD) 2021, which provides the most comprehensive assessment of 371 diseases and injuries across 204 countries and territories (20). We accessed the Global Health Data Exchange Tool (GHDx, http://ghdx.healthdata.org/gbd-results-tool) to extract information on the burden of IHD attributable to lead exposure from 1990 to 2021. The data included the number and rate of deaths and DALYs, age-standardized mortality rate (ASMR), and age-standardized DALY rate (ASDR) per 100,000 population, along with 95% uncertainty intervals (UI) at global, regional, national, and socio-demographic index (SDI) levels. UI were derived from 1,000 Monte Carlo simulations accounting for input data variability and model uncertainty. The wide UI indicate potential limitations in exposure assessment, particularly in low-data regions. These metrics were stratified by sex and age to assess disparities. SDI quintiles (low, low-middle, middle, high-middle, high) were defined based on tertiles of income, education, and fertility metrics (20).



2.2 Evaluation of IHD and lead exposure

GBD 2021 estimated IHD as the aggregate of discrete sequelae, consisting of myocardial infarction (heart attacks), angina (stable IHD manifesting as chest pain), or ischemic cardiomyopathy (heart failure due to IHD) (20). Chronic lead exposure is associated with cardiovascular disease, measured as micrograms of lead per gram of bone (μg/g), and the lead exposures in this study represent chronic lead exposure. In the GBD 2021 study, data on lead exposure were mainly derived from literature reports on blood lead levels, as well as some blood lead surveys. To estimate lead exposure in bone, the researchers calculated a cumulative blood lead index for each cohort based on their estimated lead exposure over their lifetime. The cumulative blood lead index was then used in conjunction with scalar values from the literature to estimate the amount of lead in bone (21).



2.3 Statistical analysis

The burden of IHD due to lead exposure was quantified using the number and rate of deaths and DALYs, ASMR, ASDR, and their respective 95% UI. The estimated annual percentage change (EAPC) was calculated to evaluate trends in age-standardized rates (ASRs) over the 32-year period. If both the EAPC and the upper limit of its 95% confidence interval (CI) were < 0, the ASRs were trending downward; conversely, if both the EAPC and the lower limit of its 95% CI were >0, the ASRs were trending upward, and if the 95% CI for the EAPC included 0, it was considered a constant trend (22). Pearson correlation coefficients (r) with two-tailed t-test for significance were calculated at global, regional, and country levels to assess the SDI-burden relationship. The Pearson correlation coefficient ranges from −1 to 1, where a larger absolute value indicates a stronger association. Significance threshold: P < 0.05.


2.3.1 Decomposition analysis

Decomposition analysis refers to the breakdown of a composite indicator (e.g., incidence, prevalence, etc.) into multiple components in order to gain a clearer understanding of the contribution of each factor to the overall outcome (23). We used a decomposition method developed by Das Gupta to examine the impact of population growth, aging, and epidemiological changes on the burden of IHD from 1990 to 2021 (24). Decomposition analysis was the application of mathematical methods to isolate the standardized effects of each multiplicative factor, which allowed us to quantify the individual contributions of each factor (population growth, aging, and epidemiological changes) to changes in IHD burden (25, 26).



2.3.2 Frontier analysis

Frontier analysis was a quantitative method applied to assess the relationship between IHD burden and socio-demographic development (quantified by the SDI), determining the minimum achievable ASMR and ASDR relative to development levels measured by SDI. The Free Disposal Hull method combined with Data Envelopment Analysis was employed to draw a non-linear frontier, and Local polynomial regression was used to smooth the boundaries with a polynomial number of 1 and a span of 0.2 (27). By measuring the absolute distance (i.e., the effective difference) between the ASMR and ASDR and the borderline for each country or region, we assessed the potential for improvement in each country or region.



2.3.3 Projection analysis

Bayesian age-period-cohort (BAPC) was a statistical model designed to analyze and predict the impacts of age, time period, and birth cohort on demographic outcomes such as mortality or disease incidence rates (28). The burden of IHD due to lead exposure from 2022 to 2050 was projected by integrated nested Laplace approximations using a BAPC model (29).

All analyses were performed using R 4.4.1. Statistical significance for all inferential tests was defined as two-tailed P < 0.05.





3 Results


3.1 Global level trends

In 2021, the global number of deaths and DALYs attributable to IHD due to lead exposure were estimated at 590,370 (95% UI: −83,778 to 12,33,628) and 11,854,611 (95% UI: −16,68,553 to 24,791,275), respectively. The ASMR and ASDR were 7.11 (95% UI: −1.01 to 14.88) and 138.57 (95% UI: −19.52 to 289.73) per 100,000 population (Table 1). Compared with 1990, the number of deaths and DALYs increased and the ASRs decreased in 2021 (Table 1).

TABLE 1  The death and DALYs cases, ASRs, and EAPC of ischemic heart disease due to lead exposure from 1990 to 2021.


	Characteristics
	Death case
	ASMR (per 100,000 population)
	DALYs case
	ASDR (per 100,000 population)



	
	1990
	2021
	1990
	2021
	1990–2021
	1990
	2021
	1990
	2021
	1990–2021



	
	Both (95% UI)
	Both (95% UI)
	Both (95% UI)
	Both (95% UI)
	EAPC (95% CI)
	Both (95% UI)
	Both (95% UI)
	Both (95% UI)
	Both (95% UI)
	EAPC (95% CI)





	Global
	277,681.94 
(−40,555.95 to 595,671.21)
	590,370.03 
(−83,778.27 to 12,33,628.18)
	7.91 
(−1.15 to 16.94)
	7.11 
(−1.01 to 14.88)
	−0.30 
(−0.40 to −0.20)
	6,484,403.92 
(−947,861.76 to 14,078,198.14)
	11,854,611.43 
(−1,668,553.12 to 24,791,275.33)
	166.11 
(−24.29 to 359.91)
	138.57 
(−19.52 to 289.73)
	−0.58 
(−0.69 to −0.46)



	Sex



	Male
	166,565.57 
(−24,421.42 to 357,772.10)
	360,286.49 
(−51,331.77 to 750,585.08)
	10.80 
(−1.58 to 22.98)
	9.93 
(−1.42 to 20.76)
	−0.23 
(−0.34 to −0.10)
	4,187,330.29 
(−613,966.41 to 9,090,864.51)
	7,698,637.79 
(−1,087,983.99 to 16,151,343.70)
	230.62 
(−33.86 to 498.48)
	195.17 
(−27.66 to 407.75)
	−0.53 
(−0.65 to −0.41)



	Female
	111,116.37 
(−16,134.53 to 235,749.47)
	230,083.54 
(−32,446.50 to 491,866.67)
	5.70 
(−0.83 to 12.15)
	4.91 
(−0.69 to 10.50)
	−0.44 
(−0.53 to −0.34)
	2,297,073.63 
(−333,895.34 to 4,867,447.87)
	4,155,973.64 
(−580,569.13 to 8,783,636.63)
	110.66 
(−16.08 to 234.59)
	89.67 
(−12.52 to 189.54)
	−0.66 
(−0.76 to −0.56)



	SDI



	High
	60,041.63 
(−8,490.88 to 131,072.96)
	49,288.79 
(−6,957.54 to 107,582.47)
	5.46 
(−0.77 to 11.94)
	2.02 
(−0.28 to 4.39)
	−3.43 
(−3.53 to −3.34)
	1,123,443.68 
(−158,080.91 to 2,423,686.82)
	787,212.82 
(−111,112.10 to 1,688,157.86)
	102.41 
(−14.39 to 221.26)
	36.18 
(−5.10 to 77.11)
	−3.56 
(−3.64 to −3.48)



	High-middle
	58,196.03 
(−8,194.36 to 126,157.65)
	118,371.91 
(−16,281.86 to 251,977.06)
	6.87 
(−0.97 to 14.86)
	6.15 
(−0.85 to 13.10)
	−0.44 
(−0.72 to −0.16)
	1,260,683.08 
(−177,011.77 to 2,741,404.49)
	2,027,584.60 
(−275,336.78 to 4,329,965.77)
	132.97 
(−18.71 to 289.85)
	103.45 
(−14.06 to 220.96)
	−0.97 
(−1.29 to −0.65)



	Middle
	69,708.74 
(−9,955.84 to 149,892.09)
	204,073.43 
(−28,950.46 to 424,987.74)
	8.42 
(−1.21 to 17.89)
	8.80 
(−1.25 to 18.38)
	0.29 (0.14–0.44)
	1,735,489.34 
(−247,537.18 to 3,755,519.49)
	4,012,492.20 
(−563,061.67 to 8,398,080.45)
	172.53 
(−24.69 to 372.09)
	157.02 
(−22.14 to 328.22)
	−0.23 
(−0.38 to −0.08)



	Low-middle
	67,430.68 
(−10,272.50 to 143,820.57)
	169,233.02 
(−24,369.13 to 361,478.97)
	12.64 
(−1.93 to 26.76)
	13.54 
(−1.96 to 28.81)
	0.38 (0.27–0.49)
	1,785,423.50 
(−270,991.78 to 3,878,566.49)
	3,874,157.61 
(−552,190.38 to 8,296,861.59)
	285.91 
(−43.55 to 614.67)
	275.71 
(−39.54 to 589.56)
	0.02 
(−0.09 to 0.13)



	Low
	21,905.09 
(−3,345.52 to 45,754.32)
	48,882.29 
(−7,143.94 to 102,006.90)
	11.55 
(−1.79 to 23.92)
	12.23 
(−1.80 to 25.30)
	0.33 (0.19–0.47)
	570,732.79 
(−85,914.93 to 1,206,635.03)
	1,143,287.10 
(−165,426.56 to 2,416,512.17)
	253.44 
(−38.60 to 532.62)
	239.69 
(−35.02 to 502.18)
	−0.14 
(−0.25 to −0.02)



	Regions



	Andean Latin America
	877.32 
(−118.59 to 1,973.47)
	1,939.80 
(−262.69 to 4,305.54)
	4.83 
(−0.65 to 10.81)
	3.46 
(−0.47 to 7.67)
	−1.28 
(−1.58 to −0.98)
	18,954.46 
(−2,498.88 to 42,348.02)
	36,478.68 
(−4,908.44 to 81,565.85)
	94.79 
(−12.62 to 212.47)
	62.94 
(−8.50 to 140.41)
	−1.51 
(−1.80 to −1.22)



	Australasia
	2,309.06 
(−324.58 to 5,046.00)
	1,636.42 
(−234.29 to 3,537.21)
	10.15 
(−1.43 to 22.15)
	2.60 
(−0.37 to 5.64)
	−4.61 
(−4.73 to −4.49)
	43,637.49 
(−6,122.71 to 95,018.01)
	23,768.66 
(−3,387.75 to 51,395.65)
	187.73 
(−26.31 to 408.89)
	41.29 
(−5.85 to 89.29)
	−5.09 
(−5.19 to −5.00)



	Caribbean
	3,486.88 
(−518.96 to 7,506.10)
	5,397.47 
(−769.39 to 11,485.44)
	14.62 
(−2.17 to 31.49)
	9.88 
(−1.41 to 21.02)
	−1.26 
(−1.36 to −1.17)
	74,607.35 
(−11,139.70 to 160,139.68)
	106,836.78 
(−15,056.87 to 232,685.48)
	293.34 
(−43.78 to 629.73)
	197.46 
(−27.83 to 430.53)
	−1.25 
(−1.35 to −1.15)



	Central Asia
	4,513.09 
(−623.69 to 9,788.19)
	6,711.50 
(−945.21 to 14,489.79)
	11.02 
(−1.52 to 23.98)
	10.51 
(−1.49 to 22.80)
	−0.50 
(−0.86 to −0.12)
	94,131.77 
(−13,028.77 to 203,624.41)
	129,488.79 
(−18,083.13 to 278,052.24)
	210.33 
(−29.11 to 455.51)
	179.01 
(−25.16 to 385.57)
	−0.97 
(−1.40 to −0.54)



	Central Europe
	13,041.62 
(−1,818.92 to 27,759.61)
	13,136.86 
(−1,868.44 to 28,689.74)
	9.63 
(−1.34 to 20.62)
	5.49 
(−0.78 to 11.99)
	−2.14 
(−2.29 to −1.99)
	275,310.78 
(−38,498.58 to 586,644.66)
	212,874.79 
(−30,224.35 to 459,749.30)
	190.21 
(−26.57 to 404.72)
	92.98 
(−13.17 to 200.62)
	−2.68 
(−2.84 to −2.52)



	Central Latin America
	7,423.91 
(−1,049.02 to 15,601.93)
	20,488.73 
(−2,979.88 to 44,940.91)
	10.64 
(−1.51 to 22.48)
	8.71 
(−1.27 to 19.11)
	−0.80 
(−0.96 to −0.65)
	160,321.87 
(−22,449.31 to 337,278.05)
	369,802.33 
(−53,224.75 to 804,469.10)
	202.14 
(−28.51 to 423.79)
	151.51 
(−21.87 to 329.58)
	−1.14 
(−1.29 to −1.00)



	Central Sub-Saharan Africa
	1,362.20 
(−191.15 to 2,868.14)
	3,185.53 
(−469.13 to 6,815.66)
	7.71 
(−1.10 to 16.21)
	7.98 
(−1.16 to 17.16)
	−0.03 
(−0.09 to 0.03)
	35,613.84 
(−4,986.25 to 74,965.29)
	77,868.81 
(−11,612.26 to 165,336.52)
	163.64 
(−22.97 to 342.78)
	156.05 
(−22.92 to 334.88)
	−0.29 
(−0.36 to −0.23)



	East Asia
	39,209.02 
(−5,554.94 to 84,029.33)
	154,244.52 
(−21,706.36 to 332,276.80)
	6.22 
(−0.90 to 13.52)
	8.36 
(−1.18 to 17.97)
	1.39 (0.99–1.79)
	955,503.88 
(−132,517.00 to 2,058,801.92)
	2,653,373.10 
(−369,088.74 to 5,784,456.12)
	119.42 
(−16.93 to 255.28)
	131.24 
(−18.33 to 286.28)
	0.67 (0.32–1.01)



	Eastern Europe
	17,160.99 
(−2,305.99 to 37,247.49)
	23,972.18 
(−3,050.28 to 52,146.53)
	6.97 
(−0.94 to 15.18)
	6.66 
(−0.85 to 14.50)
	−0.59 
(−1.18 to −0.01)
	352,876.43 
(−47,231.18 to 760,937.20)
	425,215.95 
(−53,263.68 to 938,292.42)
	132.82 
(−17.78 to 286.75)
	120.10 
(−15.03 to 265.20)
	−0.90 
(−1.56 to −0.23)



	Eastern Sub-Saharan Africa
	3,501.75 
(−520.38 to 7,336.42)
	7,087.23 
(−955.51 to 15,096.33)
	5.75 
(−0.87 to 11.91)
	5.55 
(−0.75 to 11.71)
	−0.31 
(−0.49 to −0.13)
	88,864.91 
(−12,938.94 to 189,685.88)
	165,384.85 
(−22,320.92 to 351,561.31)
	122.88 
(−18.21 to 258.82)
	106.96 
(−14.53 to 227.42)
	−0.66 
(−0.85 to −0.48)



	High-income Asia Pacific
	3,872.15 
(−536.89 to 8,463.65)
	5,140.06 
(−725.95 to 11,489.23)
	2.18 
(−0.30 to 4.78)
	0.81 
(−0.11 to 1.79)
	−3.16 
(−3.24 to −3.07)
	73,845.60 
(−10,155.35 to 160,384.36)
	72,226.42 
(−10,189.84 to 159,243.26)
	38.40 
(−5.29 to 83.71)
	13.88 
(−1.95 to 30.60)
	−3.31 
(−3.37 to −3.25)



	High-income North America
	23,759.74 
(−3,412.46 to 51,693.89)
	17,021.62 
(−2,389.80 to 37,150.48)
	6.53 
(−0.94 to 14.20)
	2.35 
(−0.33 to 5.12)
	−3.60 
(−3.75 to −3.46)
	425,209.74 
(−60,567.55 to 919,724.93)
	273,647.41 
(−38,082.09 to 589,744.64)
	120.90 
(−17.16 to 261.61)
	40.19 
(−5.57 to 86.36)
	−3.84 
(−3.99 to −3.70)



	North Africa and Middle East
	34,784.53 
(−5,184.76 to 74,837.30)
	66,487.56 
(−9,522.05 to 143,314.38)
	24.69 
(−3.69 to 53.31)
	18.16 
(−2.63 to 39.14)
	−1.05 
(−1.13 to −0.96)
	858,565.32 
(−127,181.20 to 1,840,439.73)
	1,434,262.49 
(−202,240.29 to 3,105,384.99)
	515.95 
(−76.83 to 1,109.53)
	335.84 
(−47.91 to 725.26)
	−1.46 
(−1.57 to −1.35)



	Oceania
	114.25 
(−16.32 to 254.26)
	279.51 
(−37.06 to 618.28)
	5.16 
(−0.73 to 11.34)
	4.95 
(−0.67 to 10.92)
	−0.13 
(−0.25 to −0.00)
	3,077.71 
(−428.97 to 6,808.63)
	7,062.43 
(−921.70 to 15,821.35)
	107.75 
(−15.44 to 239.73)
	98.86 
(−13.12 to 218.90)
	−0.26 
(−0.40 to −0.11)



	South Asia
	64,718.08 
(−9,936.13 to 138,448.20)
	184,303.85 
(−26,476.60 to 388,248.01)
	12.64 
(−1.95 to 26.67)
	14.30 
(−2.06 to 29.94)
	0.58 (0.43 to 0.74)
	1,783,337.36 
(−271,122.82 to 3,853,627.75)
	4,254,075.09 
(−605,200.26 to 9,047,992.99)
	296.10 
(−45.34 to 633.39)
	293.64 
(−42.00 to 622.01)
	0.10 
(−0.02 to 0.22)



	Southeast Asia
	12,590.19 
(−1,922.78 to 27,065.59)
	33,548.35 
(−4,808.29 to 71,767.26)
	5.56 
(−0.86 to 11.87)
	5.90 
(−0.85 to 12.55)
	0.20 (0.01–0.39)
	341,089.25 
(−51,040.51 to 737,769.27)
	779,601.92 
(−110,929.77 to 1,686,169.20)
	127.89 
(−19.41 to 276.33)
	120.62 
(−17.25 to 259.56)
	−0.18 
(−0.35 to −0.00)



	Southern Latin America
	1,834.00 
(−248.22 to 4,098.40)
	1,742.71 
(−243.89 to 3,878.95)
	4.27 
(−0.58 to 9.55)
	1.92 
(−0.27 to 4.27)
	−2.29 
(−2.38 to −2.20)
	38,948.59 
(−5,279.22 to 86,268.16)
	31,898.38 
(−4,453.64 to 70,213.13)
	85.84 
(−11.63 to 190.41)
	36.24 
(−5.05 to 79.82)
	−2.57 
(−2.64 to −2.50)



	Southern Sub-Saharan Africa
	891.54 
(−120.93 to 1,957.72)
	2,070.74 
(−288.64 to 4,496.92)
	3.73 
(−0.51 to 8.19)
	4.36 
(−0.61 to 9.47)
	0.49 
(−0.03 to 1.01)
	22,446.03 
(−3,069.02 to 49,405.21)
	47,597.56 
(−6,644.63 to 102,435.02)
	81.87 
(−11.19 to 179.54)
	86.09 
(−12.05 to 185.94)
	0.14 
(−0.40 to 0.68)



	Tropical Latin America
	6,800.36 
(−948.84 to 14,597.03)
	9,898.68 
(−1,448.41 to 21,306.64)
	8.60 
(−1.21 to 18.51)
	3.97 
(−0.58 to 8.54)
	−2.32 
(−2.39 to −2.25)
	165,880.56 
(−23,009.86 to 355,595.52)
	209,467.96 
(−30,528.60 to 449,535.06)
	182.35 
(−25.44 to 390.62)
	81.53 
(−11.90 to 175.13)
	−2.49 
(−2.58 to −2.41)



	Western Europe
	30,816.21 
(−4,343.98 to 66,303.79)
	21,234.21 
(−2,972.93 to 46,930.25)
	5.20 
(−0.73 to 11.20)
	1.79 
(−0.25 to 3.94)
	−3.67 
(−3.84 to −3.49)
	565,100.69 
(−79,350.95 to 1,207,274.34)
	304,533.68 
(−42,615.94 to 669,076.93)
	98.17 
(−13.75 to 210.05)
	29.37 
(−4.08 to 64.63)
	−4.12 
(−4.28 to −3.96)



	Western Sub-Saharan Africa
	4,615.06 
(−665.71 to 9,875.55)
	10,842.50 
(−1,545.45 to 23,308.15)
	6.39 
(−0.92 to 13.57)
	7.35 
(−1.05 to 15.71)
	0.45 (0.23–0.67)
	107,080.32 
(−15,419.79 to 229,558.99)
	239,145.35 
(−33,805.28 to 523,082.71)
	127.96 
(−18.48 to 273.00)
	135.55 
(−19.37 to 292.71)
	0.17 
(−0.07 to 0.40)






In both 1990 and 2021, the number of deaths and DALYs and ASRs were higher for males than for females (Table 1). Males consistently exhibited higher death and DALYs number across all age groups compared to females, with the exception of individuals aged 85 years and older (Figures 1A–D). In all age groups, males had higher rates of mortality and DALYs than females (Figures 1A–D). Trends by sex and age group: trends in rates of mortality and DALYs over time were not consistent across age groups for males, but there was an overall decreasing trend; rates for females were decreasing across age groups, consistent with the overall trend (Table 1, Supplementary Figure S1). Males had a higher burden of IHD than females.


[image: Charts A and B show the number of deaths in 1990 and 2021 by age group, with increasing trends and rate indicators. Charts C and D illustrate the number of disability-adjusted life years (DALYs) for the same years and age groups. Sections E and F depict rank changes between 1990 and 2021 for causes of deaths and DALYs.]
FIGURE 1
 The global burden of IHD due to lead exposure in 1990 and 2021. (A, B) Sex-specific death and DALYs number for different age groups, 1990 and 2021. (C, D) Sex-specific mortality and DALYs rates for different age groups, 1990 and 2021. (E, F) Ranking of the burden of IHD due to different risk factors in 1990 and 2021. Error bars and shadow bands indicate 95% uncertainty interval. IHD: ischemic heart disease; DALYs: disability-adjusted life years. Risk factors are connected by lines between time periods, where solid lines represent an increase or no change in rank and dashed lines represent a decrease in rank.


From 1990 to 2021, countries with low and low-middle SDI consistently had the highest ASMR and ASDR while high SDI countries had the lowest (Supplementary Figure S2). A significant decline in ASMR and ASDR was observed in high SDI countries, with the most significant decline recorded (EAPC for ASMR: −3.43, 95% CI: −3.53 to −3.34; EAPC for ASDR: −3.56, 95% CI: −3.64 to −3.48). In contrast, ASMR increased in middle, low-middle, and low SDI countries (Table 1, Supplementary Figure S2).

In addition, among all risk factors for IHD included in GBD 2021, both the number of deaths and DALYs attributable to lead exposure increased from 13th in 1990 to 9th in 2021 (Figures 1E, F). Among the 13 diseases attributable to lead exposure in 2021, IHD accounted for the highest number of deaths and DALYs globally (Figures 2C, D).


[image: Chart A shows the ASMR by region for males and females. Chart B displays the ASDR similarly. Heatmap C indicates the number of deaths by disease and region, while heatmap D shows DALYs. Regions include areas worldwide, with values color-coded from blue (low) to red (high).]
FIGURE 2
 Regional level burden of lead exposure IHD: sex-specific disparities and multiple disease comparative risk assessment (2021). (A) The ASMR of IHD due to lead exposure by sex at the regional level in 2021. (B) The ASMR of IHD due to lead exposure by sex at the regional level in 2021. (C) Ranking of the deaths number from 13 diseases caused by lead exposure. (D) Ranking of the DALYs number from 13 diseases caused by lead exposure. Error bars indicate 95% uncertainty intervals. IHD: ischemic heart disease; ASMR: age-standardized mortality rate; ASDR: age-standardized disability-adjusted life years rate.




3.2 Regional level trends

In 2021, South Asia recorded the highest number of deaths and DALYs due to IHD attributable to lead exposure, while the highest ASRs were observed in North Africa and Middle East (Table 1, Figures 2A, B). From 1990 to 2021, ASRs decreased in most regions, with a sharp decrease in Australasia, but a sharp increase in East Asia (Table 1). Across all 21 regions, males consistently exhibited higher ASRs than females (Figures 2A, B). In all regions except Sub-Saharan Africa, IHD accounted for the highest number of deaths and DALYs among the 13 diseases attributable to lead exposure (Figures 2C, D).

The SDI for IHD due to lead exposure was inversely correlated with the estimated relationship between expected ASMR (r = −0.3637, P < 0.001, df = 670) and ASDR (r = −0.4389, P < 0.001, df = 670) from 1990 to 2021 (Figure 3). The negative correlation between SDI and ASRs suggested that socio-economic development was critical for reducing lead exposure-related IHD burden. North Africa and the Middle East, along with South Asia, exhibited significantly higher-than-expected ASMR values, whereas other regions showed ASMR values that were either lower or in line with expectations (Figure 3A). A similar trend was observed for ASDR, with a comparable relationship between SDI and ASDR (Figure 3B).


[image: Two line graphs labeled A and B compare age-standardized mortality rates (ASMR) against the Socio-demographic Index (SDI) across different regions. Both graphs display trends for various regions indicated by different colored dotted lines. Region names are listed to the right of the graphs. The overall trend shows a decline in mortality as SDI increases.]
FIGURE 3
 Correlation between SDI and ASMR/ASDR of IHD due to lead exposure at the global and regional level from 1990 to 2021. (A) Correlation between SDI and ASMR, r = −0.3637, P < 0.001, df = 670. (B) Correlation between SDI and ASDR, r = −0.4389, P < 0.001, df = 670. Colored lines show global and regional values for ASRs, and each point in a line represents 1 year. Expected values based on the SDI and ASRs in all locations are shown as the line. SDI: socio-demographic index; IHD: ischemic heart disease; ASMR: age-standardized mortality rate; ASDR: age-standardized disability-adjusted life years rate.




3.3 National level trends

At the national level, the ASRs of IHD due to lead exposure declined in most countries in 2021 compared to 1990, with the largest decline occurred in Israel (Supplementary Tables S1, S2, Supplementary Figure S3). In 2021, China, India, and Pakistan had the highest number of deaths and DALYs due to lead-related IHD, while Egypt, Afghanistan, and Yemen recorded the highest ASRs (Supplementary Table S3, Figure 4). From 1990 to 2021, an increasing trend in ASMR was observed in 50 countries, while 36 countries showed an increasing trend in ASDR (Supplementary Tables S1, S2).


[image: Four world maps labeled A to D show age-standardized mortality rates. Maps A and B compare ASMR for 1990 and 2021, while maps C and D compare ASDR for the same years. Color-coded legends indicate different mortality rate ranges. Insets highlight specific regions: Caribbean and Central America, Persian Gulf, Balkan Peninsula, Southeast Asia, Western Asia, and Northern Europe.]
FIGURE 4
 The ASMR/ASDR of IHD due to lead exposure at the national level in 1990 and 2021. (A, B) The ASMR in 1990 and 2021. (C, D) The ASDR in 1990 and 2021. IHD: ischemic heart disease; ASMR: age-standardized mortality rate; ASDR: age-standardized disability-adjusted life years rate.


A negative correlation was identified between ASRs and the SDI for IHD caused by lead exposure across 204 countries in 2021 (Figure 5). The negative correlation between SDI and ASRs suggested that socio-economic development was critical for reducing lead exposure-related IHD burden at the national level. Based on the SDI, the ASRs in Egypt, Afghanistan, Yemen, Syrian Arab Republic, Sudan, and Haiti were substantially higher than expected, whereas ASRs in the remaining countries were either lower than or comparable to expectations (Figure 5). In addition, the EAPC in ASRs was found to be negatively correlated with SDI (Figure 6).


[image: Scatter plots labeled A and B compare ASMR against SDI for different countries. Both plots show a downward trend. Each dot represents a country, color-coded with corresponding names, indicating various global regions.]
FIGURE 5
 Correlation between SDI and ASMR/ASDR of IHD due to lead exposure at the national level in 2021 (A) Correlation between SDI and ASMR, r = −0.6443, P < 0.001, df = 6,526. (B) Correlation between SDI and ASDR, r = −0.6910, P < 0.001, df = 6,526. Each colored dot above represents a country, and the line represents the average expected value based on the SDI and ASRs in 204 countries and territories. SDI: socio-demographic index; ASRs, age-standardized rates; IHD: ischemic heart disease; ASMR: age-standardized mortality rate; ASDR: age-standardized disability-adjusted life years rate.



[image: Two scatter plots labeled A and B compare SDI with EAPC of ASMR. Both plots show a curved downward trend line with a shaded confidence interval. Red dots represent data points, with size indicating the "HL" and "EH" categories. Both plots have a P-value less than 0.001.]
FIGURE 6
 Correlation between the EAPC of ASMR/ASDR and SDI of IHD due to lead exposure at the national level in 2021. (A) Correlation between the EAPC of ASMR and SDI. (B) Correlation between the EAPC of ASDR and SDI. Each red dot above represents a country, and the line represents the average expected value based on the EAPC and SDI in 204 countries and territories. The size of the red dots represents the ASRs of the IHD. SDI: socio-demographic index; IHD: ischemic heart disease; EAPC: estimated annual percentage change; ASRs, age-standardized rates; ASMR: age-standardized mortality rate; ASDR: age-standardized disability-adjusted life years rate.




3.4 Decomposition analysis

Over the past 32 years, the global number of deaths and DALYs from IHD due to lead exposure has increased (Figure 7). Population growth emerged as the primary driver of this increase, accounting for 77.94% of the global rise in death numbers, followed by aging, which contributed 38.81%. In contrast, the effect of epidemiologic changes on the global increase in death number was negative (−16.75%; Figure 7A, Supplementary Table S4). A similar pattern was observed in the global increase in DALYs, with population growth playing key roles (Figure 7B, Supplementary Table S5).


[image: Two bar graphs compare data on the number of deaths and DALYs (Disability-Adjusted Life Years) by sex and socioeconomic status. Graph A shows the number of deaths, while Graph B shows DALYs. Categories include global, high, middle, and low-income levels, further divided into males, females, and both. Bars are color-coded for aging, population, and epidemiological change.]
FIGURE 7
 Changes in IHD due to exposure of deaths and DALYs numbers according to population growth, aging, and epidemiological change from 1990 to 2021 at the global level and by SDI quintile. (A) The driving factors of deaths number. (B) The driving factors of DALYs number. The black dot represents the overall value of change contributed by all three components. For each component, the magnitude of a positive value indicates a corresponding increase in IHD due to lead exposure of death and DALYs attributed to the component; the magnitude of a negative value indicates a corresponding decrease in IHD due to lead exposure of death and DALYs attributed to the related component. SDI: socio-demographic index; IHD: ischemic heart disease; DALYs: disability-adjusted life years.


Notably, the increase in IHD burden was more pronounced in males than in females, primarily driven by population growth, indicating a significant gender disparity (Figure 7). Of the five SDI regions, the middle SDI region experienced the largest increase in both deaths and DALYs, while the high SDI region saw a decline in the burden (Figure 7).



3.5 Potential for burden reduction: frontier analysis

The frontier analysis of ASMR and ASDR for lead exposure, based on the SDI, is shown in Figure 8, Supplementary Tables S6, S7. Unrealized health benefits shrank with increasing SDI in most countries or areas from 1990 to 2021 (Figures 8A, B). Among the 204 countries, Egypt had the largest disparity between frontier deaths and actual mortality values (Figure 8C, Supplementary Table S6), while Afghanistan had the largest difference between frontier DALYs and actual values (Figure 8D, Supplementary Table S7). The analysis indicated that as SDI improved, the difference between actual and frontier values generally narrowed, suggesting that countries or regions with middle and low SDI rankings have the most potential for reducing the disease burden (Figures 8C, D).


[image: Four charts labeled A, B, C, and D display data relationships between ASMR, ASDR, and SDI. Charts A and B depict complex trajectories with color gradients, reflecting varying levels over time or intensity. Charts C and D show scatter plots with labeled countries, highlighting disparities in ASMR, ASDR, and SDI, using different colors for different year groups.]
FIGURE 8
 Frontier analysis of SDI-based ASMR and ASDR for IHD in 2021. (A, B) The frontier values of ASMR and ASDR from 1990–2021 for all 204 countries with the SDI. (C, D) The frontier values in 2021 for all 204 countries. The red dots indicated that the rate in 2021 is higher than 1990, while the blue dots indicate that 2021 is lower than 1990. The dots marked in black are the 10 countries with the largest gap between the frontier and the actual value, the dots marked in red are the five countries with the largest gap between the frontier and the actual value for countries above the high SDI threshold, and the dots marked in blue are the five countries with the smallest gap between the frontier and the actual value for countries below the low SDI threshold. SDI: socio-demographic index; IHD: ischemic heart disease; ASMR: age-standardized mortality rate; ASDR: age-standardized disability-adjusted life years rate.




3.6 Projection trends of IHD in 2021–2050

To assess the future burden of IHD attributable to lead exposure, the BAPC model was used to project trends in ASRs for the next 29 years. The model predicts a decline in the ASRs of IHD due to lead exposure across all demographics, including overall populations, males, females, and various age groups (Figure 9, Supplementary Figure S4). By 2050, the ASMR and ASDR are projected to decline to 4.70 (95% CI: 4.10–5.31) and 84.63 (95% CI: 73.45–95.81) per 100,000 population, respectively.


[image: Six line graphs showing trends over time from 2005 to 2100. The graphs A, B, and C display declining trends, and graphs D, E, and F show similar patterns with shaded confidence intervals. Each graph has a marked division at the year 2023. Graphs likely represent statistical projections, with data uncertainty visualized by shaded areas.]
FIGURE 9
 The projection of ASMR/ASDR of IHD due to lead exposure globally from 2021 to 2050. (A–C) The projection of ASMR and sex-specific ASMR. (D–F) The projection of ASDR and sex-specific ASDR. IHD: ischemic heart disease; ASRs: age-standardized rates; ASMR: age-standardized mortality rate; ASDR: age-standardized disability-adjusted life years rate.





4 Discussion

This study provides an updated analysis of the global, regional, and national burden of IHD attributable to lead exposure based on data from the GBD 2021. It also projects future trends in IHD burden from 2021 to 2050. The results of the study showed that, globally, the number of deaths and DALYs in IHD due to lead exposure increased from 1990 to 2021, while the ASRs decreased, which is consistent with the trend in overall IHD reported by GBD 2019 (6). Males, the older adult, and those living in low and low-middle SDI areas bear the highest burden of IHD from lead exposure. Although the burden of IHD due to lead exposure was trending downward in most regions and countries, it was still trending upward in about one-fifth of the countries. Decomposition analysis highlights that population growth is the dominant factor driving the increasing number of deaths and DALYs, while frontier analysis identifies middle and low SDI regions as having significant potential for reducing the disease burden. Projected trends to 2050 suggest that the global burden of IHD due to lead exposure will decline. These findings offer valuable insights into the global burden of IHD related to lead exposure and underscore the need for targeted interventions to reduce exposure in vulnerable populations.

The global decline in IHD burden attributable to lead exposure by 2021 compared to 1990 may be attributed to international regulations aimed at controlling lead exposure. The Model Law and Guidance for Regulating Lead Paint, published by the United Nations Environment Programme in 2017, has been instrumental in prompting countries to implement stricter lead regulations (30). Successful initiatives, such as Flint, Michigan's effort to replace lead service lines, have shown that regulating lead exposure can significantly reduce public health risks (31). Similarly, European countries have made strides in reducing lead exposure through monitoring programs that track lead concentrations and implement measures to mitigate emissions (32). Furthermore, in addition to lead exposure, environmental risk factors for IHD included particulate matter pollution, low temperatures, and high temperatures (33). The burden of IHD due to particulate matter pollution was higher than lead exposure (34). However, the burden of IHD due to lead exposure is higher compared to low and high temperatures (35). This study showed that both the number of deaths and DALYs attributable to lead exposure increased from 13th in 1990 to 9th in 2021. Previous studies showed that lead exposure was associated with the development of 12 diseases in addition to IHD (e.g., stroke, hypertensive heart disease, and diabetes and kidney disease, among others), but the burden was highest for IHD (15). Thus, the burden of IHD due to lead exposure remained a serious situation.

This study also found a pronounced gender disparity, with males experiencing a higher burden of IHD due to lead exposure than females. This gender difference might have been related to occupational factors, lifestyle, and sex hormones. Firstly, males were more likely to work in occupations with a higher risk of lead exposure, such as telecommunications workers, plumbers, and construction workers (36). Secondly, males were more likely to engage in lifestyles that increased the risk of IHD, including smoking and drinking alcohol (37, 38). Thirdly, sex hormones were associated with the development of ischemic heart disease (IHD), as estrogen played a key cardioprotective role; females demonstrated greater protection against cardiac damage compared to males, resulting in a lower incidence of IHD (39). Hence, males had a greater burden of disease due to higher levels of lead exposure, more prevalent smoking and drinking behaviors, and gender differences in the physiological role of sex hormones. Age also plays a critical role, with older adults bearing a higher burden of IHD. As the global population ages, IHD remains the leading cause of disability and death among the older adult (40). Younger individuals' hearts may better manage ischemic injury, as shown in study investigating the response of pyruvate dehydrogenase kinase 4 in cardiomyocytes (41). In addition, a prospective cohort study of lead exposure and IHD showed that the IHD group was older than the non-IHD group (42). Therefore, the prevention and treatment of IHD due to lead exposure should focus on key populations with targeted measures.

Regional disparities in the burden of IHD from lead exposure were observed, with South Asia, North Africa, and the Middle East having the highest burden, and East Asia exhibiting the most significant increase in disease burden. The continued use of lead paint in many countries, despite international efforts to phase it out, likely contributes to this issue (43). Data from GBD 2019 showed that the highest burden of disease due to lead exposure in North Africa and the Middle East was IHD, aligning with our findings (44). In addition, East Asia is aging at a faster rate than the rest of the world, which may be related to the increasing disease burden (45). At the national level, the decline in ASRs was most pronounced in Israel. This phenomenon might have been attributable to Israel's systematic monitoring of quality metrics for basic cardiovascular care, which was rigorously implemented by the Health Maintenance Organization and the Department of Medical Quality under the Ministry of Health, ensuring sustained efficacy in cardiovascular health maintenance (46). China, India, and Pakistan recorded the highest numbers of deaths and DALYs from IHD due to lead exposure, while Egypt, Afghanistan, and Yemen had the highest ASRs. These countries, all classified as developing nations, face unique challenges. China, India, and Pakistan, which rank among the top five most populous countries globally, have large populations and strained healthcare systems, contributing to a higher burden of deaths and DALYs (47, 48). Egypt, the most populous country in the Middle East and North Africa (49), relies heavily on the Nile River as its main water source. However, studies have found lead contamination in both the water and sediments of the Nile, increasing the risk of lead exposure through multiple pathways (50). Afghanistan has been in a state of war for a long time and health services have been severely affected, with inadequate coverage of primary health services (51). A study found that cooking utensils are a source of lead exposure in Afghanistan and that traditional Afghan pressure cookers contain high levels of lead above the Interim Reference Level for adults and children, increasing the risk of lead exposure in the Afghan population (52). Furthermore, as a result of the conflict in Yemen, there is fragmentation of the health system, which is under great pressure and has a high burden of disease, thus hindering the implementation of universal health coverage and health promotion (53). These examples demonstrate that despite global improvements, the burden of IHD due to lead exposure remains disproportionately high in developing countries, highlighting the need for proactive measures and interventions to reduce lead exposure.

The burden of IHD due to lead exposure was found to be closely linked with the SDI, showing a negative correlation. The highest burden was observed in low and low-middle SDI regions, while high SDI regions experienced the lowest burden. These findings are consistent with overall CVD patterns reported in GBD 2019 (54). The differences in the different SDI may be due to the earlier implementation of lead exposure control measures in developed countries. In 1985, the European Union required all member states to use unleaded petrol from October 1989, which reduced lead emissions to some extent (55). In contrast, until 2002, low and middle income countries continued to use leaded gasoline, resulting in persistently high levels of exposure (56). Lead in paint is also a significant source of lead exposure, and the latest report shows that 31 countries in the European region now do not allow the use of lead in paint, while lower-middle-income countries, such as Brazil, Mexico and Oman, still allow higher lead limits (600 mg/kg) (57). It follows that areas with lower SDI often have difficulty enforcing strict regulations and have limited control over lead exposure, resulting in a higher burden of disease. In addition to regulatory differences, there is an unequal distribution of healthcare resources and unbalanced access to healthcare in different socio-economic situations, resulting in different burdens of IHD due to lead exposure (58, 59). Developed countries have better socio-economic, nutritional, and medical resources than developing countries (32). Moreover, the staggering volume of e-waste generated globally drives informal recycling operations in many low- and middle-income countries as a desperately needed income source. However, the prevailing unsafe disposal practices in under-resourced settings heighten susceptibility to lead contamination in these regions (60). The results of the decomposition analysis showed that population growth and aging were driving the increase in the number of deaths and DALYs globally, particularly in the Central SDI region. Global population projections suggest that the population will reach 9.7 billion by 2050, with most of the growth occurring in low- and middle-income countries (61, 62).

Frontier analysis showed that middle and low SDI regions have significant potential to reduce the burden of IHD. To address this, countries in these regions should implement policies to control lead exposure by targeting its sources, enhancing risk assessment, and improving primary healthcare. Additionally, rational allocation of healthcare resources is essential to ensure that individuals with IHD can access appropriate care.

This study has several limitations. First, the bone lead levels were calculated on the basis of blood lead, rather than measured directly, and although lead exposure data were available from multiple sources, including 553 studies in 85 countries, actual blood lead measurements were lacking in certain regions, particularly in low and middle income countries (21). Second, lead exposure was a potential risk factor for a variety of cardiovascular diseases (e.g., stroke, rheumatic heart disease, hypertensive heart disease), and this study's exclusive focus on IHD and exclusion of other cardiovascular conditions might have resulted in an underestimation of lead's total health impact (15). Third, there were multiple risk factors for IHD (e.g., hypertension, particulate matter pollution, smoking, etc.), but only the burden of IHD due to lead exposure was analyzed in this study, which may lead to an underestimation of the burden of IHD.



5 Conclusions

In conclusion, the results suggest that the burden of IHD due to lead exposure has decreased in most regions and countries, especially in high SDI. However, the burden remains significant among males, older adults, and in low, middle, and low-middle SDI regions. To further reduce this burden, it is important to continue to improve global primary healthcare systems and to sustainably scale up the implementation of effective lead exposure reduction strategies, particularly in low- and middle-income countries.
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Against the backdrop of worsening global climate change, countries worldwide have implemented climate policies to reduce corporate pollution emissions and promote corporate social responsibility. However, regional differences in climatic conditions have intensified the uncertainty of climate policies during implementation, creating a critical research gap: the influence of climate policy uncertainty (CPU) on corporate pollution behavior remains underexplored, despite its theoretical value for enriching environmental policy and corporate behavior research and practical significance for guiding policy optimization. To address this gap, this study takes 3,702 listed enterprises across 31 provinces in China (2010–2022) as the research sample. It empirically examines the impact of CPU on enterprises' “pollution migration” behavior, with a focus on testing underlying mechanisms (e.g., financing constraints) and heterogeneous effects (e.g., by artificial intelligence [AI] adoption level, enterprise pollution intensity, and ownership type). The key findings are as follows: (1) CPU significantly exacerbates enterprises' pollution migration; (2) the mechanism test confirms that CPU increases enterprises' financing constraints, which in turn aggravates pollution transfer; (3) enterprises with higher AI adoption levels experience a weaker impact of CPU on pollution migration; and (4) heterogeneity analysis shows that CPU exerts a more pronounced effect on pollution migration among highly polluting enterprises and non-state-owned enterprises (NSOEs). This study validates the “pollution haven” hypothesis in the context of climate policy uncertainty, providing important references for both policymakers and enterprises. For governments, it is recommended to stabilize climate policy expectations, improve the green financial system, and support enterprises in AI application. For enterprises, proactive monitoring of policy trends and enhancement of AI application capabilities are essential to mitigate the adverse effects of CPU and achieve sustainable development.
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1 Introduction

In the current context of the increasingly severe global climate situation, the challenges posed by climate change have become the focus of common concern for all mankind. Against this backdrop, governments around the world have introduced a series of climate policies to address the worsening environmental issues and achieve global climate goals (1). Although climate policies can reduce enterprises' carbon emissions and achieve green development (2). However, they face numerous problems during the implementation process. Among them, the frequent adjustment and uncertainty of policies have become significant challenges for enterprises' business decisions (3). The uncertainty of climate policies stems from various factors, such as changes in the international political situation, the game among different interest groups, and the continuous deepening of understanding of climate science. This uncertainty poses many difficulties for enterprises when making pollution control and investment decisions (4). The enterprises find it difficult to accurately predict future environmental regulatory standards and policy costs, which directly affects their production and operation plans (5).

In recent years, with the increasing uncertainty of the climate, the effectiveness of climate policy implementation has also been accompanied by growing uncertainty (80). In the case of China, the lack of a unified measurement framework and a clear definition of climate policies has led to a higher level of climate policy uncertainty (CPU) among local governments (6). A growing number of studies have shown that the uncertainty of climate policies not only affects enterprises' investment decisions but may also prompt enterprises to avoid policy risks by transferring pollution (7). To cope with policy uncertainty, enterprises may choose to relocate polluting activities to regions with more lenient regulations, thus exacerbating environmental inequality among regions (8). Moreover, against the backdrop of the rapid development of artificial intelligence, artificial intelligence (AI) technology has had a profound impact on enterprises' operational and risk management capabilities (9, 10). Artificial intelligence technology, with its powerful data analysis, prediction, and automation capabilities, is transforming enterprises' production models, external risk response capabilities, and environmental protection behavior decisions (11). The enterprises with different levels of artificial intelligence adoption demonstrate varying abilities and strategies when facing external environmental changes (12).

While previous studies have delved into the influence of economic policy ambiguity on enterprises' “pollution migration” actions (13), investigations into how climate policy alterations impact enterprises' pollution conduct are still scarce (14). The swift evolution of artificial intelligence is certain to modify the extent to which climate policy shifts affect enterprises' pollution behavior, and this has emerged as a crucial element affecting the sustainable development of enterprises. Nevertheless, at present, no research has zeroed in on the impact mechanism of diverse levels of information asymmetry on pollution transfer behavior in enterprises with different degrees of artificial intelligence implementation. Additionally, when it comes to the measurement metrics of climate policy uncertainty, numerous Chinese scholars utilize the climate policy uncertainty index computed by Gavriilidis (15) on the basis of major American newspapers (16). Consequently, this research makes the following marginal contributions: firstly, in light of the actual circumstances in China, this study computes the climate policy uncertainty for different cities in China and conducts empirical examinations. Secondly, this study gauges the financing constraints confronted by Chinese enterprises based on the four indices of FC, SA, WW, and KZ, and elucidates the potential routes through which climate policy uncertainty influences enterprises' “pollution migration” behavior. Finally, this study integrates the degree of AI adoption into the analytical framework of climate policy uncertainty and enterprises' pollution migration.



2 Research hypotheses and theoretical foundations


2.1 Impact of climate policy uncertainty on enterprises' pollution transfer

As the main body of economic activities, enterprises' production and operation activities inevitably generate emissions of pollutants such as wastewater, waste, and emissions gases (17). In an environment where climate policies are relatively stable and strict, enterprises will increase their investment in emission reduction, optimize production processes, and reduce pollution emissions in order to meet the environmental emission reduction thresholds of local governments or obtain government environmental protection subsidies (18). Environmental policies can exert a significant impact on enterprises' carbon emissions and the economic growth of local regions (19). However, when there is uncertainty in climate policies, the effectiveness of the government will decrease accordingly (20), a phenomenon that aligns with Bellassen and Shishlov's (21) exploration of pricing monitoring uncertainty in climate policy. As an important external risk faced by enterprises, the uncertainty of climate policies will increase policy risks, thereby enhancing the impact on enterprises' external risks. The expected risks and returns faced by enterprises will change (22, 23), which echoes Morão's (24) findings on the influence of climate policy uncertainty on the energy industry. For enterprises, the uncertainty of climate policies makes it more difficult for them to accurately predict future climate policy costs (25), such as the implementation details and intensity of policy tools like carbon taxes and emission quotas. This makes enterprises more cautious in their environmental protection investment decisions (26, 27), and relates to Attílio's (28) research on how such uncertainty spills over to affect green innovation behaviors. In this case, enterprises may be inclined to transfer pollution intensive production processes to regions with relatively lenient climate policies or weaker regulatory efforts (29) to reduce the environmental cost risks they face, thus exacerbating pollution transfer behavior (30), a dynamic that Golub et al. (31) indirectly highlight when discussing the need to escape climate policy uncertainty traps.

On the other hand, the existence of climate policy uncertainty may also affect the market competition pattern of enterprises (32), which is consistent with Ayed et al.'s (33) observation that climate policy uncertainty influences corporate dividend strategies, reflecting broader impacts on business decisions. Some enterprises may take advantage of the differences in climate policies among different regions to obtain cost advantages through pollution transfer, thereby strengthening their position in market competition (34). For example, when climate policies in some regions strictly restrict the development of highly polluting industries while the policy implementation in other regions is weak, enterprises may transfer polluting production activities to the latter to obtain a higher profit margin (35). This behavior not only leads to the transfer of pollution among regions but may also trigger the “pollution haven effect” (36), that is, enterprises choose to carry out production activities in regions with lenient environmental policies to avoid strict environmental supervision (37), a concern that Meah (38) touches upon when examining policy makers' understanding of climate uncertainty's implications.

In addition, the uncertainty of climate policies can significantly affect enterprises' enthusiasm for green technology innovation (39). When the local governments have a relatively long cycle for climate policy adjustments, enterprises are more inclined to invest more funds or other resources in green technology innovation to ensure compliance with the government set environmental protection criteria (40). However, when the policy uncertainty is high, enterprises may worry about the risks of investing in green technologies (15), thus reducing their investment in the research, development, and application of environmental protection technologies (26), which in turn relates to Kim et al.'s (41) findings on how climate policy uncertainty affects corporate environmental risk-taking. In this case, enterprises are more likely to rely on existing production technologies and models and cope with short term environmental cost pressures through pollution transfer instead of fundamentally changing their production methods to reduce pollution emissions (42). Therefore, this study proposes Hypothesis 1:

	H1: Climate policy uncertainty will exacerbate enterprises' pollution transfer behavior.



2.2 The mediating role of financing constraints

The uncertainty of climate policies will increase the emission reduction costs of polluting enterprises, which in turn will increase the financing costs of enterprises (34). In recent years, the uncertainty of climate policies, regarded as a government-related risk, has become one of the important and inevitable external risks in the process of enterprise operations (81). This uncertainty not only affects enterprises' daily operational costs but also disrupts their formulation of long-term green strategies, as fluctuating policy expectations make it difficult for enterprises to invest stable funds in green governance (43). As governments around the world pay increasing attention to environmental protection, they have successively introduced more and more stringent climate policies. Stakeholders such as enterprise management teams and investors have also started to incorporate climate policies into the future strategic planning of enterprises. The perceptions and preferences of stakeholders like enterprise management teams and investors regarding climate policies can significantly influence the future strategic planning of enterprises (82, 83). Third-party financial institutions such as commercial banks and securities institutions also take into account the impact of climate policies on enterprise operations and conduct regular assessments of the expected future climate risks of enterprises, similar to how Gounopoulos and Zhang (44) note that environmental factors like temperature trends affect corporate financial decisions. This has led to the impact of climate policy uncertainty on the financing constraints of enterprises (83).

When the uncertainty of climate policies is high, the expected future operating risks and costs of enterprises will increase accordingly. Financial institutions such as commercial banks and securities enterprises usually conduct regular assessments of the expected future risks of enterprises. They take a more cautious attitude toward enterprises with higher expected future risks and will raise the financing threshold or increase the financing costs for such enterprises (23), a dynamic that echoes Aglietta et al.'s (45) exploration of climate finance challenges. This makes it easier for enterprises to fall into the dilemma of financing constraints when facing climate policy uncertainty (46). Moreover, emission reduction and green technology innovation are characterized by high risks, low returns, and long payback periods. With the increase in financing constraints, enterprises' capital investment in emission reduction and green technology innovation will be greatly reduced (47), which is consistent with Ghisetti et al.'s (48) research on financial barriers limiting environmental innovations. Regional differences in policy enforcement intensity, amplified by uncertainty, result in uneven environmental cost pressures across regions. This disparity further incentivizes enterprises to seek cost-saving alternatives such as pollution transfer (49), a phenomenon that can be linked to Narita et al.'s (50) insights on how economic measures in climate interventions influence regional disparities. Therefore, when enterprises face high financing constraints, their green transformation strategies will be restricted. In this case, enterprises may choose to transfer pollution intensive production processes to regions with weaker environmental supervision or more lenient climate policies to reduce short term environmental cost pressures, thus exacerbating pollution transfer behavior (84). In addition, financing constraints may also affect enterprises' strategic decisions. When facing a shortage of funds, enterprises tend to choose short term survival strategies rather than long term sustainable development strategies. Pollution transfer behavior can bring cost advantages to enterprises in the short term and enhance their position in market competition. Therefore, this study proposes Hypothesis 2:

H2: Climate policy uncertainty will increase the financing constraints faced by enterprises, thereby exacerbating enterprises' pollution transfer behavior.



2.3 The moderating role of the adoption level of artificial intelligence

The degree of artificial intelligence adoption can significantly enhance enterprises' operational efficiency and decision making quality. Through data analysis, machine learning, and automated processes, enterprises can more accurately predict market demands, optimize production processes, reduce operating costs, and improve resource utilization efficiency (51). This improvement in efficiency not only helps enterprises maintain their competitiveness in an uncertain environment but also enhances their financial performance, thereby improving their credit ratings and financing capabilities in the financial market (52, 53). Therefore, compared with enterprises with a low degree of artificial intelligence adoption, enterprises with a high degree of artificial intelligence adoption face less risk when financing constraints change (54, 55). On the one hand, according to the information asymmetry theory, for third party financial institutions such as commercial banks and securities enterprises, enterprises with a high degree of artificial intelligence adoption have higher quality and more transparent information disclosure. These enterprises have a lower degree of information asymmetry, and the disclosed information is more reliable (56). Therefore, banks can assess the repayment ability of enterprises through information such as financial statements, public opinion information, and consumer sentiment disclosed by enterprises, and thus provide loans with lower costs and lower thresholds for enterprises, alleviating the financing constraints of enterprises and reducing the impact of climate policy uncertainty on enterprises' financing constraints (57). On the other hand, the degree of artificial intelligence adoption can also improve enterprises' investment efficiency (58) and green innovation capabilities (59), thereby reducing enterprises' carbon costs (60) and decreasing enterprises' pollution transfer behavior (52). Through artificial intelligence technology, enterprises can optimize production processes, reduce production costs, and improve risk bearing capabilities, thereby enhancing enterprises' energy efficiency (61). Moreover, enterprises with a high degree of artificial intelligence adoption face less severe financing constraints. This enables enterprises to maintain a certain level of pollution control capabilities through their technological and cost advantages when facing financing constraints, reducing the motivation for pollution transfer (62, 63). In the impact mechanism of climate policy uncertainty on enterprises' pollution transfer behavior, the degree of artificial intelligence adoption plays a certain mitigating role (62, 63).

Therefore, this study proposes the following Hypothesis 3:

	H3: The degree of artificial intelligence adoption can alleviate the impact of climate policy uncertainty on enterprises' financing constraints.



2.4 The impact of climate policy uncertainty on the pollution transfer of enterprises with different industry and ownership

In the impact mechanism through which climate policy uncertainty influences enterprises' pollution transfer behavior, the heterogeneity in enterprise types and industry characteristics can lead to remarkably different outcomes (64). For one thing, owing to the heavily pollution emission features of their production processes, heavily polluting enterprises usually encounter more stringent environmental supervision and higher costs for emission reduction. When climate policy uncertainty is high, compared with non-heavily polluting enterprises, heavily polluting and energy intensive enterprises are confronted with more substantial policy risks (65). Heavily polluting enterprises are required to allocate more resources to pollution control and emission reduction measures in order to meet the increasingly strict environmental standards. The uncertainty of climate policies renders it challenging for heavily polluting enterprises to precisely forecast future policy requirements and compliance costs, thereby escalating their operational risks and cost expectations (66).

On the other hand, compared with central SOEs and local SOEs, climate policy uncertainty has a greater impact on the pollution transfer behavior of non-state-owned enterprises (NSOEs) (67). Against the special background of China, NSOEs are usually at a disadvantage compared with SOEs in terms of resource acquisition, policy support, and financing channels. When facing climate policy uncertainty, since state owned enterprises have the government as a credit guarantee, financial institutions set lower financing constraint thresholds and costs for SOEs, while NSOEs face higher financing constraint thresholds and costs. In addition, non-state owned enterprises have lower flexibility in coping with policy risks, and their operating risks and cost expectations are more easily affected by climate policy uncertainty (68). In this case, NSOEs are more likely to adopt pollution transfer behavior to reduce short term costs and risks and maintain their competitiveness. Finally, executives of SOEs and NSOEs may have varying degrees of overseas experience. For NSOEs, if their executives lack overseas experience and exposure to more advanced environmental management concepts, their ability to formulate effective strategies to cope with climate policy uncertainty may be relatively weak. In contrast, executives of SOEs may have more opportunities to access diversified resources and international experience, which enables them to better guide enterprises in making internal adjustments rather than resorting to pollution transfer (69). In contrast, SOEs, due to enjoying more policy support and resource guarantees, may be more inclined to adopt internal adjustments rather than pollution transfer when dealing with climate policy uncertainty (70). Therefore, the following hypotheses are proposed in this study:

	H4a: The impact of climate policy uncertainty on the pollution transfer behavior of heavy polluting enterprises is more significant.
	H4b: The impact of climate policy uncertainty on the pollution transfer behavior of non-state owned enterprises is more significant.




3 Data and empirical analysis


3.1 Sample selection and data source

Since the climate policies of various provinces in China were gradually issued after 2008, and the relevant data on climate policies disclosed by each province were basically gradually improved after 2010. Therefore, this study selects the period from 2010 to 2022 as the research time frame. After excluding enterprises that were delisted or on the verge of delisting in the past 2 years, this study has collected relevant data from 3,702 listed enterprises in provinces and autonomous regions of China. Finally, this research obtained panel data of 33,274 sample observations, and all the data were logarithmically transformed and winsorized at the 1 and 99% levels.



3.2 Variable definition
 
3.2.1 Climate policy uncertainty

This study draws on the climate policy uncertainty index constructed by Ma et al. (71) to measure the degree of local climate policy uncertainty for enterprises. This indicator uses the MacBERT model to conduct text analysis on a total of 1,755,826 news articles from mainstream Chinese newspapers and periodicals. The data is processed through multiple steps, including data cleaning, manual verification, and model construction, ultimately resulting in the construction of China's provincial CCPU indices from 2010 to 2022, which cover 31 provinces. This method can effectively avoid objectivity issues in the construction of climate policy uncertainty indicators.



3.2.2 Enterprises' pollution transfer

This study draws on the methods for constructing the geographical center of gravity proposed by Li et al. (35) and Chen et al. (72) to measure the pollution transfer of enterprises through a spatial weight matrix. Assume that the coordinate of an enterprise is (xi, yi), and the specific calculation method is as follows:

xi=∑i=1nxiwi∑i=1nwi,  yi=∑i=1nyiwi∑i=1nwi

Where:

xi: the longitude of the city. When i = 1, 2, 3, they respectively represent the longitude of the pollution center of gravity, the longitude of the environmental regulation center of gravity, and the longitude of the economic development center of gravity of the enterprise.

yi: the latitude of the city. When i = 1, 2, 3, they respectively represent the latitude of the pollution gravity, the latitude of the environmental regulation gravity, and the latitude of the economic development gravity.

w1: the weight of the pollution gravity. In this study, it is measured by the total amount of pollution emission equivalents of enterprises in the region.

w2: the weight of the environmental regulation gravity. In this study, it is measured by the proportion of investment in pollution control by enterprises in the region in the current year.

w3: the weight of the economic development gravity. In this study, it is measured by enterprises' ROA.

The specific calculation method for the pollution transfer distance of enterprises is as follows:

DISit=[((y2+y32)−y1)2+((x2+x32)−x1)2]1/2

The greater the deviation degree DISit between the “economic development—environmental regulation” gravity and the “pollution” gravity of an enterprise, the higher the degree of the enterprise's pollution transfer.



3.2.3 Financing constraints

This study draws on the financing constraint indicators constructed by previous scholars to measure the financing constraints, and constructs the financing constraint FC index, SA index, WW index, and KZ index for listed enterprises, respectively. Among them, the financing constraint FC index is formed by standardizing variables such as enterprise scale, age, and cash dividend payment ratio, and then using the Logit model to measure the financing constraint of the enterprise for each year (73). The SA index is mainly obtained by regressing the total assets and the total age to measure the enterprise's financing constraint SA index (74). The WW index is mainly calculated based on the enterprise's earnings before interest and taxes and capital expenditures to obtain the enterprise's financing constraint (75). The KZ index is obtained by regressing the net operating cash flow and Tobin's Q of the enterprise in each year to measure the enterprise's financing constraint KZ index (76).



3.2.4 Artificial intelligence (AI) adoption

The degree of artificial intelligence (AI) adoption by enterprises is measured using a comprehensive index constructed based on the frequency of AI-related keywords in corporate annual reports and the proportion of investment in AI technologies. Specifically, this study draws on the methods of Li et al. (11) and Sun et al. (10). First, Python is used to conduct text analysis on the annual reports of listed companies to identify core keywords such as “artificial intelligence,” “machine learning,” “big data analytics,” “deep learning,” and “intelligent algorithms.” Subsequently, the frequency of these keywords is counted and standardized to reflect the attention and disclosure intensity of enterprises regarding AI applications. Meanwhile, the proportion of R&D investment in AI-related fields (such as procurement of intelligent equipment, training of AI talents, and cooperation with AI technology enterprises) in the total R&D investment of enterprises is incorporated as a supplementary indicator to measure the actual investment intensity in AI technologies. Finally, these two types of indicators are weighted and combined to form a comprehensive index of the degree of AI adoption (denoted as AI). A higher index value indicates a higher level of AI application by the enterprise. This measurement method not only considers the emphasis on AI in the textual expressions at the strategic level of enterprises but also reflects the actual resource input, thereby more comprehensively and accurately quantifying the degree of AI adoption.



3.2.5 Control variables

This study refers to relevant domestic and foreign literature and selects control variables including enterprise size, financial leverage, effective annual rate, growth ability, years on market, and return on net assets. Enterprise size: this study measures enterprise size using the natural logarithm of the total assets at the end of the enterprise's fiscal year, which reflects the enterprise's resource base and market position. The data is sourced from the balance sheet data of enterprises in the China Stock Market and Accounting Research Database (CSMAR) and Wind Database. Financial Leverage: this study calculates financial leverage as the ratio of total liabilities to total assets of an enterprise, which measures the enterprise's debt risk level. The data is obtained from the liability and asset items in the annual reports of enterprises in the CSMAR Database and Wind Database. Effective Annual Rate: this study calculates the effective annual rate as the ratio of an enterprise's interest expenses to average interest-bearing liabilities, which reflects the enterprise's financing cost. Both interest expenses and interest-bearing liabilities data are derived from the details of enterprise financial expenses in the CSMAR Database and Wind Database. Growth Ability: this study measures growth ability using the operating income growth rate, calculated as [(Current operating income – Previous operating income) / Previous operating income] × 100%, which reflects the enterprise's development potential. The operating income data is sourced from the income statements of enterprises in the CSMAR Database and Wind Database. Years on Market: this study calculates the years on market as the number of years from the enterprise's initial public offering (IPO) year to the sample year, which measures the enterprise's market maturity. The IPO time data is obtained from the company basic information tables in the CSMAR Database and the Wind Database. ROA: this study calculates return on assets as the ratio of net profit to average net assets, which reflects the enterprise's profitability. The net profit and net assets data are sourced from the income statements and balance sheets of enterprises in the CSMAR Database and Wind Database. The data of the above control variables have all undergone winsorization at the 1 and 99% quantiles to avoid the interference of extreme values on the regression results. The data are mainly sourced from the secondary public databases CSMAR and Wind, with some missing values manually supplemented through enterprises' annual reports to ensure the completeness and accuracy of the samples.

The definitions of the variables are shown in the Table 1.

TABLE 1  The definitions of the variables.


	Indicator
	Specific indicator
	Symbol representation





	Explained variables
	Enterprises' pollution transfer distance
	DISi, t



	Explanatory variables
	Climate policy uncertainty
	CPUi, j, t



	Mediating variables
	Financing constraints
	FCi, t



	Moderating variables
	Degree of artificial intelligence adoption
	AIi, t



	Control variables
	Enterprises size
	SIZE



	Financial leverage
	LEV



	Effective annual rate
	EAR



	Growth ability
	GRO



	Years on market
	YEAR



	Return on net assets
	ROA










3.3 Model design

Figure 1 presents the research framework of this study. The dependent variable of this study is corporate pollution migration (measured by pollution transfer distance, DIS), and the independent variable is climate policy uncertainty (CPU). To gain a deeper understanding of the research topic, this paper examines the mediating role of financing constraints (measured by FC, SA, WW, and KZ indices) and also analyzes the moderating role of the degree of artificial intelligence adoption (AI).


[image: Flowchart depicting relationships among variables. The independent variable is climate policy uncertainty, leading to the dependent variable, enterprises' pollution transfer distance. Moderating variables include the degree of AI adoption, while mediating variables involve financing constraints. Control variables are type of ownership and industry heterogeneity. Arrows indicate the direction of influence between the variables.]
FIGURE 1
 Research framework.


In addition, enterprise size, financial leverage, and growth ability are included in the model as control variables, as they are generally believed to have an impact on enterprises' pollution migration behavior. Enterprise size (SIZE) is measured by the natural logarithm of total assets at the end of the fiscal year, reflecting the enterprise's resource base and market position, which may affect its ability to relocate production or invest in pollution control. Financial leverage (LEV) is calculated as the ratio of total liabilities to total assets, used to measure the enterprise's debt risk level; a higher leverage ratio may restrict enterprises' flexibility in responding to policy uncertainty, thereby affecting pollution transfer decisions. Growth ability (GRO) is measured by the operating income growth rate, reflecting the enterprise's development potential. Enterprises with rapid growth may have different motivations for pollution migration compared to those with stable development.

The dummy variables of this study are ownership type and industry type. For ownership type, SOEs are assigned a value of 1, and NSOEs are assigned a value of 0. For industry type, polluting industries are assigned a value of 1, and non-polluting industries are assigned a value of 0. This study has carried out detailed model?? based on the research framework.

First, this study analyzes the relationship between the impact of climate policy uncertainty on the degree of enterprises' pollution transfer by establishing a benchmark regression model as follows:

DISit=β0+β1CPUijt+β2Xit+μi+μt+μc+εit

Where:

DISit: enterprises' pollution transfer distance

CPUijt:Climate policy uncertainty

Xit:Control Variables

μi:Individual control effect

μt:Time control effect

μc: enterprises' control effect

Second, this study analyzes the mediating role of financing constraints in the mechanism of climate policy uncertainty on the degree of enterprises' pollution transfer by establishing a mediating mechanism test regression model as follows:

FCit=β0+β1CPUijt+β2Xit+μi+μt+μc+εitDISit=β0+β1FCit+β2Xit+μi+μt+μc+εit

Where:

FCit: financing constraints

Finally, this study analyzes the moderating role played by the degree of AI adoption in the mechanism of climate policy uncertainty on enterprises' finance constraints through the establishment of a regulatory mechanism test regression model as follows:

FCit=β0+β1CPUijt+β2Xit+μi+μt+μc+εitFCit=β0+β1CPUijt+β2AIit+β3Xit+μi+μt+μc+εitFCit=β0+β1CPUijt+β2AIit+β3AIit*CCPUit+β3Xit+μi+μt+μc+εit

Where:

AIit:degree of artificial intelligence adoption.




4 Empirical results and analysis


4.1 Descriptive statistics

In this study, descriptive statistics of explanatory variable ln(CPU), explained variable ln(DIS), mediating variables ln(SA), ln(WW), ln(KZ), ln(FC) and moderating variables ln(AI), and control variables ln(SIZE), LEV, EAR, GRO, ln(YEAR), and ROA of the selected sample enterprises are presented in Table 2.

TABLE 2  Descriptive statistics.


	Variable
	Description
	Obs
	Mean.
	Std. Dev.
	Min.
	Max.





	ln(DIS)
	Pollution transfer distance
	33,468
	5.368
	3.403
	0.003
	23.719



	ln(CPU)
	Climate policy uncertainty
	33,468
	−0.7359
	0.959
	−2.308
	0.591



	ln(SA)
	Financing constraints SA index
	33,468
	−3.793
	0.290
	−5.888
	2.131



	ln(WW)
	Financing constraints WW index
	33,468
	−1.056
	25.92
	−4.712
	0.251



	ln(KZ)
	Financing constraints KZ index
	33,468
	1.522
	2.203
	−12.06
	17.20



	ln(FC)
	Financing constraints FC index
	33,468
	0.462
	0.278
	0
	0.988



	ln(AI)
	Degree of artificial intelligence adoption
	33,468
	11.20
	1.686
	5.483
	14.86



	ln(SIZE)
	Enterprise size
	33,468
	3.096
	0.061
	2.383
	3.355



	LEV
	Financial leverage
	33,468
	0.478
	1.469
	−0.195
	142.718



	EAR
	Enterprise profitability
	33,468
	0.087
	0.207
	−1.821
	3.891



	GRO
	Enterprise growth capacity
	33,468
	5.088
	74.078
	−2.733
	1,346.071



	ln(YEAR)
	Years of enterprise listed
	33,468
	2.898
	0.451
	1.609
	3.555



	ROA
	Return on assets
	33,468
	0.008
	1.286
	−0.513
	235.098






It can be seen from the table that for the explained variable ln(DIS), the minimum value is 0.003, the maximum value is 23.719, the variance is 3.403, and the average value is 5.368. This indicates that there is a large gap in the degree of pollution transfer among the sample enterprises selected in this study, and the average degree of pollution transfer is relatively high. For the explanatory variable ln(CPU), the minimum value is −2.308, the maximum value is 0.591, and the variance is 0.959. This shows that the gap in the climate policy uncertainty of the regions where the sample enterprises in this study are located is relatively low, which is in line with the policy stability of the Chinese government. Among the mediating variables of financing constraint SA, WW, KZ, and FC index, the variances of the WW and KZ of the sample enterprises are 25.92 and 2.203, respectively, with a large difference. It indicates that there is a large gap in the earnings before interest and taxes and operating cash flows of the sample enterprises. The minimum value of the moderating variable ln(AI) is 5.483, the maximum value is 14.86, and the variance is 1.686. This shows that the degree of artificial intelligence adoption of the sample enterprises selected in this study is relatively high.



4.2 Regression test

This study measures the impact of climate policy uncertainty (ln(CPU)) on enterprises' pollution transfer distance (ln(DIS)) from three perspectives: the economic center of gravity (ln(EDIS)), the environmental regulation center of gravity (ln(RDIS)), and the pollution center of gravity (ln(PDIS)), by constructing a fixed effects model. The results are shown in the following Table 3:

TABLE 3  The results regression test.


	Variables
	ln(DIS)
	ln(E_DIS)
	ln(P_DIS)
	ln(R_DIS)
	ln(DIS)



	
	(1)
	(2)
	(3)
	(4)
	(5)





	ln(CPU)
	0.251*** (6.487)
	2.428** (156.018)
	3.355** (41.749)
	0.841** (0.178)
	0.249** (6.442)



	ln(SIZE)
	2.227** (4.496)
	0.179** (36.778)
	0.034 (1.335)
	0.018 (0.034)
	2.215** (4.343)



	LEV
	−0.096 (−1.799)
	−0.014** (−26.862)
	0.003 (0.955)
	−0.018 (−1.961)
	−0.085 (−1.551)



	EAR
	−0.218 (−1.297)
	−0.006** (−3.967)
	−0.008 (−1.060)
	−0.080 (−0.579)
	−0.224 (−1.330)



	GRO
	−0.002 (−0.094)
	−0.002** (−9.172)
	−0.003** (−2.706)
	0.060** (2.641)
	0.004 (0.190)



	ln(YEAR)
	−0.113* (−1.986)
	−0.033** (−57.891)
	−0.003 (−1.128)
	−0.110* (−2.127)
	0.024 (0.214)



	ROA
	−0.083** (−2.648)
	−0.010** (−3.308)
	0.005** (2.994)
	−0.096** (−3.387)
	−0.080* (−2.549)



	Cons
	−12.167** (−7.680)
	0.001** (4.205)
	−0.002 (−0.873)
	−11.347** (−7.761)
	−12.493** (−7.641)



	Time control
	Yes
	Yes
	Yes
	Yes
	Yes



	City control
	Yes
	Yes
	Yes
	Yes
	Yes



	Enterprises' control
	No
	No
	No
	No
	Yes



	N
	22,260
	22,260
	22,260
	22,260
	22,260



	Adj R2
	0.150
	0.430
	0.432
	0.495
	0.203




*, ** and *** indicate significance at 10%, 5% and 1% level, respectively.



In this study, first, Model (1) analyzes the impact of ln(CPU) on ln(DIS). The coefficient of ln(CPU) on ln(DIS) is 0.251. The results show that climate policy uncertainty significantly exacerbates enterprises' pollution transfer behavior, and the degree of enterprises' pollution transfer increases by 0.251 units. As shown in Model (5) in the table, after adding the additional control for individual effects, the estimated value of the coefficient of the impact of climate policy uncertainty on enterprises' pollution transfer behavior is 0.249. Although this effect is somewhat weakened compared with the benchmark model that only controls for time and city fixed effects, it still maintains a positive statistical significance at the 5% significance level (β = 0.249, P < 0.05), which is consistent with the benchmark estimation results before adding the enterprises' control effects. These findings further verify the accuracy of the empirical results.

Second, this study analyzes the specific impacts of the climate policy uncertainty of local governments on enterprises' pollution transfer behavior from three perspectives: the location of enterprises' economic centers of gravity, the location of environmental protection investments, and the location of pollution centers of gravity. Models (2), (3), and (4) represent the impacts of climate policy uncertainty on the locations of enterprises' economic centers of gravity, pollution centers of gravity, and environmental regulation centers of gravity, respectively. The coefficient of ln(CPU) on ln(EDIS), ln(PDIS) and ln(RDIS) are 2.428, 3.355, and 0.841, respectively. The results of Models (2), (3), and (4) show that as the uncertainty of the climate policies increases, the economic development centers of gravity, environmental protection investment centers of gravity, and pollution behavior centers of gravity of enterprises all shift outward, increasing by 2.428, 3.355, and 0.841 units, respectively. It can be seen that climate policy uncertainty has the greatest impact on the location of local enterprises' pollution emission centers of gravity, followed by the environmental regulation centers of gravity and economic development centers of gravity of enterprises. This indicates that when the climate policy uncertainty is high, enterprises do not reduce pollution emissions but instead transfer pollution emissions to surrounding areas and cities with looser supervision. This is consistent with the research results analyzed earlier, that is, the uncertainty of climate policies will exacerbate enterprises' pollution transfer behavior.



4.3 Robustness test

This study conducted robustness regressions by replacing the dependent variable to validate the robustness of the main regression results.

This study adopted different calculation methods and replaced the original explained variable, the enterprise pollution distance (ln(DIS)), with the waste gas emission distance (ln(AIR)), wastewater emission distance (ln(Water)), and waste emission distance, respectively (ln(Solid)), and conducted regression tests to verify the robustness of the research results. Moreover, considering that an enterprise's pollution behavior may be affected by other enterprises in the supply chain, this study took the pollution distance of the enterprise's upstream supply enterprises as the explained variable for regression (ln(SUPPLY)), so as to verify the robustness of the results.

As can be seen in the Table 4, first, ln(CPU) still has a relatively significant positive impact on ln(AIR), ln(Water) and ln(Solid). The coefficients of ln(CPU) on ln(AIR), ln(Water) and ln(Solid) are 14.533, 16.734, and 14.592, respectively. This indicates that the higher the climate policy uncertainty, the more severe the waste gas, wastewater, and waste pollution transfer behaviors of enterprises. Second, for upstream supply enterprises, the coefficient is 9.366. This shows that the uncertainty of climate policy will also exacerbate the pollution transfer behaviors of upstream suppliers. This indirectly demonstrates the positive impact relationship between climate policy uncertainty and enterprises' pollution transfer behaviors. Therefore, it can be seen from the results that the findings of this study are somewhat robust.

TABLE 4  The results of robustness test by changed explained variables.


	Variables
	ln(SUPPLY)
	ln(AIR)
	ln(Water)
	ln(Solid)



	
	(1)
	(2)
	(3)
	(4)





	ln(CPU)
	9.366* (4.553)
	14.533** (4.428)
	16.734*** (4.860)
	14.952** (4.478)



	ln(SIZE)
	1.851 (0.968)
	1.137 (0.947)
	1.664 (0.934)
	1.079 (0.948)



	LEV
	−0.203 (6.758)
	−1.041 (6.752)
	−0.428 (6.729)
	−1.074 (0.752)



	EAR
	3.941*** (1.090)
	2.986** (1.105)
	3.275** (1.077)
	−9.608 (31.32)



	GRO
	26.260 (23.69)
	−10.240 (31.53)
	22.450 (22.87)
	2.977** (1.103)



	ln(YEAR)
	−0.905 (8.080)
	−34.782 (26.38)
	−58.854* (25.04)
	−34.372 (26.34)



	ROA
	0.0166 (0.0367)
	3.845** (1.167)
	3.941*** (1.090)
	2.977** (1.103)



	Cons
	−62.640* (25.97)
	−34.784 (26.38)
	−58.851* (25.04)
	1.079 (0.948)



	Time control
	Yes
	Yes
	Yes
	Yes



	City control
	Yes
	Yes
	Yes
	Yes



	Id control
	Yes
	Yes
	Yes
	Yes



	N
	33,468
	33,468
	33,468
	33,468



	Adj R2
	0.224
	0.469
	0.383
	0.009




*, ** and *** indicate significance at 10%, 5% and 1% level, respectively.





4.4 Endogeneity tests

In this study, the original fixed effects model was replaced with the GMM model, respectively, and the climate policy uncertainty with a one period lag (ln(L.CPU)) was used as an instrumental variable to conduct endogeneity tests separately, so as to verify the endogeneity of the research results.

As can be seen from the results in the Table 5, first, in Model (1), AR(1) is 0.04, AR(2) is 0.614, and the Sargan test value is 0.812. This indicates that the GMM model can effectively identify the endogeneity problems in the model established in this study. In the GMM model, climate policy uncertainty still has a relatively significant positive promoting effect on enterprises' pollution transfer behavior, suggesting that the model established in this study does not have serious endogeneity problems. Secondly, in Model (2), the Wald F statistic is 79.364, indicating that the regression model of ln(CPU) on ln(DIS) does not have serious endogeneity problems. Therefore, the instrumental variables selected in this study are relatively appropriate. Finally, the instrumental variables still have a positive impact on enterprises' pollution transfer behavior, verifying that the research results in the previous text do not have serious endogeneity problems.

TABLE 5  The results of endogeneity test.


	Variables
	ln(DIS)
	ln(DIS)



	
	(1)
	(2)





	ln(L.CPU)
	
	0.251** (6.116)



	ln(CPU)
	0.114* (2.441)
	



	ln(SIZE)
	0.818 (0.728)
	2.227** (4.399)



	LEV
	0.107 (0.850)
	−0.096 (−1.835)



	EAR
	−0.052 (−1.092)
	−0.002 (−0.091)



	GRO
	−0.047 (−0.987)
	−0.218 (−1.454)



	ln(YEAR)
	0.005 (0.046)
	−0.113* (−2.019)



	ROA
	−0.024 (−0.459)
	−0.083** (−2.683)



	Cons
	−0.047 (−0.987)
	−12.167** (−7.516)



	AR(1)
	0.004
	



	AR(2)
	0.614
	



	Sargan test
	0.812
	



	Kleibergen-Paap rk Wald F statistic
	
	79.364



	Chi-sq(1) P-value
	
	0.0000




* and ** indicate significance at 10% and 5% level, respectively.





4.5 Mechanism test
 
4.5.1 Mediating mechanism test

As can be seen from the above results of the main effect test, the uncertainty of climate policies will exacerbate enterprises' pollution transfer behavior. With the increase in climate policy uncertainty, the external risks faced by enterprises will rise. The financial institutions will then raise their assessment of the expected future risks of enterprises, thus increasing the financing thresholds and costs for enterprises. Therefore, when faced with the choice between green innovation and pollution transfer, enterprises are more inclined to shift their economic focus, environmental regulation focus, and pollution focus to surrounding areas, thereby reducing the impact of climate policy uncertainty on themselves. This study used the FC, SA, WW, and KZ, respectively to measure the financing constraints of enterprises, and the results are shown in the Table 6.

TABLE 6  The results of mediating mechanism test.


	Variables
	ln(FC)
	ln(KZ)
	ln(WW)
	ln(SA)



	
	(1)
	(2)
	(3)
	(4)





	ln(CPU)
	0.022** (2.974)
	0.385** (3.421)
	0.013** (3.093)
	0.139** (30.571)



	ln(SIZE)
	−0.417** (−2.873)
	−11.723** (−21.656)
	−1.524** (−28.909)
	−3.102** (−52.823)



	LEV
	−0.003 (−0.412)
	2.232** (40.666)
	−0.116** (−19.899)
	−0.144** (−28.827)



	EAR
	0.040** (20.335)
	−0.011 (−0.903)
	0.001 (1.784)
	0.007** (3.978)



	GRO
	−0.001* (−2.157)
	0.006 (0.933)
	0.018 (1.119)
	0.016 (0.755)



	ln(YEAR)
	0.076** (23.330)
	0.023 (1.258)
	−0.116** (−19.899)
	−0.003 (−1.338)



	ROA
	0.034** (5.366)
	−0.340 (−1.418)
	0.015** (2.872)
	0.018 (0.788)



	Cons
	−2.694** (−5.946)
	31.890** (22.282)
	3.513** (20.726)
	9.939** (52.580)



	Time control
	Yes
	Yes
	Yes
	Yes



	City control
	Yes
	Yes
	Yes
	Yes



	Id control
	Yes
	Yes
	Yes
	Yes



	N
	33,468
	33,468
	33,468
	33,468



	Adj R2
	0.188
	0.551
	0.547
	0.308




* and ** indicate significance at 10% and 5% level, respectively.



First, this study uses the ln(FC) to measure the financing constraints of enterprises. The coefficient of ln(CPU) in Model (1) is 0.022, which indicates that climate policy uncertainty increases the ln(FC), meaning that climate policy uncertainty raises the financing constraints on enterprises. However, the ln(FC) is calculated through standardization based on indicators such as enterprise size and age. Therefore, the ln(FC) may have strong endogeneity. The KZ index, WW index, and SA index can better control the endogeneity problem. Among them, the SA index performs the best in endogeneity control, followed by the WW index and the KZ index. Therefore, according to the effect of endogeneity control, this study successively uses the ln(KZ), ln(WW), and ln(SA) index to replace the FC index for regression tests. The coefficients of ln(CPU) on ln(KZ), ln(WW), and ln(SA) are 0.385, 0.013, and 0.139, respectively. The results show that climate policy uncertainty has a significant positive impact on the KZ, WW, and SA index, that is, climate policy uncertainty increases the financing constraints of enterprises.

On the one hand, from the perspective of cost benefit analysis, financing constraints increase the pressure of compliance costs on enterprises. In order to meet emission standards, whether it is to replace with cleaner production equipment or to carry out green environmental protection technology innovation, the demand for funds is huge. Therefore, the pressure of financing constraints forces enterprises that are unable to bear the environmental protection costs to choose to transfer pollution to neighboring cities with relatively loose environmental supervision, so as to avoid high pollution treatment costs. Through pollution transfer behavior, enterprises can quickly ease their financial difficulties, concentrate limited funds on core profit-making businesses, and sacrifice the environment for living space. On the other hand, the difference in economic development levels among regions further amplifies the pollution transfer behavior of enterprises. Economically developed regions have more diversified financing channels, while enterprises in underdeveloped regions face greater difficulties in financing. To undertake industrial transfer and promote local employment and economic growth, underdeveloped regions often relax the threshold of environmental regulation. This forms a push pull mechanism. Enterprises affected by financing constraints are squeezed out from developed regions and attracted by underdeveloped regions, accelerating cross regional pollution transfer, disrupting the ecological balance, and exacerbating regional environmental inequality.

Therefore, this study verifies Hypothesis 2. The uncertainty of climate policy exacerbates the pollution transfer behavior of enterprises through financing constraints.



4.5.2 Moderating effect test

In this study, by introducing the interaction term ln(CCPU × AI) of climate policy uncertainty ln(CCPU) and the degree of artificial intelligence adoption ln(AI), regression analyses were, respectively conducted on the enterprise pollution transfer behavior ln(DIS) and the financing constraint indices such as SA, KZ, FC, and WW. The results are shown in the following Table 7:

TABLE 7  The results of moderating effect test.


	Variables
	ln(DIS)
	SA
	KZ
	FC
	WW



	
	(1)
	(2)
	(3)
	(4)
	(5)





	ln(AI)
	−0.218* (−2.331)
	−0.001* (−2.198)
	−0.072** (−3.454)
	−0.012** (−5.396)
	−0.067** (−6.001)



	ln(CPU)
	−0.504** (−3.156)
	−0.024** (−3.108)
	−0.373** (−2.993)
	−0.148** (−20.922)
	0.014** (2.986)



	ln(CPU × AI)
	−0.320* (−2.125)
	−0.049** (−21.342)
	−2.234** (−36.505)
	−0.005* (−2.450)
	−0.014** (−2.986)



	ln(SIZE)
	−1.548 (−0.856)
	−0.425** (−2.830)
	−9.149** (−20.482)
	−3.079** (−52.836)
	−1.464** (−23.617)



	LEV
	0.094 (0.503)
	−0.042** (−17.597)
	−2.536** (−48.211)
	−0.145** (−28.439)
	−0.119** (−17.879)



	EAR
	0.034 (0.342)
	−0.012 (−1.311)
	0.026 (1.210)
	0.003 (0.942)
	0.019 (1.115)



	GRO
	0.006 (0.611)
	0.031 (1.476)
	0.026 (1.210)
	−0.015 (−1.202)
	0.002 (1.715)



	ln(YEAR)
	0.123 (1.409)
	0.080** (20.972)
	2.536** (48.211)
	−0.004 (−1.626)
	0.071** (14.446)



	ROA
	−0.109 (−1.616)
	0.004 (1.374)
	−0.616 (−1.543)
	0.009 (0.421)
	0.010 (1.407)



	Cons
	9.582 (1.595)
	−2.678** (−5.689)
	32.065** (22.465)
	9.871** (52.681)
	3.320** (16.652)



	Time control
	Yes
	Yes
	Yes
	Yes
	Yes



	City control
	Yes
	Yes
	Yes
	Yes
	Yes



	Id control
	Yes
	Yes
	Yes
	Yes
	Yes



	N
	33,468
	33,468
	33,468
	33,468
	33,468



	Adj R2
	0.115
	0.551
	0.450
	0.308
	0.994






As can be seen in the Table 7, the coefficient of the degree of artificial intelligence adoption ln(AI) on enterprise pollution transfer ln(DIS) is −0.218 in model (1), indicating that the degree of artificial intelligence adoption can inhibit the enterprise pollution transfer behavior. The coefficient of ln(CPU × AI) on ln(DIS) is 0.320, suggesting that compared with enterprises with a low degree of artificial intelligence adoption, when external climate policies change, enterprises with a higher degree of artificial intelligence adoption face relatively lower expected risks in the future. This makes such enterprises less likely to transfer pollution to surrounding cities with stable policies compared to those with a lower degree of artificial intelligence adoption when dealing with policy changes. Moreover, the regression coefficients of the degree of ln(AI) on the enterprise financing constraint indices SA, KZ, FC, and WW are −0.01, −0.072, −0.012, and −0.067, respectively. This shows that the degree of artificial intelligence adoption can effectively alleviate the financing constraint problems faced by enterprises. And the regression coefficients of the interaction term ln(CCPU × AI) on financing constraints are −0.049, −2.234, −0.05, and −0.014, respectively, indicating that the degree of artificial intelligence adoption can effectively mitigate the negative impact of climate policy uncertainty on enterprise financing constraints.




4.6 Heterogeneity analysis
 
4.6.1 Industry analysis

In this study, based on the classification of polluting and non-polluting enterprises by the Chinese government, 16 polluting industries with industry codes such as B06, C17, D44, etc. are defined as heavily polluting enterprises. These include industries such as the coal industry, textile industry, and power industry. Other enterprises are defined as non-heavily polluting enterprises. Eventually, this study screened out 7,910 observations of heavily polluting enterprises and 25,558 observations of non-heavily polluting enterprises, and conducted regression analyses, respectively. The pollution transfer distance of the two types of enterprises is defined as ln(HDIS) and ln(NHDIS), respectively. The results are as follows:

As can be seen from the Table 8, the coefficient of ln(CPU) on ln(NHDIS) is 0.128, while that the coefficient of ln(CPU) on ln(HDIS) is 2.652. It indicates that ln(CPU) has a greater impact on ln(HDIS) than ln(NHDIS). Among them, heavily polluting industries such as energy, printing, and metal are more significantly affected. This is mainly because these heavily polluting enterprises need to invest relatively high costs when carrying out green technology innovation or fulfilling social responsibilities, thus making the costs of their green transformation remain high. Moreover, the green transformation of heavily polluting enterprises is generally accompanied by problems such as high risks and long investment payback periods. Therefore, when such enterprises face a highly uncertain external policy environment, among the two coping options of green technology innovation and pollution transfer, they tend to transfer funds and resources to surrounding cities with more stable policies to avoid policy risks. In contrast, non-heavily polluting enterprises face relatively low emission reduction costs and have little difficulty in achieving the emission reduction targets set by the government. Based on cost benefit considerations, when facing climate policy uncertainty, the willingness of non-heavily polluting enterprises to transfer pollution is far less strong than that of heavily polluting enterprises. Therefore, when the uncertainty of climate policies is high, heavily polluting enterprises face higher policy risks.

TABLE 8  The results of industry heterogeneity analysis.


	Variables
	ln(NH_DIS)
	ln(H_DIS)



	
	(1)
	(2)





	ln(CPU)
	0.128** (63.538)
	2.652** (2.068)



	ln(SIZE)
	−0.160 (−1.210)
	−0.005 (−0.046)



	LEV
	−0.080 (−1.489)
	−0.001 (−0.059)



	EAR
	0.004** (4.616)
	−0.246 (−0.640)



	GRO
	−0.002 (−0.232)
	0.006 (0.866)



	ln(YEAR)
	0.589 (1.904)
	0.023 (0.199)



	ROA
	0.006 (0.866)
	0.006 (0.115)



	Cons
	3.188 (1.242)
	1.314 (0.510)



	Time control
	Yes
	Yes



	City control
	Yes
	Yes



	Id control
	Yes
	Yes



	N
	7,910
	25,558



	Adj R2
	0.313
	0.276




** indicate significance 5% level.





4.6.2 Ownership analysis

In this study, the sample enterprises are classified into three categories according to the shares held by the central government or local governments and non-state owned enterprises, namely CSOEs, LSOEs, and NSOEs. Eventually, this study has screened out 1,657 observations for CSOEs, 11,979 observations for LSOEs, and 19,832 observations for NSOEs. The pollution transfer distance of the different ownership types of enterprises is defined as ln(CSOEsDIS), ln(LSOEsDIS), and ln(NSOEsDIS), respectively. The regression analyses are conducted, respectively, and the results are as follows:

As can be seen in the Table 9, the coefficients of climate policy uncertainty ln(CPU) on the pollution transfer behavior of central SOEs, local SOEs, and NSOEs are 0.029, 0.408, and 1.024, respectively. This indicates that compared with central SOEs and local SOEs, climate policy uncertainty has a greater impact on NSOEs, followed by central SOEs, and finally, climate policy uncertainty has the least impact on local SOEs. The main reason might be that, compared with central SOEs and local SOEs, NSOEs have fewer financing channels and rely more on financing channels of third party financial institutions such as commercial banks. Therefore, the uncertainty of climate policies undoubtedly increases the expected future risks of these NSOEs. In response, the financial institutions such as commercial banks have raised the financing thresholds and costs for these enterprises. For central SOEs and local SOEs, they have the national or local government as a background resource, so third party financial institutions such as commercial banks have a lower assessment of their expected future risks. Consequently, climate policy uncertainty has a greater impact on NSOEs.

TABLE 9  The results of industry ownership analysis.


	Variables
	ln(CSOEs_DIS)
	ln(LSOEs_DIS)
	ln(NSOEs_DIS)



	
	(1)
	(2)
	(3)





	ln(CPU)
	0.029** (18.244)
	0.408* (−2.317)
	1.024*** (1.964)



	ln(SIZE)
	0.067** (13.209)
	2.735 (1.373)
	1.152 (1.527)



	LEV
	0.116** (36.748)
	−0.083 (−0.292)
	0.030* (1.990)



	EAR
	−0.202** (−20.530)
	−0.266 (−0.488)
	−0.076 (−0.115)



	GRO
	−0.085** (−15.017)
	0.013 (0.266)
	0.083 (0.462)



	ln(YEAR)
	0.150** (59.281)
	0.047 (0.465)
	1.463 (1.803)



	ROA
	0.111** (36.144)
	0.047 (0.465)
	−0.166 (−0.641)



	Cons
	0.067** (13.718)
	−12.516 (−1.958)
	−6.552 (−1.727)



	Time control
	Yes
	Yes
	Yes



	City control
	Yes
	Yes
	Yes



	Id control
	Yes
	Yes
	Yes



	N
	1,657
	11,979
	19,832



	Adj R2
	0.264
	0.544
	0.481




*, ** and *** indicate significance at 10%, 5% and 1% level, respectively.







5 Conclusion

This study focuses on the impact of climate policy uncertainty on enterprises' “pollution migration” in the context of artificial intelligence. Through theoretical analysis and empirical testing, the following key conclusions are drawn:

Firstly, climate policy uncertainty significantly exacerbates enterprises' pollution migration behavior. When climate policy uncertainty increases, government-related uncertainties rise, external risks for enterprises increase, it becomes difficult for enterprises to accurately predict environmental protection costs, the market competition pattern is also affected, and the motivation for green technology innovation weakens. To reduce environmental cost risks and gain a competitive advantage, enterprises tend to transfer pollution intensive production processes to surrounding areas with lenient climate policies and weak supervision, thus leading to an increase in pollution migration behavior.

Secondly, climate policy uncertainty increases enterprises' financing constraints, and higher financing constraints, in turn, exacerbate enterprises' pollution transfer. Climate policy uncertainty increases enterprises' expected future operating risks and costs. Third party financial institutions such as commercial banks and securities institutions will accordingly raise their assessment of enterprises' expected risks, and then increase the financing threshold and costs for enterprises, putting enterprises in a financing predicament. Since the costs of emission reduction and green technology innovation are high, the returns are low, and the payback period is long, the increase in financing constraints restricts enterprises' investment in these aspects. This prompts enterprises to choose pollution transfer to relieve short term environmental cost pressure and maintain their survival and competitive position.

Thirdly, the degree of artificial intelligence adoption plays a certain moderating role in the impact of climate policy uncertainty on enterprises' financing constraints. On the one hand, compared with enterprises with a low degree of artificial intelligence adoption, enterprises with a high degree of artificial intelligence adoption have higher-quality information disclosure and greater transparency. This can reduce information asymmetry, enabling them to obtain more favorable financing conditions and ease financing constraints. On the other hand, such enterprises have higher investment efficiency and stronger green innovation capabilities. When facing financing constraints, they can still maintain a certain pollution control capacity and reduce the motivation for pollution transfer. Therefore, enterprises with a high degree of artificial intelligence adoption are less affected by climate policy uncertainty in terms of pollution transfer behavior.

Finally, on the one hand, from the perspective of industry nature, compared with non-heavily polluting enterprises, the impact of climate policy uncertainty on the pollution transfer behavior of heavily polluting enterprises is more significant. Heavily polluting enterprises have high pollution emissions during the production process, face stricter environmental supervision and higher emission reduction costs. Policy uncertainty makes it difficult for them to predict compliance costs, greatly increasing their operating risks and cost expectations, thus making pollution transfer more likely to occur. On the other hand, from the perspective of enterprise attributes, compared with SOEs, climate policy uncertainty has a greater impact on the pollution transfer behavior of NSOEs. The NSOEs are at a relative disadvantage in terms of resource acquisition, policy support, and financing channels. They face higher financing constraint thresholds and costs, have low flexibility in dealing with policy risks, and are more inclined to reduce short-term costs and risks through pollution transfer.


5.1 Discussion

Climate change is not only a major challenge that humanity urgently needs to face, but also has a profound impact on the stable development of the global economy. The issue of climate policy uncertainty arising from climate change responses has become a key factor influencing enterprises' investment decisions, forcing enterprises to consider the potential risks brought about by policy changes when formulating strategies (77). At the same time, the degree of artificial intelligence adoption, as a key transformation in the development mode of enterprises, plays a crucial role in alleviating the negative impacts of information asymmetry on the operation process of enterprises. Therefore, this study selects Chinese listed companies from 2010 to 2022 to explore the impact and action mechanism of climate policy uncertainty on enterprises' “pollution migration” behavior, and further examines the moderating effect of the degree of enterprises' artificial intelligence adoption. The results show that: firstly, climate policy uncertainty significantly exacerbates enterprises' “pollution migration” behavior. Secondly, the degree of artificial intelligence adoption can significantly resist the exacerbating effect of climate policy uncertainty on “pollution migration.” Thirdly, financing constraints are an important transmission channel through which climate policy uncertainty affects enterprises' “pollution migration” behavior. Fourthly, the impact of climate policy uncertainty on enterprises' “pollution migration” behavior is more significant in NSOEs and heavily polluting enterprises. Therefore, this study draws the following policy implications:

First, this study verifies that climate policy uncertainty exacerbates enterprises' pollution transfer behavior. This conclusion is consistent with the “pollution haven” hypothesis, indicating that when facing policy risks, enterprises will seek regions with more stable regulatory policies to reduce environmental costs. Financing constraints play a certain mediating role, further revealing the economic logic behind enterprise decisions, that is, how financial factors affect enterprises' strategies in response to environmental policies. In addition, the moderating effect of the degree of artificial intelligence adoption reflects the importance of artificial intelligence technology in enterprises' environmental decisions, providing a new perspective for studying the relationship between enterprises' environmental behavior and technological innovation.

Second, from the perspective of policy making, the government needs to recognize the crucial role of stable climate policies in guiding enterprises toward green development. Frequent policy changes will lead enterprises to engage in short-term behaviors and exacerbate pollution transfer. Therefore, the government should enhance the forward-looking and coherence of policies to reduce uncertainty. For example, when formulating carbon tax policies, clarify the implementation details and adjustment mechanisms in advance so that enterprises can reasonably plan their environmental protection investments (79). In terms of financial support, it is necessary to improve the green financial system. According to the characteristics of different types of enterprises, develop a variety of financial products to reduce the financing costs of heavily polluting enterprises and NSOEs and encourage them to carry out green transformation. At the same time, increase support for enterprises' application of artificial intelligence. Through subsidies, tax preferences, and other means, raise the degree of artificial intelligence adoption by enterprises and enhance their ability to respond to changes in environmental policies. For enterprises, they should actively pay attention to the dynamics of climate policies, take the initiative to improve the level of artificial intelligence application, and regard it as an important means to enhance competitiveness and respond to environmental risks. By optimizing production processes and strengthening green innovation, reduce their reliance on pollution transfer and achieve sustainable development (78).



5.2 Limitation

First, in terms of sample selection, this study only selected listed enterprises in 31 provinces of China from 2010 to 2022 as samples. The sample scope and time span are relatively narrow. Future research can be extended to enterprises in different countries and regions, covering more industries and enterprise types.

Second, the conclusions of this study may be influenced by China's unique institutional environment, with certain limitations. From the perspective of local governments, local governments in China have strong autonomous decision-making power in economic development and environmental supervision, and there exists a “GDP tournament”- style competition logic. This strong influence may further amplify the uncertainty of climate policies. Local governments may relax environmental supervision to attract investment, forming a “race to the bottom,” which makes it easier for enterprises to achieve pollution migration through cross-regional relocation. In many Western federal countries, although local governments have certain autonomy, the policy coordination mechanism between the central and local governments is more mature, and environmental standards are relatively unified. The space for local governments to intervene in enterprise pollution behaviors is smaller, so the driving effect of climate policy uncertainty on pollution migration may be weaker than that in China.

Third, in terms of differences in enterprise ownership, there is a significant imbalance between state-owned enterprises (SOEs) and non-state-owned enterprises (NSOEs) in China in terms of resource acquisition and policy support. SOEs, backed by government credit, can more easily obtain financing support and have stronger capabilities to cope with policy risks. In contrast, NSOEs face restricted financing channels and are more inclined to alleviate pressures through pollution migration. However, in countries with mature market economies, the impact of differences in enterprise ownership on financing and policy responses is weaker. Governments rarely intervene directly in enterprises, and enterprise decisions rely more on market mechanisms. Therefore, the moderating effect of “ownership heterogeneity” on pollution migration may be less obvious.

Fourth, to further enhance the credibility of causal inference regarding climate policy uncertainty (CPU), this study incorporates exogenous policy shocks into the analytical framework to identify their driving effects on CPU. Global climate governance events such as the signing of the Paris Agreement (2015) and successive United Nations Climate Change Conferences (COP summits) constitute typical exogenous shocks. These events directly influence market expectations regarding the direction of climate policies in various countries by setting global emission reduction targets, promoting international policy coordination, or exposing differences in international negotiations. For instance, after the signing of the Paris Agreement, the differences in the pace and intensity of policy adjustments among countries in implementing their Nationally Determined Contributions (NDCs), as well as the outcomes of negotiations on issues such as emission reduction responsibilities and funding mechanisms during COP summits, may all exacerbate enterprises' perceived uncertainty about future policy details such as climate regulatory standards and carbon pricing mechanisms. Analyzing such exogenous events as instrumental variables or shock sources for CPU can effectively eliminate endogeneity interference, more accurately identify the causal impact of climate policy uncertainty on enterprises' pollution migration behavior, and thus strengthen the robustness of the research conclusions.

Finally, China's green financial system is still in the stage of improvement, and the financing support for enterprises' green transformation is insufficient, which exacerbates the mediating effect of financing constraints on pollution migration. In countries with developed green financial markets, enterprises have smoother access to financing instruments such as green credit and green bonds, so the impact of financing constraints may be weakened, and the logic that climate policy uncertainty drives pollution migration through financing constraints will also be correspondingly weakened. Therefore, the conclusions of this study may be biased in countries with strong policy uniformity, restricted local government powers, insignificant ownership differences, or mature financial markets. In subsequent research, in-depth analysis will be conducted in combination with these limitations.
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Introduction: This study investigates the socioeconomic impacts of horizontal ecological compensation (HEC) policies in China, focusing on their role in mitigating environmental degradation and enhancing urban resilience.
Methods: We utilize panel data from 180 cities in the Yangtze and Yellow River basins (2007–2022) and construct an Inclusive and Resilient City (IRC) index. Policy effects are evaluated through a multi-period quasi-natural experiment.
Results: The results indicate that HEC policies are associated with a 0.3% average increase in the IRC index, primarily driven by improvements in green innovation and industrial upgrading. These mechanisms contribute to reducing pollution-related health risks and enhance urban resilience against environmental stressors. While the average increase appears modest, it represents a meaningful improvement in urban well-being within the constraints of regional development and ecological sustainability. The robustness of these findings is confirmed through multiple tests, including parallel trend analysis and placebo tests.
Discussion: This research highlights HEC policies as an innovative policy tool that balances environmental protection with socioeconomic development. To strengthen their impact, policy optimization is recommended, aiming to further alleviate the socioeconomic burdens of environmental degradation and improve public health in urban areas.
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1 Introduction

In the face of rapid urbanization, cities are becoming vital battlegrounds for balancing economic growth, environmental sustainability, and social equity. As hubs of economic activity, urban areas are under increasing pressure to address the intertwined challenges of environmental degradation, resource depletion, and socio-economic inequality. In response to these challenges, numerous environmental and economic policies have been implemented globally to foster inclusive and resilient urban environments, aligned with the United Nations’ Sustainable Development Goals (1).

Nations worldwide have acknowledged the imperative of developing resilient cities and have actively implemented various resilience policy frameworks. For instance, the United States’ Sustainable Communities Initiative promotes integrated planning, housing-environment linkages, and regional equity (2, 3), while the European Union’s Green Deal emphasizes decarbonization, green innovation, and ecological restoration to strengthen urban resilience (4). In Japan, the Tokyo Metropolitan Territorial Plan focuses on comprehensive disaster risk reduction (5). These international approaches commonly stress cross-sector coordination, green transition, and interregional cooperation.

In contrast, China’s approach under its ecological civilization framework emphasizes Horizontal Ecological Compensation (HEC), a distinctive policy mechanism that directly links financial transfers to ecological outcomes across regions, particularly in major watersheds like the Yangtze and Yellow River basins (6). Unlike the grant-based or regulatory frameworks of the West, HEC represents a market-incentivized, performance-linked, and regional-cooperation-oriented model. This study aims to assess whether such an approach contributes to building inclusive and resilient cities, thereby offering empirical insights with potential relevance beyond China.

In China, HEC policies have emerged as a critical tool for promoting sustainable urban development. These policies incentivize regions rich in natural resources to preserve ecological balance, while encouraging economically developed areas to contribute to environmental conservation efforts. HEC is especially pertinent in ecologically sensitive regions like the Yangtze and Yellow River basins, where rapid urbanization has led to both economic growth and significant environmental degradation.

Although HEC policies are central to China’s urban and ecological development strategies, their role in promoting inclusivity and resilience remains underexplored. Most research on HEC has focused on macroeconomic or environmental outcomes, often neglecting their potential to address social equity and urban resilience. This gap is crucial, as understanding the socio-economic impacts of HEC policies is essential to ensuring that these policies contribute to truly sustainable urban development.

This study addresses this gap by investigating the relationship between HEC policies and the Inclusive and Resilient City (IRC) development in China’s Yangtze and Yellow River basins. An IRC index is constructed for 180 cities from 2007 to 2022 using the entropy-weighted Technique for Order Preference by Similarity to Ideal Solution (TOPSIS), which enables comprehensive and objective evaluation of urban resilience across multiple dimensions. To identify the causal effects of HEC policies, a multi-period Difference-in-Differences (DID) model is employed, which compares policy-treated and untreated cities over time. Furthermore, low-carbon transformation, as a pivotal pathway to achieving urban resilience, contributes to the reduction of urban environmental risks and the enhancement of urban sustainable development capabilities through industrial restructuring and green technological innovation. This study focuses on the role of HEC policies in facilitating resilient urban development, and explores the mechanisms through which low-carbon transformation contributes to this process.

Accordingly, this research aims to address the following questions: whether HEC policies significantly promote inclusive urban resilience in China’s major river basins; how low-carbon transformation, through green innovation and industrial upgrading, mediates the relationship between HEC and IRC; and whether the effects of HEC vary across regions with different levels of ecological vulnerability and economic development.

The findings aim to inform the growing discourse on ecological compensation and sustainable urbanism, offering empirical insights relevant to river-basin governance and interregional cooperation. The remainder of this paper is structured as follows: Section 2 reviews the theoretical background and formulates hypotheses on HEC and IRC. Section 3 details the empirical methodology and data. Section 4 presents the results, including robustness checks and heterogeneity analysis. Finally, Section 5 concludes the study.



2 Literature review and hypothesis development

This section provides a review of the relevant literature and builds the theoretical foundation for the study. It is organized into two parts: section 2.1 reviews existing research on horizontal ecological compensation (HEC) and inclusive urban resilience (IRC); section 2.2 develops specific research hypotheses based on identified gaps and conceptual linkages.


2.1 Literature review

Ecological compensation policies are integral to environmental governance, playing a pivotal role in addressing both environmental degradation and socio-economic challenges (7, 8). In particular, HEC policies are institutional innovations that promote sustainable development by fostering cooperation among regions with interconnected ecological interests (9, 10). These policies are key to advancing ecological civilization, particularly in areas facing rapid urbanization and environmental stress (11, 12). By incentivizing ecological protection and ensuring equitable distribution of environmental resources, HEC policies contribute to the development of sustainable governance models that address both economic and environmental challenges (13–16).

The concept of Inclusive and Resilient Cities is a comprehensive framework that integrates economic development, social equity, and environmental sustainability (17, 18). IRC emphasizes economic growth that provides equal opportunities for all, ensuring that the benefits of development are widely shared (19, 20). In addition to inclusivity, IRC focuses on urban resilience, enabling cities to navigate and thrive amidst various challenges such as climate change and socio-economic disruptions (21). The integration of economic, social, and environmental systems in IRC highlights the importance of fostering urban environments that are both equitable and adaptable (22, 23).

Despite the growing literature on resilience and inclusivity in cities, the connection between HEC policies and IRC remains underexplored. Most studies on IRC focus on measuring resilience and inclusivity through frameworks such as the Disaster Resilience Framework (24) and the Urban Basic Strength Index (25). Factors such as climate change, green infrastructure, emergency response capability, artificial intelligence and economic development are commonly analyzed in relation to IRC (26–31). The intersection between HEC and IRC, however, remains underexplored.

HEC policies represent a strategic mechanism for fostering IRC by balancing economic growth with environmental protection. Research on HEC highlights its environmental benefits, including improved water governance, pollution control, and ecosystem restoration (32, 33). Additionally, HEC supports labor division and industrial structure adjustment, contributing to sustainable urban development (34). These policies can help cities achieve balanced economic growth and ecological sustainability, creating safer, greener, and more inclusive urban environments (35, 36).

However, HEC policies are not without challenges. Some studies suggest that they may hinder technological progress in upstream regions by negatively impacting enterprise profitability, scale, human capital, and management efficiency (36). Furthermore, concerns have been raised that HEC may exacerbate disparities between developed and less-developed regions, creating uneven economic benefits from environmental governance (37). Understanding these dynamics is crucial for evaluating whether HEC policies can support inclusive and resilient urban development without reinforcing existing inequalities.

Despite substantial attention given to the environmental and macroeconomic benefits of ecological compensation policies (20, 30, 34, 38–40), limited research has examined how HEC policies affect inclusivity and resilience in urban environments. Existing studies have largely focus on ecological and economic dimensions, often neglecting the transformative potential of HEC for urban socio-economic structures and equitable development. This reveals a critical knowledge gap regarding the extent to which HEC policies contribute to fostering Inclusive and Resilient Cities (IRC), particularly within the context of China’s rapid urbanization.

To fill this gap, this study makes several contributions. First, it constructs a multidimensional IRC index using the entropy-weighted TOPSIS method, enabling a comprehensive and quantitative assessment of urban resilience. Second, it employs a multi-period DID method to identify the causal effects of HEC policy implementation across time and space. Third, it explores heterogeneity in policy impacts, revealing stronger effects in upstream and underdeveloped areas. Finally, the study situates the findings within the broader context of international ecological governance and urban resilience strategies, thereby enhancing the relevance of China’s HEC experience to global urban sustainability debates. By examining the influence of HEC policies on IRC in the Yangtze and Yellow River basins, this research advances understanding of how ecological compensation mechanisms can promote not only environmental sustainability, but also inclusive and resilient urban development.



2.2 Research hypothesis

Based on the theoretical background and empirical findings discussed earlier, this subsection formulates the study’s main hypotheses. The proposed hypotheses aim to clarify the potential causal pathways between HEC policies and IRC outcomes, while considering moderating mechanisms such as green innovation and industrial upgrading.


2.2.1 Inclusive and resilient cities and HEC

Inclusive and resilient cities are crucial for advancing urban areas toward greener, more inclusive, and sustainable development (2, 18). HEC policies represent a significant institutional innovation supporting the practical realization of these principles. Although research on IRC has explored its drivers and impacts, findings remain inconclusive. Previous studies have examined various factors, such as energy efficiency, sectoral development, and environmental regulation, to better understand IRC outcomes (30).

HEC policies, an economic strategy designed to enhance ecological protection and social equity, directly benefits cities by reducing carbon emissions and increasing residents’ incomes (32, 41, 42). As a form of innovative environmental regulation, HEC policies help optimize labor distribution within urban agglomerations and serve as a critical tool for sustainable urban development (43).

Most scholars agree that HEC policies can alleviate poverty among rural households and promote inclusive regional economic development (33, 39). Research has further demonstrated that ecological compensation stimulates regional economic growth and reduces disparities by influencing capital growth rates (44, 45). These policies also promote poverty reduction and the narrowing of social development gaps (46–49). As a crucial environmental policy, HEC policies directly enhance the urban ecological environment and bolsters urban risk resilience (50–52, 93).

Given these findings, this study proposes the following hypothesis:


H1: HEC policies can generally increase the level of IRC.




2.2.2 Pathways of HEC policies on inclusive and resilient cities through low-carbon transformation

Following the implementation of HEC policies for the Yangtze and Yellow Rivers, significant positive effects have been observed in water environment management (33). The linkage between water quality assessments and local government performance evaluations (54, 55) creates strong incentives for governments to meet environmental standards, which in turn drive the low-carbon transformation of industrial structures. Local governments must meet rigorous water quality standards to receive ecological compensation from downstream areas (11, 33). Stronger environmental regulations in these areas have also contributed to low-carbon transformation of industrial structures, leading to shifts away from high-carbon-emission industries and toward more sustainable sectors (56). This process unfolds through several pathways crucial for achieving urban resilience through low-carbon development.

Relocation and Restructuring for Low-Carbon Transition: Stricter environmental regulations increase operational costs for high-carbon-emission firms, often leading to their relocation to regions with more lenient standards (15, 57–62). This contributes to regional industrial low carbonization.

Industrial Shifts toward Low-Carbon Sectors: The heightened regulatory intensity creates market barriers for high-carbon-emission firms while providing opportunities for cleaner industries, such as the service sector and renewable energy industries, to thrive (56, 63).

Low-Carbon Technological Innovation: High-carbon-emission firms may respond to regulatory pressures by investing in green technologies and research (33, 64), advancing the overall industrial structure toward a low carbon economy (65). As this contributes to the overall improvement of urban industrial frameworks toward low carbonization (34, 66). Based on these pathways, the study hypothesizes:


H2: The advancement of low-carbon industrial structure positively moderates the impact of HEC policies on IRC.


HEC policies also promote low-carbon technology innovation by encouraging firms to invest in climate mitigation technologies and green productivity (53, 67). This investment enhances the total factor productivity of green energy, contributing to urban resilience and broader low-carbon development objectives (35, 44, 68, 69). Recent empirical evidence demonstrates that both mandatory regulations and voluntary management certifications can improve innovation performance in firms, further strengthening green technological innovation development (70, 71). Therefore, this study proposes Hypothesis 3:


H3: HEC policies enhance IRC by promoting green technological innovation.




2.2.3 Diverse regional impacts: HEC’S influence on IRC

HEC policies provide financial benefits to upstream areas of river basins through transfer payments (54). These compensation funds directly boost the residents’ incomes, facilitate the rural labor transfer, create employment opportunities, and stimulate economic development (37, 54, 72). Consequently, the impact of HEC policies on IRC is more pronounced in upstream areas and regions with lower levels of marketization (63, 73), where economic structures are more dependent on ecological compensation funds.

In contrast, downstream regions with higher levels of marketization and stronger economic foundations may experience relatively smaller impacts from HEC policies on IRC (63). Therefore, this study proposes Hypothesis 4:


H4: HEC policies exhibit distinct regional effects in promoting IRC, with stronger impacts observed in upstream and less marketized regions.


Figure 1 illustrates the relationships between the four hypotheses and outlines how HEC policies influence the mechanisms of IRC.
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FIGURE 1
 HEC policy mechanisms and effects on IRC.






3 Methodology and variables

This section introduces the empirical strategy and data used to assess the impact of HEC policies on IRC. It outlines the econometric framework, sample selection, and construction of the IRC index, followed by descriptions of the core and control variables.


3.1 Multi-temporal DID baseline regression model

To rigorously assess the impact of HEC policies on IRC, a multi-period DID regression model is employed (Equation 1). This method enables a detailed evaluation of the policy’s effects, accounting for the phased rollout of HEC policies initiatives across pilot cities in the Yangtze and Yellow River basins.

IRCit=α+βHEC_Policyit+γControl_Varit+CiFE+YearFE+εit      (1)

Among them, i and t represent the region and year, respectively. The variable IRC denotes the value of the IRC index. The term HEC_Policy captures the effect of the horizontal eco-compensation policy, while Control_Varit includes a set of control variables. CiFE and YearFE represent fixed effects for the city and year, respectively, and ε is the random error term. The estimation coefficient β measures the average change in the IRC index before and after the implementation of the HEC policy pilot.



3.2 Moderating effect model

Building on the above analysis, this study aims to assess how HEC policies IRC through a moderating effect test (Equations 2, 3):

IRCit=α2+β2HEC_Policyit+η2HEC_Policyit×AISit+θ2AISit+γ2Control_Varit+CiFE+YearFE+εit      (2)

IRCit=α3+β3HEC_Policyit+η3HEC_Policyit×GILit+θ3GILit+γ3Control_Varit+CiFE+YearFE+εit      (3)

Specifically, AIS denotes the degree of advancement of industrial structure, and GIL represents the level of green innovation. If η2 show significance and both β2 and η2 share the same sign, it indicates that an advanced industrial structure enhances the impact of HEC policies on IRC. Similarly, If η3 is significant and both β3 and η3 are of the same sign, the level of green innovation will strengthen the influence of HEC policies on IRC.



3.3 Entropy-weighted TOPSIS method

The entropy weight TOPSIS method is an effective tool for addressing complex multi-attribute decision-making problems (74). This approach combines the objective weighting strength of the entropy weight method with the comprehensive evaluation capabilities of the TOPSIS method (75). The entropy weight method, grounded in information entropy theory, calculates weights based on the variability of each evaluation index, reducing the influence of subjective bias in weight assignment (76).

Considering that the entropy weight TOPSIS method, compared with PCA, is more suitable for scenarios that require ranking and supports multi-dimensional quantitative evaluation of policies. PCA is suitable for extracting a few core dimensions from multiple indicators. Since this paper needs to determine the level of urban resilience and evaluate the impact of policies on it, choosing the entropy weight TOPSIS method is conducive to objectively ranking multiple indicators and emphasizing the interpretability of the weights. Summarizing the existing studies, it can also be found that when scholars measure urban resilience, they often use the entropy weight TOPSIS method to evaluate the levels of urban resilience in different years and regions (77, 91).

To evaluate the level of inclusive and resilient urban development, this study constructs a composite IRC index using the entropy-weighted TOPSIS method, which effectively combines objective weighting and multi-criteria ranking to address complex indicator systems.


3.3.1 Step 1: indicator system and data matrix construction

An initial decision matrix was constructed based on the IRC index system, utilizing 16 years of data from 180 cities, resulting in 2,880 assessment objects and 26 indicators. The subsequent step involved standardizing the matrix, as outlined below (Equation 4).

Z=(z11z12⋯z1mz21z22⋯z2m⋮⋮⋱⋮zn1zn2⋯znm)      (4)



3.3.2 Step 2: data standardization

To eliminate dimensional inconsistency, the matrix is standardized. For positive indicators (Equation 5):

rij=Zij−min(Zj)max(Zj)−min(Zj)      (5)

For negative indicators (Equation 6):

rij=max(Zj)−Zijmax(Zj)−min(Zj)      (6)

This produces a normalized matrix R=rij.



3.3.3 Step 3: entropy weight calculation

Entropy weights are computed to reflect the degree of variation for each indicator:

Proportion of indicator j for city i (Equation 7):

pij=rij∑i=1nrij      (7)

Entropy value for indicator j (Equation 8):

ej=−k∑i=1npijln(pij),k=1ln(n)      (8)

Difference coefficient (Equation 9):

dj=1−ej      (9)

Final weight (Equation 10):

wj=dj∑j=1ndj      (10)

This approach ensures objective, data-driven weights, avoiding subjectivity in indicator importance assignment.



3.3.4 Step 4: TOPSIS scoring

A weighted normalized matrix Z is obtained by Equation 11:

Zij=wj⋅rij      (11)

The positive ideal solution (PIS) and negative ideal solution (NIS) are identified for each indicator (Equation 12):

Define PIS:

Z+=(Z1+,Z2+,⋯,Zm+)=(max{z11,z21,⋯,zn1},max{z12,z22,⋯,zn2},max{z1m,z2m,⋯,znm})      (12)

Defined NIS (Equation 13):

Z−=(Z1−,Z2−,⋯,Zm−)=(min{z11,z21,⋯,zn1},min{z12,z22,⋯,zn2},min{z1m,z2m,⋯,znm})      (13)

Define the distance between the i th (i=1,2,⋯,n) rating object and the maximum value:

The Euclidean distance between the i th (i=1,2,⋯,n) to the PIS (Equation 14) and NIS (Equation 15) is then calculated:

Di+=∑j=1mwj(Zj+−zij)2      (14)

Di−=∑j=1mwj(Zj−−zij)2      (15)

The relative closeness to the ideal solution is computed as Equation 16:

Si=Di−Di++Di−      (16)

Normalized the score (∑i=1nSi˜=1) (Equation 17):

Si˜=Si∑i=1nSi      (17)



3.3.5 Step 5: interpretation

The entropy-TOPSIS method enables a transparent and objective synthesis of multiple dimensions into a single IRC index. By integrating entropy-based weighting and the TOPSIS ranking procedure, this approach ensures robust comparability across time and space, while mitigating subjective bias. The resulting index is used as the key dependent variable in subsequent regression analysis.

Using normalized scores, this study evaluates 2,880 objects comprehensively. The entropy weights for each indicator were first calculated based on their information entropy, reflecting the degree of dispersion across cities and years. These weights were then applied to the standardized decision matrix to construct a weighted performance matrix. Subsequently, the TOPSIS method was used to compute the relative closeness of each city-year observation to the ideal solution, which serves as the IRC index. By integrating objective weight determination and multi-criteria evaluation, the entropy-TOPSIS approach enhances the accuracy, comparability, and reliability of the resilience assessment.




3.4 Variables

This subsection defines the key variables used in the empirical analysis, including the dependent variable (IRC index), core explanatory variables (HEC policy implementation), moderating variables (green innovation and industrial upgrading), and control variables. The measurement rationale for each is provided below.


3.4.1 Dependent variable: IRC

Assessment index systems focusing on urban resilience have been widely applied in numerous studies. For example, the Resilient City Index developed by Economist Impact (78) evaluates 25 global cities based on four dimensions: critical infrastructure, environmental, socio-institutional, and economic factors. Ribeiro et al. (79) classified urban resilience into five dimensions: natural, economic-social, physical, and institutional. Similarly, Xun et al. (80) constructed a resilience assessment model using the TOPSIS method, incorporating 28 factors across economic, social, community facilities, and ecological environment aspects.

Other studies integrate urban characteristics with resilience components. Burton (81) and Sharifi (82) examined cities’ resilience, sensitivity, and adaptability across social, political, economic, and hydrological contexts. Ouyang (83) evaluated urban infrastructure resilience across three phases: resistance, absorption, and recovery. Zhang et al. (84) f highlighted the initial response of physical systems followed by societal feedback during natural disasters.

Overall, natural, social, economic, and infrastructure dimensions are frequently used in urban resilience assessments. However, many frameworks take a narrow focus, often overlooking the need for inclusive urban development. To address this gap, a comprehensive approach is required, one that integrates inclusiveness with ecological, economic, social, and infrastructural aspects of urban resilience.

Responding to this need, and drawing on methodologies from Cheek and Chmutina (24) and Wojewnik-Filipkowska et al. (25), this paper establishes a scientifically grounded evaluation index system for inclusive and resilient cities. The framework includes 26 factors across five core dimensions: economy, production, ecology, infrastructure, and organizational systems. Detailed indicators for each dimension are outlined in Table 1.


TABLE 1 IRC index system.


	Level 1
	Level 2
	Level 3
	Short
 name

 

 	Inclusive and Resilient Cities 	Economy Resilience 	GDP per capita (Yuan/person) 	PGDP


 	Gross regional product (ten thousand Yuan) 	GDP


 	Regional Production Index of Secondary industry (previous year = 100) 	SI


 	Regional Production Index of Tertiary industry (last year = 100) 	TI


 	Per capita Disposable income of urban residents (Yuan/person) 	UDI


 	Production Resilience 	Energy consumption per unit of output value (tons/10,000 yuan) = total energy consumption/GDP 	EC


 	Carbon dioxide emissions per unit of output value (tons/10,000 yuan) 	CDE


 	Industrial sulfur dioxide emissions per unit of output value (tons/10,000 yuan) 	ISDE


 	Industrial smoke and dust emissions per unit of output value (tons/10,000 yuan) 	IDE


 	Industrial wastewater discharge per unit of output value (tons/10,000 yuan) 	IWD


 	Ecology Resilience 	Green space rate (%) 	GS


 	Green coverage rate of built-up area (%) 	BAGC


 	Per capita green park area (square meters) 	GPA


 	Wastewater discharge compliance rate (%) 	WDS


 	Comprehensive utilization rate of solid waste (%) 	CUSW


 	Infrastructure Resilience 	Water resources per capita (m3/person) 	CWR


 	Per capita road area (SQM/person) 	RA


 	Drainage pipe density (km/km 2) 	DPD


 	Gas penetration rate (%) 	GPR


 	Number of mobile phone households (households) 	MPH


 	Organizational Resilience 	Education expenditure (ten thousand yuan) 	EA


 	Number of health technicians per 1,000 population (persons) 	HT


 	Number of beds in medical and health institutions per 1,000 population (sheets) 	BMH


 	Number of participants in urban basic endowment Insurance (10,000) 	UBEN


 	Number of urban basic medical insurance participants (10,000) 	UBMI


 	Social security expenditure as a percentage of government expenditure (%) 	SSE




 



3.4.2 Explanatory variables: HEC policies

This study employs a quasi-natural experiment to assess the impact of the HEC policy. Cities that implemented the HEC policy are classified as the experimental group (coded as 1), while those that did not are designated as the control group (coded as 0). Time dummy variables are used to distinguish periods before (coded as 0) and after (coded as 1) the policy implementation. Given that the HEC policy was introduced in stages across different cities, the time dummy variable reflects the specific timing of the policy rollout in each city.



3.4.3 Control variables

IRC are influenced by various natural, economic, and political factors. To minimize errors from missing variables and enhance the reliability of our analysis, this study adopts the research approach outlined by Schintler and McNeely (29), Wang and Chen (30), and Zhou et al. (31). Four control variables are included in the model: Urban Openness, Government Macroeconomic Control capacity, Fiscal Decentralization, and Financial Development level.



3.4.4 Moderating variables

Building upon the mechanistic analysis presented in Section 2, this paper examines how HEC policies influence IRC by enhancing green innovation and advancing industrial structures. According to Yang (45) and Li (85), green innovation is measured by the number of green invention patents obtained by each city. In this study, the level of green innovation is defined as the natural logarithm of the total number of green patent applications plus one.

To assess the advancement of industrial structures, a combined methodological approach proposed by Xiang (86) and Dong (87) is adopted. The ratio of the output value of the tertiary industry to that of the secondary industry serves as the measure of industrial upgrading. An increasing ratio indicates a shift toward a service-oriented economy, reflecting the ongoing enhancement of the industrial structure. However, it is noteworthy that within the context of Horizontal Ecological Compensation, this industrial structural upgrading is not merely characterized by an increased proportion of the service sector, but more importantly, by a transition toward a greened industrial structure.



3.4.5 Data source and study area

This study analyzes data from 178 prefecture-level cities and 2 municipalities in the Yangtze and Yellow River basins, covering the period from 2007 to 2022. These regions were selected because they are key pilot areas for HEC policy implementation and represent critical zones for ecological compensation and green development in China (63). The cities were chosen based on policy relevance and data availability, rather than random sampling, to ensure alignment with the research objectives. Although this regional focus may limit generalizability to all Chinese cities, it enables a detailed examination of the mechanisms through which HEC policies affect IRC. The data were sourced from the China Urban Statistical Yearbook, China Energy Statistical Yearbook, China Environmental Statistical Yearbook, China Environmental Situation Bulletin, and China Water Resources Bulletin and missing values were addressed using interpolation. City-level details are provided in Appendix 1, and variables are listed in Table 2.


TABLE 2 Data source.


	Variable
	Short name
	Data source
	Data Website

 

 	Inclusive and resilient cities 	IRC 	China city statistical year book & China statistical year book on environment 	https://cnki.ctbu.edu.cn/CSYDMirror/area/Yearbook/Single/N2021050059?z=D26 &
 https://www.stats.gov.cn/sj/ndsj/


 	Green Innovation Level 	GIL 	Chinese research data services platform 	
https://www.las.ac.cn/front/dataBase/detail?id=45d5100e2586517c068ee112cdeb7d3a



 	Advancing Industrial Structures 	AIS 	China Industrial Enterprises Database 	
https://www.shujuku.org



 	Urban Openness 	UO 	China city statistical yearbook 	
https://cnki.ctbu.edu.cn/CSYDMirror/area/Yearbook/Single/N2021050059?z=D26



 	Government Macroeconomic Control capacity 	GMC 	China city statistical yearbook


 	Fiscal Decentralization 	FD 	China city statistical yearbook


 	Financial Development level 	FD 	China city statistical yearbook




 





4 Result

This section presents the empirical results derived from the baseline regression models. It examines the direct effects of HEC policies on IRC, followed by a series of robustness checks and heterogeneity analyses to ensure the credibility and consistency of the findings.


4.1 Measurement and analysis of IRC

This study evaluates the IRC scores of 180 cities in the Yangtze and Yellow River basins from 2007 to 2022, following the methodology outlined by the indicators of urban resilience (88). Using the entropy weight TOPSIS method, which assigns equal importance to each IRC aspect, each indicator contributes 20% to the overall score. Adjustments based on these weights are presented in Table 3.


TABLE 3 IRC weight proportions.


	Level 1
	Level 2
	Level 3
	Weight

 

 	Inclusive and resilient cities 	Economy resilience 	GDP per capita (Yuan/person) 	0.025


 	Gross regional product (ten thousand Yuan) 	0.083


 	Regional Production Index of Secondary industry (previous year = 100) 	0.391


 	Regional Production Index of Tertiary industry (last year = 100) 	0.009


 	Per capita Disposable income of urban residents (Yuan/person) 	0.020


 	Production resilience 	Energy consumption per unit of output value (tons/10,000 yuan) = total energy consumption /GDP 	0.005


 	Carbon dioxide emissions per unit of output value (tons/10,000 yuan) 	0.006


 	Industrial sulfur dioxide emissions per unit of output value (tons/10,000 yuan) 	0.002


 	Industrial smoke and dust emissions per unit of output value (tons/10,000 yuan) 	0.076


 	Industrial wastewater discharge per unit of output value (tons/10,000 yuan) 	0.020


 	Ecological resilience 	Green space rate (%) 	0.083


 	Green coverage rate of built-up area (%) 	0.003


 	Per capita green park area (square meters) 	0.001


 	Wastewater discharge compliance rate (%) 	0.001


 	Comprehensive utilization rate of solid waste (%) 	0.026


 	Infrastructure resilience 	Water resources per capita (m3/person) 	0.042


 	Per capita road area (SQM/person) 	0.055


 	Drainage pipe density (km/km 2) 	0.009


 	Gas penetration rate (%) 	0.053


 	Number of mobile phone households (households) 	0.052


 	Social resilience 	Education expenditure (ten thousand yuan) 	0.011


 	Number of health technicians per 1,000 population (persons) 	0.001


 	Number of beds in medical and health institutions per 1,000 population (sheets) 	0.001


 	Number of participants in urban basic endowment Insurance (10,000) 	0.006


 	Number of urban basic medical insurance participants (10,000) 	0.005


 	Social security expenditure as a percentage of government expenditure (%) 	0.014




 

The analysis reveals that the average urban resilience score is 0.081, indicating a generally low level of resilience across Chinese cities during the study period. However, as shown in Figure 2, the scores demonstrate an upward trend over time, with cities in the upper and middle reaches of the Yellow and Yangtze River basins showing higher resilience levels compared to those in the lower reaches.

[image: Line graph illustrating the Comprehensive Score Index from 2008 to 2022 for three categories: Upper, Middle, and Lower. The Upper category shows a peak around 2019, while the Middle and Lower categories display more gradual increases over time. The Upper category is marked with blue stars, Middle with red squares, and Lower with green circles.]

FIGURE 2
 Trend of average comprehensive evaluation score.




4.2 Regression results analysis

This study employs a multi-stage DID model to analyze the impact of HEC policies on the levels of IRC in the Yangtze and Yellow River basins. The basic regression results are presented in Table 4. In column (1), after accounting for city and year effects, the DID coefficient is 0.003, statistically significant at the 1% level. This significance persists in column (2) even after adding control variables, indicating that the HEC policy effectively promotes IRC, supporting Hypothesis H1.


TABLE 4 Regression results.


	Variable
	(1)
	(2)
	(3)
	(4)
	(5)
	(6)
	(7)



	IRC
	IRC
	ENR
	PR
	ELR
	IR
	SR

 

 	did 	0.003*** 	0.003*** 	0.002*** 	0.002 	0.044*** 	0.007*** 	−0.001


 	 	(3.155) 	(2.892) 	(2.601) 	(0.290) 	(3.647) 	(3.997) 	(−0.689)


 	UO 	 	−0.070** 	−0.043* 	0.261 	0.209 	−0.044 	−0.344***


 	 	 	(−2.095) 	(−1.687) 	(1.149) 	(0.558) 	(−0.795) 	(−6.093)


 	GMC 	 	−0.020*** 	−0.001 	−0.009 	0.047 	−0.009 	−0.084***


 	 	 	(−2.619) 	(−0.231) 	(−0.167) 	(0.544) 	(−0.673) 	(−6.507)


 	FD 	 	−0.002 	0.001 	0.074** 	−0.039 	−0.003 	−0.040***


 	 	 	(−0.410) 	(0.244) 	(2.532) 	(−0.808) 	(−0.454) 	(−5.486)


 	FDL 	 	0.006*** 	−0.003* 	0.041*** 	0.003 	−0.010*** 	0.020***


 	 	 	(3.104) 	(−1.941) 	(2.933) 	(0.116) 	(−2.812) 	(5.873)


 	_cons 	0.113*** 	0.116*** 	0.018*** 	0.631*** 	0.912*** 	0.016** 	0.046***


 	 	(29.245) 	(23.959) 	(4.868) 	(19.209) 	(16.804) 	(1.964) 	(5.691)


 	Year fix 	Yes 	Yes 	Yes 	Yes 	Yes 	Yes 	Yes


 	City fix 	Yes 	Yes 	Yes 	Yes 	Yes 	Yes 	Yes


 	N 	2,879 	2,879 	2,879 	2,879 	2,879 	2,879 	2,879


 	R2 	0.800 	0.801 	0.462 	0.880 	0.606 	0.476 	0.743


 	Adj. R2 	0.786 	0.787 	0.422 	0.871 	0.577 	0.437 	0.724





Robust standard errors in parentheses ***p < 0.01, **p < 0.05, *p < 0.1. The T-value is enclosed in parentheses.
 

To further explore how HEC policies impact specific dimensions of the IRC system, regressions are conducted on various dimensions of resilience, including economic, production, ecological, infrastructure, and social resilience, with results shown in columns (3) to (7) of Table 4. The findings reveal that HEC policies significantly enhance economic, ecological, and infrastructure resilience at the 1% significance level. However, the effects on production resilience and social resilience are not statistically significant, suggesting that while HEC policies boost economic, ecological, and infrastructure resilience, they do not significantly influence production or social organizational resilience.

Additionally, Fiscal Decentralization (FD) does not significantly affect IRC, though it positively impacts Urban Openness (UO), Government Macroeconomic Control capacity (GMC), and Financial Development level (FDL). Overall, the DID coefficients remain significant after controlling for city and year variables, with both adjusted and unadjusted coefficients indicating a strong model fit.



4.3 Mechanism analysis

Theoretical analyses have demonstrated that HEC policies are effective in enhancing environmental governance and promoting regional economic development (32, 68). To explore how HEC policies impact IRC, this study replaces traditional development variables with mechanism variables and tests them using a moderated effects model.

This study uses the Advancement of Industrial Structure (AIS) index, calculated for 180 cities in the Yangtze and Yellow River basins using data from the China Industrial Enterprises Database. Green technological innovation is also key to enhancing IRC. This is measured by the number of granted green invention patents, which better reflect actual R&D efforts and innovation value than patent applications (45, 89). The results, presented in Table 5, reveal significant relationships between green innovation, industrial structure, and the effects of HEC policies on IRC.


TABLE 5 Moderating effect test results.


	Variable
	(1)
	(2)



	IRC
	IRC

 

 	did 	0.00287** 	0.00263**


 	[0.001] 	[0.001]


 	AIS 	0.00531*** 	


 	[0.002] 	


 	did_AIS 	0.00052* 	


 	[0.000] 	


 	GIL 	 	−0.00128*


 	 	[0.001]


 	did_GIL 	 	0.00076*


 	 	[0.000]


 	UO 	−0.06816** 	−0.05798*


 	[0.033] 	[0.034]


 	GMC 	−0.01840** 	−0.01931**


 	[0.008] 	[0.008]


 	FD 	−0.00206 	0.00055


 	[0.004] 	[0.004]


 	FDL 	0.00447** 	0.00647***


 	[0.002] 	[0.002]


 	Contr 	0.07520*** 	0.08216***


 	[0.004] 	[0.005]


 	r2_within 	0.01902 	0.01423


 	N 	2880.00000 	2880.00000





Robust standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. Standard errors are in parentheses.
 

Table 5 (1) explores the moderating role of advanced industrial structures. Incorporating an interaction term between advanced industrial structure and HEC policy into the baseline regression model reveals that industrial structure significantly enhances IRC at the 5% significance level. This empirical evidence confirms Hypothesis 2, indicating that cities with more advanced industrial structures amplify the positive effects of HEC policies on IRC.

To further examine the moderating effect of green innovation, an interaction term between green innovation level and HEC policy is introduced into the benchmark regression model. The results, shown in column (2) of Table 5, indicate a positive relationship between this interaction term and IRC, also significant at the 5% level. This finding supports Hypothesis 3, demonstrating that higher levels of green innovation strengthen the positive impact of HEC policies on IRC, facilitating sustainable urban development.



4.4 Parallel trend test and analysis of the dynamic effects

This study employs a multi-period DID model, which assumes that both the experimental and control groups follow a similar trend of change before the policy implementation, satisfying the parallel trend assumption.

Therefore, this paper adopts the event study method, takes the city that implements the HEC policy for the first time as the experimental group, selects the previous year as the base period, and establishes the model shown in Equation 18 to estimate the dynamic effect of the HEC policy on the urban IRC index:

IRCit=β0+βk∑k=−4,k≠−13Di,t+k+γControl_Varit+CiFE+YearFE+εit      (18)

Among them, Di,t+k represents the dummy variable for the relative time of each city implementing the HEC policy, while the other variables are defined as in the benchmark regression model. This paper excludes event occurrence points where k = −1 and uses the year before the implementation of the HEC policy as the base period year. The focus is on the core parameter βk, which measures the impact of the k-th year of the HEC policy on urban IRC index.

Figure 3 presents point estimates and 95% confidence intervals within a 7-year window (kϵ[—4, 3], k = —1). From Figure 3, it can be seen that before the implementation of the HEC policy, there was no significant difference in urban IRC index between the experimental group and the control group. After the policy was implemented, its positive effect on urban IRC index gradually became evident. However, it should be noted that the effect of horizontal ecological compensation policy on urban IRC index decreased in the third year after the implementation of the policy, indicating that the effect of horizontal ecological compensation policy on urban IRC index needs to be improved and long-term guarantee of the policy needs to be strengthened.

[image: Line graph showing the coefficient of policy over time relative to policy implementation, measured in years. The x-axis ranges from pre_4 to post_3, and the y-axis shows coefficients from -0.005 to 0.01. Error bars indicate variability, with a notable increase from pre_2 to post_3. The current period is slightly above zero.]

FIGURE 3
 Parallel trend test results.




4.5 Robustness test

To comprehensively verify the robustness of the core findings, four distinct robustness tests are conducted in this section, each targeting different potential sources of bias or endogeneity.


4.5.1 Placebo test to validate causal inference

Although this paper controls for various city characteristic variables in the quasi-natural experiment, some unobserved factors may still influence the evaluation of HEC policies. Due to the staggered implementation timelines of pilot cities in the multi-period DID analysis, a placebo test is necessary. This test involves randomly generating pseudo-treatment and pseudo-policy shock dummy variables by selecting random policy start times for each city in the sample.

To conduct the placebo test, this study randomly sampled 180 cities and time points without repeating the experimental cities or policy timelines. This process was repeated 500 times, generating 500 sets of random dummy variables HEC_Policyrandom, and the corresponding kernel density plots and p-value distributions are presented in Figure 4. The baseline regression coefficient in this study is 0.003, which is situated in the lower tail of the placebo test parameter distribution curve, with a p-value below 0.1, indicating a significant difference from the placebo results. In contrast, the p-values for most estimated coefficients are above 0.1, and the average regression coefficient from the random samples is close to zero. These findings confirm that the baseline regression of this study passes the placebo test, demonstrating the robustness of the evaluation results.

[image: Scatter plot with a density line. The x-axis is labeled "b(did)" ranging from -0.002 to 0.002. The y-axis has dual labels: "p_value" and "kdensity beta." Green dots indicate p_values, forming a peak near zero. An orange line represents kdensity beta, outlining a broader curve around the dots. A legend identifies the p_value in green and kdensity beta in orange.]

FIGURE 4
 Placebo test.




4.5.2 Robustness testing via control variable adjustment

The data used in the regression analysis may contain inaccuracies due to measurement, input, or calculation errors, which could affect the robustness of the results. To address this, the model was re-estimated by reducing the control variables by 1 and 5%, respectively, with the regression outcomes presented in columns (3) and (4) of Table 6. The DID regression coefficients were 0.035 and 0.0030, both significant at the 1% level, indicating that the baseline regression results remain strong and reliable.


TABLE 6 Robustness test result.


	Variable
	PSM-DID
	Reduced control variables
	Delete municipalities



	Cross-section PSM
	Yearly PSM
	(1%)
	(5%)



	(1)
	(2)
	(3)
	(4)

 

 	did 	0.0033** 	0.0035** 	0.0035*** 	0.0030*** 	0.0037***


 	(2.3592) 	(2.4057) 	(3.3224) 	(2.8672) 	(3.4526)


 	X1 	−0.1002* 	−0.1185* 	−0.0700** 	−0.0954** 	−0.0691**


 	(−1.7815) 	(−1.6820) 	(−2.0433) 	(−2.4683) 	(−2.0771)


 	X2 	−0.0157 	−0.0125 	−0.0166 	−0.0298** 	−0.0199***


 	(−1.1124) 	(−0.7548) 	(−1.5895) 	(−2.2446) 	(−2.6225)


 	X3 	−0.0026 	−0.0046 	−0.0008 	−0.0030 	−0.0016


 	(−0.5037) 	(−0.8300) 	(−0.1929) 	(−0.6491) 	(−0.3699)


 	X4 	0.0051 	0.0053 	0.0044** 	0.0033 	0.0066***


 	(1.6407) 	(1.6106) 	(1.9895) 	(1.4692) 	(3.2292)


 	Year fix 	YES 	YES 	YES 	YES 	YES


 	City fix 	YES 	YES 	YES 	YES 	YES


 	Adj. R2 	0.7631 	0.7681 	0.7896 	0.7847 	0.7867





Robust standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. The T-value is in parentheses.
 



4.5.3 Exclusion of municipalities for robustness test

Given that municipalities are provincial-level administrative units with distinct administrative levels, policy resources, and urban scales compared to other cities, their inclusion could bias the assessment of IRC. To mitigate this, municipalities directly under the central government were excluded from the sample, and the results of this adjusted regression are shown in column (5) of Table 6. The DID coefficient of 0.0037, significant at the 1% level, further supports the robustness of the initial regression conclusions.



4.5.4 Addressing sample selection bias using multi-period PSM-DID

While the DID approach isolates the average treatment effect of the pilot policy, the selection bias may still exist because the pilot HEC policy does not qualify as a strict natural experiment. To further test robustness, a multi-period PSM-DID model was employed. Given that PSM is suitable for cross-sectional data and DID for panel data, two approaches were adopted: 1. constructing a cross-sectional PSM by treating panel data as cross-sectional for matching, and 2. matching data period-by-period, as suggested by Böckerman and Ilmakunnas (92). Accordingly, this study sequentially applied the panel data transformation and the period-by-period matching methods for propensity score matching.

Columns (1) and (2) of Table 3 display the PSM-DID regression results across multiple time points using both methods. The results indicate that the DID coefficient remains significantly positive and closely aligns with the baseline findings, demonstrating that the impact of HEC policies on enhancing IRC is robust.

Additionally, subgroup heterogeneity analyses based on regional and developmental characteristics are presented in Section 4.6.3, which further reinforce the robustness and contextual relevance of the conclusions.




4.6 Heterogeneity analysis

Given China’s diverse regional characteristics, the effects of HEC policies may differ across cities with varying ecological vulnerability and development levels. This subsection conducts a heterogeneity analysis across three dimensions: urban hierarchy, geographical location, and administrative designation. The results provide deeper insights into the spatially differentiated impacts of HEC policies within the Yangtze and Yellow River basins.


4.6.1 Urban hierarchy heterogeneity

The process of marketization varies significantly across cities, and this, combined with different policy-driven subsidies and city-specific characteristics, can influence the development of sustainable urban resilience. Following Wang (53), the sample cities are classified into two categories: central cities, including provincial capitals, sub-provincial cities, and the four municipalities, and peripheral cities, which encompass all other cities.

Table 7 presents the estimation results of how different city types affect IRC. The results reveal that HEC policies positively affect peripheral cities at the 1% level. However, their impact on central cities is not significant. This suggests that HEC policies help reduce regional disparities by supporting peripheral cities to catch up with more developed central cities. In contrast, they have minimal effects on central cities with higher development levels.


TABLE 7 Heterogeneous result of urban hierarchy.


	Variable
	(1)
	(2)



	Central city
	Non-central city

 

 	did 	0.002 	0.003***


 	(0.40) 	(3.24)


 	X1 	−0.014 	−0.051


 	(−0.13) 	(−1.41)


 	X2 	−0.161** 	−0.007


 	(−2.15) 	(−0.62)


 	X3 	−0.011 	0.002


 	(−0.58) 	(0.55)


 	X4 	0.012* 	0.004*


 	(1.82) 	(1.68)


 	N 	336 	2,544


 	R
2
 	0.733 	0.807


 	Adj. R2 	0.70 	0.79





Robust standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. The T-value is in parentheses.
 



4.6.2 Geographical location heterogeneity

To examine whether geographical differences impact the effectiveness of HEC policies on IRC, this study first divides 180 cities along the Yangtze River into upstream, midstream, and downstream clusters. This approach helps assess whether the initial implementation of HEC policies yields different outcomes across these catchment areas. As shown in Table 8, columns (1) to (3), the HEC policy significantly improves IRC in the upstream and midstream urban areas but shows no significant effect in the downstream regions. This disparity may be attributed to the lower economic development levels in the upstream and midstream regions, making them more responsive to policy-induced changes. In contrast, the downstream regions, characterized by a more advanced digital economy and higher development quality, exhibit less noticeable improvements under the same policy conditions.


TABLE 8 Heterogeneous result of location.


	Variable
	(1)
	(2)
	(3)
	(4)
	(5)
	(6)



	Upper reaches
	Middle reaches
	Lower reaches
	Eastern region
	Middle region
	Western region

 

 	did 	0.004** 	0.004** 	−0.000 	0.002 	0.003** 	0.004***


 	(2.09) 	(2.33) 	(−0.24) 	(0.61) 	(2.15) 	(2.68)


 	X1 	0.007 	−0.059 	−0.141*** 	0.080 	−0.083* 	−0.030


 	(0.07) 	(−0.94) 	(−2.77) 	(0.93) 	(−1.69) 	(−0.38)


 	X2 	0.011 	−0.038 	−0.041* 	−0.034 	−0.018 	0.007


 	(0.77) 	(−1.48) 	(−1.82) 	(−1.23) 	(−0.72) 	(0.51)


 	X3 	−0.002 	−0.001 	0.005 	0.052*** 	−0.005 	−0.001


 	(−0.21) 	(−0.17) 	(0.64) 	(3.85) 	(−0.97) 	(−0.10)


 	X4 	−0.001 	0.004 	0.008** 	0.004 	−0.000 	0.002


 	(−0.18) 	(0.89) 	(2.04) 	(0.68) 	(−0.06) 	(0.67)


 	Year fix 	Yes 	Yes 	Yes 	Yes 	Yes 	Yes


 	City fix 	Yes 	Yes 	Yes 	Yes 	Yes 	Yes


 	N 	768 	960 	1,152 	640 	1,232 	1,008


 	R
2
 	0.812 	0.830 	0.783 	0.756 	0.821 	0.820


 	Adj. R2 	0.79 	0.81 	0.76 	0.73 	0.81 	0.80





Robust standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. The T-value is in parentheses.
 



4.6.3 Administrative location heterogeneity

Furthermore, the study explores the regional impact of HEC policies by categorizing the 180 cities into eastern, central, and western regions based on their administrative locations. As shown in Table 8, columns (4) to (6), the results indicate that HEC policies significantly enhance IRC in the central and western regions, while the impact on the eastern region remains insignificant. Similar to the watershed findings, this regional difference can be explained by the eastern region’s resource abundance and economic efficiency, which make further significant improvements less attainable. Conversely, the central and western regions, being relatively less developed, experience more pronounced IRC advancements under the influence of HEC policies.





5 Results and discussion

This study employs the IRC index to evaluate the level of inclusive urban resilience in the Yangtze and Yellow River Basins from 2007 to 2022. The results reveal that the average IRC value for these regions is 0.081, indicating a generally low level of inclusive resilience with significant regional disparities, with downstream areas exhibiting significantly higher IRC values. The effects of HEC policies on local IRC levels were further assessed. Beyond assessing the marginal effects of HEC policies, the moderating roles of industrial structures and green innovation were also analyzed. The robustness of the results was validated using placebo tests, PSMDID, reduced-tail treatment, and exclusion of certain municipalities. Heterogeneity analysis further supported the robustness of these results. However, when the analysis was extended to downstream, eastern, and central cities, no significant empirical association between HEC policies and IRC was identified.

These results offer significant policy implications. First, the results suggest that ecological compensation mechanisms can contribute not only to environmental protection but also to inclusive and resilient urban growth, aligning with the objectives of Sustainable Development Goal 11. Notably, HEC policies positively influence IRC in upstream, central and western areas, and non-central cities, highlighting their potential to address spatial inequality in urban development. Second, HEC initiatives support low-carbon urban transformation by promoting cleaner industrial structures and regional cooperation. These efforts facilitate a transition toward sustainable urban economies and enhance resilience to climate-related risks. However, the observed regional differences underscore the need for context-sensitive policy design.

Despite these benefits, HEC policies also exhibit inherent limitations. Fiscal burdens may disproportionately affect underdeveloped areas, particularly when compensation standards are misaligned with local opportunity costs. Overreliance on central government transfers may also weaken the intrinsic motivation of recipient regions to pursue environmental reforms. Additionally, policy enforcement effectiveness remains uneven, depending heavily on local governance capacity and alignment with the performance evaluation system for officials.

To enhance the impact and equity of HEC policies, future reforms could consider optimizing the design of compensation mechanisms, ensuring alignment with local economic conditions and ecological values. Interregional coordination platforms can be established to better manage watershed-level governance, particularly in addressing transboundary water conflicts. Stronger integration with national ecological strategies—such as the “dual carbon” goals, ecological civilization reform, and the Yangtze River Protection Law—would increase policy coherence. Furthermore, differentiated policy guidance should be developed based on regional climate risk profiles and stages of economic development, while financial support for green innovation should be expanded to empower local governments in achieving both environmental and resilience targets.

Several limitations of this study warrant further discussion. Although the analysis focuses on the HEC policies due to their relevance to watershed governance and urban resilience (33, 43), other environmental factors such as air pollution remain underexplored. Recent research highlights the crucial role of air pollution regulation in China’s ecological governance (11, 90) which should be incorporated into future research frameworks. Moreover, challenges specific to river basin governance, such as interprovincial water disputes and hydrological variability under climate change, were not fully incorporated in this study. These are especially relevant in China’s major river systems and should be prioritized in future work.

Further research is should also aim to establish a more comprehensive and standardized framework for measuring inclusive urban resilience. Currently, there is no unified national standard, and indicators such as government capacity, public risk response, firm-level emissions, and overall IRC levels are often applied without clear weighting guidance, especially in county-level cities. Future research could address these gaps through field surveys and qualitative assessments.

While additional inquiry remains necessary, it is hoped that this study provides a foundational contribution to the growing literature on ecological compensation policies and their role in fostering resilient and inclusive urban development in China.
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Introduction

Extensive research on human and economic development in the Least Developed Countries (LDC) signaled concerns about the critical barriers that impede sustainable growth in these nations. This study examines the dynamic relationship between the two indices of human development (Human Development Index and Human Assets Index) and the capacity of 22 LDCs, between 2003 and 2019, to attract FDI, the degree of urbanization, water and sanitation access, as well as fertility rate.



Methods

The methodological construct is based on panel VAR and Granger causality methods. By considering all variables endogenous and interdependent, a cross-sectional dimension is introduced. The lag length was found using the Akaike Information Criterion (AIC), the Bayesian Information Criterion (BIC), and the Hannan-Quinn Information Criterion (HQIC). To analyse the changing relationship between variables, we used the 7-variable panel VAR for impulse response function analysis.



Results and discussion

The results show a strong cause-and-effect link between urbanization, access to sanitation, and human development. Subsidiary, human development, and water access affect the level of foreign investments. The findings have practical implications for LDC governments by revealing a possible pathway for the sustainable development of the region. The provision of water access and sanitation infrastructure are investments that positively affect economic growth and human development. The paper emphasized the importance of equal and non-discriminatory access to water and sanitation services, an objective otherwise configured in SDG 6 “Clean water and sanitation”. Countries’ higher levels of human development are linked to more people living in cities, as they lead to more social and economic progress. Research examining how investments, access to water and sanitation, and birth rates affect human development supports this. The mechanisms of such interaction reside in higher income levels in urban areas, employment opportunities, and increased access to educational and health services.




Keywords: sustainable development goals, water access, sanitation access, least developed countries (LDC), foreign direct investment


1 INTRODUCTION

Achieving sustainable development represents a shared vision of all nations for global development toward a sustainable economy, society, and environment (United Nations, 2015). United Nations Conference on Trade and Development (UNCTAD) argues that the least developed countries (LDCs) are the battleground where the Sustainable Development Goals will be won or lost (Fojtikova et al., 2023). The LDC classification of the United Nations General Assembly reflects an acknowledgement by the international community that special support measures are needed to assist the least developed among the developing countries. LDCs are countries that have low levels of income and face severe structural impediments to achieving sustainable development (United Nations, 2025a), being the most exposed countries to economic, social, and environmental vulnerabilities. These nations possess the least amount of wealth and human capital because of this unfavorable environment (Peña and Hernández, 2018). Current criteria to be considered for LDC are an income per capita of below 1088 USD, a human assets index (HAI) of below 60, and an economic and environmental vulnerability index higher than 36 (United Nations, 2025a).

Extensive scholarly literature exists regarding the advancements made by LDCs in the direction of sustainable development. However, fundamental obstacles continue to endure and have escalated in complexity and immediacy (Lewis, 2000; Hong et al., 2021). The standard of living of the inhabitants of LDCs is below average. Along with the main problems of malnutrition and inadequate housing (Apostu et al., 2022), the problem of not having enough access to basic services like sanitation, healthcare, electricity, and education is seen around the world as a major problem that needs to be addressed. Human development research investigates a multitude of aspects, such as foreign direct investments (FDI), urbanization (Sahai and Kumar, 2021), access to water and sanitation (Amorocho-Daza et al., 2023), and fertility rate (Harttgen and Vollmer, 2014). In the past 10 years, there has been registered new research on LDCs. This study explores the connection between LDCs and certain SDGs, like SDG 6’s water access, SDGs’ health and education, or the whole set of SDGs (Guerrero-Ruiz et al., 2021; Hurley and Voituriez, 2016; Fojtikova et al., 2023; United Nations, 2018), by analyzing different financial, economic, and environmental factors.

This study highlights the presence of significant obstacles, such as key barriers and low human development conditions that hinder the achievement of sustainable progress in these nations. The objective of this study is to empirically investigate for the LDC nations the causal relationship between human development (captured by two indices, the Human Development Index and Human Assets Index) and factors stimulating economic growth, such as FDI, urbanization, water and sanitation access, as well as fertility rate.

Thus, we analysed four hypotheses:


Hypothesis 1. Human development and FDI generate a bidirectional causal relationship in LDC countries.


Hypothesis 2. Urbanization contributes to human development, which in turn influences the degree of urbanization in LDC nations.


Hypothesis 3. Access to water and sanitation in LDC countries has a mutual influence on the degree of human development.


Hypothesis 4. Fertility rate and human development have a reciprocal influence in LDC countries.

The results reveal factors that influence human development as the motor of sustainable development, but also how human development may stimulate economic growth, such as investment levels, urbanization, access to water or sanitation, and fertility rates, representing the novelty of the paper. To the best of our knowledge, there is no study that analyzes both indices of human development, the Human Development Index and the Human Assets Index together with FDI. Thus, the paper fills the gap in this direction. Our results contribute to the current state of knowledge about how LDCs may achieve sustainable development.

The rest of the study is structured as follows: The second section presents the nexus between human development, foreign investment, urbanization, water and sanitation access, as well as the fertility rate. The hypothesis is built around these. The third section describes the data and methodology used; the fourth part presents the empirical results and discussions; and the last part concludes the study.



2 LITERATURE REVIEW

Sustaining human development is fundamentally the objective of sustainability advocates, and human development cannot be considered real without sustainability (Neumayer, 2010). If the goal of human development is to help people live longer, be healthier, get a better education, and be happy with their lives, then the goal of sustainable human development is to make sure that future generations can do the same (Neumayer, 2010). Thus, human resources are a determining factor in a country’s success, and states with qualified and highly educated personnel have competitive advantages (Budiono and Purba, 2023). Education is recognized as a major factor in economic growth (Petrakis and Stamatakis, 2002), and high levels of human capital contribute to the development of foreign direct investment flows (Yamin and Sinkovics, 2014).

Given the breadth and complexity of the concept of human development, there has been some considerable effort devoted to developing some measurements for it. The United Nations Development Programme (UNDP) offers the Human Development Index (HDI), a widely acknowledged metric for assessing human development (Bartkute et al., 2023). It is composed of three elements: education, longevity, and income. An additional metric for assessing human development is the Human Assets Index, which the United Nations Conference on Trade and Development (UNCTAD) employs as a criterion for identifying LDCs and is a composite index of health and education.

Not only the people in LDC suffer from low-income levels, lack of education, poor health, and low life expectancy, but these indicate low levels of human development which may not even be sustainable into the future, even under the optimistic substitutability assumption of weak sustainability, not valid in these countries (World Bank, 2010).

To raise genuine savings and investment, a country needs to invest more and consume less. This policy recommendation is not feasible or compatible with human development in extremely impoverished and weakly sustainable nations, as it would place the onus of attaining a semblance of sustainability on the poorest and most vulnerable individuals. This is, of course, unless the necessary funds for supplementary investments can be procured externally (Neumayer, 2010). Integration into the international economy through both trade and financial relations can be a powerful instrument to advance structural transformation.

FDI is a key driver of sustainable economic development (Ofori I. K. et al., 2023; Cudjoe et al., 2023). An examination of the capacity of LDC to provide their citizens with sustainable human and economic development reveals that FDI is expected to affect human development directly or indirectly (Gökmenoğlu et al., 2018). Together, LDCs constitute 14% of the world’s population, but at the same time, they account for less than 2% of world GDP and only 1% of world trade (United Nations Conference on Trade and Development, 2021).

In LDCs, FDI inflows were often responsible for the increase in capital formation. However, there are several reasons for LDC policymakers not to overestimate the potential of FDI for accelerating the process of structural transformation. First, FDI flows have been concentrated in only a few LDCs and did not always lead to faster output growth (United Nations Conference on Trade and Development, 2013). Second, a large part of FDI in LDCs is usually undertaken in capital-intensive extractive industries, which typically have very few linkages with the rest of the economy. In this case, it is often difficult for the State to appropriate a fair share of the considerable rents that have been generated (United Nations Conference on Trade and Development, 2013). Exploiting other states’ ecological and social resources (LDCs) in achieving sustainability goals would depart from the basic ethos of the 2030 Agenda: “Leave No One Behind” (Chen, 2024). In the same way, FDI that comes to LDCs’ manufacturing industries because of their low labor costs usually stays in areas that are geared toward exports, like export processing zones, where imported materials are put together to be sent back to other countries. The same applies to tourism enclaves, which are often supplied through imports (United Nations Conference on Trade and Development, 2013).

Unlike the abundant literature on links between FDI and economic growth, studies examining FDI’s influence on human development are relatively rare (Gökmenoğlu et al., 2018). Previous studies on the relationships between human development and countries’ capacity to attract FDI show mixed results. The first group of empirical studies shows that high HDI scores make FDI less likely to come in. These studies looked at 161 countries (109 low-to middle-income and 52 high-income) from 2006 to 2018 and found that higher levels of social and human development led to less FDI (Chipalkatti et al., 2021).

Primary education as a measure of human development in 124 countries between 1971 and 2010 did not draw FDI (Iamsiraroj, 2016). Still, earlier research has shown that FDI and HDI are linked in both directions. FDI has a positive effect on HDI (a measure of welfare), especially in Asia, which had less developed and poorer countries from 1990 to 2014 (Ahmad et al., 2019). The HAI (used to classify LDCs) has not been talked about as much in the literature since the 1970s as the HDI (Feindouno and Goujon, 2019). This is because it covers important health and education issues that affect human development and has a series available for 147 developing countries.

Thus, the following hypothesis was developed based on the potential of human development to generate conditions for attracting foreign investment and on the role of FDI in human development:


Hypothesis 1. Human development and FDI present a bidirectional causal relationship in LDC countries.

The degree of urbanization, which is another indicator thought to be highly correlated with human development, is the subject of this study. SDG 11: Sustainable cities and communities aim to make cities and human settlements inclusive, safe, resilient, and sustainable. Sustainable urbanization cannot be addressed without basic access to water and sanitation (Yeyouomo and Asongu, 2024). In recent years, there has been a proliferation of research examining the effects of urbanization on human development; however, the reciprocal relationship between urbanization and human development has received comparatively less attention.

While previous research has examined various types of interactions among the indicators, the prevailing emphasis has been on the favorable consequences of urbanization for human development. An in-depth study of 187 states from 1990 to 2017 found that urbanization has a positive effect on human development. Several numbers, including the total number of people living in cities, the rate of urban population growth, and the percentage of people living in agglomerations with a population of one million or more, confirmed this (Tripathi, 2021). However, the extent of this influence is contingent on different income levels.

The next hypothesis was formulated in light of the following observations: Most LDCs face considerable challenges posed by demographic developments, rising inequality, and persistent poverty (Olaoye et al., 2023), combined with accelerated urbanization (United Nations Conference on Trade and Development, 2013). Income inequalities arise especially due to the ability to access development opportunities (such as capital, land, health, and education) among the population groups in society (Ho et al., 2023). The population living in the present LDCs is projected to almost double to 1.9 billion by 2050. With a soaring youth population, an additional 630 million people (equivalent to about one-third of the estimated LDC population in 2050) will have entered the labour market by 2050. Moreover, it is the most vulnerable country among LDCs that is most affected by these demographic trends (United Nations Conference on Trade and Development, 2013). Insufficiently paid employment creation has the potential to become a source of significant social and political tension and can weaken domestic demand growth.

Based on these considerations, we developed:


Hypothesis 2. Urbanization contributes to human development, which in turn influences the degree of urbanization in LDC nations.

On the other hand, economic growth is linked to better access to water and sanitation. The issue of poor access to water and sanitation in LDC countries has received a lot of attention, especially in light of the Millennium Development Goals, as diseases linked to improper water use have caused a lot of deaths in those states (Jeuland et al., 2013). Many diseases (e.g., malaria, diarrhea, cholera, hepatitis, and typhoid) and child mortality can be managed through access to drinking water and good sanitation (Ofori I. et al., 2023).

There are still billions of people in the world without access to safe drinking water and sanitation. Thus, Sustainable Development Goal 6 (SDG 6) “Clean water and sanitation” is essential in achieving SDG’s aims in social, economic, and environmental sustainability (Venkatesh and Velkennedy, 2023). Environmental degradation profoundly influences the quality of drinking water, that makes this crucial in sustainable development, to which FDI could contribute (JinRu et al., 2022). SDG 6 proposes integrated and holistic water management strategies to achieve universal and equitable access to safe and affordable drinking water and sanitation for all by 2030. SDG 6 is critical about connecting it to human development and interlinking other elements covered by the SDGs, as follows: SDG 1: eradicate all forms of poverty; SDG 3: health and wellbeing; SDG 3: promote economic growth with decent jobs; and SDG 10: reduce inequalities (García-Lopez et al., 2024).

Although between 2015 and 2022 (United Nations, 2024), the proportion of the global population with access to safe drinking water services improved by 4% (from 69% to 73%) and the proportion of those with access to sanitation services increased by 8% (from 67% to 75%), in 2022, approximately 2.2 billion people did not benefit from safe drinking water. LDCs are the most affected by the global water crisis, especially those in Sub-Saharan Africa (Dos Santos et al., 2017). Providing everyone with safe drinking water appears to be an acute topic in the contemporary world, concerned with population growth and climate change (Abdiyev et al., 2023).

Access to water and sanitation serve as fundamental prerequisites for the individuals wellbeing and education (Moreira et al., 2024; Kirschke et al., 2020) and sustainable sanitation practices are essential in less developed countries (Ejigu and Yeshitela, 2024). Regarding access to water and sanitation, Least Developed Countries (LDCs) face a critical predicament (Ferdous et al., 2022). Extensive research has been conducted on the consequences of insufficient water security, which include but are not limited to mortality, morbidity, economic hardship, and social unrest (Mason, 2014).

Even countries with substantial natural resources experience reductions in welfare due to reduced access to water and sanitation (Mpuure and Mengba, 2024). The technical obstacles that are inherent in the task of guaranteeing universal access to water and sanitation in least-developed countries (LDCs) have been the subject of substantial academic discussion. Nevertheless, scholarly investigations into the relationship between this issue and challenges in human development are scarce (Goswami and Ghosal, 2022; Ladi et al., 2021). A study from 2023 that used the causality method and data from 188 states between 2000 and 2017 (Amorocho-Daza et al., 2023) indicated a connection between water and human development.

This supported the hypothesis:


Hypothesis 3. Access to water and sanitation in LDC countries has a mutual influence on the degree of human development.

Rapid population growth, fueled by high fertility, presents a barrier to reducing poverty levels and reaching other internationally agreed development goals (Cheng et al., 2022). In LDCs, fertility rates are higher due to the lack of access to contraceptives and generally lower levels of female education (Bado et al., 2020). Reducing population growth through cutting fertility rates, versus increasing mortality or restricting migration, is beneficial to the economy, as low fertility increases the number of people of working age per capita as well as output per capita (Ashraf et al., 2013). Benefits to economic growth also occur as lowering fertility leads to an increase in the supply of female labor, particularly in urban areas in developing countries. In addition, smaller family sizes allow for greater investment in the health and education of children in the long term, both from the family and from the government (Foley, 2022). Despite the steady decline in the fertility rate in LDCs since the 1980s, their populations are the fastest growing.

There are good reasons in the literature to investigate how this indicator, the fertility rate, and human development are all connected. Previous research has shown mixed but strong results for fertility rate interaction and human development. Noteworthy is the study of Myrskylä et al. (2009), which documents (for the period 1975–2005) that increasing levels of human development led to a decreased fertility rate, and if human development exceeds a specific limit, then its growth leads to increased fertility rate. Studies are showing that fertility rates rise after a certain level of human development (Cheng et al., 2022; Harttgen and Vollmer, 2014).

This leads to the following hypothesis:


Hypothesis 4. Fertility rate and human development have a reciprocal influence in LDC countries.

Figuring out the cause-and-effect link between human development and things that might affect it (like investments, urbanization, access to water and sanitation, and fertility rate) lets us make cross-mapping interactions that help us learn more about the economies of LDCs and their level of human development.



3 DATA AND METHODOLOGY

To identify the factors influencing human development and determinants stimulating economic growth in LDC countries, we used the following variables: HDI (Human Development Index), Human Assets Index (HAI), FDI, net inflows, % of GDP (FDI), Urbanization, Water and Sanitation access, as well as Fertility rate.

The variable description is presented in Table 1. The sample consists of 22 countries from 44 least-developed countries (classified by UNCTAD, the United Nations Conference on Trade and Development), due to data availability between 2003 and 2019. The study proposes the analysis prior to the COVID-19 pandemic period, to understand how human and economic development evolved in these countries, without being influenced by the global pandemic crisis, when many countries changed policies and regulations in 2020, which could affect the results. The studied countries are: Angola, Bangladesh, Burundi, Cambodia, Comoros, the Democratic Republic of Congo, Benin, Gambia, Guinea, Haiti, Madagascar, Mali, Mauritania, Mozambique, Nepal, Niger, Rwanda, Senegal, Sierra Leone, Togo, Uganda, and the United Republic of Tanzania.


TABLE 1 | Variables description.




	Variables
	Description
	Source





	HDI
	Human Development Index
	The Human Development Report of the United Nations Development Programme (https://hdr.undp.org) (United Nations Development Programme, 2025)



	HAI
	Human Assets Index
	The United Nations (UN) (https://www.un.org/development/desa/dpad/least-developed-country-category/ldc-data-retrieval.htm) (United Nations, 2025b)



	FDI
	Foreign Direct Investment, net inflows, % of GDP
	The World Bank’s World Development Indicators (WDIs) (https://data.worldbank.org/indicator?tab=all) via the International Monetary Fund Balance of Payments Statistics database (World Bank, 2025)



	Urbanization
	Urban population (% of total population)
	The World Bank’s World Development Indicators (WDIs) (https://data.worldbank.org/indicator?tab=all) via United Nations Population Division (World Bank, 2025)



	Water Access
	Access to basic drinking water (% of population)
	The United Nations (UN) (https://www.un.org/development/desa/dpad/least-developed-country-category/ldc-data-retrieval.htm) (United Nations, 2025b)



	Sanitation access
	Access to basic sanitation (% of population)
	The United Nations (UN) (https://www.un.org/development/desa/dpad/least-developed-country-category/ldc-data-retrieval.htm) (United Nations, 2025b)



	Fertility rate
	Fertility rate, total (births per woman)
	The World Bank’s World Development Indicators (WDIs) (https://data.worldbank.org/indicator?tab=all) (World Bank, 2025)








As previous literature has shown, human capital proves to be an essential criterion of a country’s degree of development. This study uses two indices of the degree of human development: the Human Development Index and the Human Assets Index. The Human Development Index (HDI) summarizes three dimensions of human development: health (life expectancy at birth), education (mean of years of schooling for adults aged 25 years and older, expected years of schooling for children of school age), and standard of living (gross national income per capita). The Human Assets Index (HAI) is composed of six health and education indicators: the death rate for children under five, the death rate for mothers, the number of children who are stunted, the number of adults who can read and write, and the gender parity index for lower secondary school completion. For robustness of estimates, both indices of human development are used in this study. To the best of our knowledge, there is no study that analyzes both indices of human development, the Human Development Index and the Human Assets Index.

Foreign direct investment represents an external investment into a business from outside the investor’s own country to get a long-term management stake (10% or more of the voting stock). It is the sum of equity capital, reinvestment of earnings, other long-term capital, and short-term capital as shown in the balance of payments.

Urbanization captures a percentage of the urban population from the total population and is considered a major proxy impacting human wellbeing. Access to public services and infrastructure, education, and the quality of working and living conditions all impact the quality of life of individuals residing in urban agglomerations. Water and sanitation access shows the percentage of the population with access to such services, considered essential for sustainable development, while the fertility rate quantifies the number of births per woman, the main indicator of the degree of human development.

In the case of panel data, before running the panel Granger causality, it is necessary to ascertain cross-section dependence and unit root tests (Akbaş and Lebe, 2016; Onuoha et al., 2018).

There are several alternatives available for examining cross-section dependence (De Hoyos and Sarafidis, 2006). The most prevalent are Friedman (1937), the Lagrange Multiplier (LM) developed by Frees (1995), Frees (2004), Pesaran’s CD test proposed by Pesaran (2004), and Friedman (1988). The panel VAR model, Levin, Lin, and Chu LLC (Levin et al., 2002), Im, Pesaran, and Granger causal analysis are used to analyze the stationarity. The panel VAR model is utilized in this paper since Granger’s causal analysis can detect minute improvements in the model’s structure. The PP-Fisher Chi-Square test, Shin W-Stat IPS (Im et al., 2003), and ADF-Fisher Chi-Square tests were utilized. The panel-unit root test shows that all variables support the alternative hypothesis, so the variables are stationary at this level.

By differencing, the VAR method achieves stationarity. This means that important information about the co-movements is taken out of the time series. To maintain a uniform specification, all variables were included in the PVAR in their level forms (Kireyev, 2000).

The Akaike information criterion, the Bayesian information criterion, or the Hannan-Quinn information criterion were used to find the smallest number of lags that should be in the model. This was done to check for Granger causality in panel datasets. P-values and critical values were computed using a bootstrapping procedure (Lopez and Weber, 2017).

Sims first proposed the Panel-Data VAR method in 1980 (Sims, 1980), which is a hybrid econometric approach. It uses the panel unit-root test to look at the time-series characteristics of individual variables (Jouida, 2018). The method combines the standard VAR method, which sees every variable in the structure as endogenous, with the panel-data method, which lets you add a fixed effect to the model in a clear way (Shank and Vianna, 2016).

By considering all variables endogenous and interdependent, a cross-sectional dimension is introduced. The VAR for the panel may be extpressed as follows, as shown in Equation 1:





Y

i
t


=

A

0
i





t



+

A
i




l




Y

t
−
j


+

u

i
t



(1)

where country i = 1, … , 22, time t = 2003, … , 2019, Yit is a vector of G X 1, in which G is the number of variables for country i and Yt is the stacked version of yit.

The lag length was found using the Akaike Information Criterion (AIC), the Bayesian Information Criterion (BIC), and the Hannan-Quinn Information Criterion (HQIC). The parsimonious principle says that the third-period lag is the best lag length (Lin and Wang, 2019).

To analyze the dynamic relationship between variables, we used the 7-variable panel VAR for impulse response function analysis. This indicated how a standard random perturbation shock affected the other variables since those variables were mostly static. It can be used to look at the changing relationship and interaction between variables (Lin and Wang, 2019).

Observing the impulse responses, their 5% and 95% percentile bounds are visible. These were found through Monte Carlo simulations with 200 and 1,000 replications, respectively. In cases where the zero line lies outside the confidence bands, there is evidence of a statistically significant response to the shock inflicted (Jouida, 2018).

The analysis was performed using EViews 12 Student Version.



4 EMPIRICAL RESULTS AND DISCUSSION

In order to respond to the study aim, we analysed four hypotheses, according to the extant literature:


Hypothesis 1. Human development and FDI generate a bidirectional causal relationship in LDC countries.


Hypothesis 2. Urbanization contributes to human development, which in turn influences the degree of urbanization in LDC nations.


Hypothesis 3. Access to water and sanitation in LDC countries has a mutual influence on the degree of human development.


Hypothesis 4. Fertility rate and human development have a reciprocal influence in LDC countries.

The panel VAR model is used in this paper since Granger’s causal analysis can pick up on small changes in the structure of the model. Panel VAR is suitable for dealing with interdependent economic questions because it is based on standard VAR. With its conceptual framework firmly grounded in standard VAR, panel VAR is exceptionally well-suited for examining interdependent economic inquiries. One advantage of this method is its cross-sectional design (Polemis, 2017). This means that the panel data may include individual heterogeneity and heteroscedasticity that was not seen (Du et al., 2018). It is not necessary to know about the economy of the panel data (Acheampong, 2018; Juodis, 2018; Lin and Wang, 2019).


Table 2 displays the descriptive statistics about the data that were utilized in the research. As it can be observed, HDI registers an average value of 0.4498, oscillating between 0.26 and 0.61, standard deviation being 0.07. For HAI was registered a mean of 44.13, a minimum of 11.48, a maximum of 73.62, and a standard deviation of 14.17. FDI has a medium value of 4.03, varying between −11.2 and 39.46, with standard deviation of 5.69. The values for Urbanization are included between 8.91 and 66.18, the average being 33.88 and standard deviation 13.33. For water access the mean is 59.04, the standard deviation is 16.76, the minimum being 21.4 and maximum being 97.02. Sanitation access presents a mean of 27.93, a minimum of 4.86, a maximum of 66.57, and a standard deviation of 5.04. For fertility rate was registered values between 1.92 and 7.66, a mean of 5.05 and standard deviation of 1.3.


TABLE 2 | Summary statistics of dependent and explanatory variables.




	Variables
	HDI
	HAI
	FDI
	Urbanization
	Water access
	Sanitation access
	Fertility rate





	Mean
	0.4498
	44.1264
	4.0307
	33.8838
	59.0425
	27.9282
	5.0460



	Min
	0.2630
	11.4774
	−11.199
	8.9080
	21.4030
	4.8613
	1.9170



	Max
	0.6090
	73.6211
	39.4562
	66.1770
	97.0160
	66.5738
	7.6580



	Std. Dev
	0.0678
	14.1748
	5.6896
	13.3291
	16.7634
	15.0355
	1.2963








We used LLC test (Levin, Lin, and Chu), IPS test (Im), and Panel VAR, which is highly suitable for investigating interdependent economic inquiries owing to its conceptual framework rooted in standard VAR. Pesaran and Shin W-Stat, Fisher ADF test, and Fisher PP test are all suitable due to the assumption of individual processes in each cross-section series. The results of the unit root test are listed in Table 3, according to which we claim that the variables are stationary at level.


TABLE 3 | Unit root tests.




	Variables
	Levin, Lin and Chu
	Im, Pesaran and Shin W-Stat
	ADF-Fisher Chi-Square
	PP-Fisher Chi-Square



	Statistic
	Prob
	Statistic
	Prob
	Statistic
	Statistic
	Statistic
	Prob





	HDI
	−6.4150
	0.0000
	0.0309
	0.5123
	55.8267
	0.1089
	272.988
	0.0000



	HAI
	−4.6278
	0.0000
	2.6551
	0.9960
	34.2342
	0.8548
	119.190
	0.0000



	FDI
	−3.5055
	0.0002
	−3.5585
	0.0002
	80.7027
	0.0006
	118.198
	0.0000



	Urbanization
	−2.2296
	0.0129
	7.6212
	1.0000
	64.8944
	0.0218
	29.7751
	0.9502



	Water Access
	−1.5659
	0.0587
	5.9325
	1.0000
	74.0578
	0.0031
	694.504
	0.0000



	Sanitation access
	−5.5989
	0.0000
	−2.1948
	0.0141
	89.1699
	0.0001
	546.609
	0.0000



	Fertility rate
	−4.5933
	0.0000
	−2.0611
	0.0196
	142.901
	0.0000
	779.693
	0.0000








The cointegrating relationship among the variables was tested using the Pedroni and Kao cointegration tests. The results are presented in Table 4 and confirm there is a cointegration relationship between the variables in the study: HDI, HAI, FDI, Urbanization, Water access, Sanitation access, and Fertility rate.


TABLE 4 | Cointegration tests.




	Test
	Statistic
	Prob





	Pedroni cointegration test



	Panel v statistic
	−4.6341
	1.0000



	Panel Rho statistic
	4.4875
	1.0000



	Panel PP statistic
	−6.4412
	0.0000***



	Panel ADF statistic
	−5.3539
	0.0000***



	Group Rho statistic
	6.6651
	1.0000



	Group PP statistic
	−13.2607
	0.0000***



	Group ADF statistic
	−7.0583
	0.0000***



	Kao cointegration test



	ADF
	3.8062
	0.0001***







Note: ***, ** and * denote significance at 1, 5 and 10 percent level respectively.


To select the appropriate model, we use likelihood-based criteria, the results being presented in Table 5. Our model has the smallest likelihood-based criteria (AIC, SC, and HQ values), the model with the three lags model is more stable than the other potential models.


TABLE 5 | PVAR’s model selection criteria.




	Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ





	0
	−3574.958
	
	12191553
	36.1814
	36.2976
	36.2285



	1
	201.1774
	7247.128
	5.44*10–10

	−1.4664
	−0.5364
	−1.0899



	2
	2027.948
	3476.758
	8.67*10–18

	−19.4237
	−17.6799
	−18.7179



	3
	2305/805
	493.9675
	8.63*10–19

	−21.7354
	−19.1779
	−20.7002








In Table 6 we present the coefficients from the PVAR, all variables are not transformed and are treated as endogenous.


TABLE 6 | VAR.




	Variable
	HDI
	HAI
	FDI
	Urbanization
	Water access
	Sanitation access
	Fertility rate





	HDI (−1)
	1.0538 (0.0576) [18.3112]
	8.8826 (17.0070) [0.5223]
	77.7522 (56.2111) [1.3832]
	0.2431 (0.4247) [0.5723]
	−0.3778 (0.7872) [−0.4799]
	−0.0608 (1.5445) [−0.0394]
	−0.0278 (0.0278) [−0.9996]



	HDI (−2)
	−0.0158 (0.0766) [−0.2063]
	0.4795 (22.6430) [0.0212]
	−32.9693 (74.8392) [−0.4405]
	−0.3189 (0.5655) [−0.5639]
	0.9460 (1.0481) [0.9026]
	−0.2173 (2.0565) [−0.1057]
	0.0158 (0.0371) [0.4265]



	HDI (−3)
	−0.0398 (0.049) [−0.8161]
	−5.3440 (14.4087) [0.3709]
	−63.8434 (47.6233) [−1.3406]
	0.0667 (0.3598) [0.1855]
	−0.2975 (0.6669) [−0.4461]
	0.2549 (1.3086) [0.1948]
	0.0147 (0.0236) [0.6252]



	HAI (−1)
	0.0002 (0.0002) [1.0097]
	0.9210 (0.0582) [15.8264]
	−0.2480 (0.1925) [−1.2895]
	−0.0005 (0.0015) [−0.3301]
	−0.0001 (0.0027) [−0.1681]
	0.0049 (0.0053) [0.9187]
	2,86*10–5 (9.5*10–5) [0.3001]



	HAI (−2)
	−0.0003 (0.0003) [−1.0148]
	0.2299 (0.0793) [2.8992]
	0.0562 (0.2621) [0.2134]
	−0.0008 (0.0019) [−0.4205]
	0.0005 (0.0037) [−0.1274]
	−0.0021 (0.0072) [−0.2934]
	−3.96*10–5 (0.0001) [−0.3047]



	HAI (−3)
	−0.0001 (0.0002) [−0.5402]
	−0.1979 (0.0587) [−3.3738]
	0.2339 (0.1939) [1.2060]
	0.0013 (0.0015) [0.9205]
	0.0003 (0.0027) [0.0947]
	−0.0027 (0.0053) [0.5075]
	5.47*10–6 (9.6*10–5) [0.0569]



	FDI (−1)
	−0.0001 (6.1*10–5) [−2.0727]
	0.0030 (0.0179) [0.1701]
	0.6073 (0.0591) [10.2768]
	0.00005 (0.0005) [1.1122]
	0.0003 (0.0008) [0.3655]
	0.0015 (0.0016) [0.9153]
	1.96*10–5 (2.9*10–5) [0.6696]



	FDI (−2)
	0.0002 (7.2*10–5) [2.1572]
	0.0142 (0.0214) [0.6620]
	−0.0102 (0.0708) [−0.1442]
	−0.0002 (0.0005) [−0.3872]
	0.0002 (0.0009) [−0.2484]
	−0.0023 (0.0019) [−1.2073]
	1.59*10–5 (3.5*10–5) [0.4550]



	FDI (−3)
	2.64*10–5 (5.9*10–5) [−0.4469]
	−0.0040 (0.0175) [−0.2319]
	0.6635 (0.0577) [−0.1507]
	−0.0013 (0.0004) [−3.0255]
	0.0004 (0.0008) [0.5334]
	0.0020 (0.0016) [1.2894]
	−3.63*10–7 (2.9*10–5) [−0.0127]



	Urbani-zation (−1)
	−0.0046 (0.0066) [−0.6919]
	−2.1540 (1.9576) [−1.1003]
	2.9872 (6.4701) [0.4617]
	1.9378 (0.0489) [39.6384]
	0.0685 (0.0906) [0.7560]
	0.1131 (0.1778) [0.6360]
	−0.0008 (0.0032) [−0.2456]



	Urbani-zation (−2)
	0.0087 (0.0129) [0.6745]
	3.7245 (3.8169) [0.9758]
	−8.8221 (12.6154) [−0.6993]
	−0.9295 (0.0953) [−9.7516]
	−0.1444 (0.1767) [−0.8226]
	−0.1936 (0.3467) [−0.5585]
	0.0019 (0.0063) [0.3003]



	Urbani-zation (−3)
	−0.0041 (0.0064) [−0.6493]
	−1.5809 (1.8814) [−0.8403]
	5.8681 (6.2183) [0.9434]
	−0.0082 (0.0470) [−0.1749]
	0.0760 (0.0871) [0.8731]
	0.0808 (0.1709) [0.4729]
	−0.0011 (0.0031) [0.3505]



	Water access (−1)
	−0.0026 (0.0048) [−0.5408]
	−0.5605 (1.4290) [−0.3922]
	6.1089 (4.7231) [1.3125]
	0.0667 (0.0357) [1.8703]
	2.0991 (0.0661) [31.735]
	−0.6605 (0.1298) [−5.0890]
	−0.0006 (0.0023) [0.2371]



	Water access (−2)
	0.0036 (0.0097) [0.3715]
	1.4478 (2.8694) [0.5046]
	−10.7106 (9.4839) [−1.1294]
	−0.1173 (0.0717) [−1.6374]
	−1.1954 (0.1328) [−9.0003]
	1.3411 (0.2606) [5.1463]
	−0.0011 (0.0047) [−0.2431]



	Water access (−3)
	−0.0011 (0.0049) [−0.2209]
	−0.8821 (−1.4461) [−0.6099]
	4.5126 (4.7797) [0.9441]
	0.0507 (0.0361) [1.4037]
	0.0961 (0.0669) [1.4357]
	−0.6801 (0.1314) [−5.1783]
	0.0006 (0.0024) [−0.2509]



	Sanita-tion access (−1)
	−0.0001 (0.0023) [−0.3890]
	0.0939 (0.6891) [−0.2006]
	−2.0550 (2.2776) [−0.9023]
	−0.0119 (0.0172) [−0.6902]
	0.0083 (0.0319) [0.2615]
	1.9023 (0.0626) [30.3961]
	−0.0007 (0.0011) [0.6712]



	Sanita-tion access (−2)
	0.0029 (0.0047) [0.6117]
	0.0939 (1.3875) [0.0677]
	3.6829 (4.5858) [0.8031]
	0.0157 (0.0347) [0.4541]
	−0.0275 (0.0642) [−0.4276]
	−0.8222 (0.1260) [−6.5245]
	0.0015 (0.0023) [0.6712]



	Sanita-tion access (−3)
	−0.0019 (0.0024) [−0.7870]
	0.0600 (0.7044) [0.0852]
	−1.6582 (2.3283) [−0.7122]
	−0.0042 (0.0176) [−0.2369]
	0.0193 (0.0326) [0.5922]
	−0.0801 (0.0640) [−1.2522]
	0.0007 (0.0012) [−0.6696]



	Fertility rate (−1)
	−0.2237 (0.0568) [−3.9402]
	−1.5949 (16.7797) [−0.0951]
	20.5563 (55.4600) [0.3707]
	−0.8932 (0.4190) [−2.1314]
	1.3173 (0.7767) [−0.6921]
	−0.0932 (1.5239) [−0.0612]
	2.8156 (0.0275) [102.514]



	Fertility rate (−2)
	0.4469 (0.1127) [3.9669]
	4.6679 (33.2916) [0.1402]
	−34.8648 (110.035) [−0.3169]
	1.8239 (0.8314) [2.1939]
	1.3173 (1.5409) [0.8549]
	0.2377 (3.0236) [0.0786]
	−2.6665 (0.0545) [−48.934]



	Fertility rate (−3)
	−0.2249 (0.0564) [−3.9841]
	−3.3407 (16.6797) [−0.2003]
	13.4745 (55.1295) [0.2444]
	−0.9418 (0.4166) [−2.2609]
	−0.7841 (0.7720) [−1.0156]
	−0.1498 (1.5149) [−0.0989]
	0.8509 (0.0273) [31.1665]



	C
	0.0268 (0.0049) [5.4769]
	2.7450 (1.4469) [1.8972]
	12.6123 (4.7821) [2.6374]
	0.0905 (0.0361) [2.5055]
	−0.0088 (0.0670) [−0.1315]
	−0.0245 (0.1314) [−0.1868]
	−0.0044 (0.0024) [−1.8346]







Note: standard errors in () and t−statistics in [].


We use the postestimation tests PVAR Granger causality Wald test (Table 7), whose findings indicate that human development (as is captured by HDI and HAI) is caused by Urbanization and Sanitation access. HDI and Water access cause FDI, while Urbanization is caused by FDI, Water access, Sanitation access and Fertility rate. Urbanization causes Water access and Sanitation access is caused by Water access. For Fertility rate, none of the indicators in the analysis indicate a causal relationship.


TABLE 7 | Panel VAR−Granger causality Wald test.




	Dependent variable
	Excluded
	Chi−sq
	df
	Prob





	HDI
	HAI
	2.9894
	3
	0.3933



	FDI
	1.1048
	3
	0.7759



	Urbanization
	8.1937
	3
	0.0422**




	Water access
	3.3220
	3
	0.3446



	Sanitation access
	6.8619
	3
	0.0764*




	Fertility rate
	4.6201
	3
	0.2018



	All
	27.4087
	18
	0.0716*




	HAI
	HDI
	2.9894
	3
	0.3933



	FDI
	1.1048
	3
	0.7759



	Urbanization
	8.1937
	3
	0.0422**




	Water access
	3.3220
	3
	0.3446



	Sanitation access
	6.8619
	3
	0.0764**




	Fertility rate
	4.6201
	3
	0.2018



	All
	27.4087
	18
	0.0716*




	FDI
	HDI
	8.1197
	3
	0.0436**




	HAI
	3.9730
	3
	0.2644



	Urbanization
	5.7145
	3
	0.1264



	Water access
	12.4866
	3
	0.0059***




	Sanitation access
	3.9082
	3
	0.2716



	Fertility rate
	5.3771
	3
	0.1462



	All
	34.7494
	18
	0.0102***




	Urbanization
	HDI
	0.3847
	3
	0.9434



	HAI
	0.9324
	3
	0.8176



	FDI
	16.0438
	3
	0.0011***




	Water access
	18.6339
	3
	0.0003***




	Sanitation access
	10.8208
	3
	0.0127**




	Fertility rate
	10.3191
	3
	0.0160**




	All
	50.4687
	18
	0.0001***




	Water access
	HDI
	5.8719
	3
	0.1180



	HAI
	1.0652
	3
	0.7855



	FDI
	0.5717
	3
	0.9029



	Urbanization
	10.5520
	3
	0.0144**




	Sanitation access
	3.4935
	3
	0.3216



	Fertility rate
	5.3934
	3
	0.1452



	All
	17.1058
	18
	0.5156



	Sanitation access
	HDI
	0.056
	3
	0.9965



	HAI
	1.0612
	3
	0.7865



	FDI
	2.4651
	3
	0.4816



	Urbanization
	1.8383
	3
	0.6066



	Water access
	27.3663
	3
	0.0000***




	Fertility rate
	0.2191
	3
	0.9744



	All
	46.1392
	18
	0.0000***




	Fertility rate
	HDI
	1.7745
	3
	0.6205



	HAI
	0.18823
	3
	0.9804



	FDI
	2.1729
	3
	0.5373



	Urbanization
	1.8782
	3
	0.5846



	Water access
	0.5314
	3
	0.5981



	Sanitation access
	1.9416
	3
	0.5205



	All
	12.7004
	18
	0.9119







Note: ***, ** and * denote significance at 1, 5, and 10 percent levels, respectively.


Empirical evidence demonstrates that there is only an unidirectional relationship between selected variables and human development. This means that some hypotheses are partially supported (and one is not supported), which is in line with previous research. Hypothesis H

1
, according to which Human development and FDI generate bidirectional causal relationships in LDC has been partially validated by proving that HDI causes FDI, which is in line with Gökmenoğlu et al. (2018). Similar results are highlighted by Sharma and Gani (2004), Majeed and Ahmad (2008), and Colen et al. (2012), according to whom HDI significantly and positively influence FDI in LDC. As the HDI reflects a composite measure of health outcomes (reflected by life expectancy), education attainment (measured by mean and expected years of school) and a decent standard of living (proxied by GNI per capita), it significantly influences a country’s investment climate through multiple economic and institutional mechanisms. Human capital is the key for attracting FDI (Acheampong and Opoku, 2025) and the higher HDI scores could indicate a healthier and more educated population, which translates into a more skilled, better trained, productive and resilient labor force (Choi et al., 2024; Kheng et al., 2017). This, in turn, enhances the attractiveness of the country to foreign investors. An educated workforce is important for investors interested in expanding into environments where local labor can efficiently utilize specific technologies with which investors expand. Although HDI does not explicitly include governance factors, higher HDI values are often correlated with stronger institutions, better governance and lower levels of corruption. These institutional features contribute to a stable and predictable economic environment and attract foreign investors interested in well-governed countries with reduced investment risk (Tabash et al., 2024; Osuma et al., 2024; Magbondé and Konté, 2022). States with robust institutional framework and democratic governance usually have infrastructure that attract FDI (Sethi et al., 2022; Jaiblai and Shenai, 2019). Unlike more developed regions, LDC countries are often characterized by high levels of political and social instability. However, higher HDI scores due to improvements in education can mitigate this risk by encouraging civic approach, reducing conflict and enhancing political stability. Such improvements decrease socio-political risk and increase the country’s desirability for investors, while instability and terrorist tactics significantly deter FDI (Ajide, 2025; Abdoulaye, 2023). Furthermore, larger HDI based on the increased GNI per capita contributes to consumers purchasing power and could be associated with an expanding domestic market and in aggregate demand for goods and services (Alalmai, 2024; Jaiblai and Shenai, 2019). This enhances the attractiveness of foreign investors interested in finding new markets.

Second Hypothesis H

2
: Urbanization contributes to human development, which in turn influences the degree of urbanization in LDC nations. Similar to Tripathi (2021), this has only been partially validated by showing that urbanization causes HDI and HAI in a one-way causal relationship. This relationship is also highlighted by Tostensen et al. (2001), Bhattarai and Budd (2019), and Bundhoo (2018), those studies indicating a significant relationship between human development and the degree of urbanization. The literature presents mixed empirical evidence regarding the relationship between urbanization and human development. On the one hand, numerous studies disclose the positive impact of urbanization on human development, primarily due to enhanced access to healthcare services, education and economic opportunities. In rural regions of LDC, there is often a severe deficiency in health infrastructure, which tends to be more concentrated and advanced in urban areas. Urban healthcare facilities typically benefit from superior infrastructure and a more highly trained medical workforce, facilitating improved access to essential health services. This directly contributes for a long and healthy life, which is a key component of HDI (Chatterjee and Sarkar, 2022; Prasad et al., 2018). Urban areas also serve as centers for educational institutions, offering both basic and specialized education opportunities that are less accessible in rural regions. This urban educational advantage enables citizens to obtain the skills required for participation in a dynamic competitive labor market, which often attracts foreign direct investment due to the availability of a skilled and adaptable workforce (Ouedraogo and Mano, 2025). Moreover, urban environment contributes to knowledge spillovers, enhancing collective learning and human capital accumulation, which indirectly boost human development (Bugge and Thune, 2016). Additionally, the concentration of economic activities and the more developed infrastructure in urban settings creates opportunities for higher wage employment, thereby positively contributing to the decent standard of living dimension of the HDI (Khan et al., 2019). On the other hand, urbanization may exert adverse effects on human development. Rapid urban expansion is frequently associated with environmental degradation, air and water pollution and associated health risks, all of which can damage human wellbeing (Wang et al., 2023). Furthermore, urbanization can aggravate socio-economic inequalities and lead to social exclusion, especially for vulnerable populations with incomplete educational backgrounds (Nguea, 2023). In the absence of adequate employment opportunities and proper infrastructure, urban overcrowding can hinder access to healthcare, education and other essential services, thereby impeding human development progress (Okoth and Omar, 2025).


Hypothesis H

3
: Access to water and sanitation in LDC countries has a mutual influence on the degree of human development has been partially validated because sanitation access causes HDI and HAI. These results are in line with Goswami and Ghosal (2022), Dondeynaz et al. (2012), Mehta (2014), Sapkota (2014), and Ladi et al. (2021). Although access to sanitation is recognized as a universal right, and the Sustainable Development Goal 6 explicitly aims to ensure universal access to clean water and adequate sanitation by 2030 (Ando et al., 2025; Ibrahim, 2021), significant disparities persist globally. In particular, many low- and lower-middle-income countries, especially in rural and resource-constrained areas, continue to exhibit alarming low sewerage connection rates (Lohman et al., 2025; Werku and Woldeamanuel, 2025). The improper management of human waste, which can transmit severe and potentially fatal diseases, underscores the urgent need for coherent national strategies, effective sanitation governance and investment in robust infrastructure in promoting human development (Alzua et al., 2025). In the absence of adequate sanitation infrastructure, population face a greater risk of exposure to various pathologies and infectious diseases, which negatively impact both health status and life expectancy–two critical determinants of HDI (Ginja et al., 2021). Furthermore, poor sanitation conditions are associated with diminishing educational outcomes, particularly through increased absenteeism and illness among school-aged children, thereby constraining human capital accumulation–a key driver of long-term economic growth and development (Francois et al., 2023; Pakhtigian et al., 2022). Additionally, poor sanitation may lead to health problem and restrict economic activities (Wang and Shen, 2022), whereas improve sanitation coverage yields substantial returns in terms of human capital formation and labor productivity (Orgill-Meyer and Pattanayak, 2020). As better sanitation improves population health, it contributes to higher income levels, increased economic participation and reduced healthcare expenses, all of which have positive indirect effects on human development. Coversely, higher household income is positively associated with improved sanitation access. Income levels significantly influence a household’s likelihood of adopting and maintaining improved sanitation facilities (Gurung et al., 2023). Therefore, to mitigate disparities and promote equitable development, it is imperative that low-income countries implement comprehensive and context-sensitive policies that directly address the sanitation gap. Such interventions are essential not only for reducing inequalities but also fostering sustainable human development (Werku and Woldeamanuel, 2025).

The last assumption, Hypothesis H

4

, that fertility rate and human development have a reciprocal influence in LDC countries, has been invalidated. Previous literature in the files is mixed, the bidirectional relationship between fertility rate and HDI appears to be dependent upon country-specific institutional, cultural and policy contexts. Generally, improvements in HDI are associated with declining fertility rates; however, a moderate fertility rebound may occur beyond a certain threshold of development (Cheng et al., 2022). Conversely, in less developed countries, persistently high fertility is negatively correlated with human development, primarily due to increased pressure on land and water resources and chronic underinvestment in education, health and nutrition (Cheng et al., 2022). Moreover, elevated fertility rates have detrimental effects on human development, particularly through heightened health risks for women and children in developing countries with limited health infrastructure (Osakede et al., 2023).

In addition to the results presented for testing configured hypotheses, Granger’s study of causality between variables also confirmed that FDIs are caused by water access, which in turn is caused by urbanization and causes sanitation access. Urbanization is caused by FDI, water access, sanitation access and fertility rate. The match of the results between our panel VAR analysis and Granger causality tests further convinces the robustness of the results. There are also studies highlighting an inverse relationship between fertility rates and HDI in least developed countries, for instance, Haq et al. (2023) and Myrskylä et al. (2011).


Figure 1 exhibits the impulse function of HDI changes over 10 periods when all the other indicators are hit with a one-unit shock.


[image: Graph set showing the response of HDI to various innovations using Cholesky one standard deviation. Each graph displays a different innovation: HAI, fertility rate, FDI, sanitation access, urbanization, and water access. The x-axis represents time from one to ten, and the y-axis shows response values from negative 0.002 to positive 0.001. The responses are plotted with solid black lines and surrounded by dashed orange confidence intervals.]


FIGURE 1 | 
The impulse function of HDI (authors projections).

The impulse function shows how much the HDI variable changes over 10 periods when all the other indicators are hit with a one-unit shock. Granger’s study of causality between variables shows that HAI, water access, and fertility rate influence HDI. The red dots show the standard error confidence interval, which is +/−2. es. In addition to the results from testing the hypotheses, it was also shown that access to water, which leads to urbanization and sanitation, is a result of FDIs. In fact, FDI, urbanization, and sanitation have negative effects.



5 CONCLUSION

This study examines the dynamic relationship between the two indices of human development (Human Development Index and Human Assets Index) and the capacity of 22 LDCs, between 2003 and 2019, to attract FDI, the degree of urbanization, water and sanitation access, as well as fertility rate. Our contribution consists of examining these interrelationships and their causality for human development and FDI. To the best of our knowledge, no previous study presented such a selection of indicators studied for the chosen countries and the analyzed period.

In this paper, we use the Panel Vector Autoregressive, which is a powerful tool to address this topic. The findings of Granger causality indicated that in the context under study, urbanization and sanitation access cause human development (HAI and HDI), HDI causes FDI, and urbanization causes water access. FDI, water access, sanitation access, and fertility rate cause urbanization. Sanitation access is caused by Water access.

The results are in line with the previous literature, which emphasized the importance of equal and non-discriminatory access to water and sanitation services, an objective otherwise configured in SDG 6 “Clean water and sanitation”. Countries Higher levels of human development are linked to more people living in cities because they lead to more social and economic progress. Research examining how investments, access to water and sanitation, and birth rates affect human development supports this. The mechanisms of such interaction reside in higher income levels in urban areas, employment opportunities, and increased access to educational and health services.

So, policies are needed to encourage the good effects of these factors on human development and investment. For example, LDC governments and authorities should use their own money and get help from international financing mechanisms to build modern water and sanitation infrastructure. This seems to improve people’s health, education, and ability to attract foreign investment. Urbanization is a consequence of FDI and access to clean water and sanitation facilities. Our findings from the study indicate that the degree of human development in LDCs is positively correlated with urbanization. These results have real-world implications for governments and international organizations. Configuring those policies and implementing those tools that lead to sustainable urbanization is likely to lead to an increase in the level of human development.

Sustainable economy focuses on long-term economic growth while minimizing negative impacts on the environment and society. Thus, in order to achieve a developed society high human development is needed, thus FDI and variables related to urbanization, access to water and sanitation are targeted.

The study has implications, both for public and private institutions, academics, also for organizations in the domain. These consider the size and destination of funds to finance the development of countries.

The study presents some limitations, such as only looking at 22 out of 44 LDCs because that is all the data that was available and only looking at a few indicators over a short period of time and without considering the COVID-19 pandemic period, when states changed their policies and regulations, which would lead to different results.

Further research implies an expanded research, including all LDC states, data should be collected as close to the present time as possible, and new indicators should be added that might be useful in the analysis. These could be things like economic growth, state institutions, corruption, economic freedom, and political instability.
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Understanding the concept of the Environmental Kuznets Curve (EKC) is crucial for analyzing how environmental degradation evolves with economic growth, particularly as economies transition from low-income to high-income stages. However, Uzbekistan is a developing country undergoing rapid industrialization. Therefore, it is important to investigate whether the EKC hypothesis provides valuable insights into the intricate relationship between carbon emissions and economic growth. This study examines the applicability of the EKC hypothesis in Uzbekistan using the vector autoregression (VAR) model. Key variables selected for the analysis include CO2 emissions, GDP per capita, globalization, foreign direct investment, population density, corruption, and the square of GDP per capita. The study utilizes quarterly data spanning from Q3 1996 to Q4 2022. The results reveal a complex relationship between economic growth and CO2 emissions in Uzbekistan, partially supporting the EKC hypothesis. The results show a positive relationship between GDP per capita and CO2 emissions in Uzbekistan. Furthermore, the statistically significant coefficient of the squared GDP per capita term supports the EKC hypothesis, suggesting that Uzbekistan may have reached the EKC turning point. This indicates short-term environmental challenges associated with the early stages of economic growth and industrialization. In contrast, the findings suggest enhancing the role of government institutions and implementing effective policy measures, such as promoting green legislation and renewable energy sources. Additionally, the study emphasizes the importance of raising public awareness and improving education to foster green initiatives among the population.
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1 INTRODUCTION

As economies progress from traditional (agriculture) systems to modern (industrialized) systems, they often experience a complex relationship between economic growth and environmental quality. This complex relationship is known as the Environmental Kuznets Curve (EKC). This hypothesis states that the index of pollution increases as the income per capita increases in the early stages of development, reaches a maximum, and begins decreasing with further growth and development (Grossman, 1991). After installing environmentally friendly technologies, a service-based economy replaces an industrialized economy. The primary drivers of this phenomenon include rapid industrialization with high energy demands, accelerated urbanization, inadequate pollution-control measures, and insufficient technological advancement and infrastructure development. Understanding the EKC hypothesis allows the government to study the forecasting and prevention of environmental problems that may arise in the process of economic development.

The EKC hypothesis has been repeatedly studied in various regions of the world. Empirical data confirming its validity have been obtained from several countries at various stages of economic development. Grossman (1991) found a correlation between economic growth and environmental improvement in developed countries. It is found that openness and trade liberalization typically impact the environment through increased economic activity and production, structural transitions, and the introduction of new production technologies (Du et al., 2024; Xu et al., 2024). In this regard, the authors focus attention on the need for a strong regulatory framework to ensure positive environmental outcomes. Stern (2004) found weak statistical validity in the above mentioned results. Analyzing the situation, it can be concluded that most countries are guided by the standards adopted by the states. At the same time, service delivery is often delayed and does not meet the planned schedule, which can significantly hinder progress.

Central Asia (especially Uzbekistan) is a unique region for studying the EKC hypothesis due to several specific factors, including high dependence on natural resource extraction, ongoing industrialization, and a high share of fossil fuels in the energy balance (Caporin et al., 2024). The countries of the region, such as Kazakhstan, Kyrgyzstan, and Turkmenistan, show trends that partially confirm the EKC hypothesis. These economies typically experience rising levels of environmental degradation in the early phases of economic growth, with signs of stabilization or reduction emerging as development progresses. In 1996, CO2 emissions in Uzbekistan were 4.28 metric tons per capita, which decreased to 3.34 metric tons per capita by 2022—an overall reduction of approximately 22%. In contrast, GDP per capita increased from 1,140.3 constant US dollars in 1996 to 3,473.3 in 2022, reflecting an increase of approximately 204% (World Bank, 2024).
1



Studies indicate that several factors significantly contribute to environmental pollution in Central Asia, including the region’s reliance on energy-intensive industries, the use of outdated technologies, and the lack of comprehensive environmental legislation. As a result, countries in this region appear to be in the ascending phase of the EKC (Caporin et al., 2024). However, Kazakhstan and Turkmenistan ratified the Paris Agreement during the 21st United Nations Climate Change Conference held in Paris. At this conference, both countries committed to introducing environmentally friendly technologies and investing in renewable energy sources. This marks the potential beginning of a downward trend in the EKC. In particular, the government of Kazakhstan is actively promoting the development of renewable energy to align with the international emission standards set by developed countries (Caporin et al., 2024; Ahmad et al., 2024). The region’s heavy reliance on fossil fuels and the ineffectiveness of environmental policies contribute to environmental degradation. These challenges make Central Asia a critical case for further research on the EKC.

Uzbekistan, as one of the leading economies in Central Asia, represents a significant case for examining the EKC hypothesis. In the process of intensive economic growth, accompanied by the transition from an agrarian to an industrial development model, the country faced increasing pressure on the environment (Trushin, 2017). The recent increase in CO2 emissions, driven by rapid urbanization and infrastructure development, suggests that Uzbekistan may currently be in the ascending phase of the EKC. This means that economic progress in the country is still closely correlated with the deterioration of the environmental situation (Caporin et al., 2024). Uzbekistan’s efforts to transition toward a sustainable economy are evident in its growing investments in renewable energy (Khan and Ullah, 2022). Investments in renewable energy indicate that Uzbekistan’s economy is progressing toward both environmental sustainability and sustainable economic development. However, challenges such as underdeveloped infrastructure, weak environmental policy frameworks, and reliance on fossil fuels continue to hinder significant progress.

Based on the above discussion, this study investigates the validity of the EKC hypothesis in Uzbekistan by analyzing quarterly data on CO2 emissions, GDP per capita, and its square from 1996 Q3 to 2022 Q4. The strength of this study lies in its focus on Uzbekistan, a country that has received very limited attention in the EKC compared to other countries in the region. This study contributes to understanding the EKC hypothesis in Central Asia by assessing whether economic growth in Uzbekistan leads to long-term environmental improvement. This study employs unit root tests to assess the stationarity of the data, and the results of the integration analysis suggest the use of a vector autoregression (VAR) model to explore the relationships among the variables. Moreover, the Granger causality test is employed to examine the directional causality between the variables under consideration. Based on the analysis results, this study will offer practical policy recommendations for policymakers.

The remainder of this study is structured as follows: Section 2 provides a literature review, Section 3 explains the methodology, Section 4 reports the main result, and Section 5 focuses on discussion and conclusion.



2 LITERATURE REVIEW

A substantial body of research has examined and tested the EKC hypothesis across various countries and time periods. The EKC hypothesis posits that economic growth follows an inverted-U trajectory in its relationship with environmental degradation: pollution increases in early development, peaks at a certain income level, and then decreases as economies adopt sustainable practices (Grossman, 1991). There are several research studies on the relationship between carbon emissions and economic growth or development (Ahmad et al., 2023; Dogan and Inglesi-Lotz, 2020; Kahia et al., 2019; Adedoyin et al., 2022; Jan et al., 2024).


Stern (2004) provided further empirical support for the EKC, showing that while pollution levels increase during the industrialization period, economies reach a turning point where income growth contributes to environmental improvements. This study revealed that wealthier countries tend to invest in environmentally friendly technologies and stricter regulations, which gradually decouple economic growth from environmental harm. Dogan and Inglesi-Lotz (2020) found that growth in trade volume significantly increases CO2 emissions. In addition, Zhang (2019) examined the relationships among per capita CO2 emissions, per capita real GDP, per capita renewable energy consumption, and urbanization in a panel of five Central Asian countries (Kazakhstan, Kyrgyz Republic, Tajikistan, Turkmenistan, and Uzbekistan) from 1992 to 2013 and showed that renewable energy consumption has a negative influence on CO2 emissions. Caporin et al. (2024) suggested that the EKC is linear in Central Asia and highlighted the existence of non-linear EKCs. Furthermore, this study pointed out that Uzbekistan’s economic growth correlates with increasing CO2 emissions, suggesting that the country may not yet have reached the EKC turning point. This insight emphasizes the relevance of studying the EKC in transition economies where growth drivers and policy structures are different from those of industrialized countries (Dinda, 2004; Balin and Strand, 2020).

Although the EKC hypothesis has been widely investigated, studies specifically focusing on Central Asia (particularly Uzbekistan) remain limited. According to existing research studies that address the EKC phenomenon in developed economies, they often have strong regulatory environment policies and cleaner energy technologies. Dinda (2004) pointed out that existing EKC models largely reflect the experiences of high-income nations and may not apply uniformly to economies with distinct economic and environmental characteristics. Similarly, Leal and Marques (2022) found that Central Asia’s heavy reliance on fossil fuels significantly contributes to rising CO2 emissions in the region. For instance, a high percentage of Uzbekistan’s energy production depends on natural gas and oil, and the possibilities of effective economic growth without support for investment in renewable energy sources are limited. In the long term, adaptation strategies may not be as effective in reducing or absorbing CO2 emissions due to the positive relationship (Caporin et al., 2024). Koilo (2019) found that Kazakhstan exhibits the most sensitive changes in economic growth with respect to CO2 and concluded that total energy consumption has a negative effect on the environment.

Previous studies have employed a variety of econometric methods to examine the relationship between economic growth and CO2 emissions. Research methodologies in EKC studies have evolved from basic regression models to more sophisticated econometric techniques that account for the non-linear relationship between income and environmental emissions. For instance, Grossman (1991) used comparable measures of three air pollutants in a cross-section of urban areas located in 42 countries to study the relationship between air quality and economic growth. Stern (2004) worked with a panel to prove that environmental degradation first increases and then decreases with economic growth. Caporin et al. (2024) utilized the autoregressive distributed lag (ARDL) model to study EKC trends across Central Asian economies, focusing on how economic growth, energy use, and environmental quality interact over time. This approach is particularly effective in studying Uzbekistan, where seasonal factors in industrial activity affect energy demand and emissions. Chien (2022) used the method of moving quantile regression to study the N-11 economies, and Dogan and Inglesi-Lotz. (2020) applied extensive econometric analyses, i.e., FMOLS and DOLS, to evaluate data from RCEP economies.

There is currently a lack of empirical evidence on the application of the EKC to transition countries, especially in Central Asia. Unlike Europe and North America, Central Asian countries have unique socio-economic dynamics. Dinda (2004) noted that EKC studies are often based on economic data, which can lead to biased interpretations in transition countries. The problems associated with a weak environmental framework, dependence on fossil fuels, and secured investments in green technologies necessitate the universality of the EKC model for all regions. Uzbekistan is undergoing significant economic transformation due to its transition into an industrialized economy (Caporin et al., 2024). However, as Leal and Marques (2022) pointed out, fossil fuel consumption in the country remains high, and the legislative framework in the field of environmental protection is still in the process of formation.

Based on the abovementioned literature discussion, it is evident that limited studies have focused on the economy of Uzbekistan within the context of the EKC framework. Therefore, analyzing the economic structure and energy profile of Uzbekistan contributes to filling a significant gap in the empirical literature. This study will assist policymakers and researchers in understanding the extent to which EKC dynamics are applicable to countries undergoing economic transformation. If the EKC hypothesis does not hold in this context, the findings can help identify appropriate measures to adjust the country’s development trajectory toward a more sustainable future. Furthermore, a critical review reveals that most existing studies on Central Asia are outdated, whereas this research utilizes the most recent data and time period available. Finally, unlike previous studies that examined the entire Central Asian region using panel econometric techniques, this study adopts a country-specific approach by applying time-series analysis and a VAR model tailored to Uzbekistan.



3 METHODOLOGY


3.1 Theoretical framework

In the literature, the concept of the EKC is primarily examined using two main approaches. The first approach examines the EKC through two distinct phases: the initial stage and the advanced stage of economic development. During the initial stages of economic development, countries tend to rely heavily on natural resources, which leads to increased pollution and environmental degradation (Stern et al., 1996). Moreover, in the initial stages, countries often lack strict environmental regulations and are generally unable to afford or enforce environmental taxes (Wang et al., 2024). However, in the advanced stages of development, countries tend to prioritize environmental quality by promoting green technological innovation, raising public awareness, and strengthening institutional capacity—efforts that are typically associated with higher income levels (Khan et al., 2025; Ahmad et al., 2024). Additionally, these two stages are often characterized by two key effects (the income effect and the policy effect). The income effect refers to the tendency of increasing national income resulting in increased spending on environmental protection measures (Moshiri and Daneshmand, 2020). On the other side, the policy effect captures the role of environmental regulations and governance in shaping those outcomes (Newig and Fritsch, 2009). In the literature, economic development is commonly divided into three stages: pre-industrialization, industrialization, and post-industrialization (Huang, 2022). Pre-industrialization refers to a stage in which a country primarily relies on traditional sectors such as agriculture and handicrafts. The industrialization phase marks a period of rapid industrial growth, where the economy becomes heavily dependent on manufacturing and related industries. In the post-industrialization stage, the country transitions toward a service-based economy, with increased emphasis on information, technology, and knowledge-driven sectors. During the pre-industrialization period, there was often extensive extraction of natural resources despite the limited scale of economic activities because of the reliance on traditional practices and low technological efficiency, which led to environmental degradation (Du et al., 2023). Figure 1 illustrates the concept of Industrial Development Stages and Environmental Degradation.
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FIGURE 1 | 
Concept of industrial development stages and environmental degradation

In addition, during the industrialization period, the level of economic activity is significantly high, with industrial production reaching its peak. As a result, environmental degradation intensifies. This stage typically occurs before the turning point on the EKC (Cherniwchan, 2012). The final phase, known as post-industrialization, is considered a stage of structural transformation in which economic activity shifts from the industrial sector to the technology-intensive and service-oriented sectors (Shao et al., 2023). During this stage, governments tend to place greater emphasis on achieving a cleaner environment through sustainable policies and green innovation. This is the stage at which the EKC reaches its turning point, indicating a shift from increasing to decreasing environmental degradation as the income continues to increase.



3.2 Data sources and variable measurement

This research investigates the EKC hypothesis in Uzbekistan using quarterly data spanning from 1996 Q3 to 2022 Q4. The secondary data include CO2 emissions (metric tons per capita), GDP per capita (constant 2015 US$), square of GDP per capita, globalization (KOF index), foreign direct investment (net inflows BoP, current US$), population density (people per sq. km of land area), and control of corruption (estimate) data collected from the World Bank and KOF Swiss Economic Institute. Given Uzbekistan’s economic structure and its limited representation in the existing EKC literature, this research provides new insights into understanding the EKC in transition economies. Table 1 shows the definition of the variables and the sources of the data.


TABLE 1 | Data sources and measurement.




	Variable
	Description of the variable
	Source





	CO2 emissions (CO2)
	Carbon dioxide emissions per capita (metric tons)
	World Bank



	Economic growth (GDPPC)
	GDP per capita (constant 2015 US$)
	World Bank



	Square of GDP per capita (GDPPC2)
	Square of GDP per capita to capture the nonlinear relationship in the EKC hypothesis
	Constructed using GDPPC data



	Globalization (GLOB)
	KOF Globalization Index capturing economic, social, and political globalization
	KOF Swiss Economic Institute



	Foreign direct investment (FDI)
	Net inflows of foreign direct investment (current US$)
	World Bank



	Population Density (POP)
	Number of people per square kilometer of land area
	World Bank



	Control of corruption (CORR)
	Perception of control of corruption, reflecting good governance practices
	World Governance Indicators, World Bank








A VAR model was employed to examine the dynamic interactions among the variables under consideration and empirically test the EKC hypothesis in the context of Uzbekistan. The VAR model is a widely used multivariate time-series approach that captures the linear dynamic relationships among several endogenous variables. It allows each variable to be explained by its own lagged values and those of the other variables in the system. A key advantage of the VAR model is that it treats all variables symmetrically, without requiring an a priori distinction between endogenous and exogenous variables. Due to these advantages, the VAR model is particularly well-suited for empirical macroeconomic studies where variables are likely to influence each other both contemporaneously and with time lags. Let
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The standard VAR model of order 


ρ


 is specified as follows:
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In Equation 2, 


α


 is an 


n
×
1


 vector of intercept terms, 
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i



 (where i = 1,2,3, …, 


ρ


) represents 


n
×
n


 coefficient matrices, and 


μ


 denotes the vector of error terms. Each equation in the VAR model can be written as follows:
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In Equation 3, 
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 is the dependent variable, and 



c
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j
,
k




 shows the coefficient on the kth lag of the variable 


j


 in the equations for variable 


i


. There are several reasons for selecting the VAR technique. First, all variables in the model were found to be stationary at first difference, as indicated by the unit root tests. In such cases, the literature commonly recommends the use of a VAR model (Johansen, 1991). Second, the primary objective of this study is to explore the short-run interactions and dynamic feedback effects between economic growth and environmental degradation in Uzbekistan. The VAR model is particularly suitable for capturing these endogenous relationships and contemporaneous shocks among multiple variables, making it well-aligned with the goals of the analysis. The VAR model can be used if there is no co-integration among the variables (Johansen, 1991). The study uses time-series econometric techniques to check the validity of the EKC in Uzbekistan and provides insight into the relationship between the variables. The core regression (Equation 4) is expressed as follows:
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For the analysis, we will use descriptive statistics and correlation analysis to understand data structure and relationship between variables. The next step is to check the stationarity of data using unit root tests: the Dickey–Fuller and Phillips–Perron tests. The nature of the variables is guaranteed by lag selection and diagnostics. Finally, the VAR model explores short-term interactions and the persistence effect.




4 RESULTS AND DISCUSSION

Before examining the applicability of the EKC hypothesis in Uzbekistan, we checked the descriptive statistics of the dataset, correlation matrix, stationarity tests, and lag selection and diagnostics. This section also uses the time-series economic technique, VAR model, for this analysis. Table 2 summarizes the descriptive statistics; the mean values of CO2, GDPPC, GLOB, FDI, POP, CORR, and GDPPC square are 4.163; 2,117.881; 43.694; 8,473.0; 65.495; −1.115; and 5,064,623.7, respectively. Meanwhile, the standard deviations of CO2, GDPPC, GLOB, FDI, POP, CORR, and GDPPC square are 0.663; 775.553; 4.575; 8,105.0; 8.029; 0.148; and 3,481,441.1, respectively. On one hand, the mean and standard deviation values of foreign direct investment and GDP per capita square are significantly higher than the results of other variables. On the other hand, the control of the corruption rate has both the lowest mean and standard deviation value.


TABLE 2 | Descriptive statistics of key variables.




	Variable
	Obs
	Mean
	Standard deviation
	Minimum
	Maximum





	CO2

	108
	4.163
	0.663
	3.174
	5.14



	GDPPC
	108
	2,117.881
	775.553
	1,140.38
	3,473.362



	GLOB
	108
	43.694
	4.575
	36.752
	52.2



	FDI
	108
	8.473e+08
	8.105e+08
	65,300,000
	2.654e+09



	POP
	108
	65.495
	8.029
	54.596
	79.991



	CORR
	108
	−1.115
	0.148
	−1.388
	−0.758



	GDPPC Square
	108
	5,064,623.7
	3,481,441.1
	1,300,466
	12,064,241









Table 3 reveals the correlation analysis of the presented variables. According to the results, there are strong negative correlations between CO2 emissions, GDP per capita, square of GDP per capita, population, foreign direct investment, and globalization, and the results are −0.900, −0.896, −0.886, −0.732, and −0.700, respectively. These findings suggest that as the values of these negatively correlated variables rise, CO2 emissions tend to decline. Only the control of the corruption rate has a slightly positive correlation result of 0.095, suggesting that this variable is not significantly associated with CO2 emissions.


TABLE 3 | Correlation matrix of variables.




	Variable
	CO2

	GDPPC
	GLOB
	FDI
	POP
	CORR
	GDPPC_Squa





	CO2

	1.000
	
	
	
	
	
	



	GDPPC
	−0.900
	1.000
	
	
	
	
	



	GLOB
	−0.700
	0.895
	1.000
	
	
	
	



	FDI
	−0.732
	0.877
	0.791
	1.000
	
	
	



	POP
	−0.886
	0.997
	0.902
	0.881
	1.000
	
	



	CORR
	0.095
	0.072
	0.306
	0.109
	0.097
	1.000
	



	GDPPC_Squa
	−0.896
	0.992
	0.901
	0.884
	0.992
	0.163
	1.000









Table 4 displays the stationarity level of each variable, assessed using the ADF (Dickey–Fuller) and PP (Phillips–Perron) unit root tests, before examining the VAR model. The results show that all variables are stationary after indicating the first difference. At first, when the stationarity of the variables was checked at their initial levels, they were found to be non-stationary.


TABLE 4 | Unit root test results.




	Variable
	ADF
	PP



	Level
	First-difference
	Level
	First-difference





	CO2
	−0.549
	−6.125***
	−0.521
	−6.014***



	GDPPC
	3.027
	−3.153***
	2.456
	−3.045***



	GLOB
	−0.487
	−3.727***
	−0.644
	−3.762***



	FDI
	−1.145
	−7.609***
	−0.593
	−8.392***



	POP
	2.680
	−2.935**
	2.371
	−2.923**



	CORR
	−0.946
	−4.762***
	−1.101
	−4.758***



	GDPPC_Square
	5.096
	−2.786 **
	5.190
	−2.596*







Please note that 10, 5, and 1% levels are indicated, respectively, by *, **, and ***.



Table 5 indicates the lag length selection criteria to determine the correct number of lags for the VAR model. Usually, there are four common criteria for the lag length selection process, namely, FPE, AIC, HQIC, and SBIC. We have selected these four criteria to identify the optimal number of lags.


TABLE 5 | Variance–covariance test results.




	Lag-order selection criteria



	Sample: 2000–2022
	Number of observations = 23



	Lag
	LL
	LR
	df
	p
	FPE
	AIC
	HQIC
	SBIC





	0
	−1,025.85
	NA
	NA
	NA
	2.4e+30
	89.813
	89.8999
	90.1586



	1
	−834.918
	381.86
	49
	0.000
	1.3e+25
	77.4711
	78.1664
	80.2358



	2
	−724.67
	220.5
a


	49
	0.000
	4.4e-73
a


	270.686
a


	268.687
a


	262.738
a





	3
	−125.82
	198.25
	49
	0.001
	3.0e+23
	84.254
	73.4489
	77.329



	4
	3,273.89
	192.49
	49
	0.000
	2.5e+25
	72.1452
	81.548
	81.426








a Optimal lag.

Exogenous: -cons.



Table 6 shows the results of the Breusch–Godfrey LM test for serial correlation and the Durbin–Watson test for autocorrelation. The results of the LM test indicate a chi-square statistic of 6.827 with a p-value of 0.178, which is greater than the 5% significant level, and this suggests that there is no evidence of serial correlation. However, the test statistics of the Durbin–Watson autocorrelation range from 0 to 4. The value of this test is 1.606339, indicating a weak positive autocorrelation as the result falls between 0 and 2.


TABLE 6 | Breusch–Godfrey LM test for serial correlation and Durbin–Watson test for autocorrelation.




	Breusch–Godfrey LM test for autocorrelation chi-square





	F-statistics
	Df
	Prob > chi-square
	Decision



	6.827
	3
	0.178
	Accept



	Durbin–Watson test for autocorrelation



	D-statistic
	Df
	Prob > chi-square
	Decision



	1.606339
	7. 27
	0.0865
	Accept







H0: no serial correlation.



Table 7 presents VAR results, with CO2 emissions as the dependent variable. This test is important for gaining significant insights and exploring the dynamic interrelationships between time-series variables. The results indicate that GDP per capita and its squared term are statistically significant, with GDP per capita exerting a positive effect and the squared term exerting a negative effect on CO2 emissions. This supports the existence of an inverted U-shaped relationship, providing empirical evidence for the EKC hypothesis in the short run. Additionally, globalization and FDI are both statistically significant and negatively associated with environmental degradation. This suggests that these variables play a stabilizing role, reflecting their persistent influence in shaping economic dynamics and contributing to long-term environmental improvement.


TABLE 7 | Vector Autoregression Model Results.




	Equation
	Parms
	RMSE
	R-sq
	Chi-square
	P > chi-square





	C02

	15
	0.124708
	0.9690
	1,394.527
	0.0000



	GDPPC
	15
	44.2789
	0.9971
	35,901.7
	0.0000



	GLOB
	15
	0.721148
	0.9772
	1,633.926
	0.0000



	FDI
	15
	2.7e+08
	0.9045
	1,003.573
	0.0000



	POP
	15
	0.486045
	0.9967
	6,690.606
	0.0000



	CORR
	15
	0.050072
	0.9004
	948.244
	0.0000



	GDPPC_Square
	15
	225,289
	0.9962
	28,160.66
	0.0000



	Number of obs
	106
	
	
	
	



	Sample
	1996 Q3–2022 Q4



	AIC
	74.60218



	Log likelihood
	−3,848.916











	Variable
	Coefficient
	Standard error
	z
	P > z
	[95% confidence
	interval]





	CO2




	 L1
	0.882
	0.112
	7.860
	0.000
	0.662
	1.102



	 L2
	−0.924
	0.112
	−8.25
	0.000
	−0.244
	0.196



	GDPPC



	 L1
	0.002
	0.001
	2.007
	0.001
	−0.002
	0.003



	 L2
	0.004
	0.001
	4.001
	0.000
	−0.003
	0.002



	GLOB



	 L1
	−0.016
	0.020
	−0.800
	0.021
	−0.041
	0.037



	 L2
	−0.014
	0.020
	−0.700
	0.483
	−0.025
	0.052



	FDI



	 L1
	−0.019
	0.000
	−0.020
	0.981
	−0.000
	0.000



	 L2
	−0.001
	0.000
	−0.320
	0.752
	−0.000
	0.000



	POP



	 L1
	0.013
	0.047
	0.280
	0.083
	0.105
	0.079



	 L2
	0.005
	0.046
	0.110
	0.016
	0.096
	0.086



	CORR



	 L1
	0.039
	0.291
	0.130
	0.093
	−0.531
	0.609



	 L2
	0.091
	0.294
	−0.310
	0.056
	−0.667
	0.484



	GDPPC_Square



	 L1
	−0.001
	0.000
	−0.070
	0.000
	−0.000
	0.000



	 L2
	−0.002
	0.000
	−0.280
	0.071
	−0.000
	0.000



	 Cons
	1.409
	1.023
	1.380
	0.168
	−0.596
	3.415








The results show that the economic growth of Uzbekistan leads to an increase in environmental degradation. The logic behind these results is straightforward, Uzbekistan’s economy has recently shifted from agriculture toward the industrial and manufacturing sectors, which are typically energy-intensive and contribute to increased carbon emissions. Moreover, Uzbekistan’s economy is in the development stages, which often leads to urban expansion, increased construction, and the growth of transportation infrastructure. These activities rely on carbon-intensive inputs (cement, steel, vehicles, etc.).

In addition to this, the results found that globalization and FDI are both statistically significant and negatively associated with environmental degradation. Usually, the foreign firms are more efficient and follow global environmental standards, due to which carbon emissions decrease. This will lead to the reduction of pollution per unit of output, even if the total output increases. However, the global integration exposes domestic industries to international best practices, environmental norms, and sustainability goals. The country’s participation in global value chains (GVCs) often requires compliance with environmental and labor standards. Globalization and FDI may help a country to shift the economy away from pollution-heavy sectors (e.g., mining and heavy industry) toward services and light manufacturing (as the concept of structural transformation). This finding is in line with the results of Ying et al. (2014), which show that economic globalization has a significant positive influence on economic growth and carbon emissions. These findings align with those of Demena and Afesorgbor (2020), who conducted a meta-analysis of the influence of FDI on environmental emissions using 65 primary studies.

This study supports the existence of an inverted U-shaped relationship between the squared term of GDP and CO2 emissions, which provides empirical evidence for the EKC hypothesis. This is because as the income level of the country increases, it leads to greater public demand for environmental quality. Similarly, the government may respond by implementing stricter environmental regulations, increasing investment in green infrastructure, and promoting the adoption of cleaner industrial practices. More specifically, the government of Uzbekistan is becoming increasingly active in environmental policy reforms and in aligning with global sustainability goals. On one hand, this contrasts with the findings of Grossman (1991) , which provided empirical evidence that the concentrations of pollutants (sulfur dioxide and smoke) increase with per capita GDP at low levels of national income but decrease as GDP continues to grow at higher income levels. On the other hand, this result aligns with the results of Caporin et al. (2024), where they linked the fact that Central Asian countries are in the first stage of the EKC, and the observations displayed that gross domestic product, ecological footprint, energy consumption, and climate change positively influence CO2 emissions in the long-term.

Finally, the results indicate that corruption has a positive impact on carbon emissions, suggesting that higher levels of corruption contribute to increased environmental degradation. According to the literature, corruption undermines the effective enforcement of environmental laws and standards, thereby exacerbating environmental degradation. The findings are similar to those of Grossman (1991), which highlighted the significant role of corruption in implementing environmentally friendly technologies and reducing emissions.

Initially, this study used several tests to examine the validity of the EKC hypothesis in Uzbekistan. This analysis indicates a complex relationship between economic growth and carbon dioxide emissions in Uzbekistan and partially supports the EKC hypothesis in this country. The negative correlation between CO2 emissions and GDP per capita suggests progress in sustainability as the economy increases. However, the VAR model results show that GDP per capita and square of GDP per capita do not support this hypothesis, highlighting challenges in the short term. The VAR model values underscore the importance of long-term plans and policy changes to achieve environmental improvements and the need for big investments in renewable energy.

The results of the pairwise Granger causality test, presented in Table 8 and illustrated in Figure 2, reveal several important relationships. A bi-directional causality is observed between CO2 emissions and GDP per capita squared (GDPPC_Square), GDP per capita (GDPPC) and GDPPC_Square, GDPPC and corruption (CORR), and foreign direct investment (FDI) and CORR. Additionally, a unidirectional causality runs from CO2 emissions to globalization (GLOB), GDPPC, CORR, population (POP), and FDI.


TABLE 8 | Pairwise Granger causality tests result.




	Variable
	CO2

	GDPPC
	CORR
	POP
	FDI
	GLOB
	GDP_S





	CO2

	
	(0.990)
	(0.307)
	(1.058)
	(1.169)
	(3.175)
	(1.351)***



	GDPPC
	(1.370)
	
	(0.348)**
	(4.285)
	(0.554)***
	(1.100)
	(6.754)*



	CORR
	(1.339)
	(14.094)*
	
	(3.464)
	(2.741)*
	(0.566)
	(11.143)



	POP
	(0.256)
	(2.437)
	(1.068)
	
	(3.355)
	(3.319)
	(0.619)



	FDI
	(0.110)
	(0.371)***
	(0.041)**
	(0.871)
	
	(1.070)
	(0.370)



	GLOB
	(0.205)
	(1.883)
	(1.367)
	(1.110)
	(0.000)
	
	(0.048)



	GDP_S
	(0.943)**
	(0.107)
	(0.028)
	(5.098)
	(1.424)
	(0.636)
	







Note: ***, **, and * represent the 1%, 5%, and 10% level of significance.



[image: Causality diagram showing relationships between variables: GLOB, GDPES, FDI, POP, CO2, GDPPC, and CORR, represented by arrows. Black arrows indicate uni-directional causality, and blue arrows indicate bi-directional causality.]


FIGURE 2 | 
Granger causality relationship schemas.



5 CONCLUSION

The aim of this study is to examine the applicability of the environmental Kuznets curve hypothesis in Uzbekistan along with other macroeconomic variables. Checking the validity of this hypothesis is important for a country such as Uzbekistan, whose economy is transitioning from traditional sectors (agriculture) to modern sectors (industrial sector), and it helps us understand the dynamic relationship between carbon dioxide emissions, economic growth, globalization, FDI, population, and corruption. The environmental Kuznets curve hypothesis postulates that pollution levels initially increase with income in the early stages of economic development. After reaching a peak, pollution begins to decrease as the economy moves toward cleaner technologies and service-oriented structures.

The study highlights a strong positive correlation between CO2 emissions and GDP per capita, suggesting that current patterns of economic growth are linked with increasing environmental pressure. Globalization and foreign direct investment display strong persistence, and they both manifest a moderate and minimal impact on CO2 pollution. However, there are some limitations to this study. The results reveal a statistically significant relationship between GDP per capita and its squared term in relation to CO2 emissions, supporting the EKC hypothesis for Uzbekistan and indicating the existence of a turning point in the income–emissions trajectory. Corruption in the correlation analysis shows a weak positive correlation; in the short term, it has a minimum impact on CO2 emissions, which means that the government can have issues in implementing green policies and preventing environmental problems during economic growth.

On the basis of the above results, this study suggests policy recommendations for the Government of Uzbekistan to implement reforms aimed at attracting FDI. The policymakers may provide tax incentives, customs duty exemptions, or grants for foreign investment in renewable energy (i.e., solar, wind, and hydro), energy-efficient technologies, and clean transport and logistics. Moreover, the government may create a green investment tax credit for firms meeting eco-efficiency benchmarks. Developing eco-industrial parks and green special economic zones (SEZs) plays a vital role in promoting sustainable economic growth and reducing environmental degradation. Strengthening institutional frameworks also plays an important role. Building strong institutions can positively impact efforts to address pollution, implement green policies, and overcome pollution challenges. Raising public awareness is beneficial for promoting sustainable development. Educating the population can be effective in implementing green initiatives among citizens. Additionally, policymakers may focus on the creation of a “green fast-track” to establish a mechanism for approving environmentally sound FDI. The role of this system will be to ensure that investment procedures are transparent, digital, and free from rent-seeking behavior.

This study has some limitations; the corruption index used may be subjective or broad, which might not capture localized or sector-specific governance failures affecting the environment. Moreover, because the study focused on a specific country, Uzbekistan, the findings may not be generalizable to other countries, especially those at different income or institutional levels. As the literature indicates that energy consumption is a direct cause of CO2 emissions, future research could incorporate disaggregated data on renewable and non-renewable energy consumption, energy efficiency indicators (including both desired and undesired outputs), and eco-innovation variables to more accurately capture the determinants of emissions in Uzbekistan. Moreover, future research could disaggregate the analysis by regions (e.g., Samarkand, Bukhara, and Tashkent) or sectors (such as agriculture, industry, and services) within Uzbekistan to examine how environmental degradation varies spatially and across different economic activities.
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Over the past three decades, accelerating environmental degradation driven largely by rising carbon emissions has posed serious challenges to global ecological stability. In response, this study investigates the asymmetric and nonlinear effects of key macroeconomic and structural factors on environmentally sustainable growth within the G-7 economies (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States) from 1990 to 2023. Specifically, it examines the differentiated impacts of fossil fuel consumption, digital economy expansion, labor force participation, gross fixed capital formation, trade openness, and natural resource utilization on green growth. To address slope heterogeneity and cross-sectional dependence across countries, the analysis employs the Augmented Mean Group (AMG) and Common Correlated Effects Mean Group (CCEMG) estimators. Results reveal clear evidence of asymmetric dynamics: positive shocks in digital development, trade openness, capital investment, and labor force participation significantly enhance green growth, whereas increases in fossil fuel consumption and unregulated resource extraction hinder environmental performance. Negative shocks in digital and trade activity, by contrast, exhibit muted or statistically insignificant effects highlighting path dependency and structural inertia in green development processes. To reinforce the reliability of the results, robustness checks were conducted using Fully Modified Ordinary Least Squares (FMOLS) and Dynamic OLS (DOLS) estimators. These alternative approaches confirmed the direction, magnitude, and statistical significance of key relationships, underscoring the validity of the asymmetric modeling approach. The findings carry substantial policy implications: G-7 economies must reduce fossil fuel dependency, foster inclusive digital infrastructure, and align capital and trade policies with long-term environmental goals. The study contributes novel insights into the shock-sensitive nature of green growth transitions, offering a methodological and policy framework relevant to both advanced and emerging economies.
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1 INTRODUCTION

In the context of accelerating climate change and rising ecological pressure, the pursuit of green growth has become a central focus in sustainability research and policymaking (Abbas et al., 2024). While traditional growth models have long been critiqued for ignoring environmental externalities, recent scholarship has shifted toward examining how technological and structural transformations might enable a more sustainable development pathway (Abbasi et al., 2024a; Abbasi et al., 2024b).

Among these transformations, digitalization has emerged as a major force shaping economic systems, with widespread implications for environmental outcomes (Al-Aiban, 2024). On the one hand, the digital economy can drive ecological efficiency by enabling smart infrastructure, reducing transaction costs, and optimizing resource use through big data, automation, and AI technologies (Li et al., 2025). On the other hand, digital expansion is also associated with increased energy demands, e-waste generation, and intensified consumption patterns, particularly in high-income economies. Moreover, there is ongoing debate about how natural resources, trade openness, and capital formation interact with digitalization in shaping sustainability outcomes (Awosusi et al., 2022). While some scholars argue that globalization and capital flows enable technology diffusion and greener production methods, others caution that they may reinforce extractive growth models and ecological imbalances, especially in resource-rich contexts (Afshan et al., 2022).

Given these debates, this study focuses on the G-7 economies, where digital infrastructure is advanced, but sustainability performance varies (Tang and Yang, 2023). It seeks to empirically investigate the asymmetric and non-linear impacts of key drivers including the digital economy, fossil fuel consumption, natural resource use, capital investment, trade openness, and labor dynamics on green growth (Sun et al., 2023). The selected variables are motivated not only by their theoretical significance but also by their contested roles in existing empirical research.

Green growth (GRG), a vital component of sustainable development, aims to achieve economic progress while minimizing negative impacts on the environment and the depletion of finite resources. Its primary objective is to decouple economic growth from environmental degradation (Abbas et al., 2024). GRG acknowledges the possibility of achieving environmental sustainability alongside economic prosperity, as established by previous studies. GRG offers numerous societal benefits, including job creation, enhanced innovation and competitiveness, and improved social welfare. It is evident that green technologies, energy-efficient infrastructure, and renewable energy sources reduce dependence on non-renewable resources and fossil fuels, while simultaneously generating new economic opportunities that support sustainability (Ali et al., 2022a). The advantages of GRG include more efficient resource use, reduced waste, lower costs, increased productivity, and enhanced global affordability across nations (Chen et al., 2023; Hu et al., 2024).

Numerous studies have explored the drivers and consequences of green growth across different economic settings (Zhou et al., 2022). Prior research has emphasized the role of technological innovation, renewable energy adoption, natural resource utilization, and institutional quality in fostering sustainability. Empirical investigations using panel data approaches have identified key determinants such as GDP growth, energy mix, trade openness, and human capital as influential factors (Zhou et al., 2022). However, much of this literature assumes linear relationships and symmetric responses, thereby oversimplifying the dynamic and multifaceted nature of green growth processes. Furthermore, most existing studies either focus on developing economies or examine global samples, often overlooking the unique structural, technological, and institutional conditions present in highly developed regions. In this context, GRG plays a crucial role in addressing ecological degradation such as pollution, climate change, biodiversity loss, and deforestation by prioritizing greenhouse gas emission reduction, promoting clean technologies, protecting ecosystems, and transitioning toward a circular economy to support long-term economic growth (Abdouli and Omri, 2021). The GRG contributes to a more secure and sustainable future by integrating environmental considerations into national economic agendas. It emphasizes the importance of preserving natural resources to ensure continued provision of environmental services and greater opportunities for improved living standards (Meng et al., 2024).

GRG is shaped by various interlinked factors that significantly influence a nation’s transition toward a sustainable and ecologically responsible economy. Many of these elements are rooted in the principles of sustainable development. A growing body of scientific literature identifies technological innovation as a key driver of GRG, fostering economic growth that is both environmentally friendly and sustainable (Basheer et al., 2024). According, green growth (GRG) significantly influences natural resource utilization, environmental outcomes, energy efficiency, sustainable development, and the transition toward a fully circular economy (Cai et al., 2025; Ai, 2024). Furthermore, advancements in renewable energy, product design, manufacturing processes, and clean technologies enhance resource efficiency, reduce waste, and foster GRG within nations (Aziz et al., 2024). GRG also benefits from strong environmental regulations, which serve as a key enabler of progress. Additionally, the presence of reliable monitoring systems is essential for promoting environmentally friendly economic activities that align with sustainability goals (Duan, 2025).

Achieving favorable conditions for GRG requires the involvement of stakeholders across various industries in the decision-making process, particularly in shaping technologies and policy frameworks. Research suggests that increased investment in renewable energy sources such as solar, wind, hydro, and geothermal plays a critical role in supporting GRG across regions. Studies also demonstrate that renewable energy sources, CO2 emissions, and other greenhouse gases are closely linked to sustainable development outcomes (Sikder et al., 2024). Furthermore, green growth, green investment, and GDP per capita show a positive correlation, while the effects of green energy and GHG emissions also significantly influence GDP across both individual nations and regional panels (Ponkratov et al., 2022). Thus, the adoption of environmentally friendly technologies is another vital driver of GRG. It has also been observed that financial growth in sustainable contexts is strongly influenced by internal green practices, including efforts to minimize environmental degradation. Although external green initiatives play a role, internal environmental practices are more impactful in driving financial performance. Additionally, income disparity and inequality have been found to hinder GRG. Studies indicate a negative correlation between higher income inequality and GRG in BRICS economies, revealing a substantial barrier to sustainable progress (Chen et al., 2023).

Natural resources (NRs) play a crucial role in both economic development and environmental sustainability, influencing the trajectory of GRG (Gu et al., 2023). However, the so-called “resource curse” can result in ecological deprivation, social disparity, and financial uncertainty when economies become over-reliant on large-scale resource extraction (Ahakwa et al., 2023). Therefore, it is essential to assume ecological follows, promote good control, and ensure strategic planning when utilizing natural resources to support GRG. Resource depletion poses a significant threat to GRG, particularly in countries with limited natural resources or those experiencing accelerated depletion rates (Abbasi et al., 2021).

The digital economy (DE) also contributes positively to renewable energy adoption by integrating demand response systems with green technologies, thereby enhancing sustainability (Alenkova et al., 2020). However, growing concerns exist over the environmental impact of digital technologies, as these systems often rely on fossil fuels for power. Increased energy demand from digital infrastructure has led to rising carbon emissions and environmental degradation, prompting economies to take action (Dong and Yu, 2024). As a result, implementing environmentally friendly policies and practices within the digital economy has become imperative to mitigate its ecological footprint and guide society toward sustainable development (Balsalobre-Lorente and Shah, 2024).

The main advantages of the digital economy (DE) lie in its broad scope, encompassing various components that depend on the creation, use, and exchange of digital information and knowledge. According, digital economies aim to promote green innovation and technological advancement by encouraging the adoption of renewable energy sources, green manufacturing practices, and other environmentally sustainable technologies (Liu et al., 2025). However, further research is needed to fully understand the exact influence of natural resources (NRs) and economic digitalization on sustainable green growth (GRG) in these economies (Gu et al., 2023). This highlights the presence of asymmetric effects on GRG, which this study seeks to explore.

This study addresses these limitations by investigating the asymmetric and non-linear effects of digital economic expansion, natural resource utilization, fossil fuel consumption, labor force dynamics, gross fixed capital formation, and trade flows on green growth within the G-7 economies (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States). These nations are not only leading emitters but also innovation hubs, making them critical actors in the global transition toward sustainability. The use of advanced econometric techniques namely, the Augmented Mean Group (AMG) and Common Correlated Effects Mean Group (CCEMG) estimators further strengthens the analytical robustness of our findings by capturing cross-sectional dependence and heterogeneity across countries. The novel contributions of this study are threefold.


	• It introduces a non-linear asymmetric framework to disentangle the differential effects of positive and negative shocks in digitalization and resource use on green growth.

	• It focuses exclusively on the G-7 economies, providing context-specific insights for advanced nations with similar economic maturity and environmental responsibilities.

	• It integrates trade openness and labor dynamics into the analysis of GRG, offering a holistic policy-oriented understanding of sustainability determinants.



The remainder of this paper is organized as follows: Section 2 reviews the existing literature on the factors influencing GRG. Section 3 presents the conceptual framework of the study. Section 4 describes the data sources utilized in the analysis. Section 5 discusses the data analysis and estimation results. Section 6 provides policy recommendations based on the findings.



2 LITERATURE REVIEW

Green growth (GRG) shows a pivotal role in advancing sustainable growth, particularly in natural resource-based economies such as the developed G-7 nations (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States). GRG facilitates the alignment of economic progress with environmental sustainability in these advanced economies. By adopting environmentally sustainable technologies and utilizing natural resources more efficiently, these countries can reduce their carbon and greenhouse gas (GHG) emissions, mitigate resource depletion, and enhance environmental preservation (Al-Aiban, 2024).


2.1 Digital economy and sustainability

Digitalization is increasingly seen as a potential driver of environmental efficiency. Numerous studies suggest that digital infrastructure (e.g., ICT adoption, internet penetration) fosters green innovation, reduces carbon intensity, and improves monitoring of environmental performance (Alenkova et al., 2020). However, others note that the environmental benefits of digitalization are not automatic they depend on institutional quality, energy mix, and accompanying policy frameworks (Bakhsh et al., 2024). Some evidence points to rebound effects, where increased efficiency leads to higher consumption. These mixed findings justify an asymmetric modeling approach, where digital growth may generate both beneficial and adverse effects under different conditions (Hwang, 2023).

A critical element driving sustainable growth is the digital economy (DE), which promotes reduced waste and optimized resource usage through digitalization and automation in key economic sectors. However, it is identified that the DE can also contribute to environmental challenges, such as excessive energy consumption and waste generation (Adams et al., 2020). Therefore, it is essential to adopt energy-efficient practices, implement waste management systems, and embrace circular economy principles to ensure sustainable development (Xu et al., 2025). Research by demonstrates that DE can enhance resource efficiency, promote environmentally friendly practices, and help decouple economic growth from environmental degradation. There has been growing attention on the roles of GRG and the digital economy (Antikainen et al., 2018). Studies such as explored the impact of GFCF, technological innovation, and ecological NR, on green growth in the OECD economies (Hassan et al., 2020; Yasmeen et al., 2021).



2.2 Fossil fuel consumption and emissions

The role of fossil fuels in driving environmental degradation is well-established (Hanif et al., 2019). High fossil fuel reliance increases carbon emissions, undermining green growth efforts (Abbasi et al., 2024b). However, the transition from fossil-based energy to renewables is often nonlinear, particularly in developed economies where energy systems are deeply entrenched. Small reductions in fossil fuel use may not yield immediate sustainability gains, whereas larger or policy-driven shifts can have outsized effects again supporting the case for asymmetric analysis (Adebayo, 2022). To prevent resource depletion and promote conservation, GRG fosters a transition toward a more resilient and sustainable economic model. The green growth policies encourage innovation, latest technology, and the expansion of green sectors, resulting in new occupation openings, viable business models, economic diversification, and overall economic growth (Fernando et al., 2019).



2.3 Natural resource utilization

The impact of natural resource use on green growth is debated. On one hand, responsible resource management can fund sustainability initiatives and reduce import dependence (Hassan et al., 2020) On the other hand, resource overexploitation especially in the absence of regulation can accelerate ecological degradation (Al-Mulali et al., 2015). This duality suggests that the environmental outcomes of resource use depend on threshold effects, regulatory frameworks, and investment in green extraction technologies. According to (Gu et al., 2023), the relationship between natural resources (NRs) and GRG is complex and context-dependent, exhibiting both positive and negative effects. The existing literature presents conflicting views: while some studies suggest that NRs hinder green growth, others report contrary findings (Agboola et al., 2021). These inconsistencies emphasize the nuanced and impactful relationship between NRs and environmentally sustainable growth. A study by (Fernando et al., 2019) proposes a latent clarification to achieve sustainable economic development while minimizing resource exploitation and environmental degradation.



2.4 Capital formation and infrastructure investment

Capital formation, particularly in green infrastructure and energy-efficient sectors, is positively linked to long-run sustainable development (Hassan et al., 2020). Investment in fixed capital enhances productivity and supports innovation diffusion. However, if capital flows are directed toward carbon-intensive sectors, the effect may be neutral or even negative. This ambiguity justifies including capital formation as a core control variable with the potential for directional shifts over time (Ai, 2024). These studies emphasize the importance of technological advancement, investment in sustainable infrastructure, and efficient resource management to achieve environmentally sustainable economic growth. Similarly, research by (Abdouli and Omri, 2021; Abbas, 2000; Ahmed et al., 2021a) has analyzed the effects of variables such as human development, environmental sustainability, digital economy, CO2 emissions, environmental degradation, natural resource rent, GDP, renewable energy, R&D, and Fintech across various global economies. However, further research is still needed to explore the multidimensional and complex relationship between NRs and GRG (Hwang, 2023).



2.5 Labor force and human capital

The labor force and human capital are increasingly recognized as critical enablers of green growth, particularly in advanced economies striving to decouple economic expansion from environmental degradation (Sudo, 2017). Human capital, often proxies by labor force participation, educational attainment, or skill intensity, serves as both an input and a facilitator of sustainable development (Zhou et al., 2022). A well-educated and skilled labor force contributes directly to technological innovation, facilitates the adoption of clean production methods, and enhances a society’s capacity to manage ecological risks. According to (Zhou et al., 2022), countries with higher levels of human capital demonstrate stronger environmental performance due to greater institutional capacity and the ability to implement green policies effectively. Theoretical frameworks, including endogenous growth theory, posit that human capital accumulation fosters innovation-led growth, which can align with sustainability goals if directed toward eco-efficient sectors (Cai et al., 2025). Green entrepreneurship and environmental R&D, for instance, are labor-intensive processes that require skilled professionals capable of managing complex environmental technologies (Ahmad and Zheng, 2021). Moreover, transitions to green energy systems, sustainable transport, and circular economies necessitate workforce re-skilling, emphasizing the importance of human capital development in the long-term sustainability agenda (Zhou et al., 2022).

Empirical studies provide robust evidence of the link between labor force participation and environmental quality. For instance (Li et al., 2025), found that labor market efficiency and educational levels positively impact ecological indicators in OECD countries. Similarly (Asongu et al., 2023), showed that increases in the labor force can lead to reductions in carbon emissions when aligned with green technology and energy-efficient sectors. However, the environmental impact of labor is not uniformly positive; it varies depending on the industrial structure and policy orientation. In economies dominated by carbon-intensive sectors, labor expansion without corresponding green reforms may exacerbate environmental harm. The complexity of this relationship has led scholars to suggest non-linear or asymmetric effects of labor force dynamics on sustainability outcomes. For instance, minor increases in labor participation may not yield substantial environmental improvements unless supported by institutional reforms and targeted green investments (Basheer et al., 2024; Dutta et al., 2020; Wang and Luo, 2025). On the contrary, large-scale labor shifts into green industries can produce disproportionately positive ecological outcomes, justifying the use of asymmetric econometric frameworks in empirical analysis.

Furthermore, the digital economy has reshaped labor dynamics, introducing new challenges and opportunities for green growth. Automation, artificial intelligence, and remote work can reduce commuting-related emissions but also displace traditional jobs, requiring policy intervention to retrain workers and avoid social dislocation (Babina et al., 2024). Therefore, an inclusive green transition must integrate labor market strategies with environmental goals, recognizing the labor force as both a driver and beneficiary of sustainable development. In sum, the labor force and human capital are not merely control variables in the analysis of green growth they are strategic levers. Their role in shaping innovation, enabling policy implementation, and driving structural transformation makes them indispensable components of any long-term sustainability strategy (Duan, 2025).



2.6 Trade openness and environmental outcomes

Trade openness can influence environmental outcomes in opposing ways. On the positive side, it enables the transfer of green technologies and cleaner production standards (Adebayo et al., 2022). On the negative side, it may lead to pollution offshoring or increased carbon leakage through high-emission imports (Dogan and Turkekul, 2016). The literature thus supports a non-monotonic relationship, where the scale and structure of trade are critical. Several notable studies have examined the effects of various economic variables on GDP in developed countries within the context of environmental sustainability (Chaabouni and Saidi, 2017; Farhani and Ozturk, 2015). These studies investigated industrial structure, population growth, GDP per capita, fiscal expenditure, technological innovation, trade openness, financial risks, and green innovation in relation to GRG. They highlighted how technological progress and the development of environmentally friendly goods and services contribute to sustainability via “green innovation” and “green development” in these economies. Moreover, large-scale investments in GRG offer valuable insights into how government spending supports environmentally sustainable policies and development (Sikder et al., 2024). This study distinguishes itself from prior research by examining the mutual interactions between NRs, DE, and GRG in the context of developed G-7 economies. While earlier studies has mostly dedicated on linear relationships involving ecological innovation, technological advancement, and renewable energy, this study aims to offer a more comprehensive exploration of the dynamics, directions, asymmetries, and roles of these variables. Understanding these interlinkages is essential for designing informed and effective policy interventions that support environmentally responsible and sustainable economic growth in advanced economies (Ahmad and Zheng, 2021).




3 THEORETIC MODEL AND RESEARCH DESIGN

Economic growth has a dominant importance for all nations, as it is narrowly connected to improving the living standards, alleviating poverty, and fostering an enabling environment for business development and job creation. In the context of developed economies, such as the G-7 countries (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States), it is assumed that firms employ advanced technologies in their production processes to generate final outputs efficiently and sustainably (Agboola et al., 2021). Based on this premise, the following section presents the theoretical framework of this study.
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The equation Yit = AitKitαLβit Y_{it} = A_{it}K_{it}^{\alpha}L_{it}^{\beta} represents the economic component of the business, illustrating how assets combine to create corporate value. In this model, α\alpha represents the contribution of capital in the import and exports production process, β\beta denotes the contribution of labor (LF) in the production process, and Ait {it} captures the external technology level.

The primary objective of every organization is profit maximization. This objective drives firms to implement various strategies and innovations to achieve growth while enhancing their cash flow. Furthermore, commercialization and innovation in the digital economy and emerging technologies have turn into ever more noticeable in the current age of research and development (Ahmad et al., 2022). The digital economy (DE) offers numerous advantages for nations, particularly for developed economies, by supporting activities such as social networking marketing, search engine advertising, content promotion, influencer collaborations, e-commerce, and online networking. Consequently, it is believed that businesses leveraging the digital economy to boost regional productivity will experience both sustainable environmental outcomes and economic growth (Zhang and Chen, 2021).
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The use of the digital economy (DE) can significantly support green growth (GRG), contributing to a more environmentally friendly future and reducing ecological impact across the region. Digital technologies enhance resource management by improving operational efficiency and productivity, minimizing waste, and optimizing the utilization of available resources in the economy. In this context, smart grids, for instance, can distribute electricity more efficiently and sustainably, which leads to a decrease in overall energy consumption and a corresponding reduction in CO2-equivalent (CO2e) and greenhouse gas (GHG) emissions (Álvarez-Herránz et al., 2017). Moreover, as suggested by (Dogan and Turkekul, 2016), the variable originally denoted as YitY_{it} in the production function model can be substituted with GREGit_{it}, representing green growth in economy i at time t. This substitution allows for a more targeted analysis of environmentally sustainable economic growth in our econometric framework.
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While expanding the digital economy (DE) can lead to positive outcomes for sustainable development and environmental preservation, it also plays a significant role in fostering sustainable economic growth and mitigating ecological damage. A theoretical mechanism, consisting of five key steps, outlines how the expansion of the DE can effectively promote eco-friendly practices within a region (Balsalobre-Lorente and Shah, 2024).

The foundational step of the study’s theoretical model emphasizes the use of digital technologies to improve the utilization and efficiency of natural resources across countries. Digitization in the manufacturing process enables the implementation of just-in-time production systems, thereby reducing excessive inventory, lowering energy consumption, and fostering sustainability. Furthermore, the digital economy accelerates technological innovation, leading to the development of environmentally sustainable methods and practices. The fourth step in our framework involves leveraging digital platforms to disseminate environmental awareness and promote ethical behavior among the population, which contributes to reducing ecological degradation. Finally, the gradual and sustainable expansion of the digital economy allows stakeholders and policymakers to access vast amounts of real-time data, enabling evidence-based decision-making that supports environmental sustainability (Adedoyin et al., 2020).

It is important to note that the relationship between the digital economy and green growth (GRG) can be nonlinear. Positive shocks such as technological advancements can significantly enhance GRG, especially when DE and GRG are mutually reinforcing. These improvements manifest through enhanced green technologies, data-driven sustainability efforts, and optimized resource usage. Conversely, negative shocks such as budget cuts for sustainability initiatives, regulatory uncertainty, or disruptions in digital infrastructure can impede progress toward green growth by reducing investments in environmental innovation and sustainability (Chen et al., 2023). To accurately capture both the positive and negative effects of digital economy shocks in the GRG equation, this study follows the approach of, which imposes constraints on the DE-related variables accordingly.
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In this above mentioned Equation 1, we have:

GREGit represents Green Growth for country i at time t. DEit denotes the Digital Economy, which reflects the role of digitalization in promoting sustainable development. NRit refers to Natural Resource Utilization, indicating how effectively a country manages its natural resources. FFCit is Fossil Fuel Consumption, which is expected to negatively impact environmental sustainability. GFCFit stands for Gross Fixed Capital Formation, representing long-term investment in productive infrastructure. LFit indicates the Labor Force, capturing human capital contributions to economic and environmental productivity. TOit measures Trade Openness, which may influence green growth either positively (via technology diffusion) or negatively (via environmental externalities). The εit is the error term accounting for unobserved factors affecting green growth. Each coefficient (α1 to α6) captures the marginal effect of its respective independent variable on green growth, holding all other factors constant. The signs of these coefficients reflect the direction of the relationship: positive signs indicate a direct contribution to green growth, while negative signs imply a detrimental effect.

We now include a detailed explanation of the partial sum decomposition approach used to construct asymmetric variables:
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Where, X+ captures positive cumulative changes (e.g., DE_POS), and X− captures negative cumulative changes (e.g., NR_NEGS).



4 DATA DESCRIPTION

The data for this study includes all selected variables along with their corresponding sources, organized by country across the columns for the G-7 economies: Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States. To examine the determinants of green growth in developed economies, this study selects a set of variables based on economic theory, policy relevance, and empirical precedent. The variables capture both direct and indirect factors influencing environmentally sustainable development.

Green growth is the central focus of this study and is measured using a composite index capturing environmental sustainability alongside economic output. It reflects the ability of an economy to grow while reducing environmental risks and resource depletion (OECD, 2011). The digital economy, proxies by internet usage and ICT adoption, is a transformative force that enhances energy efficiency, reduces emissions through smart systems, and facilitates green innovation, which find a strong linkage between digitalization and environmental performance in advanced economies. (OECD, 2023).

Natural resource rents (% of GDP) serve as a proxy for the intensity of resource exploitation. According to resource curse and ecological footprint theories, excessive reliance on natural resources may undermine sustainability unless managed efficiently (Bank, 2021). Fossil fuel consumption, often measured in kg of oil equivalent or % of total energy use, remains a dominant source of CO2 emissions. Its inclusion is grounded in environmental Kuznets curve (EKC) theory, where pollution rises with industrialization and energy consumption (Bank, 2021).

Gross Fixed Capital Formation, Investment in physical infrastructure is critical for both economic productivity and environmental performance. Sustainable capital formation especially in energy-efficient sectors supports green transition (United Nations Department of Economic and Social Affairs and Population Division, 2022). Labor Force, an expanding and skilled labor force can enhance productivity and green innovation. Human capital plays a mediating role in transitioning toward low-carbon economies (Bank, 2021). Trade openness, measured via exports and imports as a share of GDP, can influence environmental outcomes both positively (via technology transfer) and negatively (via pollution haven effects) (United Nations Department of Economic and Social Affairs and Population Division, 2022).

In this study, the variables are described in Table 1. Additionally, to enhance the robustness and innovation of the research, we constructed and incorporated the following novel factors into our model. Expansionary Export Policy (EXPEP), Positive Shock to Digital Economy (DE_POS), Negative Shock to Digital Economy (DE_NEGS), Positive Shock to Natural Resources (NR_POS), and Negative Shock to Natural Resources (NR_NEGS), as derived from Equation 1 through (8). Each of these variables has been selected not only for theoretical relevance but also based on data availability and comparability across G-7 countries. Together, they form a robust framework to evaluate the determinants of green growth under asymmetric and dynamic conditions. Figure 1, presents the roadmap of the study.


TABLE 1 | Description of the variables.




	Variable
	Symbol
	Definition
	Source





	Digital Economy
	DE
	Number of patents using ICT.
	OECD



	Green Growth
	GREG
	US, $/k from 2015
	OECD



	Exports (Total goods and services)
	EXPEP
	Constant US dollars
	UN database



	Imports (Total goods and services)
	EXPIP
	Constant US dollars
	UN database



	Labor Force
	LF
	Total labor force
	World Bank



	Fossil Fuel Consumption
	FFC
	Percentage of total energy consumption
	World Bank



	Gross Fixed Capital Formation
	GFCF
	Constant US dollars
	UN database



	Natural Resources
	NR
	Total Natural resources % of GDP
	World Bank
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FIGURE 1 | 
Roadmap of the study.


4.1 CSD test

Before proceeding with the calculations, it is essential to conclude whether the cross-sectional units in the panel dataset are interdependent. Table 2 presents the results of the Cross-Sectional Dependence (CSD) test, which highlights this issue whenever there is a correlation among the variables across different cross-sections (Pesaran, 2004). The CSD test serves as a fundamental diagnostic tool to verify the validity of the statistical analysis by detecting potential cross-sectional correlations in the dataset. Identifying such dependence is crucial, as it can significantly influence parameter estimations and may lead to misleading conclusions if not properly addressed.


TABLE 2 | CSD test results.




	Variable
	Breusch-pagan LM
	Pesaran scaled LM
	B-corrected scaled LM
	Pesaran CD





	DE
	37.242***
	5.182***
	5.103***
	1.682***



	NR
	45.371***
	11.282***
	11.208***
	4.411***



	FFC
	62.768***
	13.152***
	13.269***
	−0.348



	GFCF
	114.388***
	34.841***
	34.998***
	4.533***



	GRG
	169.252***
	24.723***
	24.352***
	11.247***



	EXPEP
	182.253***
	51.761***
	51.223***
	16.152***



	EXPIP
	182.448***
	51.847***
	51.554***
	16.165***



	LF
	156.842***
	24.224***
	24.443***
	11.854***







Note: * indicates significance at the 10% level (p < 0.10), ** at the 5% level (p < 0.05), and *** at the 1% level (p < 0.01).


By examining the relationships between variables, researchers can select appropriate model specifications, such as incorporating additional variables or applying panel data techniques that account for cross-sectional dependence CSD. The CSD test is a robust and precise statistical method used in panel data analysis to detect and measure correlations across cross-sectional units, thereby enhancing the reliability of the model’s estimations.



4.2 Slope homogeneity test

The consistency and reliability of data slopes are essential to verify within the model; hence, a slope homogeneity test is applied. The presence of heterogeneous slope coefficients across cross-sectional units can lead to inaccurate estimations in panel data models. Therefore, this study employs the Slope Homogeneity Test (SHT) proposed by (Hashem Pesaran and Yamagata, 2008), which serves as an effective technique for assessing the similarity of slope coefficients across different cross-sectional observations. This test enhances the robustness of the model by accounting for potential correlations arising from both observed and unobserved variables. The SHT is a non-parametric statistical procedure, making it particularly suitable for datasets with variations that do not conform to the assumptions required by parametric methods.



4.3 Panel unit root test

Conventional and commonly used panel unit root tests often fail to address the issues associated with cross-sectional dependence (CSD) and heterogeneity in panel data. To overcome these limitations, the test proposed by (Pesaran, 2007) is applied in this study to examine the order of integration of the variables. The presence of CSD and differences among individual units or selected variables in panel data analysis can lead to biased or misleading results. This method enhances the traditional Dickey-Fuller test by incorporating additional variables, resulting in more accurate and reliable outcomes. Importantly, it remains effective even when the panel dataset includes a relatively small number of time series observations.



4.4 Cointegration test

The cointegration test proposed by (Westerlund, 2008) is applied to examine the long-term relationships between all selected variables and green resource growth (GRG) in the data model for the developed countries under study. This test is a robust tool for assessing cointegration within panel data, as it effectively incorporates both cross-sectional and time-series dimensions. Its methodological strength makes it particularly well-suited for in-depth empirical investigations in fields such as economics, finance, and the social sciences. Furthermore, the test demonstrates strong asymptotic properties and resilience in the presence of cross-sectional dependence, thereby improving the accuracy of parameter estimates and minimizing average estimation errors.



4.5 Long run estimations

The Augmented Mean Group (AMG) statistical method was employed to estimate the long-term coefficients between the dependent and independent variables in this study. This technique is recognized as a reliable and effective tool for analyzing the data. The AMG model is widely used in empirical research for estimating parameters in panel data models, particularly when dealing with cross-sectional dependence and heterogeneity. It offers robust and user-friendly outputs and incorporates features of the Common Correlated Effects Mean Group (CCEMG) estimator, while also producing its own independent estimations. Notably, the AMG method boosts the detection of endogeneity, contributing to more accurate and efficient results. Its capability to simultaneously address heterogeneity and cross-sectional dependence makes it particularly suitable for this study. In cases where cross-sectional dependence (CSD) is present, the CCEMG component supports the AMG estimator in accounting for interdependence among panel units (OECD, 2023). This makes the AMG approach especially valuable for panels composed of interconnected units, as is the case with G-7 countries.




5 RESULTS AND DISCUSSION

There is a significant interrelationship among the selected variables, as confirmed by the presence of cross-sectional dependence (CSD) in all factors used. This finding highlights the importance of jointly analyzing these variables when evaluating the dynamic characteristics of the G-7 economies (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States). Since these variables are not mutually independent, examining them collectively provides a more accurate and comprehensive understanding of the interlinked economic and environmental processes within these advanced nations.

The results of the Slope Homogeneity Test (SHT) presented in Table 3 confirm significant variations in the slope coefficients of Green Resource Growth (GRG), indicating substantial heterogeneity among the G-7 countries in the relationships between key factors and financial results. Table 4 reports the findings of the unit root test, which show that all variables become stationary at the first difference. The stationarity of variables strengthens the reliability of policy evaluation and forecasting by enhancing economic stability, facilitating policy harmonization, and simplifying econometric computations. The use of consistent and stationary variables allows policymakers to make more informed decisions and enables businesses to accurately anticipate economic trends. Overall, these results improve our understanding of the financial system and support sound decision-making for fostering long-term, sustainable economic growth (Ahmed et al., 2021b).


TABLE 3 | Slope Homogeneity test results.




	Statistics
	Test-value
	p-value





	̃Δ
	7.462***
	0.000



	̃Δ adjusted
	12.182***
	0.000







Note: * indicates significance at the 10% level (p < 0.10), ** at the 5% level (p < 0.05), and *** at the 1% level (p < 0.01).



TABLE 4 | Unit root test results.




	Variable
	I(0)
	I(I)
	Output



	t-bar
	t-bar





	DE
	−1.524
	−3.112***
	

I(1)





	NR
	−1.851
	−2.375***
	
I(1)




	FFC
	−1.285
	−2.818***
	
I(1)




	GFCF
	−1.615
	−3.174***
	
I(1)




	GRG
	−1.575
	−2.954***
	
I(1)




	EXPEP
	−1.383
	−4.376***
	
I(1)




	EXPIP
	−1.155
	−1.592***
	
I(1)




	LF
	−2.112
	−2.554***
	
I(1)








Note: In the column of Output, I(1) represents the First difference of the unit root test. Note: * indicates significance at the 10% level (p < 0.10), ** at the 5% level (p < 0.05), and *** at the 1% level (p < 0.01).



Table 5 presents the results of the unit root test accounting for structural breaks. The findings confirm that the factors attain stationarity at the first difference. Table 6 displays the cointegration results, which validate a long-term equilibrium relationship between the dependent and independent variables considered in the study. The outcomes of the Augmented Mean Group (AMG) and Common Correlated Effects Mean Group (CCEMG) estimators are reported in Table 7. These results initially indicate that the Digital Economy (DE) has a significantly positive impact on the growth of Green Resource Growth (GRG), marking a key step forward in the transition towards environmentally sustainable development. A critical insight from this finding is the transformative role of DE in reshaping traditional industries (Fernando et al., 2019). The adoption of digital technologies and automation has enhanced resource efficiency and streamlined industrial processes, ultimately reducing the environmental footprint of these economies (Ali et al., 2022b).


TABLE 5 | Unit root outcomes.




	Factors
	Z
	Pm
	Pa
	S-breaks





	At I(0)



	DE
	−0.142
	0.110
	4.14
	1996–2006–2016



	NR
	0.085
	−0.044
	3.38
	2006–2007–2014



	FFC
	−0.141
	0.010
	2.21
	2003–2006–2010



	GFCF
	−0.114
	0.040
	3.17
	2006–2013–2015



	GRG
	−0.142
	0.141
	3.52
	1996–2001–2006



	EXPEP
	−0.147
	−0.142
	2.51
	2007–2010–2013



	EXPIP
	0.080
	−0.061
	2.78
	2005–2009–2015



	LF
	−0.100
	0.051
	3.11
	2004–2006–2009



	At I(1)



	DE
	−3.141***
	−2.544***
	−29.32***
	–



	NR
	−3.254***
	−2.145***
	−28.21***
	–



	FFC
	−3.124***
	−2.357***
	−30.45***
	–



	GFCF
	−2.898***
	−3.212***
	−28.55***
	–



	GRG
	−3.878***
	−2.100***
	−27.99***
	–



	EXPEP
	−3.147***
	−2.369***
	−28.65***
	–



	EXPIP
	−3.652***
	−2.741***
	−29.21***
	–



	LF
	−3.101***
	−2.356***
	−29.54***
	–







Note: * indicates significance at the 10% level (p < 0.10), ** at the 5% level (p < 0.05), and *** at the 1% level (p < 0.01).



TABLE 6 | Cointegration test.




	Statistics
	Values
	Z-value
	p-value





	Gt
	−2.255**
	−1.988**
	0.005



	Ga
	−16.452**
	−2.412**
	0.024



	Pt
	−5.256**
	−1.801**
	0.007



	Pa
	−17.258***
	−2.428***
	0.000







Note: * indicates significance at the 10% level (p < 0.10), ** at the 5% level (p < 0.05), and *** at the 1% level (p < 0.01).



TABLE 7 | long run results.




	AMG CCEMG



	Factors
	Coeff
	Std E
	Coeff
	Std.E





	DE_POS
	0.122**
	0.044
	0.134***
	0.042



	DE_NEGS
	−0.255***
	0.038
	−0.104**
	0.036



	NR_POS
	0.222***
	0.034
	0.131**
	0.033



	NR_NEGS
	−0.147**
	0.032
	−0.124**
	0.041



	FFC
	−0.171***
	0.038
	−0.212***
	0.042



	GFCF
	0.357***
	0.068
	0.387***
	0.065



	EXPEP
	0.158**
	0.054
	0.138***
	0.058



	EXPIP
	0.215***
	0.015
	0.257***
	0.021



	LF
	0.154***
	0.054
	0.247***
	0.049



	Constant
	2.589***
	2.389
	2.485***
	0.0218







Note: * indicates significance at the 10% level (p < 0.10), ** at the 5% level (p < 0.05), and *** at the 1% level (p < 0.01).


As a result, these countries have become influential actors in the global promotion and implementation of eco-friendly technologies. This advancement not only benefits their national industries but also significantly contributes to international efforts in combating the pressing issue of climate change. More broadly, the positive relationship between the Digital Economy (DE) and Green Resource Growth (GRG) has created new opportunities for collaboration among G-7 nations. Such cooperative strategies enhance sustainability efforts and the effectiveness of environmentally conscious initiatives, yielding benefits at both national and regional levels. Additionally, the rise of the DE has shown a critical part in cultivating a consumer base that is increasingly informed and environmentally aware (Agboola et al., 2021). Figure 2 illustrates the trends in fossil fuel consumption among the G-7 economies.


[image: Line graph showing fossil fuel consumption percentages in G7 countries from 1990 to 2023. Each country is represented by a different colored line. Consumption trends vary, with the USA showing the highest increase over time, while others like France and Germany have more gradual rises. Canada remains the highest throughout the period.]


FIGURE 2 | 
Fossil fuel consumption trends in G-7 countries.

Moreover, the results indicate that a negative demand elasticity shock leads to a drop in green growth. This finding raises alarms about the slight balance among economic expansion and environmental health. While these economies have led the transition to digitalization and knowledge-based sectors (Abbas et al., 2024), they have also undergone rapid economic growth and technological innovation. It could hinder the improvement of skilled knowledge in areas where these sectors intersect, slowing innovation and technological progress. Furthermore, economic volatility may prompt governments and businesses to prioritize short-term concerns over long-term sustainability goals, thereby diverting attention and resources away from green growth initiatives (Balsalobre-Lorente et al., 2023).

The findings also reveal that an increase in natural resources (NRs) positively impacts GRG. A positive shock to NRs can serve as a catalyst for green growth, offering these nations a valuable opportunity to utilize their natural wealth in support of ecologically sustainable economic development. Countries renowned for technological advancement and knowledge-based industries are uniquely positioned to align their economic goals with environmental conservation (Al-Aiban, 2024). This alignment fosters a synergistic relationship between natural resources and green initiatives, enabling the coexistence of economic progress and environmental sustainability. The positive influence of NRs is expected to unlock new avenues for GRG across multiple sectors, leveraging biodiversity, renewable energy potential, and other ecological assets to advance sustainable technologies and practices. Furthermore, access to ample natural resources may grant these countries a competitive edge in the global green economy (Hwang, 2023).

The stimulus provided by NRs can also inspire inclusive participation across various segments of society. It encourages collaborative environments where individuals and organizations can jointly explore and implement sustainable initiatives. These nations possess the scientific, technological, and industrial capabilities needed to foster interdisciplinary partnerships. Increased environmental awareness, driven by recognition of the importance of ecological assets, may lead to broader public support for conservation efforts. As consumer awareness grows, so does demand for sustainable products, prompting businesses to adopt environmentally responsible practices that reinforce green economic growth (Zhou et al., 2022). Both public and private sectors may increase resource allocation is concerned to the fortification of environment, which are vigorous for achieving long-term sustainability objectives (Afshan et al., 2022).

Furthermore, the findings indicate that a negative shock to natural resources (NRs) results in a decline in green resource growth (GRG). This adverse impact underscores the complex relationship between economic advancement and environmental conservation in the developed G-7 economies (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States). The negative consequences highlight critical areas where current strategies for achieving sustainable economic growth may require improvement. Heavy dependence on finite natural resources can impede the development of ecologically sustainable enterprises. A reduction in the availability of NRs compared to previous levels underscores the importance of resource diversification and the adoption of sustainable utilization practices. This outcome suggests a pressing need to reassess existing economic models and incorporate circular economy principles, which emphasize resource efficiency and regeneration (Awosusi et al., 2022; Abbasi et al., 2021).

The positive coefficient of DE_POS in both AMG and CCEMG estimations suggests that increases in digital economy activity significantly promote green growth. This aligns with the hypothesis that digitalization fosters environmental efficiency by enabling smart grids, reducing transaction costs, and expanding access to climate-friendly technologies (An et al., 2021). Conversely, the negative but insignificant effect of DE_NEG indicates that declines in digital investment do not produce a proportionally adverse environmental impact, possibly due to structural momentum in digital infrastructure once it is embedded. Similarly, the asymmetric coefficients for natural resource rents (NR_POS vs NR_NEG) imply that while efficient resource use can support sustainability when reinvested wisely, increased extraction tends to have stronger negative effects. This reinforces the resource curse thesis and emphasizes the importance of governance and revenue recycling for green development (Ponkratov et al., 2022). Figure 3 illustrates the digital economy trends in G-7 countries.


[image: Line chart showing the Digital Economy Index trends in G7 countries from 1990 to 2023. The USA and Japan lead with significant increases, while other countries like Canada, France, Germany, Italy, and the UK show modest growth. The USA surpasses Japan around 2010 and maintains an upward trend.]


FIGURE 3 | 
Digital Economy trends in G-7 countries.

Conversely, import restrictions intended to support local industries may inadvertently reduce access to environmentally friendly technologies and sustainable products available globally. Additionally, an increase in fossil fuel consumption (FFC) may negatively affect a country’s adherence to international agreements on sustainable development and climate change. To enhance energy security and mitigate the risks of fossil fuel dependence, it is essential to diversify the energy portfolio and increase investment in renewable sources. Lastly, the findings reveal that increases in labor force (LF) and gross fixed capital formation (GFCF) positively contribute to GRG (Hassan et al., 2020).

While AMG and CCEMG produce broadly consistent results, CCEMG tends to yield slightly larger coefficients for TO_POS, suggesting that trade liberalization may exert stronger influence on green growth under CCEMG’s common factor structure. This distinction likely reflects the greater sensitivity of CCEMG to unobserved global shocks (e.g., synchronized trade policy shifts), whereas AMG accounts for cross-sectional means but retains more country-level independence. The alignment across methods enhances confidence in the robustness of the findings. Although this study focuses on the G-7, the implications extend to developing economies undergoing digital transitions and economic restructuring (Zhang and Chen, 2021). For instance, countries in the Global South seeking to harness the digital economy must also invest in renewable energy and institutional oversight to avoid repeating the G-7’s early-stage externalities. Moreover, the asymmetric effects observed in fossil fuel consumption and trade openness highlight the risks of premature liberalization or uncontrolled industrialization without environmental safeguards. The G-7 experience shows that technological sophistication must be paired with proactive sustainability governance to achieve green growth. These developments suggest that higher labor participation and infrastructure investment among the G-7 countries significantly bolster green growth. The advanced skills and technological capabilities in G-7 to facilitate the emergence of environmentally responsible industries, thereby strengthening the foundation for sustainable development and green innovation (Xu et al., 2025).

As shown in Table 8, to ensure the robustness and consistency of our core results, we re-estimated the model using two widely accepted alternative estimators: Fully Modified Ordinary Least Squares (FMOLS) and Dynamic Ordinary Least Squares (DOLS). These estimators are designed to correct for serial correlation and endogeneity in panel cointegrated models, and they provide additional validation for the long-run relationships established through AMG and CCEMG. The direction, magnitude, and statistical significance of the key variables remain largely consistent across FMOLS and DOLS, thereby reinforcing the credibility of our findings.


TABLE 8 | robustness check FMOLS and DOLS.




	Variable
	FMOLS coefficient
	Significance
	DOLS coefficient
	Significance





	DE_POS
	0.217***
	0.01
	0.209***
	0.01



	DE_NEG
	−0.043
	ns
	−0.051
	ns



	NR_POS
	−0.184**
	0.05
	−0.190**
	0.05



	NR_NEG
	0.101*
	0.1
	0.093*
	0.1



	FFC
	−0.226***
	0.01
	−0.234***
	0.01



	GFCF
	0.168**
	0.05
	0.172**
	0.05



	EXPEP
	0.121***
	0.01
	0.128***
	0.01



	EXPIP
	0.119***
	0.01
	
	



	LF
	0.097*
	0.1
	0.089*
	0.1







Note: * indicates significance at the 10% level (p < 0.10), ** at the 5% level (p < 0.05), and *** at the 1% level (p < 0.01).


Digital Economy (DE_POS), both FMOLS (0.217) and DOLS (0.209) reveal a strong positive and highly significant impact of positive digital shocks on green growth (p < 0.01). This confirms that investment and expansion in the digital economy substantially enhance environmental sustainability through efficiency and innovation. Negative digital shocks (DE_NEG) remain statistically insignificant in both estimators, supporting the asymmetric hypothesis that downturns in digital activity do not produce an equivalent decline in green growth outcomes (Balsalobre-Lorente and Shah, 2024).

Natural Resource Use (NR), positive shocks to resource extraction (NR_POS) have a significant negative effect on green growth in both FMOLS (−0.184) and DOLS (−0.190), reinforcing concerns about extractive overreach. Conversely, reductions in resource exploitation (NR_NEG) show a modest but positive effect, significant at the 10% level, indicating that sustainable resource contraction may improve environmental performance. The Fossil Fuel Consumption (FFC), the coefficients remain consistently negative and highly significant across both FMOLS (−0.226) and DOLS (−0.234), reaffirming its adverse impact on green growth and underscoring the need for a low-carbon transition. While Gross Fixed Capital Formation (GFCF), the variable shows a positive and significant effect in both estimators, confirming that long-term investment supports green infrastructure and sustainability transitions (Adebayo et al., 2023).

Labor Force (LF), the results reveal a positive but marginally significant contribution to green growth, suggesting that workforce expansion alone may not be sufficient unless directed toward green sectors. Trade Openness (TO), trade liberalization continues to display a strong and positive effect on green growth, highlighting its potential for enhancing environmental efficiency through technology transfer and competition effects. In sum, the robustness checks using FMOLS and DOLS estimators corroborate the main findings obtained through AMG and CCEMG. They affirm the reliability of the study’s conclusions and further validate the role of asymmetric structural shocks in influencing green growth outcomes across advanced economies (Sudo, 2017).



6 CONCLUSION

This research investigated the critical and substantial relationships between green growth (GRG), the digital economy (DE), gross capital formation (GFCF), labor force (LF), fossil fuel consumption (FFC), and natural resources (NRs) within the developed G-7 economies (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States) over the period 1990–2023. The primary empirical findings suggest that the model faces notable challenges due to heterogeneity across countries. Furthermore, the presence of cross-sectional dependence (CSD) among these nations is confirmed, likely a result of increasing globalization and interconnected economic structures.

This study contributes to the literature on green growth by providing an asymmetric and panel-based investigation of digital economy development, natural resource utilization, fossil fuel consumption, trade openness, and macroeconomic dynamics across the G-7 economies. The key novelty lies in our application of nonlinear decompositions that distinguish between positive and negative shocks to explanatory variables, revealing asymmetric effects that linear models often obscure. By using AMG and CCEMG estimators, we address cross-sectional dependence and heterogeneity, ensuring robustness of the results across methodologically complex panel structures. The implications of these findings are particularly relevant for policymaking in the G-7 economies. First, policymakers can promote GRG by fostering the integration of digital technologies in environmentally sustainable industries. To mitigate the potential adverse effects of a downturn in the DE on long-term economic growth, it is crucial for these countries to prioritize digital resilience. This includes the use of ecological impact assessments and eco-design principles to ensure that digital initiatives do not exacerbate environmental degradation. Additionally, international collaboration can play a pivotal role in accelerating knowledge sharing, technology transfer, and the adoption of best practices. Joint efforts to develop and implement sustainable digital policies will strengthen global green growth initiatives.

In parallel, prioritizing the sustainable utilization of natural resources and promoting innovation through green research and development can generate both economic and environmental benefits. Encouraging eco-innovation and supporting environmentally conscious enterprises not only accelerates growth but also reduces the ecological footprint of economic activity. Strategic investments in R&D focused on green technologies—particularly those aimed at decreasing reliance on non-renewable resources—can cushion economies against the negative effects of unexpected disruptions. Furthermore, an import policy that facilitates access to sustainable technologies and international expertise can enhance GRG by integrating eco-friendly solutions from global markets.

Conversely, the findings also caution against the adverse effects of increased fossil fuel consumption on GRG. A rise in FFC is shown to negatively affect green growth in G-7 countries. Therefore, diversifying energy sources and intensifying investment in renewable energy are essential steps. Promoting global cooperation in sustainable trade practices, forming partnerships, and addressing mutual environmental challenges can also significantly contribute to shared sustainable development objectives. Interestingly, while labor force growth and GFCF are traditionally seen as drivers of economic expansion, the study finds a negative correlation between these variables and GRG in the context of the G-7. This indicates a potential misalignment between conventional growth drivers and sustainability goals, highlighting the need to recalibrate growth models to better integrate green objectives.


6.1 Policy implications

From a policy perspective, the findings carry clear implications. First, positive shocks in digitalization significantly boost green growth, suggesting that investments in digital infrastructure if aligned with clean energy systems can accelerate ecological transitions. However, reductions in digital momentum do not yield immediate harm, implying a degree of technological lock-in once digital systems are in place. Second, the environmental cost of increasing fossil fuel consumption is greater than the benefit of reducing it, emphasizing the urgency of proactive decarbonization rather than passive reduction. Third, natural resource use produces asymmetric outcomes, indicating that policy must focus not just on extraction levels but also on how resource revenues are managed and reinvested. These insights recommend that green policy frameworks should be shock-sensitive and context-aware. Policymakers should prioritize expanding green digital infrastructure, integrate resource governance into fiscal sustainability plans, and embed trade strategies with environmental safeguards especially in countries seeking to replicate the G-7 model.



6.2 Limitations

Limitations of this study include the use of proxy variables for constructs like the digital economy and green growth, which may not fully capture qualitative institutional or behavioral dynamics. Moreover, while the G-7 offers a valuable lens, the results may not generalize to low-income economies with different structural baselines. Future research could extend this framework using micro-level data, explore threshold effects, and incorporate climate finance or innovation indices to deepen the modeling of sustainability transitions. This study is subject to certain limitations. Its focus on the G-7 restricts the generalizability of the results to other economies. Furthermore, it assumes linear relationships between explanatory variables and GRG. Future research could explore non-linear associations, including threshold effects or variable interactions, to deepen the understanding of GRG dynamics. Additionally, future studies would benefit from incorporating other dimensions such as societal values, technological advancements, and energy efficiency policies to provide a more comprehensive picture of the determinants of green growth.



6.3 Future research directions

Based on the findings of this study, several future research directions emerge that could deepen the understanding of green growth (GRG) dynamics in developed economies. First, future research should investigate the non-linear relationships between key variables such as the digital economy (DE), natural resources (NRs), fossil fuel consumption (FFC), and GRG. The current analysis assumes linear associations; however, it is possible that threshold effects, diminishing returns, or variable interactions exist. Exploring these complexities through models like threshold regression or quantile regressions can offer more precise insights into how changes in these variables affect green growth across different levels of development or environmental performance.

Furthermore, longitudinal case studies or micro-level analyses within the G-7 could be conducted to investigate how individual countries have navigated the transition towards sustainable economic practices. Such studies could assess the effectiveness of specific policy instruments, the role of industry-specific digital transformation, or the socio-economic impacts of shifting away from fossil fuel dependence. This would help uncover best practices and lessons learned that may not be visible in aggregate panel data.

Lastly, future research could benefit from incorporating dynamic simulation models or scenario-based forecasting to predict the long-term impacts of different policy interventions on GRG. Given the pressing need to address climate change, developing forward-looking models that simulate the effects of digitalization, renewable energy investment, and environmental taxation can offer valuable guidance for policy design and implementation. These models could also incorporate uncertainty and global risks such as geopolitical tensions or pandemics to evaluate their potential disruptions to sustainable growth trajectories.
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Per capita energy consumption (tons of standard coal per Negative 0.1404
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Per capita electricity consumption (kWh/person) Negative 0.1296
Industrial electricity consumption (billion kW hours) Negative 0.1461
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Carbon emission intensity of the primary industry Negative 0.1679
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OPS/images/fenvs-13-1589766/MathJax.js
/*************************************************************
 *
 *  MathJax.js
 *  
 *  The main code for the MathJax math-typesetting library.  See 
 *  http://www.mathjax.org/ for details.
 *  
 *  ---------------------------------------------------------------------
 *  
 *  Copyright (c) 2009-2012 Design Science, Inc.
 * 
 *  Licensed under the Apache License, Version 2.0 (the "License");
 *  you may not use this file except in compliance with the License.
 *  You may obtain a copy of the License at
 * 
 *      http://www.apache.org/licenses/LICENSE-2.0
 * 
 *  Unless required by applicable law or agreed to in writing, software
 *  distributed under the License is distributed on an "AS IS" BASIS,
 *  WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
 *  See the License for the specific language governing permissions and
 *  limitations under the License.
 */

if (!window.MathJax) {window.MathJax = {}}

MathJax.isPacked = true;
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/*************************************************************
 *
 *  MathJax.js
 *  
 *  The main code for the MathJax math-typesetting library.  See 
 *  http://www.mathjax.org/ for details.
 *  
 *  ---------------------------------------------------------------------
 *  
 *  Copyright (c) 2009-2012 Design Science, Inc.
 * 
 *  Licensed under the Apache License, Version 2.0 (the "License");
 *  you may not use this file except in compliance with the License.
 *  You may obtain a copy of the License at
 * 
 *      http://www.apache.org/licenses/LICENSE-2.0
 * 
 *  Unless required by applicable law or agreed to in writing, software
 *  distributed under the License is distributed on an "AS IS" BASIS,
 *  WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
 *  See the License for the specific language governing permissions and
 *  limitations under the License.
 */

if (!window.MathJax) {window.MathJax = {}}

MathJax.isPacked = true;
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/*************************************************************
 *
 *  MathJax.js
 *  
 *  The main code for the MathJax math-typesetting library.  See 
 *  http://www.mathjax.org/ for details.
 *  
 *  ---------------------------------------------------------------------
 *  
 *  Copyright (c) 2009-2012 Design Science, Inc.
 * 
 *  Licensed under the Apache License, Version 2.0 (the "License");
 *  you may not use this file except in compliance with the License.
 *  You may obtain a copy of the License at
 * 
 *      http://www.apache.org/licenses/LICENSE-2.0
 * 
 *  Unless required by applicable law or agreed to in writing, software
 *  distributed under the License is distributed on an "AS IS" BASIS,
 *  WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
 *  See the License for the specific language governing permissions and
 *  limitations under the License.
 */

if (!window.MathJax) {window.MathJax = {}}

MathJax.isPacked = true;
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/*************************************************************
 *
 *  MathJax.js
 *  
 *  The main code for the MathJax math-typesetting library.  See 
 *  http://www.mathjax.org/ for details.
 *  
 *  ---------------------------------------------------------------------
 *  
 *  Copyright (c) 2009-2012 Design Science, Inc.
 * 
 *  Licensed under the Apache License, Version 2.0 (the "License");
 *  you may not use this file except in compliance with the License.
 *  You may obtain a copy of the License at
 * 
 *      http://www.apache.org/licenses/LICENSE-2.0
 * 
 *  Unless required by applicable law or agreed to in writing, software
 *  distributed under the License is distributed on an "AS IS" BASIS,
 *  WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
 *  See the License for the specific language governing permissions and
 *  limitations under the License.
 */

if (!window.MathJax) {window.MathJax = {}}

MathJax.isPacked = true;
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/*************************************************************
 *
 *  MathJax.js
 *  
 *  The main code for the MathJax math-typesetting library.  See 
 *  http://www.mathjax.org/ for details.
 *  
 *  ---------------------------------------------------------------------
 *  
 *  Copyright (c) 2009-2012 Design Science, Inc.
 * 
 *  Licensed under the Apache License, Version 2.0 (the "License");
 *  you may not use this file except in compliance with the License.
 *  You may obtain a copy of the License at
 * 
 *      http://www.apache.org/licenses/LICENSE-2.0
 * 
 *  Unless required by applicable law or agreed to in writing, software
 *  distributed under the License is distributed on an "AS IS" BASIS,
 *  WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
 *  See the License for the specific language governing permissions and
 *  limitations under the License.
 */

if (!window.MathJax) {window.MathJax = {}}

MathJax.isPacked = true;

if(document.getElementById&&document.childNodes&&document.createElement){if(!window.MathJax){window.MathJax={}}if(!MathJax.Hub){MathJax.version="2.1";MathJax.fileversion="2.1";(function(d){var b=window[d];if(!b){b=window[d]={}}var f=[];var c=function(g){var h=g.constructor;if(!h){h=new Function("")}for(var i in g){if(i!=="constructor"&&g.hasOwnProperty(i)){h[i]=g[i]}}return h};var a=function(){return new Function("return arguments.callee.Init.call(this,arguments)")};var e=a();e.prototype={bug_test:1};if(!e.prototype.bug_test){a=function(){return function(){return arguments.callee.Init.call(this,arguments)}}}b.Object=c({constructor:a(),Subclass:function(g,i){var h=a();h.SUPER=this;h.Init=this.Init;h.Subclass=this.Subclass;h.Augment=this.Augment;h.protoFunction=this.protoFunction;h.can=this.can;h.has=this.has;h.isa=this.isa;h.prototype=new this(f);h.prototype.constructor=h;h.Augment(g,i);return h},Init:function(g){var h=this;if(g.length===1&&g[0]===f){return h}if(!(h instanceof g.callee)){h=new g.callee(f)}return h.Init.apply(h,g)||h},Augment:function(g,h){var i;if(g!=null){for(i in g){if(g.hasOwnProperty(i)){this.protoFunction(i,g[i])}}if(g.toString!==this.prototype.toString&&g.toString!=={}.toString){this.protoFunction("toString",g.toString)}}if(h!=null){for(i in h){if(h.hasOwnProperty(i)){this[i]=h[i]}}}return this},protoFunction:function(h,g){this.prototype[h]=g;if(typeof g==="function"){g.SUPER=this.SUPER.prototype}},prototype:{Init:function(){},SUPER:function(g){return g.callee.SUPER},can:function(g){return typeof(this[g])==="function"},has:function(g){return typeof(this[g])!=="undefined"},isa:function(g){return(g instanceof Object)&&(this instanceof g)}},can:function(g){return this.prototype.can.call(this,g)},has:function(g){return this.prototype.has.call(this,g)},isa:function(h){var g=this;while(g){if(g===h){return true}else{g=g.SUPER}}return false},SimpleSUPER:c({constructor:function(g){return this.SimpleSUPER.define(g)},define:function(g){var i={};if(g!=null){for(var h in g){if(g.hasOwnProperty(h)){i[h]=this.wrap(h,g[h])}}if(g.toString!==this.prototype.toString&&g.toString!=={}.toString){i.toString=this.wrap("toString",g.toString)}}return i},wrap:function(i,h){if(typeof(h)==="function"&&h.toString().match(/\.\s*SUPER\s*\(/)){var g=new Function(this.wrapper);g.label=i;g.original=h;h=g;g.toString=this.stringify}return h},wrapper:function(){var h=arguments.callee;this.SUPER=h.SUPER[h.label];try{var g=h.original.apply(this,arguments)}catch(i){delete this.SUPER;throw i}delete this.SUPER;return g}.toString().replace(/^\s*function\s*\(\)\s*\{\s*/i,"").replace(/\s*\}\s*$/i,""),toString:function(){return this.original.toString.apply(this.original,arguments)}})})})("MathJax");(function(BASENAME){var BASE=window[BASENAME];if(!BASE){BASE=window[BASENAME]={}}var CALLBACK=function(data){var cb=new Function("return arguments.callee.execute.apply(arguments.callee,arguments)");for(var id in CALLBACK.prototype){if(CALLBACK.prototype.hasOwnProperty(id)){if(typeof(data[id])!=="undefined"){cb[id]=data[id]}else{cb[id]=CALLBACK.prototype[id]}}}cb.toString=CALLBACK.prototype.toString;return cb};CALLBACK.prototype={isCallback:true,hook:function(){},data:[],object:window,execute:function(){if(!this.called||this.autoReset){this.called=!this.autoReset;return this.hook.apply(this.object,this.data.concat([].slice.call(arguments,0)))}},reset:function(){delete this.called},toString:function(){return this.hook.toString.apply(this.hook,arguments)}};var ISCALLBACK=function(f){return(typeof(f)==="function"&&f.isCallback)};var EVAL=function(code){return eval.call(window,code)};EVAL("var __TeSt_VaR__ = 1");if(window.__TeSt_VaR__){try{delete window.__TeSt_VaR__}catch(error){window.__TeSt_VaR__=null}}else{if(window.execScript){EVAL=function(code){BASE.__code=code;code="try {"+BASENAME+".__result = eval("+BASENAME+".__code)} catch(err) {"+BASENAME+".__result = err}";window.execScript(code);var result=BASE.__result;delete BASE.__result;delete BASE.__code;if(result instanceof Error){throw result}return result}}else{EVAL=function(code){BASE.__code=code;code="try {"+BASENAME+".__result = eval("+BASENAME+".__code)} catch(err) {"+BASENAME+".__result = err}";var head=(document.getElementsByTagName("head"))[0];if(!head){head=document.body}var script=document.createElement("script");script.appendChild(document.createTextNode(code));head.appendChild(script);head.removeChild(script);var result=BASE.__result;delete BASE.__result;delete BASE.__code;if(result instanceof Error){throw result}return result}}}var USING=function(args,i){if(arguments.length>1){if(arguments.length===2&&!(typeof arguments[0]==="function")&&arguments[0] instanceof Object&&typeof arguments[1]==="number"){args=[].slice.call(args,i)}else{args=[].slice.call(arguments,0)}}if(args instanceof Array&&args.length===1){args=args[0]}if(typeof args==="function"){if(args.execute===CALLBACK.prototype.execute){return args}return CALLBACK({hook:args})}else{if(args instanceof Array){if(typeof(args[0])==="string"&&args[1] instanceof Object&&typeof args[1][args[0]]==="function"){return CALLBACK({hook:args[1][args[0]],object:args[1],data:args.slice(2)})}else{if(typeof args[0]==="function"){return CALLBACK({hook:args[0],data:args.slice(1)})}else{if(typeof args[1]==="function"){return CALLBACK({hook:args[1],object:args[0],data:args.slice(2)})}}}}else{if(typeof(args)==="string"){return CALLBACK({hook:EVAL,data:[args]})}else{if(args instanceof Object){return CALLBACK(args)}else{if(typeof(args)==="undefined"){return CALLBACK({})}}}}}throw Error("Can't make callback from given data")};var DELAY=function(time,callback){callback=USING(callback);callback.timeout=setTimeout(callback,time);return callback};var WAITFOR=function(callback,signal){callback=USING(callback);if(!callback.called){WAITSIGNAL(callback,signal);signal.pending++}};var WAITEXECUTE=function(){var signals=this.signal;delete this.signal;this.execute=this.oldExecute;delete this.oldExecute;var result=this.execute.apply(this,arguments);if(ISCALLBACK(result)&&!result.called){WAITSIGNAL(result,signals)}else{for(var i=0,m=signals.length;i<m;i++){signals[i].pending--;if(signals[i].pending<=0){signals[i].call()}}}};var WAITSIGNAL=function(callback,signals){if(!(signals instanceof Array)){signals=[signals]}if(!callback.signal){callback.oldExecute=callback.execute;callback.execute=WAITEXECUTE;callback.signal=signals}else{if(signals.length===1){callback.signal.push(signals[0])}else{callback.signal=callback.signal.concat(signals)}}};var AFTER=function(callback){callback=USING(callback);callback.pending=0;for(var i=1,m=arguments.length;i<m;i++){if(arguments[i]){WAITFOR(arguments[i],callback)}}if(callback.pending===0){var result=callback();if(ISCALLBACK(result)){callback=result}}return callback};var HOOKS=MathJax.Object.Subclass({Init:function(reset){this.hooks=[];this.reset=reset},Add:function(hook,priority){if(priority==null){priority=10}if(!ISCALLBACK(hook)){hook=USING(hook)}hook.priority=priority;var i=this.hooks.length;while(i>0&&priority<this.hooks[i-1].priority){i--}this.hooks.splice(i,0,hook);return hook},Remove:function(hook){for(var i=0,m=this.hooks.length;i<m;i++){if(this.hooks[i]===hook){this.hooks.splice(i,1);return}}},Execute:function(){var callbacks=[{}];for(var i=0,m=this.hooks.length;i<m;i++){if(this.reset){this.hooks[i].reset()}var result=this.hooks[i].apply(window,arguments);if(ISCALLBACK(result)&&!result.called){callbacks.push(result)}}if(callbacks.length===1){return null}if(callbacks.length===2){return callbacks[1]}return AFTER.apply({},callbacks)}});var EXECUTEHOOKS=function(hooks,data,reset){if(!hooks){return null}if(!(hooks instanceof Array)){hooks=[hooks]}if(!(data instanceof Array)){data=(data==null?[]:[data])}var handler=HOOKS(reset);for(var i=0,m=hooks.length;i<m;i++){handler.Add(hooks[i])}return handler.Execute.apply(handler,data)};var QUEUE=BASE.Object.Subclass({Init:function(){this.pending=0;this.running=0;this.queue=[];this.Push.apply(this,arguments)},Push:function(){var callback;for(var i=0,m=arguments.length;i<m;i++){callback=USING(arguments[i]);if(callback===arguments[i]&&!callback.called){callback=USING(["wait",this,callback])}this.queue.push(callback)}if(!this.running&&!this.pending){this.Process()}return callback},Process:function(queue){while(!this.running&&!this.pending&&this.queue.length){var callback=this.queue[0];queue=this.queue.slice(1);this.queue=[];this.Suspend();var result=callback();this.Resume();if(queue.length){this.queue=queue.concat(this.queue)}if(ISCALLBACK(result)&&!result.called){WAITFOR(result,this)}}},Suspend:function(){this.running++},Resume:function(){if(this.running){this.running--}},call:function(){this.Process.apply(this,arguments)},wait:function(callback){return callback}});var SIGNAL=QUEUE.Subclass({Init:function(name){QUEUE.prototype.Init.call(this);this.name=name;this.posted=[];this.listeners=HOOKS(true)},Post:function(message,callback,forget){callback=USING(callback);if(this.posting||this.pending){this.Push(["Post",this,message,callback,forget])}else{this.callback=callback;callback.reset();if(!forget){this.posted.push(message)}this.Suspend();this.posting=true;var result=this.listeners.Execute(message);if(ISCALLBACK(result)&&!result.called){WAITFOR(result,this)}this.Resume();delete this.posting;if(!this.pending){this.call()}}return callback},Clear:function(callback){callback=USING(callback);if(this.posting||this.pending){callback=this.Push(["Clear",this,callback])}else{this.posted=[];callback()}return callback},call:function(){this.callback(this);this.Process()},Interest:function(callback,ignorePast,priority){callback=USING(callback);this.listeners.Add(callback,priority);if(!ignorePast){for(var i=0,m=this.posted.length;i<m;i++){callback.reset();var result=callback(this.posted[i]);if(ISCALLBACK(result)&&i===this.posted.length-1){WAITFOR(result,this)}}}return callback},NoInterest:function(callback){this.listeners.Remove(callback)},MessageHook:function(msg,callback,priority){callback=USING(callback);if(!this.hooks){this.hooks={};this.Interest(["ExecuteHooks",this])}if(!this.hooks[msg]){this.hooks[msg]=HOOKS(true)}this.hooks[msg].Add(callback,priority);for(var i=0,m=this.posted.length;i<m;i++){if(this.posted[i]==msg){callback.reset();callback(this.posted[i])}}return callback},ExecuteHooks:function(msg,more){var type=((msg instanceof Array)?msg[0]:msg);if(!this.hooks[type]){return null}return this.hooks[type].Execute(msg)}},{signals:{},find:function(name){if(!SIGNAL.signals[name]){SIGNAL.signals[name]=new SIGNAL(name)}return SIGNAL.signals[name]}});BASE.Callback=BASE.CallBack=USING;BASE.Callback.Delay=DELAY;BASE.Callback.After=AFTER;BASE.Callback.Queue=QUEUE;BASE.Callback.Signal=SIGNAL.find;BASE.Callback.Hooks=HOOKS;BASE.Callback.ExecuteHooks=EXECUTEHOOKS})("MathJax");(function(d){var a=window[d];if(!a){a=window[d]={}}var c=(navigator.vendor==="Apple Computer, Inc."&&typeof navigator.vendorSub==="undefined");var f=0;var g=function(h){if(document.styleSheets&&document.styleSheets.length>f){f=document.styleSheets.length}if(!h){h=(document.getElementsByTagName("head"))[0];if(!h){h=document.body}}return h};var e=[];var b=function(){for(var j=0,h=e.length;j<h;j++){a.Ajax.head.removeChild(e[j])}e=[]};a.Ajax={loaded:{},loading:{},loadHooks:{},timeout:15*1000,styleDelay:1,config:{root:""},STATUS:{OK:1,ERROR:-1},rootPattern:new RegExp("^\\["+d+"\\]"),fileURL:function(h){return h.replace(this.rootPattern,this.config.root)},Require:function(j,m){m=a.Callback(m);var k;if(j instanceof Object){for(var h in j){}k=h.toUpperCase();j=j[h]}else{k=j.split(/\./).pop().toUpperCase()}j=this.fileURL(j);if(this.loaded[j]){m(this.loaded[j])}else{var l={};l[k]=j;this.Load(l,m)}return m},Load:function(j,l){l=a.Callback(l);var k;if(j instanceof Object){for(var h in j){}k=h.toUpperCase();j=j[h]}else{k=j.split(/\./).pop().toUpperCase()}j=this.fileURL(j);if(this.loading[j]){this.addHook(j,l)}else{this.head=g(this.head);if(this.loader[k]){this.loader[k].call(this,j,l)}else{throw Error("Can't load files of type "+k)}}return l},LoadHook:function(k,l,j){l=a.Callback(l);if(k instanceof Object){for(var h in k){k=k[h]}}k=this.fileURL(k);if(this.loaded[k]){l(this.loaded[k])}else{this.addHook(k,l,j)}return l},addHook:function(i,j,h){if(!this.loadHooks[i]){this.loadHooks[i]=MathJax.Callback.Hooks()}this.loadHooks[i].Add(j,h)},Preloading:function(){for(var k=0,h=arguments.length;k<h;k++){var j=this.fileURL(arguments[k]);if(!this.loading[j]){this.loading[j]={preloaded:true}}}},loader:{JS:function(i,k){var h=document.createElement("script");var j=a.Callback(["loadTimeout",this,i]);this.loading[i]={callback:k,message:a.Message.File(i),timeout:setTimeout(j,this.timeout),status:this.STATUS.OK,script:h};h.onerror=j;h.type="text/javascript";h.src=i;this.head.appendChild(h)},CSS:function(h,j){var i=document.createElement("link");i.rel="stylesheet";i.type="text/css";i.href=h;this.loading[h]={callback:j,message:a.Message.File(h),status:this.STATUS.OK};this.head.appendChild(i);this.timer.create.call(this,[this.timer.file,h],i)}},timer:{create:function(i,h){i=a.Callback(i);if(h.nodeName==="STYLE"&&h.styleSheet&&typeof(h.styleSheet.cssText)!=="undefined"){i(this.STATUS.OK)}else{if(window.chrome&&typeof(window.sessionStorage)!=="undefined"&&h.nodeName==="STYLE"){i(this.STATUS.OK)}else{if(c){this.timer.start(this,[this.timer.checkSafari2,f++,i],this.styleDelay)}else{this.timer.start(this,[this.timer.checkLength,h,i],this.styleDelay)}}}return i},start:function(i,h,j,k){h=a.Callback(h);h.execute=this.execute;h.time=this.time;h.STATUS=i.STATUS;h.timeout=k||i.timeout;h.delay=h.total=0;if(j){setTimeout(h,j)}else{h()}},time:function(h){this.total+=this.delay;this.delay=Math.floor(this.delay*1.05+5);if(this.total>=this.timeout){h(this.STATUS.ERROR);return 1}return 0},file:function(i,h){if(h<0){a.Ajax.loadTimeout(i)}else{a.Ajax.loadComplete(i)}},execute:function(){this.hook.call(this.object,this,this.data[0],this.data[1])},checkSafari2:function(h,i,j){if(h.time(j)){return}if(document.styleSheets.length>i&&document.styleSheets[i].cssRules&&document.styleSheets[i].cssRules.length){j(h.STATUS.OK)}else{setTimeout(h,h.delay)}},checkLength:function(h,k,m){if(h.time(m)){return}var l=0;var i=(k.sheet||k.styleSheet);try{if((i.cssRules||i.rules||[]).length>0){l=1}}catch(j){if(j.message.match(/protected variable|restricted URI/)){l=1}else{if(j.message.match(/Security error/)){l=1}}}if(l){setTimeout(a.Callback([m,h.STATUS.OK]),0)}else{setTimeout(h,h.delay)}}},loadComplete:function(h){h=this.fileURL(h);var i=this.loading[h];if(i&&!i.preloaded){a.Message.Clear(i.message);clearTimeout(i.timeout);if(i.script){if(e.length===0){setTimeout(b,0)}e.push(i.script)}this.loaded[h]=i.status;delete this.loading[h];this.addHook(h,i.callback)}else{if(i){delete this.loading[h]}this.loaded[h]=this.STATUS.OK;i={status:this.STATUS.OK}}if(!this.loadHooks[h]){return null}return this.loadHooks[h].Execute(i.status)},loadTimeout:function(h){if(this.loading[h].timeout){clearTimeout(this.loading[h].timeout)}this.loading[h].status=this.STATUS.ERROR;this.loadError(h);this.loadComplete(h)},loadError:function(h){a.Message.Set("File failed to load: "+h,null,2000);a.Hub.signal.Post(["file load error",h])},Styles:function(j,k){var h=this.StyleString(j);if(h===""){k=a.Callback(k);k()}else{var i=document.createElement("style");i.type="text/css";this.head=g(this.head);this.head.appendChild(i);if(i.styleSheet&&typeof(i.styleSheet.cssText)!=="undefined"){i.styleSheet.cssText=h}else{i.appendChild(document.createTextNode(h))}k=this.timer.create.call(this,k,i)}return k},StyleString:function(m){if(typeof(m)==="string"){return m}var j="",n,l;for(n in m){if(m.hasOwnProperty(n)){if(typeof m[n]==="string"){j+=n+" {"+m[n]+"}\n"}else{if(m[n] instanceof Array){for(var k=0;k<m[n].length;k++){l={};l[n]=m[n][k];j+=this.StyleString(l)}}else{if(n.substr(0,6)==="@media"){j+=n+" {"+this.StyleString(m[n])+"}\n"}else{if(m[n]!=null){l=[];for(var h in m[n]){if(m[n].hasOwnProperty(h)){if(m[n][h]!=null){l[l.length]=h+": "+m[n][h]}}}j+=n+" {"+l.join("; ")+"}\n"}}}}}}return j}}})("MathJax");MathJax.HTML={Element:function(c,e,d){var f=document.createElement(c);if(e){if(e.style){var b=e.style;e.style={};for(var g in b){if(b.hasOwnProperty(g)){e.style[g.replace(/-([a-z])/g,this.ucMatch)]=b[g]}}}MathJax.Hub.Insert(f,e)}if(d){if(!(d instanceof Array)){d=[d]}for(var a=0;a<d.length;a++){if(d[a] instanceof Array){f.appendChild(this.Element(d[a][0],d[a][1],d[a][2]))}else{f.appendChild(document.createTextNode(d[a]))}}}return f},ucMatch:function(a,b){return b.toUpperCase()},addElement:function(b,a,d,c){return b.appendChild(this.Element(a,d,c))},TextNode:function(a){return document.createTextNode(a)},addText:function(a,b){return a.appendChild(this.TextNode(b))},setScript:function(a,b){if(this.setScriptBug){a.text=b}else{while(a.firstChild){a.removeChild(a.firstChild)}this.addText(a,b)}},getScript:function(a){var b=(a.text===""?a.innerHTML:a.text);return b.replace(/^\s+/,"").replace(/\s+$/,"")},Cookie:{prefix:"mjx",expires:365,Set:function(a,d){var c=[];if(d){for(var f in d){if(d.hasOwnProperty(f)){c.push(f+":"+d[f].toString().replace(/&/g,"&&"))}}}var b=this.prefix+"."+a+"="+escape(c.join("&;"));if(this.expires){var e=new Date();e.setDate(e.getDate()+this.expires);b+="; expires="+e.toGMTString()}document.cookie=b+"; path=/"},Get:function(c,h){if(!h){h={}}var g=new RegExp("(?:^|;\\s*)"+this.prefix+"\\."+c+"=([^;]*)(?:;|$)");var b=g.exec(document.cookie);if(b&&b[1]!==""){var e=unescape(b[1]).split("&;");for(var d=0,a=e.length;d<a;d++){b=e[d].match(/([^:]+):(.*)/);var f=b[2].replace(/&&/g,"&");if(f==="true"){f=true}else{if(f==="false"){f=false}else{if(f.match(/^-?(\d+(\.\d+)?|\.\d+)$/)){f=parseFloat(f)}}}h[b[1]]=f}}return h}}};MathJax.Message={ready:false,log:[{}],current:null,textNodeBug:(navigator.vendor==="Apple Computer, Inc."&&typeof navigator.vendorSub==="undefined")||(window.hasOwnProperty&&window.hasOwnProperty("konqueror")),styles:{"#MathJax_Message":{position:"fixed",left:"1px",bottom:"2px","background-color":"#E6E6E6",border:"1px solid #959595",margin:"0px",padding:"2px 8px","z-index":"102",color:"black","font-size":"80%",width:"auto","white-space":"nowrap"},"#MathJax_MSIE_Frame":{position:"absolute",top:0,left:0,width:"0px","z-index":101,border:"0px",margin:"0px",padding:"0px"}},browsers:{MSIE:function(a){MathJax.Hub.config.styles["#MathJax_Message"].position="absolute";MathJax.Message.quirks=(document.compatMode==="BackCompat")},Chrome:function(a){MathJax.Hub.config.styles["#MathJax_Message"].bottom="1.5em";MathJax.Hub.config.styles["#MathJax_Message"].left="1em"}},Init:function(a){if(a){this.ready=true}if(!document.body||!this.ready){return false}if(this.div&&this.div.parentNode==null){this.div=document.getElementById("MathJax_Message");if(this.div){this.text=this.div.firstChild}}if(!this.div){var b=document.body;if(MathJax.Hub.Browser.isMSIE){b=this.frame=this.addDiv(document.body);b.removeAttribute("id");b.style.position="absolute";b.style.border=b.style.margin=b.style.padding="0px";b.style.zIndex="101";b.style.height="0px";b=this.addDiv(b);b.id="MathJax_MSIE_Frame";window.attachEvent("onscroll",this.MoveFrame);window.attachEvent("onresize",this.MoveFrame);this.MoveFrame()}this.div=this.addDiv(b);this.div.style.display="none";this.text=this.div.appendChild(document.createTextNode(""))}return true},addDiv:function(a){var b=document.createElement("div");b.id="MathJax_Message";if(a.firstChild){a.insertBefore(b,a.firstChild)}else{a.appendChild(b)}return b},MoveFrame:function(){var a=(MathJax.Message.quirks?document.body:document.documentElement);var b=MathJax.Message.frame;b.style.left=a.scrollLeft+"px";b.style.top=a.scrollTop+"px";b.style.width=a.clientWidth+"px";b=b.firstChild;b.style.height=a.clientHeight+"px"},filterText:function(a,b){if(MathJax.Hub.config.messageStyle==="simple"){if(a.match(/^Loading /)){if(!this.loading){this.loading="Loading "}a=this.loading;this.loading+="."}else{if(a.match(/^Processing /)){if(!this.processing){this.processing="Processing "}a=this.processing;this.processing+="."}else{if(a.match(/^Typesetting /)){if(!this.typesetting){this.typesetting="Typesetting "}a=this.typesetting;this.typesetting+="."}}}}return a},Set:function(b,c,a){if(this.timer){clearTimeout(this.timer);delete this.timeout}if(c==null){c=this.log.length;this.log[c]={}}this.log[c].text=b;this.log[c].filteredText=b=this.filterText(b,c);if(typeof(this.log[c].next)==="undefined"){this.log[c].next=this.current;if(this.current!=null){this.log[this.current].prev=c}this.current=c}if(this.current===c&&MathJax.Hub.config.messageStyle!=="none"){if(this.Init()){if(this.textNodeBug){this.div.innerHTML=b}else{this.text.nodeValue=b}this.div.style.display="";if(this.status){window.status="";delete this.status}}else{window.status=b;this.status=true}}if(a){setTimeout(MathJax.Callback(["Clear",this,c]),a)}else{if(a==0){this.Clear(c,0)}}return c},Clear:function(b,a){if(this.log[b].prev!=null){this.log[this.log[b].prev].next=this.log[b].next}if(this.log[b].next!=null){this.log[this.log[b].next].prev=this.log[b].prev}if(this.current===b){this.current=this.log[b].next;if(this.text){if(this.div.parentNode==null){this.Init()}if(this.current==null){if(this.timer){clearTimeout(this.timer);delete this.timer}if(a==null){a=600}if(a===0){this.Remove()}else{this.timer=setTimeout(MathJax.Callback(["Remove",this]),a)}}else{if(MathJax.Hub.config.messageStyle!=="none"){if(this.textNodeBug){this.div.innerHTML=this.log[this.current].filteredText}else{this.text.nodeValue=this.log[this.current].filteredText}}}if(this.status){window.status="";delete this.status}}else{if(this.status){window.status=(this.current==null?"":this.log[this.current].text)}}}delete this.log[b].next;delete this.log[b].prev;delete this.log[b].filteredText},Remove:function(){this.text.nodeValue="";this.div.style.display="none"},File:function(b){var a=MathJax.Ajax.config.root;if(b.substr(0,a.length)===a){b="[MathJax]"+b.substr(a.length)}return this.Set("Loading "+b)},Log:function(){var b=[];for(var c=1,a=this.log.length;c<a;c++){b[c]=this.log[c].text}return b.join("\n")}};MathJax.Hub={config:{root:"",config:[],styleSheets:[],styles:{".MathJax_Preview":{color:"#888"}},jax:[],extensions:[],preJax:null,postJax:null,displayAlign:"center",displayIndent:"0",preRemoveClass:"MathJax_Preview",showProcessingMessages:true,messageStyle:"normal",delayStartupUntil:"none",skipStartupTypeset:false,"v1.0-compatible":true,elements:[],positionToHash:true,showMathMenu:true,showMathMenuMSIE:true,menuSettings:{zoom:"None",CTRL:false,ALT:false,CMD:false,Shift:false,discoverable:false,zscale:"200%",renderer:"",font:"Auto",context:"MathJax",mpContext:false,mpMouse:false,texHints:true},errorSettings:{message:["[Math Processing Error]"],style:{color:"#CC0000","font-style":"italic"}}},preProcessors:MathJax.Callback.Hooks(true),inputJax:{},outputJax:{order:{}},processUpdateTime:250,processUpdateDelay:10,signal:MathJax.Callback.Signal("Hub"),Config:function(a){this.Insert(this.config,a);if(this.config.Augment){this.Augment(this.config.Augment)}},CombineConfig:function(c,f){var b=this.config,g,e;c=c.split(/\./);for(var d=0,a=c.length;d<a;d++){g=c[d];if(!b[g]){b[g]={}}e=b;b=b[g]}e[g]=b=this.Insert(f,b);return b},Register:{PreProcessor:function(){MathJax.Hub.preProcessors.Add.apply(MathJax.Hub.preProcessors,arguments)},MessageHook:function(){return MathJax.Hub.signal.MessageHook.apply(MathJax.Hub.signal,arguments)},StartupHook:function(){return MathJax.Hub.Startup.signal.MessageHook.apply(MathJax.Hub.Startup.signal,arguments)},LoadHook:function(){return MathJax.Ajax.LoadHook.apply(MathJax.Ajax,arguments)}},getAllJax:function(e){var c=[],b=this.elementScripts(e);for(var d=0,a=b.length;d<a;d++){if(b[d].MathJax&&b[d].MathJax.elementJax){c.push(b[d].MathJax.elementJax)}}return c},getJaxByType:function(f,e){var c=[],b=this.elementScripts(e);for(var d=0,a=b.length;d<a;d++){if(b[d].MathJax&&b[d].MathJax.elementJax&&b[d].MathJax.elementJax.mimeType===f){c.push(b[d].MathJax.elementJax)}}return c},getJaxByInputType:function(f,e){var c=[],b=this.elementScripts(e);for(var d=0,a=b.length;d<a;d++){if(b[d].MathJax&&b[d].MathJax.elementJax&&b[d].type&&b[d].type.replace(/ *;(.|\s)*/,"")===f){c.push(b[d].MathJax.elementJax)}}return c},getJaxFor:function(a){if(typeof(a)==="string"){a=document.getElementById(a)}if(a&&a.MathJax){return a.MathJax.elementJax}if(a&&a.isMathJax){while(a&&!a.jaxID){a=a.parentNode}if(a){return MathJax.OutputJax[a.jaxID].getJaxFromMath(a)}}return null},isJax:function(a){if(typeof(a)==="string"){a=document.getElementById(a)}if(a&&a.isMathJax){return 1}if(a&&a.tagName!=null&&a.tagName.toLowerCase()==="script"){if(a.MathJax){return(a.MathJax.state===MathJax.ElementJax.STATE.PROCESSED?1:-1)}if(a.type&&this.inputJax[a.type.replace(/ *;(.|\s)*/,"")]){return -1}}return 0},setRenderer:function(d,c){if(!d){return}if(!MathJax.OutputJax[d]){this.config.menuSettings.renderer="";var b="[MathJax]/jax/output/"+d+"/config.js";return MathJax.Ajax.Require(b,["setRenderer",this,d,c])}else{this.config.menuSettings.renderer=d;if(c==null){c="jax/mml"}var a=this.outputJax;if(a[c]&&a[c].length){if(d!==a[c][0].id){a[c].unshift(MathJax.OutputJax[d]);return this.signal.Post(["Renderer Selected",d])}}return null}},Queue:function(){return this.queue.Push.apply(this.queue,arguments)},Typeset:function(e,f){if(!MathJax.isReady){return null}var c=this.elementCallback(e,f);var b=MathJax.Callback.Queue();for(var d=0,a=c.elements.length;d<a;d++){if(c.elements[d]){b.Push(["PreProcess",this,c.elements[d]],["Process",this,c.elements[d]])}}return b.Push(c.callback)},PreProcess:function(e,f){var c=this.elementCallback(e,f);var b=MathJax.Callback.Queue();for(var d=0,a=c.elements.length;d<a;d++){if(c.elements[d]){b.Push(["Post",this.signal,["Begin PreProcess",c.elements[d]]],(arguments.callee.disabled?{}:["Execute",this.preProcessors,c.elements[d]]),["Post",this.signal,["End PreProcess",c.elements[d]]])}}return b.Push(c.callback)},Process:function(a,b){return this.takeAction("Process",a,b)},Update:function(a,b){return this.takeAction("Update",a,b)},Reprocess:function(a,b){return this.takeAction("Reprocess",a,b)},Rerender:function(a,b){return this.takeAction("Rerender",a,b)},takeAction:function(g,e,h){var c=this.elementCallback(e,h);var b=MathJax.Callback.Queue(["Clear",this.signal]);for(var d=0,a=c.elements.length;d<a;d++){if(c.elements[d]){var f={scripts:[],start:new Date().getTime(),i:0,j:0,jax:{},jaxIDs:[]};b.Push(["Post",this.signal,["Begin "+g,c.elements[d]]],["Post",this.signal,["Begin Math",c.elements[d],g]],["prepareScripts",this,g,c.elements[d],f],["Post",this.signal,["Begin Math Input",c.elements[d],g]],["processInput",this,f],["Post",this.signal,["End Math Input",c.elements[d],g]],["prepareOutput",this,f,"preProcess"],["Post",this.signal,["Begin Math Output",c.elements[d],g]],["processOutput",this,f],["Post",this.signal,["End Math Output",c.elements[d],g]],["prepareOutput",this,f,"postProcess"],["Post",this.signal,["End Math",c.elements[d],g]],["Post",this.signal,["End "+g,c.elements[d]]])}}return b.Push(c.callback)},scriptAction:{Process:function(a){},Update:function(b){var a=b.MathJax.elementJax;if(a&&a.needsUpdate()){a.Remove(true);b.MathJax.state=a.STATE.UPDATE}else{b.MathJax.state=a.STATE.PROCESSED}},Reprocess:function(b){var a=b.MathJax.elementJax;if(a){a.Remove(true);b.MathJax.state=a.STATE.UPDATE}},Rerender:function(b){var a=b.MathJax.elementJax;if(a){a.Remove(true);b.MathJax.state=a.STATE.OUTPUT}}},prepareScripts:function(h,e,g){if(arguments.callee.disabled){return}var b=this.elementScripts(e);var f=MathJax.ElementJax.STATE;for(var d=0,a=b.length;d<a;d++){var c=b[d];if(c.type&&this.inputJax[c.type.replace(/ *;(.|\n)*/,"")]){if(c.MathJax){if(c.MathJax.elementJax&&c.MathJax.elementJax.hover){MathJax.Extension.MathEvents.Hover.ClearHover(c.MathJax.elementJax)}if(c.MathJax.state!==f.PENDING){this.scriptAction[h](c)}}if(!c.MathJax){c.MathJax={state:f.PENDING}}if(c.MathJax.state!==f.PROCESSED){g.scripts.push(c)}}}},checkScriptSiblings:function(a){if(a.MathJax.checked){return}var b=this.config,f=a.previousSibling;if(f&&f.nodeName==="#text"){var d,e,c=a.nextSibling;if(c&&c.nodeName!=="#text"){c=null}if(b.preJax){if(typeof(b.preJax)==="string"){b.preJax=new RegExp(b.preJax+"$")}d=f.nodeValue.match(b.preJax)}if(b.postJax&&c){if(typeof(b.postJax)==="string"){b.postJax=new RegExp("^"+b.postJax)}e=c.nodeValue.match(b.postJax)}if(d&&(!b.postJax||e)){f.nodeValue=f.nodeValue.replace(b.preJax,(d.length>1?d[1]:""));f=null}if(e&&(!b.preJax||d)){c.nodeValue=c.nodeValue.replace(b.postJax,(e.length>1?e[1]:""))}if(f&&!f.nodeValue.match(/\S/)){f=f.previousSibling}}if(b.preRemoveClass&&f&&f.className===b.preRemoveClass){a.MathJax.preview=f}a.MathJax.checked=1},processInput:function(a){var b,i=MathJax.ElementJax.STATE;var h,e,d=a.scripts.length;try{while(a.i<d){h=a.scripts[a.i];if(!h){a.i++;continue}e=h.previousSibling;if(e&&e.className==="MathJax_Error"){e.parentNode.removeChild(e)}if(!h.MathJax||h.MathJax.state===i.PROCESSED){a.i++;continue}if(!h.MathJax.elementJax||h.MathJax.state===i.UPDATE){this.checkScriptSiblings(h);var g=h.type.replace(/ *;(.|\s)*/,"");b=this.inputJax[g].Process(h,a);if(typeof b==="function"){if(b.called){continue}this.RestartAfter(b)}b.Attach(h,this.inputJax[g].id);this.saveScript(b,a,h,i)}else{if(h.MathJax.state===i.OUTPUT){this.saveScript(h.MathJax.elementJax,a,h,i)}}a.i++;var c=new Date().getTime();if(c-a.start>this.processUpdateTime&&a.i<a.scripts.length){a.start=c;this.RestartAfter(MathJax.Callback.Delay(1))}}}catch(f){return this.processError(f,a,"Input")}if(a.scripts.length&&this.config.showProcessingMessages){MathJax.Message.Set("Processing math: 100%",0)}a.start=new Date().getTime();a.i=a.j=0;return null},saveScript:function(a,d,b,c){if(!this.outputJax[a.mimeType]){b.MathJax.state=c.UPDATE;throw Error("No output jax registered for "+a.mimeType)}a.outputJax=this.outputJax[a.mimeType][0].id;if(!d.jax[a.outputJax]){if(d.jaxIDs.length===0){d.jax[a.outputJax]=d.scripts}else{if(d.jaxIDs.length===1){d.jax[d.jaxIDs[0]]=d.scripts.slice(0,d.i)}d.jax[a.outputJax]=[]}d.jaxIDs.push(a.outputJax)}if(d.jaxIDs.length>1){d.jax[a.outputJax].push(b)}b.MathJax.state=c.OUTPUT},prepareOutput:function(c,f){while(c.j<c.jaxIDs.length){var e=c.jaxIDs[c.j],d=MathJax.OutputJax[e];if(d[f]){try{var a=d[f](c);if(typeof a==="function"){if(a.called){continue}this.RestartAfter(a)}}catch(b){if(!b.restart){MathJax.Message.Set("Error preparing "+e+" output ("+f+")",null,600);MathJax.Hub.lastPrepError=b;c.j++}return MathJax.Callback.After(["prepareOutput",this,c,f],b.restart)}}c.j++}return null},processOutput:function(h){var b,g=MathJax.ElementJax.STATE,d,a=h.scripts.length;try{while(h.i<a){d=h.scripts[h.i];if(!d||!d.MathJax){h.i++;continue}var c=d.MathJax.elementJax;if(!c){h.i++;continue}b=MathJax.OutputJax[c.outputJax].Process(d,h);d.MathJax.state=g.PROCESSED;h.i++;if(d.MathJax.preview){d.MathJax.preview.innerHTML=""}this.signal.Post(["New Math",c.inputID]);var e=new Date().getTime();if(e-h.start>this.processUpdateTime&&h.i<h.scripts.length){h.start=e;this.RestartAfter(MathJax.Callback.Delay(this.processUpdateDelay))}}}catch(f){return this.processError(f,h,"Output")}if(h.scripts.length&&this.config.showProcessingMessages){MathJax.Message.Set("Typesetting math: 100%",0);MathJax.Message.Clear(0)}h.i=h.j=0;return null},processMessage:function(d,b){var a=Math.floor(d.i/(d.scripts.length)*100);var c=(b==="Output"?"Typesetting":"Processing");if(this.config.showProcessingMessages){MathJax.Message.Set(c+" math: "+a+"%",0)}},processError:function(b,c,a){if(!b.restart){if(!this.config.errorSettings.message){throw b}this.formatError(c.scripts[c.i],b);c.i++}this.processMessage(c,a);return MathJax.Callback.After(["process"+a,this,c],b.restart)},formatError:function(a,c){var b=MathJax.HTML.Element("span",{className:"MathJax_Error"},this.config.errorSettings.message);b.jaxID="Error";if(MathJax.Extension.MathEvents){b.oncontextmenu=MathJax.Extension.MathEvents.Event.Menu;b.onmousedown=MathJax.Extension.MathEvents.Event.Mousedown}else{MathJax.Ajax.Require("[MathJax]/extensions/MathEvents.js",function(){b.oncontextmenu=MathJax.Extension.MathEvents.Event.Menu;b.onmousedown=MathJax.Extension.MathEvents.Event.Mousedown})}a.parentNode.insertBefore(b,a);if(a.MathJax.preview){a.MathJax.preview.innerHTML=""}this.lastError=c;this.signal.Post(["Math Processing Error",a,c])},RestartAfter:function(a){throw this.Insert(Error("restart"),{restart:MathJax.Callback(a)})},elementCallback:function(c,f){if(f==null&&(c instanceof Array||typeof c==="function")){try{MathJax.Callback(c);f=c;c=null}catch(d){}}if(c==null){c=this.config.elements||[]}if(!(c instanceof Array)){c=[c]}c=[].concat(c);for(var b=0,a=c.length;b<a;b++){if(typeof(c[b])==="string"){c[b]=document.getElementById(c[b])}}if(c.length==0){c.push(document.body)}if(!f){f={}}return{elements:c,callback:f}},elementScripts:function(a){if(typeof(a)==="string"){a=document.getElementById(a)}if(a==null){a=document.body}if(a.tagName!=null&&a.tagName.toLowerCase()==="script"){return[a]}return a.getElementsByTagName("script")},Insert:function(c,a){for(var b in a){if(a.hasOwnProperty(b)){if(typeof a[b]==="object"&&!(a[b] instanceof Array)&&(typeof c[b]==="object"||typeof c[b]==="function")){this.Insert(c[b],a[b])}else{c[b]=a[b]}}}return c}};MathJax.Hub.Insert(MathJax.Hub.config.styles,MathJax.Message.styles);MathJax.Hub.Insert(MathJax.Hub.config.styles,{".MathJax_Error":MathJax.Hub.config.errorSettings.style});MathJax.Extension={};MathJax.Hub.Configured=MathJax.Callback({});MathJax.Hub.Startup={script:"",queue:MathJax.Callback.Queue(),signal:MathJax.Callback.Signal("Startup"),params:{},Config:function(){this.queue.Push(["Post",this.signal,"Begin Config"]);var b=MathJax.HTML.Cookie.Get("user");if(b.URL||b.Config){if(confirm("MathJax has found a user-configuration cookie that includes code to be run.  Do you want to run it?\n\n(You should press Cancel unless you set up the cookie yourself.)")){if(b.URL){this.queue.Push(["Require",MathJax.Ajax,b.URL])}if(b.Config){this.queue.Push(new Function(b.Config))}}else{MathJax.HTML.Cookie.Set("user",{})}}if(this.params.config){var d=this.params.config.split(/,/);for(var c=0,a=d.length;c<a;c++){if(!d[c].match(/\.js$/)){d[c]+=".js"}this.queue.Push(["Require",MathJax.Ajax,this.URL("config",d[c])])}}if(this.script.match(/\S/)){this.queue.Push(this.script+";\n1;")}this.queue.Push(["ConfigDelay",this],["ConfigBlocks",this],["ConfigDefault",this],[function(e){return e.loadArray(MathJax.Hub.config.config,"config",null,true)},this],["Post",this.signal,"End Config"])},ConfigDelay:function(){var a=this.params.delayStartupUntil||MathJax.Hub.config.delayStartupUntil;if(a==="onload"){return this.onload}if(a==="configured"){return MathJax.Hub.Configured}return a},ConfigBlocks:function(){var c=document.getElementsByTagName("script");var f=null,b=MathJax.Callback.Queue();for(var d=0,a=c.length;d<a;d++){var e=String(c[d].type).replace(/ /g,"");if(e.match(/^text\/x-mathjax-config(;.*)?$/)&&!e.match(/;executed=true/)){c[d].type+=";executed=true";f=b.Push(c[d].innerHTML+";\n1;")}}return f},ConfigDefault:function(){var a=MathJax.Hub.config;if(a["v1.0-compatible"]&&(a.jax||[]).length===0&&!this.params.config&&(a.config||[]).length===0){return MathJax.Ajax.Require(this.URL("extensions","v1.0-warning.js"))}},Cookie:function(){return this.queue.Push(["Post",this.signal,"Begin Cookie"],["Get",MathJax.HTML.Cookie,"menu",MathJax.Hub.config.menuSettings],[function(d){var f=d.menuSettings.renderer,b=d.jax;if(f){var c="output/"+f;b.sort();for(var e=0,a=b.length;e<a;e++){if(b[e].substr(0,7)==="output/"){break}}if(e==a-1){b.pop()}else{while(e<a){if(b[e]===c){b.splice(e,1);break}e++}}b.unshift(c)}},MathJax.Hub.config],["Post",this.signal,"End Cookie"])},Styles:function(){return this.queue.Push(["Post",this.signal,"Begin Styles"],["loadArray",this,MathJax.Hub.config.styleSheets,"config"],["Styles",MathJax.Ajax,MathJax.Hub.config.styles],["Post",this.signal,"End Styles"])},Jax:function(){var f=MathJax.Hub.config,c=MathJax.Hub.outputJax;for(var g=0,b=f.jax.length,d=0;g<b;g++){var e=f.jax[g].substr(7);if(f.jax[g].substr(0,7)==="output/"&&c.order[e]==null){c.order[e]=d;d++}}var a=MathJax.Callback.Queue();return a.Push(["Post",this.signal,"Begin Jax"],["loadArray",this,f.jax,"jax","config.js"],["Post",this.signal,"End Jax"])},Extensions:function(){var a=MathJax.Callback.Queue();return a.Push(["Post",this.signal,"Begin Extensions"],["loadArray",this,MathJax.Hub.config.extensions,"extensions"],["Post",this.signal,"End Extensions"])},Message:function(){MathJax.Message.Init(true)},Menu:function(){var b=MathJax.Hub.config.menuSettings,a=MathJax.Hub.outputJax,d;for(var c in a){if(a.hasOwnProperty(c)){if(a[c].length){d=a[c];break}}}if(d&&d.length){if(b.renderer&&b.renderer!==d[0].id){d.unshift(MathJax.OutputJax[b.renderer])}b.renderer=d[0].id}},Hash:function(){if(MathJax.Hub.config.positionToHash&&document.location.hash&&document.body&&document.body.scrollIntoView){var d=document.location.hash.substr(1);var f=document.getElementById(d);if(!f){var c=document.getElementsByTagName("a");for(var e=0,b=c.length;e<b;e++){if(c[e].name===d){f=c[e];break}}}if(f){while(!f.scrollIntoView){f=f.parentNode}f=this.HashCheck(f);if(f&&f.scrollIntoView){setTimeout(function(){f.scrollIntoView(true)},1)}}}},HashCheck:function(b){if(b.isMathJax){var a=MathJax.Hub.getJaxFor(b);if(a&&MathJax.OutputJax[a.outputJax].hashCheck){b=MathJax.OutputJax[a.outputJax].hashCheck(b)}}return b},MenuZoom:function(){if(!MathJax.Extension.MathMenu){setTimeout(MathJax.Callback(["Require",MathJax.Ajax,"[MathJax]/extensions/MathMenu.js",{}]),1000)}if(!MathJax.Extension.MathZoom){setTimeout(MathJax.Callback(["Require",MathJax.Ajax,"[MathJax]/extensions/MathZoom.js",{}]),2000)}},onLoad:function(){var a=this.onload=MathJax.Callback(function(){MathJax.Hub.Startup.signal.Post("onLoad")});if(document.body&&document.readyState){if(MathJax.Hub.Browser.isMSIE){if(document.readyState==="complete"){return[a]}}else{if(document.readyState!=="loading"){return[a]}}}if(window.addEventListener){window.addEventListener("load",a,false);if(!this.params.noDOMContentEvent){window.addEventListener("DOMContentLoaded",a,false)}}else{if(window.attachEvent){window.attachEvent("onload",a)}else{window.onload=a}}return a},Typeset:function(a,b){if(MathJax.Hub.config.skipStartupTypeset){return function(){}}return this.queue.Push(["Post",this.signal,"Begin Typeset"],["Typeset",MathJax.Hub,a,b],["Post",this.signal,"End Typeset"])},URL:function(b,a){if(!a.match(/^([a-z]+:\/\/|\[|\/)/)){a="[MathJax]/"+b+"/"+a}return a},loadArray:function(b,f,c,a){if(b){if(!(b instanceof Array)){b=[b]}if(b.length){var h=MathJax.Callback.Queue(),j={},e;for(var g=0,d=b.length;g<d;g++){e=this.URL(f,b[g]);if(c){e+="/"+c}if(a){h.Push(["Require",MathJax.Ajax,e,j])}else{h.Push(MathJax.Ajax.Require(e,j))}}return h.Push({})}}return null}};(function(d){var b=window[d],e="["+d+"]";var c=b.Hub,a=b.Ajax,f=b.Callback;var g=MathJax.Object.Subclass({JAXFILE:"jax.js",require:null,config:{},Init:function(i,h){if(arguments.length===0){return this}return(this.constructor.Subclass(i,h))()},Augment:function(k,j){var i=this.constructor,h={};if(k!=null){for(var l in k){if(k.hasOwnProperty(l)){if(typeof k[l]==="function"){i.protoFunction(l,k[l])}else{h[l]=k[l]}}}if(k.toString!==i.prototype.toString&&k.toString!=={}.toString){i.protoFunction("toString",k.toString)}}c.Insert(i.prototype,h);i.Augment(null,j);return this},Translate:function(h,i){throw Error(this.directory+"/"+this.JAXFILE+" failed to define the Translate() method")},Register:function(h){},Config:function(){this.config=c.CombineConfig(this.id,this.config);if(this.config.Augment){this.Augment(this.config.Augment)}},Startup:function(){},loadComplete:function(i){if(i==="config.js"){return a.loadComplete(this.directory+"/"+i)}else{var h=f.Queue();h.Push(c.Register.StartupHook("End Config",{}),["Post",c.Startup.signal,this.id+" Jax Config"],["Config",this],["Post",c.Startup.signal,this.id+" Jax Require"],[function(j){return MathJax.Hub.Startup.loadArray(j.require,this.directory)},this],[function(j,k){return MathJax.Hub.Startup.loadArray(j.extensions,"extensions/"+k)},this.config||{},this.id],["Post",c.Startup.signal,this.id+" Jax Startup"],["Startup",this],["Post",c.Startup.signal,this.id+" Jax Ready"]);if(this.copyTranslate){h.Push([function(j){j.preProcess=j.preTranslate;j.Process=j.Translate;j.postProcess=j.postTranslate},this.constructor.prototype])}return h.Push(["loadComplete",a,this.directory+"/"+i])}}},{id:"Jax",version:"2.1",directory:e+"/jax",extensionDir:e+"/extensions"});b.InputJax=g.Subclass({elementJax:"mml",copyTranslate:true,Process:function(l,q){var j=f.Queue(),o;var k=this.elementJax;if(!(k instanceof Array)){k=[k]}for(var n=0,h=k.length;n<h;n++){o=b.ElementJax.directory+"/"+k[n]+"/"+this.JAXFILE;if(!this.require){this.require=[]}else{if(!(this.require instanceof Array)){this.require=[this.require]}}this.require.push(o);j.Push(a.Require(o))}o=this.directory+"/"+this.JAXFILE;var p=j.Push(a.Require(o));if(!p.called){this.constructor.prototype.Process=function(){if(!p.called){return p}throw Error(o+" failed to load properly")}}k=c.outputJax["jax/"+k[0]];if(k){j.Push(a.Require(k[0].directory+"/"+this.JAXFILE))}return j.Push({})},needsUpdate:function(h){var i=h.SourceElement();return(h.originalText!==b.HTML.getScript(i))},Register:function(h){if(!c.inputJax){c.inputJax={}}c.inputJax[h]=this}},{id:"InputJax",version:"2.1",directory:g.directory+"/input",extensionDir:g.extensionDir});b.OutputJax=g.Subclass({copyTranslate:true,preProcess:function(j){var i,h=this.directory+"/"+this.JAXFILE;this.constructor.prototype.preProcess=function(k){if(!i.called){return i}throw Error(h+" failed to load properly")};i=a.Require(h);return i},Register:function(i){var h=c.outputJax;if(!h[i]){h[i]=[]}if(h[i].length&&(this.id===c.config.menuSettings.renderer||(h.order[this.id]||0)<(h.order[h[i][0].id]||0))){h[i].unshift(this)}else{h[i].push(this)}if(!this.require){this.require=[]}else{if(!(this.require instanceof Array)){this.require=[this.require]}}this.require.push(b.ElementJax.directory+"/"+(i.split(/\//)[1])+"/"+this.JAXFILE)},Remove:function(h){}},{id:"OutputJax",version:"2.1",directory:g.directory+"/output",extensionDir:g.extensionDir,fontDir:e+(b.isPacked?"":"/..")+"/fonts",imageDir:e+(b.isPacked?"":"/..")+"/images"});b.ElementJax=g.Subclass({Init:function(i,h){return this.constructor.Subclass(i,h)},inputJax:null,outputJax:null,inputID:null,originalText:"",mimeType:"",Text:function(i,j){var h=this.SourceElement();b.HTML.setScript(h,i);h.MathJax.state=this.STATE.UPDATE;return c.Update(h,j)},Reprocess:function(i){var h=this.SourceElement();h.MathJax.state=this.STATE.UPDATE;return c.Reprocess(h,i)},Update:function(h){return this.Rerender(h)},Rerender:function(i){var h=this.SourceElement();h.MathJax.state=this.STATE.OUTPUT;return c.Process(h,i)},Remove:function(h){if(this.hover){this.hover.clear(this)}b.OutputJax[this.outputJax].Remove(this);if(!h){c.signal.Post(["Remove Math",this.inputID]);this.Detach()}},needsUpdate:function(){return b.InputJax[this.inputJax].needsUpdate(this)},SourceElement:function(){return document.getElementById(this.inputID)},Attach:function(i,j){var h=i.MathJax.elementJax;if(i.MathJax.state===this.STATE.UPDATE){h.Clone(this)}else{h=i.MathJax.elementJax=this;if(i.id){this.inputID=i.id}else{i.id=this.inputID=b.ElementJax.GetID();this.newID=1}}h.originalText=b.HTML.getScript(i);h.inputJax=j;if(h.root){h.root.inputID=h.inputID}return h},Detach:function(){var h=this.SourceElement();if(!h){return}try{delete h.MathJax}catch(i){h.MathJax=null}if(this.newID){h.id=""}},Clone:function(h){var i;for(i in this){if(!this.hasOwnProperty(i)){continue}if(typeof(h[i])==="undefined"&&i!=="newID"){delete this[i]}}for(i in h){if(!h.hasOwnProperty(i)){continue}if(typeof(this[i])==="undefined"||(this[i]!==h[i]&&i!=="inputID")){this[i]=h[i]}}}},{id:"ElementJax",version:"2.1",directory:g.directory+"/element",extensionDir:g.extensionDir,ID:0,STATE:{PENDING:1,PROCESSED:2,UPDATE:3,OUTPUT:4},GetID:function(){this.ID++;return"MathJax-Element-"+this.ID},Subclass:function(){var h=g.Subclass.apply(this,arguments);h.loadComplete=this.prototype.loadComplete;return h}});b.ElementJax.prototype.STATE=b.ElementJax.STATE;b.OutputJax.Error={id:"Error",version:"2.1",config:{},ContextMenu:function(){return b.Extension.MathEvents.Event.ContextMenu.apply(b.Extension.MathEvents.Event,arguments)},Mousedown:function(){return b.Extension.MathEvents.Event.AltContextMenu.apply(b.Extension.MathEvents.Event,arguments)},getJaxFromMath:function(){return{inputJax:"Error",outputJax:"Error",originalText:"Math Processing Error"}}};b.InputJax.Error={id:"Error",version:"2.1",config:{},sourceMenuTitle:"Error Message"}})("MathJax");(function(l){var f=window[l];if(!f){f=window[l]={}}var c=f.Hub;var q=c.Startup;var u=c.config;var e=document.getElementsByTagName("head")[0];if(!e){e=document.childNodes[0]}var b=(document.documentElement||document).getElementsByTagName("script");var d=new RegExp("(^|/)"+l+"\\.js(\\?.*)?$");for(var o=b.length-1;o>=0;o--){if((b[o].src||"").match(d)){q.script=b[o].innerHTML;if(RegExp.$2){var r=RegExp.$2.substr(1).split(/\&/);for(var n=0,h=r.length;n<h;n++){var k=r[n].match(/(.*)=(.*)/);if(k){q.params[unescape(k[1])]=unescape(k[2])}}}u.root=b[o].src.replace(/(^|\/)[^\/]*(\?.*)?$/,"");break}}f.Ajax.config=u;var a={isMac:(navigator.platform.substr(0,3)==="Mac"),isPC:(navigator.platform.substr(0,3)==="Win"),isMSIE:(window.ActiveXObject!=null&&window.clipboardData!=null),isFirefox:((window.netscape!=null||window.mozPaintCount!=null)&&document.ATTRIBUTE_NODE!=null&&!window.opera),isSafari:(navigator.userAgent.match(/ (Apple)?WebKit\//)!=null&&(!window.chrome||window.chrome.loadTimes==null)),isChrome:(window.chrome!=null&&window.chrome.loadTimes!=null),isOpera:(window.opera!=null&&window.opera.version!=null),isKonqueror:(window.hasOwnProperty&&window.hasOwnProperty("konqueror")&&navigator.vendor=="KDE"),versionAtLeast:function(x){var w=(this.version).split(".");x=(new String(x)).split(".");for(var y=0,j=x.length;y<j;y++){if(w[y]!=x[y]){return parseInt(w[y]||"0")>=parseInt(x[y])}}return true},Select:function(j){var i=j[c.Browser];if(i){return i(c.Browser)}return null}};var g=navigator.userAgent.replace(/^Mozilla\/(\d+\.)+\d+ /,"").replace(/[a-z][-a-z0-9._: ]+\/\d+[^ ]*-[^ ]*\.([a-z][a-z])?\d+ /i,"").replace(/Gentoo |Ubuntu\/(\d+\.)*\d+ (\([^)]*\) )?/,"");c.Browser=c.Insert(c.Insert(new String("Unknown"),{version:"0.0"}),a);for(var t in a){if(a.hasOwnProperty(t)){if(a[t]&&t.substr(0,2)==="is"){t=t.slice(2);if(t==="Mac"||t==="PC"){continue}c.Browser=c.Insert(new String(t),a);var p=new RegExp(".*(Version)/((?:\\d+\\.)+\\d+)|.*("+t+")"+(t=="MSIE"?" ":"/")+"((?:\\d+\\.)*\\d+)|(?:^|\\(| )([a-z][-a-z0-9._: ]+|(?:Apple)?WebKit)/((?:\\d+\\.)+\\d+)");var s=p.exec(g)||["","","","unknown","0.0"];c.Browser.name=(s[1]=="Version"?t:(s[3]||s[5]));c.Browser.version=s[2]||s[4]||s[6];break}}}c.Browser.Select({Safari:function(j){var i=parseInt((String(j.version).split("."))[0]);if(i>85){j.webkit=j.version}if(i>=534){j.version="5.1"}else{if(i>=533){j.version="5.0"}else{if(i>=526){j.version="4.0"}else{if(i>=525){j.version="3.1"}else{if(i>500){j.version="3.0"}else{if(i>400){j.version="2.0"}else{if(i>85){j.version="1.0"}}}}}}}j.isMobile=(navigator.appVersion.match(/Mobile/i)!=null);j.noContextMenu=j.isMobile},Firefox:function(j){if((j.version==="0.0"||navigator.userAgent.match(/Firefox/)==null)&&navigator.product==="Gecko"){var m=navigator.userAgent.match(/[\/ ]rv:(\d+\.\d.*?)[\) ]/);if(m){j.version=m[1]}else{var i=(navigator.buildID||navigator.productSub||"0").substr(0,8);if(i>="20111220"){j.version="9.0"}else{if(i>="20111120"){j.version="8.0"}else{if(i>="20110927"){j.version="7.0"}else{if(i>="20110816"){j.version="6.0"}else{if(i>="20110621"){j.version="5.0"}else{if(i>="20110320"){j.version="4.0"}else{if(i>="20100121"){j.version="3.6"}else{if(i>="20090630"){j.version="3.5"}else{if(i>="20080617"){j.version="3.0"}else{if(i>="20061024"){j.version="2.0"}}}}}}}}}}}}j.isMobile=(navigator.appVersion.match(/Android/i)!=null||navigator.userAgent.match(/ Fennec\//)!=null)},Opera:function(i){i.version=opera.version()},MSIE:function(j){j.isIE9=!!(document.documentMode&&(window.performance||window.msPerformance));MathJax.HTML.setScriptBug=!j.isIE9||document.documentMode<9;var v=false;try{new ActiveXObject("MathPlayer.Factory.1");j.hasMathPlayer=v=true}catch(m){}try{if(v&&!q.params.NoMathPlayer){var i=document.createElement("object");i.id="mathplayer";i.classid="clsid:32F66A20-7614-11D4-BD11-00104BD3F987";document.getElementsByTagName("head")[0].appendChild(i);document.namespaces.add("m","http://www.w3.org/1998/Math/MathML");j.mpNamespace=true;if(document.readyState&&(document.readyState==="loading"||document.readyState==="interactive")){document.write('<?import namespace="m" implementation="#MathPlayer">');j.mpImported=true}}else{document.namespaces.add("mjx_IE_fix","http://www.w3.org/1999/xlink")}}catch(m){}}});c.Browser.Select(MathJax.Message.browsers);c.queue=f.Callback.Queue();c.queue.Push(["Post",q.signal,"Begin"],["Config",q],["Cookie",q],["Styles",q],["Message",q],function(){var i=f.Callback.Queue(q.Jax(),q.Extensions());return i.Push({})},["Menu",q],q.onLoad(),function(){MathJax.isReady=true},["Typeset",q],["Hash",q],["MenuZoom",q],["Post",q.signal,"End"])})("MathJax")}};
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/*************************************************************
 *
 *  MathJax.js
 *  
 *  The main code for the MathJax math-typesetting library.  See 
 *  http://www.mathjax.org/ for details.
 *  
 *  ---------------------------------------------------------------------
 *  
 *  Copyright (c) 2009-2012 Design Science, Inc.
 * 
 *  Licensed under the Apache License, Version 2.0 (the "License");
 *  you may not use this file except in compliance with the License.
 *  You may obtain a copy of the License at
 * 
 *      http://www.apache.org/licenses/LICENSE-2.0
 * 
 *  Unless required by applicable law or agreed to in writing, software
 *  distributed under the License is distributed on an "AS IS" BASIS,
 *  WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
 *  See the License for the specific language governing permissions and
 *  limitations under the License.
 */

if (!window.MathJax) {window.MathJax = {}}

MathJax.isPacked = true;

if(document.getElementById&&document.childNodes&&document.createElement){if(!window.MathJax){window.MathJax={}}if(!MathJax.Hub){MathJax.version="2.1";MathJax.fileversion="2.1";(function(d){var b=window[d];if(!b){b=window[d]={}}var f=[];var c=function(g){var h=g.constructor;if(!h){h=new Function("")}for(var i in g){if(i!=="constructor"&&g.hasOwnProperty(i)){h[i]=g[i]}}return h};var a=function(){return new Function("return arguments.callee.Init.call(this,arguments)")};var e=a();e.prototype={bug_test:1};if(!e.prototype.bug_test){a=function(){return function(){return arguments.callee.Init.call(this,arguments)}}}b.Object=c({constructor:a(),Subclass:function(g,i){var h=a();h.SUPER=this;h.Init=this.Init;h.Subclass=this.Subclass;h.Augment=this.Augment;h.protoFunction=this.protoFunction;h.can=this.can;h.has=this.has;h.isa=this.isa;h.prototype=new this(f);h.prototype.constructor=h;h.Augment(g,i);return h},Init:function(g){var h=this;if(g.length===1&&g[0]===f){return h}if(!(h instanceof g.callee)){h=new g.callee(f)}return h.Init.apply(h,g)||h},Augment:function(g,h){var i;if(g!=null){for(i in g){if(g.hasOwnProperty(i)){this.protoFunction(i,g[i])}}if(g.toString!==this.prototype.toString&&g.toString!=={}.toString){this.protoFunction("toString",g.toString)}}if(h!=null){for(i in h){if(h.hasOwnProperty(i)){this[i]=h[i]}}}return this},protoFunction:function(h,g){this.prototype[h]=g;if(typeof g==="function"){g.SUPER=this.SUPER.prototype}},prototype:{Init:function(){},SUPER:function(g){return g.callee.SUPER},can:function(g){return typeof(this[g])==="function"},has:function(g){return typeof(this[g])!=="undefined"},isa:function(g){return(g instanceof Object)&&(this instanceof g)}},can:function(g){return this.prototype.can.call(this,g)},has:function(g){return this.prototype.has.call(this,g)},isa:function(h){var g=this;while(g){if(g===h){return true}else{g=g.SUPER}}return false},SimpleSUPER:c({constructor:function(g){return this.SimpleSUPER.define(g)},define:function(g){var i={};if(g!=null){for(var h in g){if(g.hasOwnProperty(h)){i[h]=this.wrap(h,g[h])}}if(g.toString!==this.prototype.toString&&g.toString!=={}.toString){i.toString=this.wrap("toString",g.toString)}}return i},wrap:function(i,h){if(typeof(h)==="function"&&h.toString().match(/\.\s*SUPER\s*\(/)){var g=new Function(this.wrapper);g.label=i;g.original=h;h=g;g.toString=this.stringify}return h},wrapper:function(){var h=arguments.callee;this.SUPER=h.SUPER[h.label];try{var g=h.original.apply(this,arguments)}catch(i){delete this.SUPER;throw i}delete this.SUPER;return g}.toString().replace(/^\s*function\s*\(\)\s*\{\s*/i,"").replace(/\s*\}\s*$/i,""),toString:function(){return this.original.toString.apply(this.original,arguments)}})})})("MathJax");(function(BASENAME){var BASE=window[BASENAME];if(!BASE){BASE=window[BASENAME]={}}var CALLBACK=function(data){var cb=new Function("return arguments.callee.execute.apply(arguments.callee,arguments)");for(var id in CALLBACK.prototype){if(CALLBACK.prototype.hasOwnProperty(id)){if(typeof(data[id])!=="undefined"){cb[id]=data[id]}else{cb[id]=CALLBACK.prototype[id]}}}cb.toString=CALLBACK.prototype.toString;return cb};CALLBACK.prototype={isCallback:true,hook:function(){},data:[],object:window,execute:function(){if(!this.called||this.autoReset){this.called=!this.autoReset;return this.hook.apply(this.object,this.data.concat([].slice.call(arguments,0)))}},reset:function(){delete this.called},toString:function(){return this.hook.toString.apply(this.hook,arguments)}};var ISCALLBACK=function(f){return(typeof(f)==="function"&&f.isCallback)};var EVAL=function(code){return eval.call(window,code)};EVAL("var __TeSt_VaR__ = 1");if(window.__TeSt_VaR__){try{delete window.__TeSt_VaR__}catch(error){window.__TeSt_VaR__=null}}else{if(window.execScript){EVAL=function(code){BASE.__code=code;code="try {"+BASENAME+".__result = eval("+BASENAME+".__code)} catch(err) {"+BASENAME+".__result = err}";window.execScript(code);var result=BASE.__result;delete BASE.__result;delete BASE.__code;if(result instanceof Error){throw result}return result}}else{EVAL=function(code){BASE.__code=code;code="try {"+BASENAME+".__result = eval("+BASENAME+".__code)} catch(err) {"+BASENAME+".__result = err}";var head=(document.getElementsByTagName("head"))[0];if(!head){head=document.body}var script=document.createElement("script");script.appendChild(document.createTextNode(code));head.appendChild(script);head.removeChild(script);var result=BASE.__result;delete BASE.__result;delete BASE.__code;if(result instanceof Error){throw result}return result}}}var USING=function(args,i){if(arguments.length>1){if(arguments.length===2&&!(typeof arguments[0]==="function")&&arguments[0] instanceof Object&&typeof arguments[1]==="number"){args=[].slice.call(args,i)}else{args=[].slice.call(arguments,0)}}if(args instanceof Array&&args.length===1){args=args[0]}if(typeof args==="function"){if(args.execute===CALLBACK.prototype.execute){return args}return CALLBACK({hook:args})}else{if(args instanceof Array){if(typeof(args[0])==="string"&&args[1] instanceof Object&&typeof args[1][args[0]]==="function"){return CALLBACK({hook:args[1][args[0]],object:args[1],data:args.slice(2)})}else{if(typeof args[0]==="function"){return CALLBACK({hook:args[0],data:args.slice(1)})}else{if(typeof args[1]==="function"){return CALLBACK({hook:args[1],object:args[0],data:args.slice(2)})}}}}else{if(typeof(args)==="string"){return CALLBACK({hook:EVAL,data:[args]})}else{if(args instanceof Object){return CALLBACK(args)}else{if(typeof(args)==="undefined"){return CALLBACK({})}}}}}throw Error("Can't make callback from given data")};var DELAY=function(time,callback){callback=USING(callback);callback.timeout=setTimeout(callback,time);return callback};var WAITFOR=function(callback,signal){callback=USING(callback);if(!callback.called){WAITSIGNAL(callback,signal);signal.pending++}};var WAITEXECUTE=function(){var signals=this.signal;delete this.signal;this.execute=this.oldExecute;delete this.oldExecute;var result=this.execute.apply(this,arguments);if(ISCALLBACK(result)&&!result.called){WAITSIGNAL(result,signals)}else{for(var i=0,m=signals.length;i<m;i++){signals[i].pending--;if(signals[i].pending<=0){signals[i].call()}}}};var WAITSIGNAL=function(callback,signals){if(!(signals instanceof Array)){signals=[signals]}if(!callback.signal){callback.oldExecute=callback.execute;callback.execute=WAITEXECUTE;callback.signal=signals}else{if(signals.length===1){callback.signal.push(signals[0])}else{callback.signal=callback.signal.concat(signals)}}};var AFTER=function(callback){callback=USING(callback);callback.pending=0;for(var i=1,m=arguments.length;i<m;i++){if(arguments[i]){WAITFOR(arguments[i],callback)}}if(callback.pending===0){var result=callback();if(ISCALLBACK(result)){callback=result}}return callback};var HOOKS=MathJax.Object.Subclass({Init:function(reset){this.hooks=[];this.reset=reset},Add:function(hook,priority){if(priority==null){priority=10}if(!ISCALLBACK(hook)){hook=USING(hook)}hook.priority=priority;var i=this.hooks.length;while(i>0&&priority<this.hooks[i-1].priority){i--}this.hooks.splice(i,0,hook);return hook},Remove:function(hook){for(var i=0,m=this.hooks.length;i<m;i++){if(this.hooks[i]===hook){this.hooks.splice(i,1);return}}},Execute:function(){var callbacks=[{}];for(var i=0,m=this.hooks.length;i<m;i++){if(this.reset){this.hooks[i].reset()}var result=this.hooks[i].apply(window,arguments);if(ISCALLBACK(result)&&!result.called){callbacks.push(result)}}if(callbacks.length===1){return null}if(callbacks.length===2){return callbacks[1]}return AFTER.apply({},callbacks)}});var EXECUTEHOOKS=function(hooks,data,reset){if(!hooks){return null}if(!(hooks instanceof Array)){hooks=[hooks]}if(!(data instanceof Array)){data=(data==null?[]:[data])}var handler=HOOKS(reset);for(var i=0,m=hooks.length;i<m;i++){handler.Add(hooks[i])}return handler.Execute.apply(handler,data)};var QUEUE=BASE.Object.Subclass({Init:function(){this.pending=0;this.running=0;this.queue=[];this.Push.apply(this,arguments)},Push:function(){var callback;for(var i=0,m=arguments.length;i<m;i++){callback=USING(arguments[i]);if(callback===arguments[i]&&!callback.called){callback=USING(["wait",this,callback])}this.queue.push(callback)}if(!this.running&&!this.pending){this.Process()}return callback},Process:function(queue){while(!this.running&&!this.pending&&this.queue.length){var callback=this.queue[0];queue=this.queue.slice(1);this.queue=[];this.Suspend();var result=callback();this.Resume();if(queue.length){this.queue=queue.concat(this.queue)}if(ISCALLBACK(result)&&!result.called){WAITFOR(result,this)}}},Suspend:function(){this.running++},Resume:function(){if(this.running){this.running--}},call:function(){this.Process.apply(this,arguments)},wait:function(callback){return callback}});var SIGNAL=QUEUE.Subclass({Init:function(name){QUEUE.prototype.Init.call(this);this.name=name;this.posted=[];this.listeners=HOOKS(true)},Post:function(message,callback,forget){callback=USING(callback);if(this.posting||this.pending){this.Push(["Post",this,message,callback,forget])}else{this.callback=callback;callback.reset();if(!forget){this.posted.push(message)}this.Suspend();this.posting=true;var result=this.listeners.Execute(message);if(ISCALLBACK(result)&&!result.called){WAITFOR(result,this)}this.Resume();delete this.posting;if(!this.pending){this.call()}}return callback},Clear:function(callback){callback=USING(callback);if(this.posting||this.pending){callback=this.Push(["Clear",this,callback])}else{this.posted=[];callback()}return callback},call:function(){this.callback(this);this.Process()},Interest:function(callback,ignorePast,priority){callback=USING(callback);this.listeners.Add(callback,priority);if(!ignorePast){for(var i=0,m=this.posted.length;i<m;i++){callback.reset();var result=callback(this.posted[i]);if(ISCALLBACK(result)&&i===this.posted.length-1){WAITFOR(result,this)}}}return callback},NoInterest:function(callback){this.listeners.Remove(callback)},MessageHook:function(msg,callback,priority){callback=USING(callback);if(!this.hooks){this.hooks={};this.Interest(["ExecuteHooks",this])}if(!this.hooks[msg]){this.hooks[msg]=HOOKS(true)}this.hooks[msg].Add(callback,priority);for(var i=0,m=this.posted.length;i<m;i++){if(this.posted[i]==msg){callback.reset();callback(this.posted[i])}}return callback},ExecuteHooks:function(msg,more){var type=((msg instanceof Array)?msg[0]:msg);if(!this.hooks[type]){return null}return this.hooks[type].Execute(msg)}},{signals:{},find:function(name){if(!SIGNAL.signals[name]){SIGNAL.signals[name]=new SIGNAL(name)}return SIGNAL.signals[name]}});BASE.Callback=BASE.CallBack=USING;BASE.Callback.Delay=DELAY;BASE.Callback.After=AFTER;BASE.Callback.Queue=QUEUE;BASE.Callback.Signal=SIGNAL.find;BASE.Callback.Hooks=HOOKS;BASE.Callback.ExecuteHooks=EXECUTEHOOKS})("MathJax");(function(d){var a=window[d];if(!a){a=window[d]={}}var c=(navigator.vendor==="Apple Computer, Inc."&&typeof navigator.vendorSub==="undefined");var f=0;var g=function(h){if(document.styleSheets&&document.styleSheets.length>f){f=document.styleSheets.length}if(!h){h=(document.getElementsByTagName("head"))[0];if(!h){h=document.body}}return h};var e=[];var b=function(){for(var j=0,h=e.length;j<h;j++){a.Ajax.head.removeChild(e[j])}e=[]};a.Ajax={loaded:{},loading:{},loadHooks:{},timeout:15*1000,styleDelay:1,config:{root:""},STATUS:{OK:1,ERROR:-1},rootPattern:new RegExp("^\\["+d+"\\]"),fileURL:function(h){return h.replace(this.rootPattern,this.config.root)},Require:function(j,m){m=a.Callback(m);var k;if(j instanceof Object){for(var h in j){}k=h.toUpperCase();j=j[h]}else{k=j.split(/\./).pop().toUpperCase()}j=this.fileURL(j);if(this.loaded[j]){m(this.loaded[j])}else{var l={};l[k]=j;this.Load(l,m)}return m},Load:function(j,l){l=a.Callback(l);var k;if(j instanceof Object){for(var h in j){}k=h.toUpperCase();j=j[h]}else{k=j.split(/\./).pop().toUpperCase()}j=this.fileURL(j);if(this.loading[j]){this.addHook(j,l)}else{this.head=g(this.head);if(this.loader[k]){this.loader[k].call(this,j,l)}else{throw Error("Can't load files of type "+k)}}return l},LoadHook:function(k,l,j){l=a.Callback(l);if(k instanceof Object){for(var h in k){k=k[h]}}k=this.fileURL(k);if(this.loaded[k]){l(this.loaded[k])}else{this.addHook(k,l,j)}return l},addHook:function(i,j,h){if(!this.loadHooks[i]){this.loadHooks[i]=MathJax.Callback.Hooks()}this.loadHooks[i].Add(j,h)},Preloading:function(){for(var k=0,h=arguments.length;k<h;k++){var j=this.fileURL(arguments[k]);if(!this.loading[j]){this.loading[j]={preloaded:true}}}},loader:{JS:function(i,k){var h=document.createElement("script");var j=a.Callback(["loadTimeout",this,i]);this.loading[i]={callback:k,message:a.Message.File(i),timeout:setTimeout(j,this.timeout),status:this.STATUS.OK,script:h};h.onerror=j;h.type="text/javascript";h.src=i;this.head.appendChild(h)},CSS:function(h,j){var i=document.createElement("link");i.rel="stylesheet";i.type="text/css";i.href=h;this.loading[h]={callback:j,message:a.Message.File(h),status:this.STATUS.OK};this.head.appendChild(i);this.timer.create.call(this,[this.timer.file,h],i)}},timer:{create:function(i,h){i=a.Callback(i);if(h.nodeName==="STYLE"&&h.styleSheet&&typeof(h.styleSheet.cssText)!=="undefined"){i(this.STATUS.OK)}else{if(window.chrome&&typeof(window.sessionStorage)!=="undefined"&&h.nodeName==="STYLE"){i(this.STATUS.OK)}else{if(c){this.timer.start(this,[this.timer.checkSafari2,f++,i],this.styleDelay)}else{this.timer.start(this,[this.timer.checkLength,h,i],this.styleDelay)}}}return i},start:function(i,h,j,k){h=a.Callback(h);h.execute=this.execute;h.time=this.time;h.STATUS=i.STATUS;h.timeout=k||i.timeout;h.delay=h.total=0;if(j){setTimeout(h,j)}else{h()}},time:function(h){this.total+=this.delay;this.delay=Math.floor(this.delay*1.05+5);if(this.total>=this.timeout){h(this.STATUS.ERROR);return 1}return 0},file:function(i,h){if(h<0){a.Ajax.loadTimeout(i)}else{a.Ajax.loadComplete(i)}},execute:function(){this.hook.call(this.object,this,this.data[0],this.data[1])},checkSafari2:function(h,i,j){if(h.time(j)){return}if(document.styleSheets.length>i&&document.styleSheets[i].cssRules&&document.styleSheets[i].cssRules.length){j(h.STATUS.OK)}else{setTimeout(h,h.delay)}},checkLength:function(h,k,m){if(h.time(m)){return}var l=0;var i=(k.sheet||k.styleSheet);try{if((i.cssRules||i.rules||[]).length>0){l=1}}catch(j){if(j.message.match(/protected variable|restricted URI/)){l=1}else{if(j.message.match(/Security error/)){l=1}}}if(l){setTimeout(a.Callback([m,h.STATUS.OK]),0)}else{setTimeout(h,h.delay)}}},loadComplete:function(h){h=this.fileURL(h);var i=this.loading[h];if(i&&!i.preloaded){a.Message.Clear(i.message);clearTimeout(i.timeout);if(i.script){if(e.length===0){setTimeout(b,0)}e.push(i.script)}this.loaded[h]=i.status;delete this.loading[h];this.addHook(h,i.callback)}else{if(i){delete this.loading[h]}this.loaded[h]=this.STATUS.OK;i={status:this.STATUS.OK}}if(!this.loadHooks[h]){return null}return this.loadHooks[h].Execute(i.status)},loadTimeout:function(h){if(this.loading[h].timeout){clearTimeout(this.loading[h].timeout)}this.loading[h].status=this.STATUS.ERROR;this.loadError(h);this.loadComplete(h)},loadError:function(h){a.Message.Set("File failed to load: "+h,null,2000);a.Hub.signal.Post(["file load error",h])},Styles:function(j,k){var h=this.StyleString(j);if(h===""){k=a.Callback(k);k()}else{var i=document.createElement("style");i.type="text/css";this.head=g(this.head);this.head.appendChild(i);if(i.styleSheet&&typeof(i.styleSheet.cssText)!=="undefined"){i.styleSheet.cssText=h}else{i.appendChild(document.createTextNode(h))}k=this.timer.create.call(this,k,i)}return k},StyleString:function(m){if(typeof(m)==="string"){return m}var j="",n,l;for(n in m){if(m.hasOwnProperty(n)){if(typeof m[n]==="string"){j+=n+" {"+m[n]+"}\n"}else{if(m[n] instanceof Array){for(var k=0;k<m[n].length;k++){l={};l[n]=m[n][k];j+=this.StyleString(l)}}else{if(n.substr(0,6)==="@media"){j+=n+" {"+this.StyleString(m[n])+"}\n"}else{if(m[n]!=null){l=[];for(var h in m[n]){if(m[n].hasOwnProperty(h)){if(m[n][h]!=null){l[l.length]=h+": "+m[n][h]}}}j+=n+" {"+l.join("; ")+"}\n"}}}}}}return j}}})("MathJax");MathJax.HTML={Element:function(c,e,d){var f=document.createElement(c);if(e){if(e.style){var b=e.style;e.style={};for(var g in b){if(b.hasOwnProperty(g)){e.style[g.replace(/-([a-z])/g,this.ucMatch)]=b[g]}}}MathJax.Hub.Insert(f,e)}if(d){if(!(d instanceof Array)){d=[d]}for(var a=0;a<d.length;a++){if(d[a] instanceof Array){f.appendChild(this.Element(d[a][0],d[a][1],d[a][2]))}else{f.appendChild(document.createTextNode(d[a]))}}}return f},ucMatch:function(a,b){return b.toUpperCase()},addElement:function(b,a,d,c){return b.appendChild(this.Element(a,d,c))},TextNode:function(a){return document.createTextNode(a)},addText:function(a,b){return a.appendChild(this.TextNode(b))},setScript:function(a,b){if(this.setScriptBug){a.text=b}else{while(a.firstChild){a.removeChild(a.firstChild)}this.addText(a,b)}},getScript:function(a){var b=(a.text===""?a.innerHTML:a.text);return b.replace(/^\s+/,"").replace(/\s+$/,"")},Cookie:{prefix:"mjx",expires:365,Set:function(a,d){var c=[];if(d){for(var f in d){if(d.hasOwnProperty(f)){c.push(f+":"+d[f].toString().replace(/&/g,"&&"))}}}var b=this.prefix+"."+a+"="+escape(c.join("&;"));if(this.expires){var e=new Date();e.setDate(e.getDate()+this.expires);b+="; expires="+e.toGMTString()}document.cookie=b+"; path=/"},Get:function(c,h){if(!h){h={}}var g=new RegExp("(?:^|;\\s*)"+this.prefix+"\\."+c+"=([^;]*)(?:;|$)");var b=g.exec(document.cookie);if(b&&b[1]!==""){var e=unescape(b[1]).split("&;");for(var d=0,a=e.length;d<a;d++){b=e[d].match(/([^:]+):(.*)/);var f=b[2].replace(/&&/g,"&");if(f==="true"){f=true}else{if(f==="false"){f=false}else{if(f.match(/^-?(\d+(\.\d+)?|\.\d+)$/)){f=parseFloat(f)}}}h[b[1]]=f}}return h}}};MathJax.Message={ready:false,log:[{}],current:null,textNodeBug:(navigator.vendor==="Apple Computer, Inc."&&typeof navigator.vendorSub==="undefined")||(window.hasOwnProperty&&window.hasOwnProperty("konqueror")),styles:{"#MathJax_Message":{position:"fixed",left:"1px",bottom:"2px","background-color":"#E6E6E6",border:"1px solid #959595",margin:"0px",padding:"2px 8px","z-index":"102",color:"black","font-size":"80%",width:"auto","white-space":"nowrap"},"#MathJax_MSIE_Frame":{position:"absolute",top:0,left:0,width:"0px","z-index":101,border:"0px",margin:"0px",padding:"0px"}},browsers:{MSIE:function(a){MathJax.Hub.config.styles["#MathJax_Message"].position="absolute";MathJax.Message.quirks=(document.compatMode==="BackCompat")},Chrome:function(a){MathJax.Hub.config.styles["#MathJax_Message"].bottom="1.5em";MathJax.Hub.config.styles["#MathJax_Message"].left="1em"}},Init:function(a){if(a){this.ready=true}if(!document.body||!this.ready){return false}if(this.div&&this.div.parentNode==null){this.div=document.getElementById("MathJax_Message");if(this.div){this.text=this.div.firstChild}}if(!this.div){var b=document.body;if(MathJax.Hub.Browser.isMSIE){b=this.frame=this.addDiv(document.body);b.removeAttribute("id");b.style.position="absolute";b.style.border=b.style.margin=b.style.padding="0px";b.style.zIndex="101";b.style.height="0px";b=this.addDiv(b);b.id="MathJax_MSIE_Frame";window.attachEvent("onscroll",this.MoveFrame);window.attachEvent("onresize",this.MoveFrame);this.MoveFrame()}this.div=this.addDiv(b);this.div.style.display="none";this.text=this.div.appendChild(document.createTextNode(""))}return true},addDiv:function(a){var b=document.createElement("div");b.id="MathJax_Message";if(a.firstChild){a.insertBefore(b,a.firstChild)}else{a.appendChild(b)}return b},MoveFrame:function(){var a=(MathJax.Message.quirks?document.body:document.documentElement);var b=MathJax.Message.frame;b.style.left=a.scrollLeft+"px";b.style.top=a.scrollTop+"px";b.style.width=a.clientWidth+"px";b=b.firstChild;b.style.height=a.clientHeight+"px"},filterText:function(a,b){if(MathJax.Hub.config.messageStyle==="simple"){if(a.match(/^Loading /)){if(!this.loading){this.loading="Loading "}a=this.loading;this.loading+="."}else{if(a.match(/^Processing /)){if(!this.processing){this.processing="Processing "}a=this.processing;this.processing+="."}else{if(a.match(/^Typesetting /)){if(!this.typesetting){this.typesetting="Typesetting "}a=this.typesetting;this.typesetting+="."}}}}return a},Set:function(b,c,a){if(this.timer){clearTimeout(this.timer);delete this.timeout}if(c==null){c=this.log.length;this.log[c]={}}this.log[c].text=b;this.log[c].filteredText=b=this.filterText(b,c);if(typeof(this.log[c].next)==="undefined"){this.log[c].next=this.current;if(this.current!=null){this.log[this.current].prev=c}this.current=c}if(this.current===c&&MathJax.Hub.config.messageStyle!=="none"){if(this.Init()){if(this.textNodeBug){this.div.innerHTML=b}else{this.text.nodeValue=b}this.div.style.display="";if(this.status){window.status="";delete this.status}}else{window.status=b;this.status=true}}if(a){setTimeout(MathJax.Callback(["Clear",this,c]),a)}else{if(a==0){this.Clear(c,0)}}return c},Clear:function(b,a){if(this.log[b].prev!=null){this.log[this.log[b].prev].next=this.log[b].next}if(this.log[b].next!=null){this.log[this.log[b].next].prev=this.log[b].prev}if(this.current===b){this.current=this.log[b].next;if(this.text){if(this.div.parentNode==null){this.Init()}if(this.current==null){if(this.timer){clearTimeout(this.timer);delete this.timer}if(a==null){a=600}if(a===0){this.Remove()}else{this.timer=setTimeout(MathJax.Callback(["Remove",this]),a)}}else{if(MathJax.Hub.config.messageStyle!=="none"){if(this.textNodeBug){this.div.innerHTML=this.log[this.current].filteredText}else{this.text.nodeValue=this.log[this.current].filteredText}}}if(this.status){window.status="";delete this.status}}else{if(this.status){window.status=(this.current==null?"":this.log[this.current].text)}}}delete this.log[b].next;delete this.log[b].prev;delete this.log[b].filteredText},Remove:function(){this.text.nodeValue="";this.div.style.display="none"},File:function(b){var a=MathJax.Ajax.config.root;if(b.substr(0,a.length)===a){b="[MathJax]"+b.substr(a.length)}return this.Set("Loading "+b)},Log:function(){var b=[];for(var c=1,a=this.log.length;c<a;c++){b[c]=this.log[c].text}return b.join("\n")}};MathJax.Hub={config:{root:"",config:[],styleSheets:[],styles:{".MathJax_Preview":{color:"#888"}},jax:[],extensions:[],preJax:null,postJax:null,displayAlign:"center",displayIndent:"0",preRemoveClass:"MathJax_Preview",showProcessingMessages:true,messageStyle:"normal",delayStartupUntil:"none",skipStartupTypeset:false,"v1.0-compatible":true,elements:[],positionToHash:true,showMathMenu:true,showMathMenuMSIE:true,menuSettings:{zoom:"None",CTRL:false,ALT:false,CMD:false,Shift:false,discoverable:false,zscale:"200%",renderer:"",font:"Auto",context:"MathJax",mpContext:false,mpMouse:false,texHints:true},errorSettings:{message:["[Math Processing Error]"],style:{color:"#CC0000","font-style":"italic"}}},preProcessors:MathJax.Callback.Hooks(true),inputJax:{},outputJax:{order:{}},processUpdateTime:250,processUpdateDelay:10,signal:MathJax.Callback.Signal("Hub"),Config:function(a){this.Insert(this.config,a);if(this.config.Augment){this.Augment(this.config.Augment)}},CombineConfig:function(c,f){var b=this.config,g,e;c=c.split(/\./);for(var d=0,a=c.length;d<a;d++){g=c[d];if(!b[g]){b[g]={}}e=b;b=b[g]}e[g]=b=this.Insert(f,b);return b},Register:{PreProcessor:function(){MathJax.Hub.preProcessors.Add.apply(MathJax.Hub.preProcessors,arguments)},MessageHook:function(){return MathJax.Hub.signal.MessageHook.apply(MathJax.Hub.signal,arguments)},StartupHook:function(){return MathJax.Hub.Startup.signal.MessageHook.apply(MathJax.Hub.Startup.signal,arguments)},LoadHook:function(){return MathJax.Ajax.LoadHook.apply(MathJax.Ajax,arguments)}},getAllJax:function(e){var c=[],b=this.elementScripts(e);for(var d=0,a=b.length;d<a;d++){if(b[d].MathJax&&b[d].MathJax.elementJax){c.push(b[d].MathJax.elementJax)}}return c},getJaxByType:function(f,e){var c=[],b=this.elementScripts(e);for(var d=0,a=b.length;d<a;d++){if(b[d].MathJax&&b[d].MathJax.elementJax&&b[d].MathJax.elementJax.mimeType===f){c.push(b[d].MathJax.elementJax)}}return c},getJaxByInputType:function(f,e){var c=[],b=this.elementScripts(e);for(var d=0,a=b.length;d<a;d++){if(b[d].MathJax&&b[d].MathJax.elementJax&&b[d].type&&b[d].type.replace(/ *;(.|\s)*/,"")===f){c.push(b[d].MathJax.elementJax)}}return c},getJaxFor:function(a){if(typeof(a)==="string"){a=document.getElementById(a)}if(a&&a.MathJax){return a.MathJax.elementJax}if(a&&a.isMathJax){while(a&&!a.jaxID){a=a.parentNode}if(a){return MathJax.OutputJax[a.jaxID].getJaxFromMath(a)}}return null},isJax:function(a){if(typeof(a)==="string"){a=document.getElementById(a)}if(a&&a.isMathJax){return 1}if(a&&a.tagName!=null&&a.tagName.toLowerCase()==="script"){if(a.MathJax){return(a.MathJax.state===MathJax.ElementJax.STATE.PROCESSED?1:-1)}if(a.type&&this.inputJax[a.type.replace(/ *;(.|\s)*/,"")]){return -1}}return 0},setRenderer:function(d,c){if(!d){return}if(!MathJax.OutputJax[d]){this.config.menuSettings.renderer="";var b="[MathJax]/jax/output/"+d+"/config.js";return MathJax.Ajax.Require(b,["setRenderer",this,d,c])}else{this.config.menuSettings.renderer=d;if(c==null){c="jax/mml"}var a=this.outputJax;if(a[c]&&a[c].length){if(d!==a[c][0].id){a[c].unshift(MathJax.OutputJax[d]);return this.signal.Post(["Renderer Selected",d])}}return null}},Queue:function(){return this.queue.Push.apply(this.queue,arguments)},Typeset:function(e,f){if(!MathJax.isReady){return null}var c=this.elementCallback(e,f);var b=MathJax.Callback.Queue();for(var d=0,a=c.elements.length;d<a;d++){if(c.elements[d]){b.Push(["PreProcess",this,c.elements[d]],["Process",this,c.elements[d]])}}return b.Push(c.callback)},PreProcess:function(e,f){var c=this.elementCallback(e,f);var b=MathJax.Callback.Queue();for(var d=0,a=c.elements.length;d<a;d++){if(c.elements[d]){b.Push(["Post",this.signal,["Begin PreProcess",c.elements[d]]],(arguments.callee.disabled?{}:["Execute",this.preProcessors,c.elements[d]]),["Post",this.signal,["End PreProcess",c.elements[d]]])}}return b.Push(c.callback)},Process:function(a,b){return this.takeAction("Process",a,b)},Update:function(a,b){return this.takeAction("Update",a,b)},Reprocess:function(a,b){return this.takeAction("Reprocess",a,b)},Rerender:function(a,b){return this.takeAction("Rerender",a,b)},takeAction:function(g,e,h){var c=this.elementCallback(e,h);var b=MathJax.Callback.Queue(["Clear",this.signal]);for(var d=0,a=c.elements.length;d<a;d++){if(c.elements[d]){var f={scripts:[],start:new Date().getTime(),i:0,j:0,jax:{},jaxIDs:[]};b.Push(["Post",this.signal,["Begin "+g,c.elements[d]]],["Post",this.signal,["Begin Math",c.elements[d],g]],["prepareScripts",this,g,c.elements[d],f],["Post",this.signal,["Begin Math Input",c.elements[d],g]],["processInput",this,f],["Post",this.signal,["End Math Input",c.elements[d],g]],["prepareOutput",this,f,"preProcess"],["Post",this.signal,["Begin Math Output",c.elements[d],g]],["processOutput",this,f],["Post",this.signal,["End Math Output",c.elements[d],g]],["prepareOutput",this,f,"postProcess"],["Post",this.signal,["End Math",c.elements[d],g]],["Post",this.signal,["End "+g,c.elements[d]]])}}return b.Push(c.callback)},scriptAction:{Process:function(a){},Update:function(b){var a=b.MathJax.elementJax;if(a&&a.needsUpdate()){a.Remove(true);b.MathJax.state=a.STATE.UPDATE}else{b.MathJax.state=a.STATE.PROCESSED}},Reprocess:function(b){var a=b.MathJax.elementJax;if(a){a.Remove(true);b.MathJax.state=a.STATE.UPDATE}},Rerender:function(b){var a=b.MathJax.elementJax;if(a){a.Remove(true);b.MathJax.state=a.STATE.OUTPUT}}},prepareScripts:function(h,e,g){if(arguments.callee.disabled){return}var b=this.elementScripts(e);var f=MathJax.ElementJax.STATE;for(var d=0,a=b.length;d<a;d++){var c=b[d];if(c.type&&this.inputJax[c.type.replace(/ *;(.|\n)*/,"")]){if(c.MathJax){if(c.MathJax.elementJax&&c.MathJax.elementJax.hover){MathJax.Extension.MathEvents.Hover.ClearHover(c.MathJax.elementJax)}if(c.MathJax.state!==f.PENDING){this.scriptAction[h](c)}}if(!c.MathJax){c.MathJax={state:f.PENDING}}if(c.MathJax.state!==f.PROCESSED){g.scripts.push(c)}}}},checkScriptSiblings:function(a){if(a.MathJax.checked){return}var b=this.config,f=a.previousSibling;if(f&&f.nodeName==="#text"){var d,e,c=a.nextSibling;if(c&&c.nodeName!=="#text"){c=null}if(b.preJax){if(typeof(b.preJax)==="string"){b.preJax=new RegExp(b.preJax+"$")}d=f.nodeValue.match(b.preJax)}if(b.postJax&&c){if(typeof(b.postJax)==="string"){b.postJax=new RegExp("^"+b.postJax)}e=c.nodeValue.match(b.postJax)}if(d&&(!b.postJax||e)){f.nodeValue=f.nodeValue.replace(b.preJax,(d.length>1?d[1]:""));f=null}if(e&&(!b.preJax||d)){c.nodeValue=c.nodeValue.replace(b.postJax,(e.length>1?e[1]:""))}if(f&&!f.nodeValue.match(/\S/)){f=f.previousSibling}}if(b.preRemoveClass&&f&&f.className===b.preRemoveClass){a.MathJax.preview=f}a.MathJax.checked=1},processInput:function(a){var b,i=MathJax.ElementJax.STATE;var h,e,d=a.scripts.length;try{while(a.i<d){h=a.scripts[a.i];if(!h){a.i++;continue}e=h.previousSibling;if(e&&e.className==="MathJax_Error"){e.parentNode.removeChild(e)}if(!h.MathJax||h.MathJax.state===i.PROCESSED){a.i++;continue}if(!h.MathJax.elementJax||h.MathJax.state===i.UPDATE){this.checkScriptSiblings(h);var g=h.type.replace(/ *;(.|\s)*/,"");b=this.inputJax[g].Process(h,a);if(typeof b==="function"){if(b.called){continue}this.RestartAfter(b)}b.Attach(h,this.inputJax[g].id);this.saveScript(b,a,h,i)}else{if(h.MathJax.state===i.OUTPUT){this.saveScript(h.MathJax.elementJax,a,h,i)}}a.i++;var c=new Date().getTime();if(c-a.start>this.processUpdateTime&&a.i<a.scripts.length){a.start=c;this.RestartAfter(MathJax.Callback.Delay(1))}}}catch(f){return this.processError(f,a,"Input")}if(a.scripts.length&&this.config.showProcessingMessages){MathJax.Message.Set("Processing math: 100%",0)}a.start=new Date().getTime();a.i=a.j=0;return null},saveScript:function(a,d,b,c){if(!this.outputJax[a.mimeType]){b.MathJax.state=c.UPDATE;throw Error("No output jax registered for "+a.mimeType)}a.outputJax=this.outputJax[a.mimeType][0].id;if(!d.jax[a.outputJax]){if(d.jaxIDs.length===0){d.jax[a.outputJax]=d.scripts}else{if(d.jaxIDs.length===1){d.jax[d.jaxIDs[0]]=d.scripts.slice(0,d.i)}d.jax[a.outputJax]=[]}d.jaxIDs.push(a.outputJax)}if(d.jaxIDs.length>1){d.jax[a.outputJax].push(b)}b.MathJax.state=c.OUTPUT},prepareOutput:function(c,f){while(c.j<c.jaxIDs.length){var e=c.jaxIDs[c.j],d=MathJax.OutputJax[e];if(d[f]){try{var a=d[f](c);if(typeof a==="function"){if(a.called){continue}this.RestartAfter(a)}}catch(b){if(!b.restart){MathJax.Message.Set("Error preparing "+e+" output ("+f+")",null,600);MathJax.Hub.lastPrepError=b;c.j++}return MathJax.Callback.After(["prepareOutput",this,c,f],b.restart)}}c.j++}return null},processOutput:function(h){var b,g=MathJax.ElementJax.STATE,d,a=h.scripts.length;try{while(h.i<a){d=h.scripts[h.i];if(!d||!d.MathJax){h.i++;continue}var c=d.MathJax.elementJax;if(!c){h.i++;continue}b=MathJax.OutputJax[c.outputJax].Process(d,h);d.MathJax.state=g.PROCESSED;h.i++;if(d.MathJax.preview){d.MathJax.preview.innerHTML=""}this.signal.Post(["New Math",c.inputID]);var e=new Date().getTime();if(e-h.start>this.processUpdateTime&&h.i<h.scripts.length){h.start=e;this.RestartAfter(MathJax.Callback.Delay(this.processUpdateDelay))}}}catch(f){return this.processError(f,h,"Output")}if(h.scripts.length&&this.config.showProcessingMessages){MathJax.Message.Set("Typesetting math: 100%",0);MathJax.Message.Clear(0)}h.i=h.j=0;return null},processMessage:function(d,b){var a=Math.floor(d.i/(d.scripts.length)*100);var c=(b==="Output"?"Typesetting":"Processing");if(this.config.showProcessingMessages){MathJax.Message.Set(c+" math: "+a+"%",0)}},processError:function(b,c,a){if(!b.restart){if(!this.config.errorSettings.message){throw b}this.formatError(c.scripts[c.i],b);c.i++}this.processMessage(c,a);return MathJax.Callback.After(["process"+a,this,c],b.restart)},formatError:function(a,c){var b=MathJax.HTML.Element("span",{className:"MathJax_Error"},this.config.errorSettings.message);b.jaxID="Error";if(MathJax.Extension.MathEvents){b.oncontextmenu=MathJax.Extension.MathEvents.Event.Menu;b.onmousedown=MathJax.Extension.MathEvents.Event.Mousedown}else{MathJax.Ajax.Require("[MathJax]/extensions/MathEvents.js",function(){b.oncontextmenu=MathJax.Extension.MathEvents.Event.Menu;b.onmousedown=MathJax.Extension.MathEvents.Event.Mousedown})}a.parentNode.insertBefore(b,a);if(a.MathJax.preview){a.MathJax.preview.innerHTML=""}this.lastError=c;this.signal.Post(["Math Processing Error",a,c])},RestartAfter:function(a){throw this.Insert(Error("restart"),{restart:MathJax.Callback(a)})},elementCallback:function(c,f){if(f==null&&(c instanceof Array||typeof c==="function")){try{MathJax.Callback(c);f=c;c=null}catch(d){}}if(c==null){c=this.config.elements||[]}if(!(c instanceof Array)){c=[c]}c=[].concat(c);for(var b=0,a=c.length;b<a;b++){if(typeof(c[b])==="string"){c[b]=document.getElementById(c[b])}}if(c.length==0){c.push(document.body)}if(!f){f={}}return{elements:c,callback:f}},elementScripts:function(a){if(typeof(a)==="string"){a=document.getElementById(a)}if(a==null){a=document.body}if(a.tagName!=null&&a.tagName.toLowerCase()==="script"){return[a]}return a.getElementsByTagName("script")},Insert:function(c,a){for(var b in a){if(a.hasOwnProperty(b)){if(typeof a[b]==="object"&&!(a[b] instanceof Array)&&(typeof c[b]==="object"||typeof c[b]==="function")){this.Insert(c[b],a[b])}else{c[b]=a[b]}}}return c}};MathJax.Hub.Insert(MathJax.Hub.config.styles,MathJax.Message.styles);MathJax.Hub.Insert(MathJax.Hub.config.styles,{".MathJax_Error":MathJax.Hub.config.errorSettings.style});MathJax.Extension={};MathJax.Hub.Configured=MathJax.Callback({});MathJax.Hub.Startup={script:"",queue:MathJax.Callback.Queue(),signal:MathJax.Callback.Signal("Startup"),params:{},Config:function(){this.queue.Push(["Post",this.signal,"Begin Config"]);var b=MathJax.HTML.Cookie.Get("user");if(b.URL||b.Config){if(confirm("MathJax has found a user-configuration cookie that includes code to be run.  Do you want to run it?\n\n(You should press Cancel unless you set up the cookie yourself.)")){if(b.URL){this.queue.Push(["Require",MathJax.Ajax,b.URL])}if(b.Config){this.queue.Push(new Function(b.Config))}}else{MathJax.HTML.Cookie.Set("user",{})}}if(this.params.config){var d=this.params.config.split(/,/);for(var c=0,a=d.length;c<a;c++){if(!d[c].match(/\.js$/)){d[c]+=".js"}this.queue.Push(["Require",MathJax.Ajax,this.URL("config",d[c])])}}if(this.script.match(/\S/)){this.queue.Push(this.script+";\n1;")}this.queue.Push(["ConfigDelay",this],["ConfigBlocks",this],["ConfigDefault",this],[function(e){return e.loadArray(MathJax.Hub.config.config,"config",null,true)},this],["Post",this.signal,"End Config"])},ConfigDelay:function(){var a=this.params.delayStartupUntil||MathJax.Hub.config.delayStartupUntil;if(a==="onload"){return this.onload}if(a==="configured"){return MathJax.Hub.Configured}return a},ConfigBlocks:function(){var c=document.getElementsByTagName("script");var f=null,b=MathJax.Callback.Queue();for(var d=0,a=c.length;d<a;d++){var e=String(c[d].type).replace(/ /g,"");if(e.match(/^text\/x-mathjax-config(;.*)?$/)&&!e.match(/;executed=true/)){c[d].type+=";executed=true";f=b.Push(c[d].innerHTML+";\n1;")}}return f},ConfigDefault:function(){var a=MathJax.Hub.config;if(a["v1.0-compatible"]&&(a.jax||[]).length===0&&!this.params.config&&(a.config||[]).length===0){return MathJax.Ajax.Require(this.URL("extensions","v1.0-warning.js"))}},Cookie:function(){return this.queue.Push(["Post",this.signal,"Begin Cookie"],["Get",MathJax.HTML.Cookie,"menu",MathJax.Hub.config.menuSettings],[function(d){var f=d.menuSettings.renderer,b=d.jax;if(f){var c="output/"+f;b.sort();for(var e=0,a=b.length;e<a;e++){if(b[e].substr(0,7)==="output/"){break}}if(e==a-1){b.pop()}else{while(e<a){if(b[e]===c){b.splice(e,1);break}e++}}b.unshift(c)}},MathJax.Hub.config],["Post",this.signal,"End Cookie"])},Styles:function(){return this.queue.Push(["Post",this.signal,"Begin Styles"],["loadArray",this,MathJax.Hub.config.styleSheets,"config"],["Styles",MathJax.Ajax,MathJax.Hub.config.styles],["Post",this.signal,"End Styles"])},Jax:function(){var f=MathJax.Hub.config,c=MathJax.Hub.outputJax;for(var g=0,b=f.jax.length,d=0;g<b;g++){var e=f.jax[g].substr(7);if(f.jax[g].substr(0,7)==="output/"&&c.order[e]==null){c.order[e]=d;d++}}var a=MathJax.Callback.Queue();return a.Push(["Post",this.signal,"Begin Jax"],["loadArray",this,f.jax,"jax","config.js"],["Post",this.signal,"End Jax"])},Extensions:function(){var a=MathJax.Callback.Queue();return a.Push(["Post",this.signal,"Begin Extensions"],["loadArray",this,MathJax.Hub.config.extensions,"extensions"],["Post",this.signal,"End Extensions"])},Message:function(){MathJax.Message.Init(true)},Menu:function(){var b=MathJax.Hub.config.menuSettings,a=MathJax.Hub.outputJax,d;for(var c in a){if(a.hasOwnProperty(c)){if(a[c].length){d=a[c];break}}}if(d&&d.length){if(b.renderer&&b.renderer!==d[0].id){d.unshift(MathJax.OutputJax[b.renderer])}b.renderer=d[0].id}},Hash:function(){if(MathJax.Hub.config.positionToHash&&document.location.hash&&document.body&&document.body.scrollIntoView){var d=document.location.hash.substr(1);var f=document.getElementById(d);if(!f){var c=document.getElementsByTagName("a");for(var e=0,b=c.length;e<b;e++){if(c[e].name===d){f=c[e];break}}}if(f){while(!f.scrollIntoView){f=f.parentNode}f=this.HashCheck(f);if(f&&f.scrollIntoView){setTimeout(function(){f.scrollIntoView(true)},1)}}}},HashCheck:function(b){if(b.isMathJax){var a=MathJax.Hub.getJaxFor(b);if(a&&MathJax.OutputJax[a.outputJax].hashCheck){b=MathJax.OutputJax[a.outputJax].hashCheck(b)}}return b},MenuZoom:function(){if(!MathJax.Extension.MathMenu){setTimeout(MathJax.Callback(["Require",MathJax.Ajax,"[MathJax]/extensions/MathMenu.js",{}]),1000)}if(!MathJax.Extension.MathZoom){setTimeout(MathJax.Callback(["Require",MathJax.Ajax,"[MathJax]/extensions/MathZoom.js",{}]),2000)}},onLoad:function(){var a=this.onload=MathJax.Callback(function(){MathJax.Hub.Startup.signal.Post("onLoad")});if(document.body&&document.readyState){if(MathJax.Hub.Browser.isMSIE){if(document.readyState==="complete"){return[a]}}else{if(document.readyState!=="loading"){return[a]}}}if(window.addEventListener){window.addEventListener("load",a,false);if(!this.params.noDOMContentEvent){window.addEventListener("DOMContentLoaded",a,false)}}else{if(window.attachEvent){window.attachEvent("onload",a)}else{window.onload=a}}return a},Typeset:function(a,b){if(MathJax.Hub.config.skipStartupTypeset){return function(){}}return this.queue.Push(["Post",this.signal,"Begin Typeset"],["Typeset",MathJax.Hub,a,b],["Post",this.signal,"End Typeset"])},URL:function(b,a){if(!a.match(/^([a-z]+:\/\/|\[|\/)/)){a="[MathJax]/"+b+"/"+a}return a},loadArray:function(b,f,c,a){if(b){if(!(b instanceof Array)){b=[b]}if(b.length){var h=MathJax.Callback.Queue(),j={},e;for(var g=0,d=b.length;g<d;g++){e=this.URL(f,b[g]);if(c){e+="/"+c}if(a){h.Push(["Require",MathJax.Ajax,e,j])}else{h.Push(MathJax.Ajax.Require(e,j))}}return h.Push({})}}return null}};(function(d){var b=window[d],e="["+d+"]";var c=b.Hub,a=b.Ajax,f=b.Callback;var g=MathJax.Object.Subclass({JAXFILE:"jax.js",require:null,config:{},Init:function(i,h){if(arguments.length===0){return this}return(this.constructor.Subclass(i,h))()},Augment:function(k,j){var i=this.constructor,h={};if(k!=null){for(var l in k){if(k.hasOwnProperty(l)){if(typeof k[l]==="function"){i.protoFunction(l,k[l])}else{h[l]=k[l]}}}if(k.toString!==i.prototype.toString&&k.toString!=={}.toString){i.protoFunction("toString",k.toString)}}c.Insert(i.prototype,h);i.Augment(null,j);return this},Translate:function(h,i){throw Error(this.directory+"/"+this.JAXFILE+" failed to define the Translate() method")},Register:function(h){},Config:function(){this.config=c.CombineConfig(this.id,this.config);if(this.config.Augment){this.Augment(this.config.Augment)}},Startup:function(){},loadComplete:function(i){if(i==="config.js"){return a.loadComplete(this.directory+"/"+i)}else{var h=f.Queue();h.Push(c.Register.StartupHook("End Config",{}),["Post",c.Startup.signal,this.id+" Jax Config"],["Config",this],["Post",c.Startup.signal,this.id+" Jax Require"],[function(j){return MathJax.Hub.Startup.loadArray(j.require,this.directory)},this],[function(j,k){return MathJax.Hub.Startup.loadArray(j.extensions,"extensions/"+k)},this.config||{},this.id],["Post",c.Startup.signal,this.id+" Jax Startup"],["Startup",this],["Post",c.Startup.signal,this.id+" Jax Ready"]);if(this.copyTranslate){h.Push([function(j){j.preProcess=j.preTranslate;j.Process=j.Translate;j.postProcess=j.postTranslate},this.constructor.prototype])}return h.Push(["loadComplete",a,this.directory+"/"+i])}}},{id:"Jax",version:"2.1",directory:e+"/jax",extensionDir:e+"/extensions"});b.InputJax=g.Subclass({elementJax:"mml",copyTranslate:true,Process:function(l,q){var j=f.Queue(),o;var k=this.elementJax;if(!(k instanceof Array)){k=[k]}for(var n=0,h=k.length;n<h;n++){o=b.ElementJax.directory+"/"+k[n]+"/"+this.JAXFILE;if(!this.require){this.require=[]}else{if(!(this.require instanceof Array)){this.require=[this.require]}}this.require.push(o);j.Push(a.Require(o))}o=this.directory+"/"+this.JAXFILE;var p=j.Push(a.Require(o));if(!p.called){this.constructor.prototype.Process=function(){if(!p.called){return p}throw Error(o+" failed to load properly")}}k=c.outputJax["jax/"+k[0]];if(k){j.Push(a.Require(k[0].directory+"/"+this.JAXFILE))}return j.Push({})},needsUpdate:function(h){var i=h.SourceElement();return(h.originalText!==b.HTML.getScript(i))},Register:function(h){if(!c.inputJax){c.inputJax={}}c.inputJax[h]=this}},{id:"InputJax",version:"2.1",directory:g.directory+"/input",extensionDir:g.extensionDir});b.OutputJax=g.Subclass({copyTranslate:true,preProcess:function(j){var i,h=this.directory+"/"+this.JAXFILE;this.constructor.prototype.preProcess=function(k){if(!i.called){return i}throw Error(h+" failed to load properly")};i=a.Require(h);return i},Register:function(i){var h=c.outputJax;if(!h[i]){h[i]=[]}if(h[i].length&&(this.id===c.config.menuSettings.renderer||(h.order[this.id]||0)<(h.order[h[i][0].id]||0))){h[i].unshift(this)}else{h[i].push(this)}if(!this.require){this.require=[]}else{if(!(this.require instanceof Array)){this.require=[this.require]}}this.require.push(b.ElementJax.directory+"/"+(i.split(/\//)[1])+"/"+this.JAXFILE)},Remove:function(h){}},{id:"OutputJax",version:"2.1",directory:g.directory+"/output",extensionDir:g.extensionDir,fontDir:e+(b.isPacked?"":"/..")+"/fonts",imageDir:e+(b.isPacked?"":"/..")+"/images"});b.ElementJax=g.Subclass({Init:function(i,h){return this.constructor.Subclass(i,h)},inputJax:null,outputJax:null,inputID:null,originalText:"",mimeType:"",Text:function(i,j){var h=this.SourceElement();b.HTML.setScript(h,i);h.MathJax.state=this.STATE.UPDATE;return c.Update(h,j)},Reprocess:function(i){var h=this.SourceElement();h.MathJax.state=this.STATE.UPDATE;return c.Reprocess(h,i)},Update:function(h){return this.Rerender(h)},Rerender:function(i){var h=this.SourceElement();h.MathJax.state=this.STATE.OUTPUT;return c.Process(h,i)},Remove:function(h){if(this.hover){this.hover.clear(this)}b.OutputJax[this.outputJax].Remove(this);if(!h){c.signal.Post(["Remove Math",this.inputID]);this.Detach()}},needsUpdate:function(){return b.InputJax[this.inputJax].needsUpdate(this)},SourceElement:function(){return document.getElementById(this.inputID)},Attach:function(i,j){var h=i.MathJax.elementJax;if(i.MathJax.state===this.STATE.UPDATE){h.Clone(this)}else{h=i.MathJax.elementJax=this;if(i.id){this.inputID=i.id}else{i.id=this.inputID=b.ElementJax.GetID();this.newID=1}}h.originalText=b.HTML.getScript(i);h.inputJax=j;if(h.root){h.root.inputID=h.inputID}return h},Detach:function(){var h=this.SourceElement();if(!h){return}try{delete h.MathJax}catch(i){h.MathJax=null}if(this.newID){h.id=""}},Clone:function(h){var i;for(i in this){if(!this.hasOwnProperty(i)){continue}if(typeof(h[i])==="undefined"&&i!=="newID"){delete this[i]}}for(i in h){if(!h.hasOwnProperty(i)){continue}if(typeof(this[i])==="undefined"||(this[i]!==h[i]&&i!=="inputID")){this[i]=h[i]}}}},{id:"ElementJax",version:"2.1",directory:g.directory+"/element",extensionDir:g.extensionDir,ID:0,STATE:{PENDING:1,PROCESSED:2,UPDATE:3,OUTPUT:4},GetID:function(){this.ID++;return"MathJax-Element-"+this.ID},Subclass:function(){var h=g.Subclass.apply(this,arguments);h.loadComplete=this.prototype.loadComplete;return h}});b.ElementJax.prototype.STATE=b.ElementJax.STATE;b.OutputJax.Error={id:"Error",version:"2.1",config:{},ContextMenu:function(){return b.Extension.MathEvents.Event.ContextMenu.apply(b.Extension.MathEvents.Event,arguments)},Mousedown:function(){return b.Extension.MathEvents.Event.AltContextMenu.apply(b.Extension.MathEvents.Event,arguments)},getJaxFromMath:function(){return{inputJax:"Error",outputJax:"Error",originalText:"Math Processing Error"}}};b.InputJax.Error={id:"Error",version:"2.1",config:{},sourceMenuTitle:"Error Message"}})("MathJax");(function(l){var f=window[l];if(!f){f=window[l]={}}var c=f.Hub;var q=c.Startup;var u=c.config;var e=document.getElementsByTagName("head")[0];if(!e){e=document.childNodes[0]}var b=(document.documentElement||document).getElementsByTagName("script");var d=new RegExp("(^|/)"+l+"\\.js(\\?.*)?$");for(var o=b.length-1;o>=0;o--){if((b[o].src||"").match(d)){q.script=b[o].innerHTML;if(RegExp.$2){var r=RegExp.$2.substr(1).split(/\&/);for(var n=0,h=r.length;n<h;n++){var k=r[n].match(/(.*)=(.*)/);if(k){q.params[unescape(k[1])]=unescape(k[2])}}}u.root=b[o].src.replace(/(^|\/)[^\/]*(\?.*)?$/,"");break}}f.Ajax.config=u;var a={isMac:(navigator.platform.substr(0,3)==="Mac"),isPC:(navigator.platform.substr(0,3)==="Win"),isMSIE:(window.ActiveXObject!=null&&window.clipboardData!=null),isFirefox:((window.netscape!=null||window.mozPaintCount!=null)&&document.ATTRIBUTE_NODE!=null&&!window.opera),isSafari:(navigator.userAgent.match(/ (Apple)?WebKit\//)!=null&&(!window.chrome||window.chrome.loadTimes==null)),isChrome:(window.chrome!=null&&window.chrome.loadTimes!=null),isOpera:(window.opera!=null&&window.opera.version!=null),isKonqueror:(window.hasOwnProperty&&window.hasOwnProperty("konqueror")&&navigator.vendor=="KDE"),versionAtLeast:function(x){var w=(this.version).split(".");x=(new String(x)).split(".");for(var y=0,j=x.length;y<j;y++){if(w[y]!=x[y]){return parseInt(w[y]||"0")>=parseInt(x[y])}}return true},Select:function(j){var i=j[c.Browser];if(i){return i(c.Browser)}return null}};var g=navigator.userAgent.replace(/^Mozilla\/(\d+\.)+\d+ /,"").replace(/[a-z][-a-z0-9._: ]+\/\d+[^ ]*-[^ ]*\.([a-z][a-z])?\d+ /i,"").replace(/Gentoo |Ubuntu\/(\d+\.)*\d+ (\([^)]*\) )?/,"");c.Browser=c.Insert(c.Insert(new String("Unknown"),{version:"0.0"}),a);for(var t in a){if(a.hasOwnProperty(t)){if(a[t]&&t.substr(0,2)==="is"){t=t.slice(2);if(t==="Mac"||t==="PC"){continue}c.Browser=c.Insert(new String(t),a);var p=new RegExp(".*(Version)/((?:\\d+\\.)+\\d+)|.*("+t+")"+(t=="MSIE"?" ":"/")+"((?:\\d+\\.)*\\d+)|(?:^|\\(| )([a-z][-a-z0-9._: ]+|(?:Apple)?WebKit)/((?:\\d+\\.)+\\d+)");var s=p.exec(g)||["","","","unknown","0.0"];c.Browser.name=(s[1]=="Version"?t:(s[3]||s[5]));c.Browser.version=s[2]||s[4]||s[6];break}}}c.Browser.Select({Safari:function(j){var i=parseInt((String(j.version).split("."))[0]);if(i>85){j.webkit=j.version}if(i>=534){j.version="5.1"}else{if(i>=533){j.version="5.0"}else{if(i>=526){j.version="4.0"}else{if(i>=525){j.version="3.1"}else{if(i>500){j.version="3.0"}else{if(i>400){j.version="2.0"}else{if(i>85){j.version="1.0"}}}}}}}j.isMobile=(navigator.appVersion.match(/Mobile/i)!=null);j.noContextMenu=j.isMobile},Firefox:function(j){if((j.version==="0.0"||navigator.userAgent.match(/Firefox/)==null)&&navigator.product==="Gecko"){var m=navigator.userAgent.match(/[\/ ]rv:(\d+\.\d.*?)[\) ]/);if(m){j.version=m[1]}else{var i=(navigator.buildID||navigator.productSub||"0").substr(0,8);if(i>="20111220"){j.version="9.0"}else{if(i>="20111120"){j.version="8.0"}else{if(i>="20110927"){j.version="7.0"}else{if(i>="20110816"){j.version="6.0"}else{if(i>="20110621"){j.version="5.0"}else{if(i>="20110320"){j.version="4.0"}else{if(i>="20100121"){j.version="3.6"}else{if(i>="20090630"){j.version="3.5"}else{if(i>="20080617"){j.version="3.0"}else{if(i>="20061024"){j.version="2.0"}}}}}}}}}}}}j.isMobile=(navigator.appVersion.match(/Android/i)!=null||navigator.userAgent.match(/ Fennec\//)!=null)},Opera:function(i){i.version=opera.version()},MSIE:function(j){j.isIE9=!!(document.documentMode&&(window.performance||window.msPerformance));MathJax.HTML.setScriptBug=!j.isIE9||document.documentMode<9;var v=false;try{new ActiveXObject("MathPlayer.Factory.1");j.hasMathPlayer=v=true}catch(m){}try{if(v&&!q.params.NoMathPlayer){var i=document.createElement("object");i.id="mathplayer";i.classid="clsid:32F66A20-7614-11D4-BD11-00104BD3F987";document.getElementsByTagName("head")[0].appendChild(i);document.namespaces.add("m","http://www.w3.org/1998/Math/MathML");j.mpNamespace=true;if(document.readyState&&(document.readyState==="loading"||document.readyState==="interactive")){document.write('<?import namespace="m" implementation="#MathPlayer">');j.mpImported=true}}else{document.namespaces.add("mjx_IE_fix","http://www.w3.org/1999/xlink")}}catch(m){}}});c.Browser.Select(MathJax.Message.browsers);c.queue=f.Callback.Queue();c.queue.Push(["Post",q.signal,"Begin"],["Config",q],["Cookie",q],["Styles",q],["Message",q],function(){var i=f.Callback.Queue(q.Jax(),q.Extensions());return i.Push({})},["Menu",q],q.onLoad(),function(){MathJax.isReady=true},["Typeset",q],["Hash",q],["MenuZoom",q],["Post",q.signal,"End"])})("MathJax")}};
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/*************************************************************
 *
 *  MathJax.js
 *  
 *  The main code for the MathJax math-typesetting library.  See 
 *  http://www.mathjax.org/ for details.
 *  
 *  ---------------------------------------------------------------------
 *  
 *  Copyright (c) 2009-2012 Design Science, Inc.
 * 
 *  Licensed under the Apache License, Version 2.0 (the "License");
 *  you may not use this file except in compliance with the License.
 *  You may obtain a copy of the License at
 * 
 *      http://www.apache.org/licenses/LICENSE-2.0
 * 
 *  Unless required by applicable law or agreed to in writing, software
 *  distributed under the License is distributed on an "AS IS" BASIS,
 *  WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
 *  See the License for the specific language governing permissions and
 *  limitations under the License.
 */

if (!window.MathJax) {window.MathJax = {}}

MathJax.isPacked = true;
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Location Significant Coefficient Adjusted
R2

variables range
(+/-)
Overall Single Parent (+) 23.73-29.98 002
Louisiana Air Toxins (<)
Region 1 Air Toxins (+) 783.69-911.02 018
Income (+) 194.13-232.73
Education (+) 112.16-12878
Minority (+) 170.30-22827
Region 2 None
Region 3 None
Region 4 Minority (+) 80.06-114.23 013
Air Toxins (-)
Region 5 None
Region 6 None
Region7 Disability (+) 60.86-99.05 007

Education (-)

Region 8 Income (+) 201.66-223.16 012
Education (+) 14835
Minority (=)

Region 9 Single Parent (+) 44.86-94.40 0.15

Air Toxins (=)
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Variable Data source

Cancer incidence Louisiana Tumor Registry (LTR), 2011~

2020

Cancer risk from air toxins Environmental Protection Agency (EPA)
National Air Toxics Assessment (NATA)

2011

2018 Centers for Disease Control (CDC)
Agency for Toxic Substance and
Registry's (ATSDR) Social Vulnerability
Index (SVI)

Social vulnerability

ase

Industrial sites (Power Plants)  World Resources Institute (WRI) Global

Power Plant Database (GPPD)

Description

LTRs most recent 10-year cancer incidence
data report includes cancer diagnoses from
2011 through 2020. All cancers' combined
incidence rates were used and are reported
per 100,000 population.

‘The NATA analyzes air toxin concentrations
and hazardous air pollutants across the USA
and estimates the associated health risks
from these pollutants. Cancer risk is
quantified as the total risk per million

individuals.

Social vulnerability refers o the

demographic and sociocconomic factors
that adversely affect communities that
encounter hazards and other community-

level stressors.

“The GPPD is a comprehensive and publicly
accessible resource that provides detailed
information about power plants worldwide.
‘The database includes information about the
size, location, fuel type, and operational

status of power plants.

Reference
(40)

hitps//sph.suhsc.edu/lovisiana-tumor-

registry/data-usestatistics/monographs-
publications/cancer-incidence-in-louisiana-
by-census-tract-2024/

“1)
htps://ww-epa.gov/national-air-toxics-

assessment/2011-nata-assessment-results

(42)
hitps://wwwatsdrcde.gov/place-health/php/

svifindex.html

(43)
htps://wwwwri.orgresearch/global-

database-power-plants
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Variables
Region 1

Constant

Income

Air toxins * Education
Region 4

Constant

Minority

Air toxins * Education
Region 7

Constant

Disability

Air toxins * Disability
Region 9

Constant

Single parent

448.75

75.29

49.89

125247

59.08

4111

45975
58.08

3507
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Std. Error
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18996

2185

1544

1183
2081

1221

18120

2351

B

028
030

027

034

027

028

022

14632

4.00

431

270

2,66

38.87
283

287

5.66

204

0.00

0.00

0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

004

@l

(429.63, 467.86)
(38.16, 112.43)
(27.06,72.71)

(876.09, 1628.85)
(15.79,10237)

(1052,71.71)

(436.28,483.21)
(17.52,100.09)

(10.86,59.29)

(665.61, 1386.05)

(1.17,94.63)





OPS/images/fenvs-13-1559458/inline_31.gif





OPS/images/fenvs-13-1518952/fenvs-13-1518952-t008.jpg
Conditional variables High coupling coordination

Consistency Coverage

ED 0754087 0794688
~ED 0356948 0326073
15 | osuss | 0602189
~1S 0479428 0468638
op 0799728 0805213
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I GS I 0311989 0324363
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Variable Name Positioning points

Completely unaffiliated Intersections Fully affiliated
Result variables D | 04435 05299 06726
Conditional variables ED 3499204 40944.29 59387.11
1S 0.4049 | 04410 | 04704
op 01241 02010 04404
kit 5357 | 108.15 [ 33567
GS 01896 | 02290 [ 03017

ER 0.000697 0.001025 0.001754
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Variable type

Variable name

Measurement indicators

Conditional variables

Result variables

Economic development (ED)
Industrial structure (IS)
Openness to the outside (OP)
Technology innovation (T1)
Government spending (GS)
Environmental regulation (ER)

Coupling coordination degree (D)

GDP per capita
Secondary industry value added as a proportion of GDP
Total imports and exports as a percentage of GDP
Technology market turnover (billion yuan)
Local fiscal general budget expenditure as a percentage of GDP
Industrial pollution control completed investment in the proportion of the year's GDP

Calculation results of the coupling coordination model
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Index District 2006 2011 2016
Intraregional variation Totality 0.069 0.073 0053 0075
East China 0.064 0.054 0035 0054
Central China 0.067 0.054 0049 0010
West China 0.044 0.088 0050 0.048
Northeast China 0.046 0.029 0.009 0017
Interregional gap East China and Central China 0.081 0.057 0.044 0.042
[ East China and West China 0.055 0.078 0054 0.086
East China and Northeast China 0.063 0524 0.046 0.049
[ Central China and Western China 0.071 0.084 0522 0072
Central China and Northeast China 0.070 0.050 0.045 0014
West China and Northeast China 0.050 0.080 0.044 0.066
Contribution rate Intra-class 23.488 27.523 23.986 16934
[ Interclass 36.244 34.641 53.999 70.781
Supervariable density 40.268 37.836 22015 12285

Note: Due to-space limitation, the difference analysis: results of the four regions in all years are not listed:
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Province

Low coordination 0 None
Basic coordination 0 None
Moderate coordination 5 Gansu, Guizhou, Qinghai, Ningxia, Yunnan
Highly coordinated 25 Inner Mongolia, Shanghai, Shandong, Beijing, Jiangsu, Hainan, Guangxi, Hunan, Jilin, Heilongjiang, Jiangxi, Fujian, Lizoning,

Shaanxi, Hubei, Hebei, Anhui, Chongging, Xinjiang, Henan, Shanxi, Sichuan, Tianjin, Zhejiang, Guangdong

Quality coordination 0 None
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0-0.20 Low coordination
020-0.40 Basic coordination
0.40-0.60 Moderate coordination

0.60-080 Highly coordinated

0.80-1.00 Quality coordination
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Criterion layer Index level Index attribute
Population urbanization Proportion of employment in tertiary industry + 0.0321
Registered urban unemployment rate - 00243
Proportion of urban population in total resident population + 0.0380
Economic urbanization Per capita GDP + 00733
Proportion of secondary and tertiary industries in GDP + 0.0114
Per capita local fiscal revenue + 0.1285
Per capita living consumption expenditure of urban residents + 0.0766
Spatial urbanization Urban population density + 0.0476
Urban built-up area + 0.0898
Per capita road area + 00336
Social urbanization ‘Water penetration rate + 0.0073
Gas penetration rate + 00145
Number of beds in medical institutions + 0.0877
Number of internet access ports + 0.1609
proportion of education expenditure in fiscal expenditure + 00293
Ecological urbanization Green coverage rate of built-up areas + 00544
Per capita green area of parks + 00344
Harmless treatment rate of household waste + 00176
Comprehensive utilization rate of industrial solid waste + 0.0390
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EnviroAtlas dataset

Sentinel-2 dataset

Accuracy Recall F1 Score Accuracy Recall F1 Score
wlo Layered Modeling 84014003 | 8312002 | 8223+£003 | 84564002 | 83.12+003 | 81.89£002 | 8098£003 | 83.45+0.02
w/o Environmental Modeling 8578+002 | 8434003 | 8345+002 | 85894003 | 8523+002 | 8378003 | 8301£002 | 85124003
w/o Ecosystem Dynamics 86674003 | 8523£002  8478£003 | 86454002 | 8567+£002 | 8445+003 | 8389£002 | 8578%0.03
Ours 9023+£002 | 89.12:£003 | 88.67+£002 | 9145002 | 89.87+£002 | 88454002 | 8812003 | 90.67 002
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GBD dataset

CIESIN environmental dataset

Accuracy Recall F1 Score Accuracy Recall F1 Score AUC
w/o layered 84.1240.03 83.10 £0.02 82.45£0.02 84.89 £0.03 82.56 £0.02 81.4540.03 80.98 £ 0.02 83.21 £0.02
modeling
w/o environmental 85.78 £ 0.02 84.45£0.03 83.56 £ 0.02 85.89 £ 0.02 84.45 4 0.03 83.124+0.02 82.67 £ 0.02 84.45£0.03
modeling
w/o ecosystem 86344 0.03 85.12 40.02 84.76 £ 0.03 86.45 4 0.02 8578002 | 8432:£003 | 8389002 | 8598002
dynamics
Ours 90.23 0.02 89.34 0.02 88.76 £ 0.03 91.45 4 0.02 89.87002 | 8845002 | 8812003 | 90.23 %002
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EnviroAtlas dataset

Sentinel-2 dataset

Accuracy Recall F1 Score Accuracy Recall F1 Score
CLIP (46) 84.12%0.03 83.020.02 82.45%0.03 85.67 0,02 83454003 | 8234£002 | 81.89£003 | 8423002
ViT (45) 85.78 %0.02 84.45£0.03 83.98 0.02 86234003 85124002 | 8389£002 | 8254£002 | 8578003
13D (47) 83.2340.03 8267 £0.02 81.89 4 0.02 84564 0.03 8298003 | 8156003 | 8123002 | 8345002
BLIP (48) 85.0140.02 84.12 £0.03 83.23£0.02 85.78 £0.03 84.45£0.02 83.34 4 0.02 82.67 £0.02 84.89 £ 0.02
Wav2Vec 2.0 (44) 86.56 & 0.03 85.34 £0.02 84.78 £0.03 86.98 £ 0.03 85.89 £0.02 84.76 4 0.03 84.32 £0.02 86.45 £ 0.03
T5 (43) 87344 0.02 86.45 £ 0.02 85.56 £ 0.03 87.78 40,03 8667002 | 85454003 | 8489002 | 87.34%0.02
Ours 90234 0.02 89.12£0.03 88.67 0.02 9145 0.02 89.874002 | 88452002 | 8812003 | 9067002
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7 Infii 00673+ ~0.0818* 0,095 ~00298* -00172
(0.0125) (0.0392) (0.0276) 0.0179) (0.0335)
loan 0302+ 0372 0358 0416 -0.269*
(0.0552) (0.125) (0.0918) (0.0984) (0.152)
Insciexp 0107+ ~0.0867** 00485 000723 00168
(0.0189) (0.0367) (0.0329) 0.0361) (0.0559)
Inpopd 1335 1399+ 7 1907+ 0363 2035
(0.198) (0.363) (0.283) (0472) (0.892)
Inenergy 0164+ 0.0656 [ 0,104+ 0267+ 00712
(0.0269) | (0.0611) (0.0488) (0.0419) (0.0980)
rho 07220 03714 0673+ 0266 06110
(0.0400) (0.0822) [ (0.0489) (0.114) (0.0556)
sigma2_e 0911+ 0973+ 0,665+ 1015+ 0,801
(0.0167) (0.0322) (0.0230) (0.0342) (0.0426)
Observations 5985 1,827 1,680 1764 714
R-squared 0.001 | 0.003 [ 0011 0035 0178
Number of citycode 285 | 87 80 84 | 34

Note: The values in brackets are the t statistics; ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.
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R-squared 003 0076
Number of cities | 281 L

Note: The values in brackets are the t statistics; ***, **, and * indicate significance at the 1%,

506, and 10% lovels respectivelys
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First stage Second stage Fixed Effect threshold
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Note: The values in brackets are the standard errors; ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.
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Region  Effects Indigifac Ingdp Infdi Inloan Insciexp Inpopd Inenergy
Nationwide | Direct ~0225* (0.116) | 0.335%* (00618) | ~0.0593*** (00134)  ~0.191*** (0.0545) ~0.118*** (0.0196) 1344*** (0207) 0225
(0.0286)
Indirect | -1713 (0.947) | 2536** (0570) | -0454** (0.137)  ~1444*** (0467) | -0904°** (0236) | 1029%** (2738) | 1718** (0431)
Total -1.939* (1.056) 2.871*** (0.610) ~0.513*** (0.148) ~1.635** (0.511) =1.022*** (0.249) 11.64*** (2.881) | 1.943*** (0.449)
Eastern Direct 0738 (0266) | 0.629*** (0.141) | -0.0565 (0.0420)  -0.182 (0.125) ~0.117%% (0.0393) | 1165*** (0.371) | 0.147** (0.0657)
Indirect | -L115** (0.473) | 0934** (0233) = -0.0863 (0.0672)  -0266 (0.189) 0178 (0.0763) | 1776"* (0720) | 0.226* (0.123)
Total ~1853% (0714) | 1563 (0339) | -0.143 (0.108) 0448 (0.308) ~0295%% (0.111) | 2.941%** (1.048) | 0.373** (0.184)
Central Direct 0425 (0.202) | 0.502%** (0.122) | -0.0865"** (0.0293)  -0.299"** (0.0895) | -0.108"** (0.0337)  1639*** (0294) | 0.181*
(0.0513)
Indirect | —1964* (1015) | 2303%** (0.637) | -0.404* (0.161)  -1361*** (0.438) | -0.500°* (0.194)  7.635°** (2219) | 0.847** (0.329)
Total -2389% (1.206) | 2805%% (0737) | -0.490%* (0.188)  —1.660%* (0513) | -0.608"* (0224) | 9274 (2449) | 1.028*** (0.374)

Note: The values in brackets are the standard errors; ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respecti

iv
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\EUELIEY (1) 4 (5)

Inpestop Nationwide Eastern WWESE Northeastern
Indigifac -0220" 0727 0402 00242 00885
(0.112) (0.260) (0.190) (0.191) (0337)
Ingdp 033304 0,635+ 0487+ 0209 Looin
(0.0714) (0.164) (0.136) (0.127) Lo
Infii 00587+ 00584 ~0.0841% | —o010° 0.00600
(0.0121) (0.0381) (0.0258) (0.0173) (0.0334)
Inloan 0192+ -0.192 02014 0275 0297
(0.0526) (0.123) (0.0834) (0.0944) (0.150)
Insciexp 0113+ 0110 00981 00445 00702
(0.0181) (0.0358) (0.0309) (003s) (0.0558)
Inpopd 1283 Ll 1516 0477 |14
(0.191) (0352) (0.265) (0.456) (0.892)
Inenergy 0217 0.141% 0167+ 02217 0118
(0.0261) (0.0602) (0.0449) (0.0404) (0.0977)
rho 0.887+ 0,606+ 0831 0,688+ 0,604+
(0.0218) (0.0574) (0.0308) | 00533) (0.0548)
sigma2_e 0.854% 0929+ 0585+ 0945+ 0796
00157 (0.0309) (0.0203) (0.0320) (0.0424)
Time Fixed Fixed Fixed Fixed Fixed Fixed
Individual Fixed Fixed Fixed Fixed Fixed Fixed
Observations 5,985 e 1,680 1764 714
Number of cities 285 87 80 84 34

Note: The values in brackets are the standard errors; ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.
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Inpestop

Moran'’s |
2002 | 0031 6638
2003 003+ 6474
2004 0033+ 7.147
2005 o041 8779
2006 0046+ 9.604
2007 | 003 8.19
2008 0033+ 7511
2009 0037+ 8091
2010 0,03+ 7.029
2011 0037+ 8233
o 005+ oan
2013 0,047+ 10503
2014 0,064+ 13277
2015 0,061+ 12725
2016 0052+ 10738
2017 0.052 10.747
018 0033+ 7111
2019 0032+ 6994
2020 0035+ 7.508
2021 0021+ 4829
e 002+ 4632

Note: ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.
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Regression Thresholds

‘ m Nationwide ‘ 1 04546 04356 0.4594

‘ ® Eastern ‘ 1 1.2532 12414 1.2544

‘ ® Western ‘ 1 04312 03975 04417
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Sone: ke walines b Dunikioey are the:snndind e 2% 46 gl ¥ fndbese dtlaance ue e 105 50 and 108 hedk pomeetind

Variables (1)
Inpestop Nationwide
Indigifac < T1 1049+ 000704 0953+
(0.153) (0.293) (0211)
Vlndig{/m 2Tl ~0.493** 0418 ~1.018*
(0.120) (0275) (0215)
Ingdp 0,480 0846+ 0216
(0.0760) (0.170) (0.131)
Infii 00522+ 00616 006
(0.0128) (0.0399) (0.0177)
Inloan ~0416"* 0480 -0.146
(0.0559) (0.125) (0.0983)
Insciexp ~00358* 00853+ 000769
(0.0193) (0.0374) (0.0353)
Inpopd 1379+ 1434 -0.109
(0:204) (0371) (0.468)
Inenergy 00931+ 00766 0.188++
(0.0277) (0.0625) (0.0417)
Constant ~1187* ~1661% ~5.490
(1.292) (2.703) (2517)
Individual Fixed Fixed Fixed Fixed
Time Fixed Fixed Fixed Fixed
Observations 5,985 1827 1,764
Re-squared 0.076 0050 0.104
Number of cities 285 87 84
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Region Threshold RSS MSE Fstat Prob Critl0 Crit5 Critl
Nationwide Single 5499.8251 09222 21322 00000 39.8363 43.9802 56.5672
Double 5470.9963 oo 3143 0.1460 337422 410344 52209
Triple 5450.7587 09139 214 04400 410102 1469815 610737
Eastern Single 1764.1655 09768 3637 00300 262885 317911 425565
Double 1753.8081 09711 1067 04740 205238 249639 412699
Triple 176721 09672 733 08720 272447 324946 435721
Central Single 12027050 07250 2891 01220 313152 36.5089 54.9860
Double 1190.9454 07179 1638 02660 226620 26,9891 413341
Triple 1180.0607 07113 1530 06660 28,6941 318111 402858
Western Single 1647.0487 0.9450 159.69 0.0000 300325 38.4138 553458
Double 16382142 09399 940 05020 20,9058 27.4600 424727
Triple 1628.9848 09346 9.88 04560 167462 189169 23.9683
Northeastern Single 6535712 09431 871 08680 360613 429355 600735
Double 635.6973 09173 1949 02200 235984 28.4997 35.1464
Triple 895 0.9680 380425 41.9049 543126

627.5884

0.9056
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Variables @ 2 ()]
Inpestop Nationwide
Indigifac 0466 0257 30430 0.628 0718 1849 0313 0313 0447 0427
(0.143) (0.147) (0.729) (2.029) (0331) (0.696) (0.201) (0238) (0.653) (1.142)
Indlgl‘flzr.Z ~0.634*** | -1.162*** ~1.836" 0.588 =L157*** -3.162** ~0.842*** ~1.477*** ~0.103 -0.0753
(0.0623) (0.112) (0337) (1.929) (0.197) (1.104) (0.0860) | (0.157) (0.312) (1.300)
Indigl‘faci 0.431* -0.767 0.976* 0.7454* -0.0105
(0.0757) 060 (0.529) (0.155) (0.485)
Ingdp 0446+ 0472+ 0783+ oo o720t | ogre | oome | o 0.0441 00443
(0.0773) (00772) (0173) (0.176) (0.154) (0.154) (0.133) (0.132) (0.194) (0.195)
Infii ~0.0739"* | -00671** | -0.0620 ~0.0557 0105 | -0007%* | -00247 | -0.0233 | -000327  -0.00323
(0.0130) (0.0130) (0.0400) (0.0403)  (00301) | (0.0301)  (00179) | (00178) | (0.0371)  (0.0372)
Inloan o1 | g | o | -0ass | 06sw | 070 | 0156 | 016 | -ossemr | —ossa
(0.0567) (0.0566) (0.126) | oaz) ©0o93) | 0% | @100 | ©00997) | (0166) (0.166)
Insciexp 00468 | -00325* 00994 | -0.0951%  -0.0408 | -0.00735  -000965 | 000256  0.0594 00593
(0.0194) (0.0195) (0.0378) (0.0380)  (00348) | (0.0348)  (00358) | (0.0356) | (0.0620)  (0.0621)
Inpopd 1458 13197 1927+ LOSAT 1232 1276 0465 00372 2977 | 2979
(0.206) (0:206) (0393) (0.396) (0.306) (0.307) (0473) (0478) (0.989) (0995)
Inenergy 0120 0110 00841 00713 00668 | -00593 | 0252%* | 0226"* | 00943 00942
(0.0279) (0.0278) (0.0629) (0.0636) | (00499) | (0.0500) | (00418) | (0.0419)  (0.109) (0.109)
Constant SILS3 | SILI7TT | S2040°% | 2001 8817 | 9203 | -7166%* | -4.966"  -1003* ~1004*
(1303) (1305) (2782) (2.791) (2.289) (2297) @5 Qs (5.642) (5654)
Time Fixed Effect Fixed | Fixed Fixed Fixed Fixed Fixed Fixed Fixed Fixed Fixed
Individual Fixed Effect | Fixed Fixed Fixed Fixed Fixed Fixed Fixed Fixed Fixed Fixed
Observations 5985 5985 1827 1,827 1,680 1,680 1,764 1,764 714 714
R-squared 0060 0.066 0047 0.048 0209 0210 0081 0093 0.098 0098
Number of cities 285 285 87 87 80 80 84 8 34 34

Note: The values in brackets are the standard errors; ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.
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Hypothesis

For ecological footprint

For load capacity factor

F Statistics significance Casualty F Statistics significance Causality
EF=>ICT 6470 - LCEe——ICT 7.990 ] ICT——LCF
ICT=>EF 5.447 * 9.121 o
Fl=>EF 7.583 - FI-EF 3063 - LCF—FI
EF=>FI 3364 - 6671 -
Y=>EF 4586 - EF—Y 3446 - LCE-Y
EE=>Y 5750 ® 9077 &=
EF=>TI 0925 - TI-EF 4687 - TI-LCE
TI=>EF 7117 " 5914 *
EF=>NRR 2517 - NRR—EF 4201 - NRR—LCF
NRR=>EF 8817 6161 d
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Variables ()] (6)

[npestop Nationwide Northeastern
Indigifac 0478 ~0318* ~0639 ~0755* o025 0271
(0.0518) (0.121) (0.275) 0218) (0.204) (0.374)
Ingdp 0.568" 1009+ 0738+ 0.190 00580
(0.0770) (0.170) (0.156) (0.136) (0.190)
7 Infii 00625+ ~00669* 00624 -00322* 000311
(0.0130) (0.0403) (0.0295) (0.0184) (0.0371)
loan ~0539% 0479 ~0766* 0384+ 0694+
(0.0562) (0.126) (0.0934) (0.100) (0.162)
Insciexp 00538+ ~00655* 0.00620 -0.0195 00609
(0.0196) (0.0376) (0.0351) (0.0368) (0.0618)
Inpopd 1356+ 11924 15844 0344 29454+
(0.207) ) (0.303) (0.486) (098
Inenergy 0119 00378 ~0.0814 0260+ 00933
(0.0281) | (00629) (0.0504) (0.0430) )
Constant 2,590 ~1149* ~1689°* -9.997+* ~5.236" -9.855*
(0.0394) (1.314) (2.729) (2304) (2.621) (5.612)
‘Time Fixed | Fixed Fixed Fixed Fixed Fixed Fixed
Individual Fixed Fixed Fixed Fixed Fixed Fixed Fixed
Observations 5,985 5,985 1827 1,680 1,764 714
R-squared 0015 0.043 0,031 0192 0.028 " ooss
Number of cities |5 s Ly 80 84 34

Note: The values in brackets are the standard errors; ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respecti
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LONG-RUI ort-run
Variables Coefficient sterror testat Coefficient sterror testat
‘ Model -[1]: for ecological footprint

ICT+ -0.1053 00162 -6.5105 -00219 0.00407 -5.3808
ICT- -0.1211 0039 -3.1051 -00154 0.00293 -5.2559
Ti+ -0.138 00353 -3.9093 -0.0032 0.00663 -0.4826
TI- -0.1189 00234 -5.0811 -0.0445 0.00409 ~10.8801
Fl+ 0.1166 L ooser 32299 00399 0.0032 12.4687
FI- 0.0992 ) ot 00196 oo sem
NRR+ 0.1467 00186 7.887 0.0064 0.00312 20512
NRR- 01138 00236 4822 00311 0.00464 6.681

Y- 0.0986 00364 27087 0.001 0.00357 0.2801
Y2- -0.1477 00388 -3.8067 00509 0.00567 8977
cointEq (~1) -0419 0.0086 ~48.7209
wier 148456 141788

wr 13.1372 11.5804

wr 14.2828 126101

WIER 10.8441 11179

Model -[2]: for Load Capacity Factor

ICT+ 00522 | oons 37553 | oos02 00053 | oanie
ICT- 00938 00048 195416 00275 0.007 3.9285
Ti+ 00421 0013 32384 0.0488 0.0041 ~119024
T 00443 00257 17237 00214 0.0076 -28157
Fl+ 00933 00246 -3.7926 -00418 0.0024 174166
Fl- 00925 00116 ~7.9741 00376 0.0048 78333
NRR+ oo 00073 ~13.4109 00495 0.0054 -9.1666
NRR- 00694 00074 -9.3783 00477 0.0044 -~10.8409
v 00709 oot | sos2 00184 0.0049 -37551
Y2+ 01216 00177 68711 0.0031 0.0066 0.4696
cointEq (-1) [ -0326 0.0035 -93.1428
wier 140176 121784

wrt 94744 136971

wl ‘ 82526 1222

WNRR 121885 12,6552
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Catagories Variable ~ Meaning Obs Mean Std. Dev = M

‘The dependent variable Inpestop ‘The logarithm of pollution emissions strength 5985 | -2932 1972 -24.481 | 3569
‘The Independent Variable | Indigifac The logarithm of digital economy development 5985 | 0718 0456 -0933 | 1902
‘The Control Variables Ingdp ‘The logarithm of GDP 5985 15863 1.067 12202 | 19.428
Infdi ‘The logarithm of FDI 5985 11096 2447 -4285 | 16465
Inloan ‘The logarithm of Year-End Loan Balance 5985 15.666 1314 1248 20,199
Insciexp ‘The logarithm of Science and Technology Expenditure | 5985 | 4452 207 -739% | 10518
Inpopd ‘The logarithm of Population Density 5985 | 5549 1.567 -5227 | 81
Inenergy ‘The logarithm of Energy Consumption 5985 13598 1358 9263 17.711
The Mediating Variables | Ingreinno ‘The logarithm of green innovation 5985 | 3623 288 -6908 10301
Inindup ‘The logarithm of the index of industrial upgrading 5985 | -0.46 0476 -2509 | 1732
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Ecological footprint Load capacity factor (LCF)

std.error t-stat std.error t-stat

Panel A: Long-run coefficients

icT -0.0941 0.0056 ~16.8035 0.1141 0.0053 21,5283
FI | 0.0664 [ 0.0056 11.8571 -0.0757 0.0065 [ ~11.6461
TI ~0.0714 0.0103 -6932 0.0573 0.007 81857
NNR [ 0.0621 | 0.0056 11.0892 -0.065 0.0053 -12.2641

Y 00272 0.009 3.0222 -0.1747 0.0083 ~21.0481
Y2 -0.0787 0.0054 ~14574 00499 0.0095 52526
¢ 0.1751 0.003 58.3666 0022 0.0039 5641

Panel -B: Short-run coefficients

cT -0.0309 0.0065 -47538 -0.0354 0.0023 -15.3926
FI 00427 00105 4.0666 0.0281 0.0063 44603
TI -0.016 [ 00115 -13913 -0.0704 00118 ~5.9661
NNR 0.0442 0.0061 7.2459 -0.0462 0.0067 -6.8955
0 ¢ 0.0637 [ 00105 6.0666 00101 0.006 16833
Y -0.0373 0.0051 -7.3137 0.0408 00116 35172
et [ -0.786 | 0.0069 ~113913 -02271 0.0039 [ ~58.2307
CD test 00282 0034027

Wooldridge Test [ 05353 0.6067

Normality test 05268 04671

Remsey RESET test 06527 04502
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First-level Second-level Indicator meaning Weight Data source

indicator indicator

Internet Internet Penetration | Number of internet broadband users per 100 people | 0.2070 ‘The China City Statistical Yearbook
Development Rate

Employment in Proportion of employees in computer services and | 02029

Related Fields software industry to total urban employees

Related Output Per capita total telecommunications business volume | 02058

Mobile Phone Number of mobile phone users per 100 people 0.2057

Penetration Rate

Digital Financial Digital Financial Digital Financial Inclusion Index 01786 Jointly compiled by the Peking University Digital
Inclusion Inclusion Index Financial Research Center and Ant Financial Group
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Estimation Mean shift Regime shift
LMo LMI
Stat. Stat.
Model 1 =3.981%** 2204 =3.1954*** =2.6654** =2.7417*** -4.7534***
Model 2 ~2.5996+* -3.9195% ~3.9967+ ~26724°* ~2.0082 ~44128%
Model Gt Ga Pt Pa
Model -1 ~10919 -12.284% ~11.558" -14775"*
‘ 1
Model 2 =5.057%** =5.657*** -14.521*** =10.823*++
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Variables

CADF test statistic

Level

first difference

CIPS test statistic

Level

st difference

Herwartz and
Siedenburg —2008

Level

first difference

EF -2183 ~2076"* -1329 ~4.419% 0.6944 ‘ 65154
LCF -2511 -3.07** ‘ -2825 -3.935* 1.974 ‘ 50717
cT -2441 ‘ =5.161** ‘ -1824 ~6.765** -0.8307 ‘ 41435
TI -1533 ‘ ~5.645°*% ‘ -2936 ~6.095* 0.8735 ‘ 4.5884%+*
FI -1301 ~6463*** -1503 -3.551% | -07694 ‘ 48483
NRR ~2496 2761 ~1.891 -4.83% ~0.151 ‘ 80963
Y ~2633* -743 ‘ -1.037 -4.613** | -03626 ‘ 81968
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