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Editorial on the Research Topic 
Advanced data-driven uncertainty optimization for planning, operation, and analysis of renewable power systems


The global energy landscape is undergoing a profound transformation driven by the imperative to decarbonize power systems and integrate renewable energy at an unprecedented scale. This transition, while essential for achieving climate goals, introduces significant technical challenges stemming from the inherent uncertainty, variability, and limited inherent stability characteristics of renewable generation. The Research Topic “Advanced Data-Driven Uncertainty Optimization for Planning, Operation, and Analysis of Renewable Power Systems” addresses these critical challenges by presenting a collection of innovative studies that leverage advanced computational intelligence, robust optimization frameworks, and adaptive control paradigms to enhance the reliability, resilience, and economic efficiency of future power systems.
A predominant focus across the contributions is the development of sophisticated methodologies to quantify and manage the uncertainties associated with renewable generation and load demand. Moving beyond traditional robust optimization, several studies propose data-driven frameworks that harness historical data to construct more accurate uncertainty sets. One notable contribution introduces a polyhedral-ellipsoidal hybrid uncertainty set for industrial park microgrids, effectively reducing solution conservatism while maintaining robustness (Ru et al.). Another significant advancement employs a distributionally robust optimization approach grounded in the Wasserstein metric, demonstrating remarkable improvements in out-of-sample performance and substantial cost reductions compared to conventional methods (Li et al.). Furthermore, the integration of transmission and distribution system coordination is addressed through a bi-level planning model for distributed energy storage, which incorporates Gaussian mixture model-based chance constraints to ensure voltage security under extreme weather events (Xue et al.).
In the realm of system operation and control, the collected research presents groundbreaking strategies to mitigate the impacts of renewable intermittency on dynamic performance. The critical issue of frequency stability in low-inertia systems is tackled through a novel data-model fusion architecture that synergistically combines physics-based modeling with neural network error correction for highly accurate frequency nadir prediction (Li et al.,). For real-time frequency regulation, an intelligent cloudbased PI controller embodies a significant leap beyond conventional control schemes, enabling adaptive parameter tuning to maintain stability under stochastic wind power fluctuations and load disturbances (Li et al.). In voltage control applications, a reinforcement learning paradigm utilizing Q-learning and voltage sensitivity analysis demonstrates superior capability in coordinating doubly-fed induction generator-based wind farms for effective voltage support during grid faults (Song et al.). Complementing these approaches, a non-linear control strategy based on logic bang-bang funnel control provides a robust solution for fault current limitation in full-scale converter-interfaced wind generators, exhibiting insensitivity to system non-linearities and external disturbances (Li et al.).
The proliferation of distributed energy resources necessitates innovative frameworks for their coordinated management and market integration. Research in this Research Topic introduces advanced game-theoretic and optimization models that balance economic objectives with technical constraints. A hierarchical bi-level optimization model, formulated within a Stackelberg game framework and incorporating soft open point technology, successfully enhances both economic efficiency and voltage security in multi-prosumer distribution systems (Lou et al.). The untapped potential of telecommunications infrastructure is harnessed through an optimal scheduling model that aggregates base station energy storage to provide voltage support services to the distribution network, based on accurate load forecasting via long short-term memory networks (Sun et al.). Additionally, the strategic integration of electric vehicles via vehicle-to-grid technology is formalized through a two-stage stochastic programming model that effectively resolves load imbalance problems in low-voltage distribution networks (Lu et al.).
Economic viability and investment efficiency are paramount for the sustainable development of renewable energy systems. Contributions in this area include a multiobjective investment portfolio optimization model based on data envelopment analysis, which identifies Pareto-optimal solutions for grid infrastructure planning under high renewable penetration (Wu et al.). For energy storage systems, a comprehensive life-cycle revenue model provides crucial insights into optimal operational strategies and economic end-of-life determination in electricity spot markets (Li et al.). The emerging concept of shared energy storage is advanced through a planning model based on the adaptive alternating direction method of multipliers, which simultaneously enhances computational efficiency, protects prosumer privacy, and improves renewable energy self-consumption (Zhao et al.).
The integration of diverse power electronic interfaces presents new stability challenges that are addressed through several pioneering studies. The dynamic interaction between grid-following and grid-forming converters during fault conditions is thoroughly analyzed, leading to the development of a hybrid fault ride-through control strategy that ensures stability through coordinated phase angle adjustment and current limitation. For power system analysis under uncertainty, a support vector regression-based interval power flow prediction method offers a computationally efficient solution for real-time assessment in distribution networks with high distributed generation penetration (Liang et al.). Addressing the fundamental need for accurate frequency response modeling, a generalized system frequency response model incorporating virtual synchronous machine technology enables comprehensive analysis of frequency dynamics in renewable-rich power systems (Song et al.). Finally, system security is further enhanced through a two-stage transient stability assessment model that integrates ensemble learning with cost-sensitive classification, significantly improving assessment accuracy for critical samples under renewable energy and load fluctuations (Lei et al.).
In synthesizing these contributions, this Research Topic demonstrates the transformative potential of data-driven optimization and intelligent control methodologies in addressing the multifaceted challenges of modern power systems. The collected research not only provides immediate solutions to pressing operational problems but also establishes foundational frameworks for the future development of resilient, efficient, and sustainable energy infrastructures. As the global energy transition accelerates, we anticipate that these advancements will inspire continued innovation and collaboration across disciplines, ultimately paving the way for a secure and decarbonized energy future.
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The exponential proliferation of renewable energy has resulted in a significant mismatch between power supply and demand, especially during extreme events. This incongruity presents challenges in efficiently harnessing renewable energy and enhancing the resilience of the power grid. To address this issue, this paper proposes shared energy storage (SES) planning based on the adaptive alternating direction method of multipliers (AADMM). The objective is to fully leverage SES, enhance the local consumption level of renewable energy, ensure power grid resilience, and reduce operational costs. First, to ensure the effective utilization of SES while minimizing initial investment and construction costs, a planning model for SES is formulated. Secondly, to maximize the benefits for multiple prosumers within the renewable energy and SES station, a profit maximization model for multiple prosumers is established. Lastly, to guarantee the privacy security of SES and multi-prosumers while optimizing computational efficiency, a distributed computing model for SES based on AADMM is developed. The results of the example show that the proposed model can not only reduce the cost of 47.96 CNY, but also increase the power self-sufficiency rate by 21.86%. In addition, compared with the traditional distributed optimization, the number of iterations of AADMM is increased by 47.05%, and the computational efficiency is increased by 54.67%. In addition, market prices have a great impact on energy trading, and the impact of market pricing on the operation of the park is not considered in our current research. In this case, our future research aims to consider how to price reasonably between prosumers and between prosumers and SES, so as to realize the stable participation of each subject in the energy market.
Keywords: renewable energy, shared energy storage, planning, distributed optimization, resilience

1 INTRODUCTION
With the continuous advancement of the “dual-carbon” goals, China’s photovoltaic (PV) has experienced rapid development, with large-scale integration into the user-side becoming a future trend (He et al., 2021; Li R. et al., 2024). However, the intermittent and fluctuating characteristics of PV output poses challenges to the stable operation of traditional power grids (Peterssen et al., 2024). Generally, two-part electricity pricing is adopted in PV and energy storage integrated industrial parks. The two-part electricity price can guide prosumers to use electricity during the trough period, so as to smooth the load curve of the power system, reduce the peak load of the system, and improve the stability and power supply capacity of the power system. Energy storage can utilize the peak-valley price difference to store energy, alleviate the impact of PV output fluctuations, and promote the local consumption of PV (Yan et al., 2023). Therefore, the two-part tariff has significant advantages in reducing power supply costs and promoting the rational application of resources.
Existing energy storage business modes are primarily divided into distributed energy storage and shared energy storage (SES) (Abdalla et al., 2023). However, the high initial investment costs and longer payback periods of distributed energy storage impose significant economic pressure on both producers and consumers. Additionally, existing distributed energy storage systems often operate in a “self-storage, self-use” mode, leading to substantial idle energy storage resources on the user-side and revealing significant issues of investment inefficiency, thus failing to achieve maximum utilization efficiency of energy storage systems (Li and Okur, 2023; Wald et al., 2023; Ji et al., 2024). In contrast, SES can complement the load demands of multiple prosumers, enhancing the efficiency of energy storage utilization and fostering a cooperative and mutually beneficial relationship between SES and prosumers (Zhu et al., 2023; Aghdam et al., 2023; Alfaverh et al., 2023). Moreover, SES can distribute the initial investment and construction costs among multiple prosumers, thereby reducing the initial investment risks for each participant. Therefore, promoting energy sharing between SES and prosumers has become the core strategy to enhance the energy efficiency and economic viability of energy parks (Ruan et al., 2024; Xie et al., 2024).
PV and energy storage integrated stations typically comprise multiple prosumers. Existing studies on SES often focus on the centralized optimization of SES and prosumers. For instance, in (Tercan et al., 2022), authors targeted communities by optimizing the capacity of distributed SES on the user-side based on energy sharing, with the objective functions of minimizing investment payback periods and line losses. In (Li L. et al., 2024), industrial parks with different electricity consumption characteristics were analyzed. It investigates energy interaction mechanisms between decentralized SES and multiple industrial users, with the optimization configuration of distributed SES aiming to maximize the overall net profit of multiple users. Additionally, a centralized optimization and scheduling model for multiple parks through electric-thermal mutual aid was proposed in (Liu Z. et al., 2023), effectively improving the overall energy utilization efficiency and operational economics by coupling different energy sources.
In the SES model, information security issues involving various prosumers pose a significant challenge. A widely adopted approach to address such challenges is the alternating direction method of multipliers (ADMM). Each prosumer can use ADMM to independently solve their respective objective utility functions. The Lagrange multipliers are updated based on the constraints, achieving interactive power balance among multiple prosumers, and SES within the PV storage park. For instance, in (Maneesha and Swarup, 2021), the ADMM algorithm was employed to solve a proposed model for the operation of multiple microgrids and obtain global interactive power quantities. Authors in (Sun et al., 2024) introduced an optimized model for combined transmission and distribution units, considering the state of charge constraints for energy storage. This model was decomposed into transmission unit combination models and distribution network economic dispatch models based on distributed optimization theory, with ADMM used for iterative solving. While these studies utilizing ADMM address privacy concerns between participants, they do not fully guarantee the solution efficiency of distributed optimization (Chen et al., 2017). In the process of solving the traditional ADMM, due to the different initial values of the penalty factor, the number of iterations is too numerous and the iteration time is too lengthy. In order to solve the above problems, some literatures propose an adaptive ADMM method to improve the solution efficiency, and the adaptive ADMM improves the distributed convergence speed by changing the penalty factor of each iteration. For example, Zhao et al. (2024) proposes a novel ADMM with adaptive penalty parameter to hedge against wind fluctuation, which further ensures improves the sensitivity of the penalty parameter. Cui et al. (2020) adopts the ADMM with adaptive penalty parameters to solve the energy cooperation between prosumers and community energy storage to improve the convergence performance. The adaptive ADMM (AADMM) promotes the convergence of variables by dynamically adjusting the penalty parameter during the iteration process, thus effectively reducing the dependence of ADMM on the initial value and avoiding the problem of slow convergence caused by improper penalty factor.
To address these issues, this paper proposes a research approach for photovoltaic and energy storage integrated park with SES planning based on the adaptive alternating direction method of multipliers (AADMM). Firstly, an SES capacity planning model is established to ensure the economic feasibility of SES configuration. Secondly, to maximize the benefits for multiple prosumers, an economic model for multiple prosumers is developed based on two-part electricity pricing. Subsequently, AADMM is applied to perform distributed optimization on the established SES capacity planning model and the economic benefit model for multiple prosumers. Finally, simulation verification is conducted in a photovoltaic storage park containing multiple prosumers.
2 PLANNING OF SES UNDER MULTIPLE PV STATIONS
Independently configuring energy storage for each prosumer entails challenges such as high configuration costs, low energy storage utilization efficiency, and a reduced on-site consumption rate of new energy sources (Zhang et al., 2024). In contrast, when multiple prosumers with diverse load demands collaborate with SES, they can enhance the on-site consumption level of renewable energy, thereby reducing the operational costs of the PV station integrated park microgrid. Figure 1 illustrates the operational framework of SES in the PV integrated park studied in this paper.
[image: Diagram illustrating a smart energy system (SES) with three prosumers. Each prosumer has a load and photovoltaic (PV) system, with power and information flows connecting to the SES. The SES is also linked to the main grid.]FIGURE 1 | SES operating framework of multiple PV stations.
The PV storage park includes N prosumers, each of which is equipped with a separate PV system, and the prosumers and SES are connected to the grid. On the premise that the PV system of the prosumer can meet its own load demand, the excess PV output can be sold to the power grid to increase its own income or stored in the SES for subsequent use; when the prosumer’s PV system cannot meet its own load demand, energy can be purchased from SES or power grid (Zhang et al., 2018). SES is charged during the period when the PV output of prosumers is more and the load demand is less. Discharge in the period of low PV output, high load demand and high electricity price. Therefore, the cost of purchasing electricity from the power grid by the prosumers due to their insufficient PV power generation is reduced. At the same time, the distributed intelligent controller is embedded in the equipment of the energy system, so that the prosumers and SES can control their own energy supply and demand, perform local two-way communication and realize distributed optimization calculation.
2.1 Planning model of SES
In the context of a two-part electricity pricing mechanism, this paper establishes a SES planning model for multiple PV stations with the objective of minimizing overall costs. The approach involves three main steps: initially constructing an optimization configuration model for SES, developing a model aimed at maximizing the benefits of prosumers, and finally, formulating a collaborative SES planning model for PV stations under cooperative conditions.
The configuration of SES entails rational planning to maximize its efficiency and benefits. The objective function Fes for optimizing the configuration include transaction cost with the grid C1, initial installation cost C2, and operational cost C3. The specific calculation formula is as follows:
[image: A mathematical equation is shown: \( E_s = \min(C_1 + C_2 + C_3) \).]
Regarding transaction costs with the grid, a two-part electricity pricing mechanism is adopted. This mechanism includes both an energy charge based on actual electricity consumption and a demand power charge based on the user’s maximum monthly demand power. SES engages in arbitrage by charging during periods of low electricity prices and discharging during periods of high prices. By shifting load demands, the user’s demand is reduced, consequently lowering costs for the consumer and enhancing the benefits of SES. Therefore, the transaction cost C1 between SES and the grid can be expressed as follows:
[image: Equation showing a summation of terms. C sub one equals the sum over h not equal to H of lambda to the power of h q sub h squared delta H plus Q max of q sub H to the power of h. Equation two.]
where [image: The image shows the mathematical expression lambda sub h superscript b.], [image: It seems there is no image uploaded. Please upload the image or provide a URL for me to generate the alternate text.], [image: Please upload the image so I can generate the appropriate alt text for it.], [image: Please upload the image or provide a URL for me to generate the alternate text.] are respectively the time-of-use price, demand power price, dispatching period, and dispatching interval. [image: The expression shows a mathematical symbol with a base of \( q \) and subscript \( h \), with a superscript \( b \).] denotes the power bought from superior grid at time h.
The initial installation cost of SES, denoted as C2, primarily comprises capacity and power costs (Wang YX. et al., 2024; Wang D. et al., 2024). These two components constitute the main expenses for the initial installation of the SES system and can be expressed as follows:
[image: Equation showing \( C_3 = \lambda_k E_{\text{rate}} + \lambda_p P_{\text{rate}} \) with the equation number (3) indicated on the right.]
where [image: Please upload the image you would like me to generate alternate text for, and I will assist you.], [image: Please upload the image or provide a URL, and I will help generate the alternate text for it.] are respectively the unit capacity and power costs, and [image: It seems like there was an issue with the image upload or the text isn't displaying as expected. Please try uploading the image again, and I'll be happy to help create the alternate text.], [image: Please upload the image you want to generate alternate text for, or provide a URL to the image.] represent maximum rated capacity and power, respectively.
As for operation and maintenance cost of SES, it is closely associated with the charging and discharging power of the system. Variations in SES charging and discharging power directly impact the frequency and complexity of maintenance. Therefore, the operational cost of SES C3 can be expressed as follows:
[image: Mathematical equation for \( C_{s} \) is shown as: \( C_{s} = \sum_{h \in H} C_{on} (q_{h}^{ch} + q_{h}^{dis}) \Delta H \), labeled as equation (4).]
where [image: It seems there might have been an issue with the image upload. Please try uploading the image again or provide a URL if it's available online. You can also add a caption for more context.] denotes unit power operation and maintenance cost coefficient of SES, and [image: Mathematical variable \( q_{h}^{ch} \).], [image: An equation showing the symbol "q" with "dis" as a superscript and "h" as a subscript, written in a stylized font.] are respectively the charge and discharge power of SES at time h.
In the process of planning SES, to ensure the stable operation of the PV station, certain inherent constraints must be satisfied (Ma et al., 2022; Jiao et al., 2021). These constraints include the following:
[image: Mathematical equations related to battery energy management, displaying constraints and formulas for charge and discharge rates. Variables include maximum charge and discharge rates, state of charge, and energy rate. Equations involve constraints and calculations for maintaining energy balance within specified limits.]
Equation 5 represent the charging and discharging power constraints of the SES, where [image: Mathematical notation for the maximum charge, represented as \( q_{\text{max}}^{\text{ch}} \).] and [image: Mathematical notation showing "q" with subscript "max" and superscript "dis".] denote the maximum charging and discharging power of SES, respectively. Equation 5 signifies the non-negativity constraint on the power absorbed by SES from the upper grid. Equation 5 represents the state of charge constraint, indicating that SES cannot simultaneously charge and discharge. Equation 5 describes the state of charge for SES, determined by the charging and discharging power at the current time and the state of charge at the previous time. Here, [image: It seems there was a miscommunication. Please upload the image or provide a URL so I can assist you in generating the alternate text.] and [image: It seems like you've provided a mathematical expression instead of an image. If there is an image you would like me to describe, please upload it or provide a URL.] represent the state of charge for SES in time periods h and h-1, respectively. [image: Please upload the image so I can help generate the appropriate alt text for it.] is the self-discharge coefficient, indicating the proportion of energy loss per hour, while [image: The image shows the Greek letter eta (η) with a superscript "ch" in a serif font.] and [image: The image shows a mathematical symbol representing "eta" with a subscript "dis".] represent the charging and discharging efficiencies of SES, respectively. Equation 5 represents the energy rate constraint for SES, where [image: Please upload the image or provide a link to it, and I will help generate the alternate text for you.] is the energy rate coefficient. Equation 5 indicates that the remaining energy of SES should be between 0.2 and 1 to extend the lifespan of SES. Equation 5 states that the charging and discharging quantities of SES should remain consistent within an optimization cycle H. Equation 5 represents the power balance constraint for SES. For this problem, without loss of generality, let [image: Mathematical expression in parentheses showing three variables with superscripts: q subscript h superscript ch star, q subscript h superscript dis star, q subscript h superscript b star.] denote the optimal solution of [image: Upload the image or provide a URL, and I can help generate the alternate text for it.].
2.2 SES planning for multiple PV prosumers sharing
For prosumer n, its operational cost, denoted as Fpv, encompass the transaction costs of buying and selling electricity within time period h. Utilizing the two-part pricing mechanism, the operational cost can be calculated as follows:
[image: Mathematical expression for F_{PV}, representing the minimum of the sum over h and t of the terms involving λ values, p values, ΔH, and Q, with the equation labeled as (6).]
where [image: The image shows a mathematical notation: \( p^{b}_{n,h} \).] and [image: A mathematical expression displaying the symbol "p" with subscripts "n" and "h", and a superscript "s".] respectively represent the power bought and sold by prosumer n to the grid at time h.
In order to ensure that the prosumers can stably participate in the operation of the optical storage park, the following constraints need to be met (Zhang et al., 2022; Liu J. et al., 2023).
[image: Set of equations labeled as equation 7: \(p_{n,h}^{b} \geq 0\), \(p_{n,h}^{s} \geq 0\), \(p_{n,h}^{b} p_{n,h}^{s} = 0\), and \(p_{n,h}^{\text{load}} + p_{n,h}^{s} - p_{n,h}^{b} = p_{n,h}^{\text{pv}}\).]
where Equation 7 represent the non-negativity constraints on the power bought and sold by prosumer n within time period h. Equation 7 ensures that prosumer n cannot purchase and sell electricity at the same time. Equation 7 represents the power balance constraint, where [image: Mathematical notation for power load, represented as "p" with subscript "n, h" and superscript "load".] is the load demand of prosumer n at time h, and [image: Mathematical notation displaying the expression \( p^{PV}_{n,h} \), which includes a variable \( p \) with superscript \( PV \) and subscript \( n,h \).] is the PV output power of prosumer n at time h. Without loss of generality, let [image: It appears there is no actual image attached. If you have an image to share, please upload it or provide a URL.] denote the optimal solution of [image: It seems there was an error with the image upload. Please try uploading the image again and include any relevant context if needed.].
In order to reduce the operational cost of PV prosumers and optimize SES configuration, collaboration between prosumers and SES is essential. A planning model for minimizing the costs of PV prosumers needs to be established. Here, [image: A mathematical expression displaying \( p^{e}_{n,h} \).] represents the energy transferred to SES by prosumer n at time h, and [image: It appears that you posted a mathematical expression without an accompanying image. If you intended to upload an image, please do so. If you have any questions or need further assistance, feel free to let me know!] represents the energy received by SES from prosumer n at time h. [image: Please upload the image or provide a URL for which you need the alternate text.] denotes the payment made by prosumer n to SES, while [image: It seems like there might be an error with the request. If you intended to share an image, please try uploading it again. If you need guidance on uploading or adding a caption, let me know!] represents the fee accepted by SES from prosumer n. The energy-sharing configuration mechanism determines the amount of energy transferred between prosumers and SES, while the payment mechanism ensures a fair and mutually agreed upon cost-sharing for the exchanged energy. In the process of solving the SES planning for multiple PV prosumers sharing model, the energy sharing constraint shown in Equation 8 and the energy payment mechanism shown in Equation 9 need to be satisfied, as mentioned in (Wu et al., 2024).
[image: The image shows a mathematical equation: p subscript n comma h superscript x equals q subscript n comma h superscript x, followed by the number eight in parentheses.]
[image: Please upload the image or provide a URL, and I’ll be happy to help you create the alternate text.]
where Equation 8 ensures that the energy sharing plan between prosumers and SES is consistent, that is, the energy transmitted to SES by prosumers at the same time h is the same as the energy obtained by SES from prosumers. Similarly, Equation 9 ensures that the prosumer’s payment to SES is consistent with the payment obtained by SES from the prosumer at time h.
Firstly, according to Equations 1–5 and Equations 6–9, we can know the respective cost functions of SES and prosumers when they do not cooperate. Then, according to the payment mechanism of prosumers and SES shown in Equation 9, the overall objective function of SES and prosumers when they cooperate is as follows:
[image: Optimization equation labeled as equation ten. It seeks to minimize cost C, which is the sum of C1, C2, and C3, minus the sum of πn over n, plus the summation over h of λh^b times pnh^b minus λh^s times pnh^s times ΔH plus Q times the maximum of pnh^b, plus the summation of τn over n.]
SES needs to meet the following constraints when cooperating with prosumers:
[image: A mathematical expression set in curly braces. The first expression is \( q_{h}^{ch} + q_{h}^{b} = \sum_{n \in N} q_{n, h}^{c, in} + q_{h}^{dis} \). The second expression is \( p_{n, h}^{load} + p_{n, h}^{b} = p_{n, h}^{pv} + p_{n, h}^{b} + p_{n, h}^{c} \). The expression is labeled as equation (11).]
Furthermore, Equation 9 ensures that [image: A mathematical equation showing two summations: the sum of tau sub n for n in set N minus the sum of pi sub n for n in set N, equal to zero.], meaning the sum of payments between PV prosumer stations and SES does not impact the overall energy costs of the entire PV stations. This implies that, in the proposed energy cooperation model, individual interests are not contradictory to societal interests. By optimizing the objective function while satisfying these constraints, the model presented in this paper aims to achieve the most effective energy cooperation strategy that minimizes costs for both SES and PV prosumers simultaneously.
3 DISTRIBUTED OPTIMIZATION MODEL BASED ON AADMM
Assuming [image: Mathematical expression depicting \( x_n = \left[ p_n^b \, p_n^s \, p_n^e \right] \), where each \( p_n \) has different superscripts \( b \), \( s \), and \( e \).] represents the decision variable vector for PV prosumer n, and [image: Mathematical expression showing y equal to a vector containing \( q_h^{ch}, q_h^{dis}, q_h^b, q_h^e \).] represents the decision variable vector for SES. To avoid the exposure of private information and reduce the computational and communication burden associated with centralized optimization methods, this paper presents distributed computing to optimize the SES planning model in sharing of PV prosumers.
ADMM is a distributed algorithm used for solving large-scale convex optimization problems in statistics, machine learning, and related fields. It offers the advantage of privacy preservation during distributed optimization scheduling. Each prosumer and SES individually solves their respective objective utility functions, achieving interactive energy balance among multiple prosumers and SES within the PV stations. Therefore, to solve the problem via ADMM, the augmented Lagrangian of the SES planning model according to Equation 10 is formulated:
[image: The equation depicts a mathematical expression for \(L(x, y, \delta)\), consisting of terms \(F_{e}^{ex}\), \(F_{v}^{ex}\), and a summation: \(\frac{1}{2}\alpha \sum_{n \in \mathcal{N}} \left\| p_{n}^{x} - a_{n}^{x} + \frac{\delta}{a_{l}} \right\|_{2}^{2}\). The equation is labeled as equation (12).]
where let [image: Equation representing a mathematical expression: \( F_{es}^{soc} = C_1 + C_2 + C_3 - \sum_{i \in N} \pi_i \).] represents the SES cost of cooperation with prosumers, and [image: Equation for \( F_{pv}^{ec} \) includes a summation over \( h \) in set \( H \) with terms multiplying \( \lambda_n^b p_{n,h}^b - \lambda_n^{ps} p_{n,h}^{ps} \) by \( \Delta H \), adding \( Q \) times the maximum of \( p_{n,h}^b \), plus the summation over \( n \) in set \( N \) of \( \tau_n \).] denotes the prosumers cost of cooperation with SES. [image: Please upload the image or provide a URL so I can generate the alternate text for you.] and [image: Please upload the image or provide the URL, and I will generate the alternate text for you.] represent the penalty parameters and dual multiplier vectors associated with the coupling constraint (8).
Based on the principles of ADMM, the iterative optimization of Equation 12 is carried out (Chen et al., 2024; Zhang et al., 2021). The specific iteration equation is as follows:
[image: Mathematical equations are shown involving iterative updates. The equations define sequential computations of \(x_m(k+1)\), \(y'(k+1)\), and \(\delta_m(k+1)\). Each equation involves an argmin operation or algebraic expressions indicating optimization or update steps. The equations are labeled as (13).]
where [image: Mathematical equation showing a vector \( x_n(k+1) \) composed of three elements: \( p^b_n(k+1) \), \( p^s_n(k+1) \), and \( p^e_n(k+1) \).] represents the decision variable vector for PV prosumer n in the (k+1)th iteration, [image: Mathematical expression representing vector \( y(k+1) \) as a list of terms: \( q_h^{ch}(k+1) \), \( q_h^{dis}(k+1) \), \( q_h^b(k+1) \), \( q_h^c(k+1) \), and \( q_h^f(k+1) \).] represents the decision variable vector for SES in the (k+1)th iteration.
According to the definition of ADMM, by giving dual residual [image: It seems there was an issue with the image upload. Please try uploading the image again or provide a URL or description for me to generate the alternate text.] and primal residual [image: It seems like there was an issue with uploading the image. Please try uploading it again, and I will be happy to help generate the alternate text for it.], its convergence criteria are:
[image: Inequality constraints with norms: the norm of \( p_n^e(k+1) - p_n^r(k) \) is less than or equal to \( \epsilon_1 \), and the norm of \( p_n^r(k+1) - a_n^r(k) \) is less than or equal to \( \epsilon_2 \). Equation labeled as 14.]
In summary, the distributed solution steps for the SES planning under multiple PV prosumers sharing model based on ADMM are as follows:
	Step 1: Initialization: Set the maximum number of iterations [image: Please upload the image or provide its URL, and I’ll be glad to help you with the alt text.], set the iteration count k = 1, set the convergence accuracy [image: Please provide the image file or URL so I can generate the alt text.], and set the penalty factor [image: Please upload the image or provide a URL so I can generate alternate text for it.].
	Step 2: Iterative Solution: Utilize Equation 12 to solve the SES planning model for PV prosumers. Employ Equation 13 to iteratively calculate the energy transferred from prosumers to SES, denoted as [image: Mathematical expression with variables \( p_{n,h}^e \).], and the energy received by SES from the PV power station, denoted as [image: Mathematical notation showing the symbol "q" with superscript "e" and subscripts "n, h".].
	Step 3: Convergence Check: Use Equation 14 for convergence testing. If the convergence criterion is met, terminate the computation and output the results. Otherwise, set k = k+1, proceed to step 2 for the next round of iterative optimization, and continue until convergence.
	Step 4: Output Results: [image: The mathematical expression shows \( x_{22} \) with an asterisk symbol above it, indicating a special notation or value for that particular subscripted variable.] and [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] represent the optimal solutions for prosumers and SES, respectively.

In general, the ADMM algorithm is highly sensitive to the choice of penalty parameters, manifested as follows: when the penalty parameter is small, the convergence of Lagrange multipliers is slow, and when it is large, the convergence speed of decision variables is fast. This sensitivity can lead to issues such as excessive iteration counts and prolonged iteration times due to the different initial values chosen for the penalty parameter during the solution process. Therefore, this paper proposes an adaptive adjustment of the penalty parameter size to regulate the convergence speed of Lagrange multipliers and decision variables, aiming to reduce the number of iterations and convergence time in distributed computing. In summary, the adaptive update scheme based on adaptive AADMM is as follows:
[image: Mathematical expression detailing updates for \( \alpha(k+1) \) and constraints. \( \alpha(k+1) \) depends on \( y\alpha(k) \) and \( \psi(k+1) \) compared to \( \theta \| \theta(k+1) \| \). Constraints for \( \psi(k+1) = p(k+1) - q(k+1) \) and \( \theta(k+1) = -\alpha(k)q(k+1) - q(k) \). Equation number (15) is referenced.]
where k represents the iteration count, while [image: It seems there's no image uploaded. Please upload an image or provide a URL, and I can help generate the alternate text for it.] and [image: Please upload the image or provide a URL for it.] denote the adaptive coefficients. Specifically, the adaptive coefficients [image: I'm unable to view the image you are referencing. Please upload the image or provide a URL for me to describe it.].
In summary, the flow chart of distributed optimization model based on AADMM for SES planning for multiple PV prosumers sharing is shown in Figure 2.
[image: Flowchart depicting a process with steps for initializing and solving a planning model. It starts with initializing \( k=1 \), followed by inputting parameters. The model is solved using Equation (12), iterative calculations are performed, and Gurobi is used for the solution. The penalty factor is updated per Equation (15). If \( \min \{ e_i, e_j \} \leq 5 \), the process ends; otherwise, \( k \) is incremented by one and the steps are repeated. Arrows indicate the sequence and decision pathways.]FIGURE 2 | Distributed optimization model based on AADMM computational flowchart.
4 SIMULATION AND DISCUSSION
4.1 System description and parameter settings
This paper introduces data from five prosumers within a time range of 7:00–19:00, covering a period of 12 h. The load demand curve for prosumers is depicted in Figure 3A, while Figure 3B illustrates the PV output power (Liu et al., 2017). The electricity purchase price from the grid follows a two-part pricing system, where valley periods are 0:00 - 8:00 with electricity price 0.37CNY/kWh, flat periods are 12:00 - 17:00/21:00 - 24:00 with electricity 0.82CNY/kWh, and peak periods are 8:00 12:00/17:00 - 21:00 with electricity price 1.36CNY/kWh. The demand power charge is 38 CNY per month, and the on-grid power is 0.3CNY/kWh. The unit capacity cost of SES is 0.650 CNY/kWh, the unit power cost of SES is 0.245 CNY/kW, SES unit power operational cost is 0.1 CNY/kW, with charging and discharging efficiencies of 0.94 and 1.05, and an energy rate coefficient of 0.3. When using the AADMM algorithm for solution, the algorithm’s iteration precision is set to 0.0001, the penalty parameter is [image: The equation "\(\alpha(1) = 0.1\)" is shown, representing a mathematical or statistical expression.], and the initial judgments are [image: Mathematical expression featuring \( x_n(1) = (p_n^{b*}, p_n^{s*}, 0) \), representing a vector with two starred components, \( p_n^{b*} \) and \( p_n^{s*} \), followed by zero.], [image: Mathematical expression displaying \(y(1) = (q_h^{ch*}, q_h^{dis*}, q_h^{b*}, 0)\), where each variable is notated with subscripts and asterisks.], and [image: It seems there was an error or a placeholder symbol instead of an actual image upload. Please upload the image or provide a URL for it, and I can help generate the alternate text.] = 0.
[image: Two line graphs illustrate data for six prosumers over time. Graph (a) displays the load curve in kilowatt-hours, showing fluctuations throughout the day. Graph (b) depicts the photovoltaic (PV) output power, with varying peaks and declines. Both graphs include legends differentiating prosumers by color.]FIGURE 3 | Load and PV characteristics of prosumers. (A) Load curve of prosumers. (B) PV output power of each prosumer.
4.2 Simulation results
When prosumers do not engage in energy cooperation with SES, the net load curve of prosumer is depicted in Figure 4A. When the PV output power of prosumers satisfies the load demand, the excess PV output is sold to the grid. However, when the PV output power is insufficient to meet the load demand, electricity needs to be purchased from the superior grid to fulfill the demand. In this scenario, the utilization efficiency of PV is low, and it fails to achieve maximum energy efficiency and local consumption of PV power, which is easy to cause the power grid reverse heavy overload.
[image: Two line graphs compare net load curves of prosumers over time. Panel (a) shows five prosumers without cooperative measures with varying load peaks. Panel (b) presents the same prosumers with cooperative measures, showing reduced peaks and more stable load curves. Both graphs use time on the x-axis and net load power (kilowatts) on the y-axis, highlighting the impact of cooperative strategies on power distribution.]FIGURE 4 | Net load curves of prosumers with and without cooperative. (A) Net load curves of prosumers without cooperative. (B) Net load curves of prosumers with cooperative.
In the energy cooperation mode, SES stores the surplus energy from prosumers’ high PV output, sells excess PV output to the grid after reaching maximum SES capacity, and shares energy with prosumers during periods of low PV output. The on-grid power of PV under energy cooperation between prosumers and SES is illustrated in Figure 4B. Through collaborative energy sharing, the PV grid power for prosumers significantly decreases. For instance, at 13:00-15:00, prosumer 2 has high PV output and low load demand, leading to the surplus PV output being sold to the grid. Overall, energy cooperation redistributes excess PV output to SES, achieving on-site consumption of PV power, and ensuring the resilience operation of the distribution network.
Table 1 presents a comparison of the economic cost for SES and prosumers under non-cooperative and cooperative modes. It is observed that SES, through peak-valley price arbitrage and on-site consumption of PV power, reduces the costs of the PV prosumers and increases the self-sufficiency. The self-sufficiency rate of prosumers increases from 71.05% to 92.91%, and the comprehensive electricity cost decreases from 1090.78 CNY to 1042.82 CNY. This implies that more PV power is locally consumed by prosumers, reducing reliance on traditional power plants, achieving “self-production and self-consumption,” improving energy utilization efficiency, and reducing the overall operational cost, ultimately maximizing energy efficiency. Figure 5 shows the power balance curve of prosumer 1 with or without cooperation. As shown in Figure 5, when there is no cooperation, user 1 can only trade with the power grid, which increases the dependence on the power grid and cannot carry out peak-valley arbitrage. When user 1 cooperates with SES, the user can transfer the excess power to SES.
TABLE 1 | Comparison of economic benefits of PV prosumers.
[image: Table comparing self-consumption and operational costs between non-cooperative and cooperative scenarios. Self-consumption is 71.05% for non-cooperative and 92.91% for cooperative. Operational costs are 1,090.78 CNY for non-cooperative and 1,042.82 CNY for cooperative.][image: Two bar charts compare power output over time for non-cooperative and cooperative scenarios. Both charts display colored segments representing different power sources and a red line indicating time percentage. The cooperative chart shows a more balanced distribution.]FIGURE 5 | Power balance curve of user 1 with or without cooperation. (A) Non-corrperative. (B) Corrperative.
In the energy cooperation mode, the optimal energy-sharing curve among prosumers is illustrated in Figure 6. Prosumer 4, with low PV output and high load demand, absorbs energy to meet the demand. Other prosumers store surplus energy in SES during periods of high PV production for subsequent self-load demands. The SES planning model for the PV station optimizes SES operational scheduling strategies, taking SES state of charge as an optimization parameter to maximize economic benefits. Based on the provided data, the optimal SES capacity configuration is determined to be 333.50 kWh. Taking prosumer 2 as an example, the power optimization results are shown in Figure 7A. When its own PV output cannot meet the load demand, prosumer 2 needs to purchase electricity from the grid or SES. On the contrary, when its own PV output remains after meeting the load demand, prosumer 2 sells the remaining electricity to the grid or transmits it to SES for use by other prosumers. The SES charging and discharging power, along with the state of charge curve, are depicted in Figure 7B. The SES state of charge pattern corresponds to the time-of-use pricing periods, with discharging occurring during peak pricing hours (8:00 -9:00 and 18:00 -19:00) and coinciding with peak pricing periods. Charging occurs during standard pricing hours (13:00 -17:00) and aligns with non-peak pricing periods. The state of charge curve follows the “low charge, high discharge” characteristic typical of SES.
[image: Line graph showing exchange power in kilowatt-hours for five prosumers over time from 8:00 to 20:00. Prosumers are distinguished by different colored lines: black, red, blue, green, and purple. Exchange power varies, with peaks and troughs at different times for each prosumer.]FIGURE 6 | Net load curve of prosumer with SES sharing.
[image: Two side-by-side bar graphs. The left graph, labeled (a) Prosumer 2, shows power usage over time with multiple colored bars indicating different components. The right graph, labeled (b) SES, combines clustered bar charts and a line graph indicating state of charge (SOC) over time. A legend identifies the colored categories and SOC line.]FIGURE 7 | Optimization results of prosumer 2 and charging/discharing of SES under sharing. (A) Prosumer 2. (B) SES.
This paper presents AADMM to iteratively solve the SES planning for multiple PV prosumers sharing. A comparison between ADMM and AADMM algorithms is presented in Table 2. The following conclusions can be drawn from Table 2. Firstly, different penalty parameter selections require varying iteration counts and time to achieve the same algorithmic accuracy. Hence, the initial choice of the penalty parameter can impact the algorithm’s iteration count and time. Secondly, for the proposed model in this paper, smaller initial penalty factors result in better convergence performance. The adaptive penalty parameter proposed in AADMM significantly reduces both the iteration count and iteration time compared to the fixed penalty parameter. Furthermore, the algorithm’s improvement varies with different parameter initializations. For both ADMM and AADMM, a value of 0.3 is a preferable parameter choice. The adaptive penalty parameter in AADMM accelerates the algorithm’s convergence process during the iterative stage. For instance, with a value of 0.3, the algorithm converges after 28 iterations. The convergence curves for residual errors at different time steps are illustrated in Figure 8A. At the same time, as shown in Figure 8B, taking prosumer 2 at 15: 00 as an example, as the number of iterations increases, the power transmitted by the prosumer 2 to the SES and the power received by the SES from prosumer 2 gradually tend to be consistent, reaching a global optimum. In addition, in order to show the influence of different penalty factor initial values on AADMM, this paper shows the iterative effect at α = 0.3, 0.5. As shown in Figures 9, 10, regardless of the initial value of the penalty factor, AADMM can self-adjust and ultimately achieve global optimization. This corresponds to Figure 8 and Table 2.
TABLE 2 | Convergence comparison between ADMM and A-ADMM.
[image: Table comparing ADMM and AADMM algorithms under different alpha values: For α = 0.1, ADMM shows 28 iterations and 65.93 seconds, AADMM 26 iterations and 45.87 seconds. For α = 0.3, ADMM shows 58 iterations and 152.41 seconds, AADMM 25 iterations and 57.25 seconds. For α = 0.5, ADMM shows 102 iterations and 247.02 seconds, AADMM 35 iterations and 71.24 seconds.][image: Two graphs are shown. The left graph plots residual error against the number of iterations for various methods labeled from \(L_0\) to \(L_6\), with errors decreasing sharply as iterations increase. The right graph plots power (\(W\)) against the number of iterations for methods \(p_1\) and \(p_2\), showing a steady increase in power as iterations rise.]FIGURE 8 | Convergence curves based on AADMM for the proposed model ([image: I'm sorry, but I cannot view or generate text for specific content shown in MathJax or similar textual representations. If you can provide a description or an image in a different format, I'll be glad to help create alternate text for it.]).
[image: Two line graphs showing iterative data analysis. Graph (a) plots residual error against the number of iterations with multiple fluctuating lines in different colors, labeled from \(x_1\) to \(x_{10}\). Graph (b) shows power usage, \(P_A\) and \(P_G\), over iterations with a consistent increase. Both graphs cover 24 iterations on the horizontal axis.]FIGURE 9 | Convergence curves based on AADMM for the proposed model ([image: It seems like there was an issue with uploading the image. Please try uploading it again, or provide a URL if it's hosted online. If you have additional context or a caption, feel free to include that as well.]).
[image: Two graphs are displayed. The first graph (a) shows the residual error over 36 iterations for multiple datasets, with varying peaks for each. The second graph (b) depicts a power increase in kilowatts over 36 iterations for two datasets, both showing a consistent upward trend.]FIGURE 10 | Convergence curves based on AADMM for the proposed model ([image: I'm unable to see the image directly. Please upload the image or provide a URL, and I can help generate alt text for it.]).
5 CONCLUSION
In order to investigate the impact of SES on prosumers, enhance prosumer self-sufficiency, reduce the operational cost, and simultaneously ensure privacy protection and expedite optimization calculations, this paper proposes a research methodology for PV prosumers with SES sharing based on AADMM. Simulation results indicate that: 1) The SES planning for multiple PV prosumers sharing model proposed in this paper can significantly reduce the cost of the optical storage park and increase the electricity self-sufficiency rate of the prosumers in the park. Compared with the optical storage park without SES, the cost is reduced by 47.96 CNY, and the electricity self-sufficiency rate is increased by 21.86%. 2) SES planning can make full use of energy storage resources, so that the prosumers in the optical storage park can reduce the cost of purchasing electricity from the grid and improve the self-sufficiency rate of electricity. 3) The distributed optimization algorithm of AADMM is used to solve the SES planning for multiple PV prosumers sharing model. Compared with ADMM, the number of iterations and computational efficiency are increased by 47.05% and 54.67% on average. This method improves the convergence speed of the algorithm while ensuring the stability of the algorithm, and can effectively protect the privacy of each prosumer and SES.
In order to increase the electricity self-sufficiency rate of prosumers and reduce the operating cost of the optical storage park, this paper proposes the SES planning for multiple PV prosumers sharing model based AADMM. However, P2P trading can be carried out between prosumers to achieve energy sharing in the park and promote the local consumption of PV. Therefore, the P2P trading between prosumers will be the research direction of the coordinated operation of prosumers in the park in the future. In addition, market prices have a great impact on energy trading, and the impact of market pricing on the operation of the park is not considered in our current research. In this case, our future research aims to consider how to price reasonably between prosumers and between prosumers and SES, so as to realize the stable participation of each subject in the energy market.
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The intermittent and fluctuating nature of active power output from wind power significantly affects the Load Frequency Control (LFC) in a power grid based on active power balance. To address this issue, this paper proposes a cloud-based intelligent PI controller designed to enhance the performance of LFC in smart grids with large-scale wind power integration. By using the error and the rate of change of error as the antecedent inputs of the cloud model-based controller and the tuning values of P and I as the consequent outputs of the cloud model, adaptive online tuning of the PI parameters is achieved. Based on the control rules of LFC in interconnected power grids and considering the uncertainty of wind power’s active power output, the membership cloud parameters are designed, which effectively solves the problems of poor parameter robustness in traditional PI control and significant human influence on membership degrees in Fuzzy PI control. A simulation model of a dual-area interconnected power grid with wind power for LFC was built using Matlab/Simulink. Two typical disturbances, namely random fluctuations in wind power and sudden increases/decreases in load, were simulated. The simulation results demonstrate that the cloud model-based intelligent PI controller designed in this paper can effectively track the frequency variations caused by random fluctuations in wind power and exhibits strong robustness.
Keywords: wind power, power grid, cloud model, load frequency control (LFC), dynamic performance

1 INTRODUCTION
In an interconnected power grid, load frequency control is an important technical means to ensure the safe, reliable, stable, and economical operation of the system (Bevrani H, 2009). With the continuous improvement in society’s requirements for power quality, supply security, and reliability, the expansion of interconnected power grid scale, and the rapid development of new energy sources, traditional load frequency control methods face serious challenges and struggle to meet the performance requirements of LFC (Liang Y et al., 2024). Among these challenges, large-scale wind power, as the fastest-growing renewable energy source, has already demonstrated significant social and environmental benefits (Ratnam K et al., 2020). However, unlike conventional forms of power generation, the primary energy source for wind power (i.e., wind energy) is difficult to predict and control accurately. Therefore, integrating large-scale wind power into the grid imposes higher demands on load frequency control in interconnected power grids (Liu et al., 2017; Liu et al., 2024).
Traditional LFC employs classical PI/PID control (Tan, 2010). However, with the integration of high-penetration renewable energy sources, the system’s uncertainties are further increased. The PI/PID controllers based on linear control theory struggle to meet the control requirements of the new type of interconnected power system that exhibits strong nonlinear characteristics. Novel LFC control strategies have been continuously proposed, such as robust control methods based on linear matrix inequality design (Rerkpreedapong et al., 2003; Ojaghi and Rahmani, 2017), disturbance-insensitive sliding mode control methods (Wei M et al., 2021; Huynh et al., 2024; Tummala et al., 2018)), model predictive control methods with rolling optimization strategies (Qi X et al., 2022; Jia Y et al., 2019; Jun Zhou et al., 2024; Liu et al., 2016), and AI-based control methods (Zhang Y et al., 2022; Cam and Kocaarslan, 2005; Yan and Xu, 2020; Wadi et al., 2024). These control methods partially compensate for the shortcomings of traditional FLC, but they rely on precise mathematical models, have high control costs, and pose difficulties in design and implementation.
The cloud model, based on statistical and fuzzy mathematics, provides a unified representation of the fuzziness and randomness between linguistic values of uncertainty and precise numerical values. It achieves a natural transformation of uncertainty between qualitative concepts and their quantitative counterparts (Li D et al., 2009; Wang G et al., 2014). Currently, cloud model theory has been successfully applied in intelligent control and performance evaluation of large-scale systems. Based on a thorough analysis of LFC control characteristics in an interconnected power grid with high penetration wind power, this study proposes an intelligent PI control strategy using cloud model. The main contributions of this paper are as follows:
	1) The antecedent membership cloud functions were separately constructed for Area Control Error (ACE) and its rate of change, as well as the consequent membership cloud functions for the proportional parameter P and integral parameter I of the PI controller. Based on this, a cloud-based intelligent controller for LFC was designed. Compared to traditional fuzzy control, the proposed cloud-based LFC intelligent controller in this paper achieves faster frequency control speed and higher efficiency.
	2) A simulation model for LFC in a two-area interconnected power grid with high penetration wind power was built in the Matlab/Simulink environment. Two typical power disturbance events, namely random wind power fluctuation and sudden load change, were simulated. The simulation results were compared and analyzed against the LFC control effect based on Fuzzy PI control. This validation confirms the effectiveness and robustness of the intelligent PI controller based on the cloud model.

The remainder of this paper is organized as follows: Section 2 establishes the LFC model for interconnected power grid with wind power. Then, the cloud model-based intelligent PI controller for LFC is developed in Section 3. Section 4 tests the effectiveness of the proposed intelligent PI controller. The conclusions are given in Section 5.
2 LOAD FREQUENCY CONTROL MODEL FOR INTERCONNECTED POWER GRID WITH WIND POWER
The power system achieves tracking of generation power to load power by sensing frequency variations, thereby maintaining power balance and frequency stability in the grid. After the large-scale integration of wind power, the fluctuation in its active power output has, to some extent, affected the power balance state of the grid and increased the difficulty of active-power frequency control in the system.
Although multi-area power systems are strongly coupled and time-varying, LFC was designed for small fluctuations and perturbations. At this point, the system operates near a stable point, allowing for the establishment of its model using low-order linear transfer functions (Bevrani H, 2009).
In this study, the LFC model of a power system incorporating wind power is established based on conventional thermal power units, as shown in Figure 1. Before conducting a detailed derivation, the following explanations are provided for this model.
	1) The objective of LFC (Load Frequency Control) in interconnected power systems is to maintain the system frequency and the power exchange between regions within a normal range. Based on this objective, the frequency deviation Δf(t) and the power deviation on the tie line ΔPtie,i(t) are usually linearly combined to form a variable called Area Control Error ACE(t), which serves as the control signal in the LFC problem. The ACE(t) being zero is considered a criterion for measuring the stability achieved in the control area. Therefore, the ACE for the ith area, ACEi(t), can be defined as Equation 1:

[image: Mathematical equation showing the Autoregressive Conditional Heteroskedasticity (ARCH) formula: ACE_i(t) equals ΔP_ind(t) plus β times ΔN_f(t), labeled as equation (1).]
where, βi is the frequency deviation coefficient. Δfi(t) and ΔPtie,i(t) represent the frequency deviation and tie line power deviation for the ith area, respectively.
	2) The LFC system of conventional thermal power units consists of components such as a governor, non-reheat steam turbine, generator, load, tie line, and controller. Each component in the different areas is represented by an equivalent multi-machine dynamic response using a single-machine model. When there is a change in the load or an external disturbance in a specific area, the controller receives control input signals and issues control commands to adjust the position of the governor valve. This regulates the steam flow into the turbine, thereby changing the turbine’s output power, affecting the generator’s input power, and adjusting the active power output of the generator to achieve the control objective.
	3) After meeting the set load demand in each area, the excess electricity generated by the wind power units connected to each area is considered an energy-bounded external disturbance signal. In order to suppress the randomness of this disturbance, a distributed structure is formed by sharing and coordinating control information among partially interconnected controllers based on sparse optimization results. The system suppresses load variations and random disturbances by actively adjusting the control loop of the thermal power units.

[image: Block diagram of a Load Frequency Control (LFC) system. It includes an LFC controller, various summation points, and transfer function blocks. Inputs and outputs are marked, with interconnected paths illustrating the control strategy. Labels such as \( \Delta P_{m_i} \), \( \Delta P_{e_i} \), and \( \Delta f_i \) indicate frequency and power changes. Mathematical expressions define relationships between elements.]FIGURE 1 | LFC model for the ith area in multi-area power grid with wind power.
The model described in Figure 1 can be represented by a set of differential equation, as shown in Equation 2.
[image: Mathematical equations related to power systems dynamics. The equations involve variables such as frequency deviation (\( \Delta f \)), power deviations (\( \Delta P \)), inertia constants (\( H \)), and time constants (\( T \)). Various components are summed or multiplied, signifying complex interactions in power system stability analysis.]
where, His represents equivalent inertia of area i; Tchk,i represents turbine time constant; Tgk,i represents governor time constant; TW,i represents wind generator time constant; αk,i represents generator ramp rate factor; ΔPmk,i represents the change in mechanical power of the kth generators in the ith area; ΔPL,i represents the fluctuation in active load power; ΔPwind,i represents wind power deviation in the ith area; ΔPW,i represents the fluctuation of wind power; ΔPgk,i represents regulating valve position deviation; ui represents the control variable, which refers to the output of the LFC controller. As shown in Equation 3, the output of the LFC controller can be represented as a function of ACE (Wood AJ et al., 1996):
[image: It appears you've provided a mathematical equation instead of an image. Please upload the image or provide a URL, and if applicable, add a caption for context.]
3 CLOUD MODEL-BASED INTELLIGENT PI CONTROLLER FOR LFC
3.1 Cloud model theory
Cloud model, based on probability theory and fuzzy mathematics, uses natural language to describe the bidirectional conversion of quantitative and qualitative information, reflecting the correlation between randomness and fuzziness (Kavousi-Fard A et al., 2016; K. Zhou et al., 2024).
Definition:. Let E be a quantitative domain on precise numerical values, and F be a qualitative concept on the quantitative domain E. If a quantitative value x is a random realization of the qualitative concept F, and x has a stable tendency with a certainty degree μ(x)∈ [0, 1], where μ: E → [0, 1], ∀x∈E, x→μ(x), the distribution of x on the domain E is called a cloud, and each x is considered a cloud droplet.
The cloud model uses three numerical characteristics to reflect the overall properties of a concept. These three numerical characteristics (Li D et al., 2009) are the Expected Value (Ex), Entropy (En), and Hyper Entropy (He).
The solution of the three numerical variables, i.e., the formation of the cloud model, requires the collection of a certain number of cloud droplet samples. By collecting multiple samples, the more samples collected, the more accurate the obtained cloud model will be, and quantitative input preprocessing should be performed. Ex, En, and He can be obtained through statistical analysis of the research object’s sample data using Equation 4.
[image: Mathematical equations for errors and entropy in a dataset. The first equation defines \( E_x \) as the mean of \( x \). The second equation defines \( E_m \) using the absolute error and a pi factor. The third equation shows \( H_e \), the entropy, with calculations involving variance and errors. E_x equals the mean x equals n to the power of negative one sums i equals one to n x sub i. E_m equals the square root to pi divided by two times n to the power of negative one sums from i equals one to n the absolute value of x sub i minus E_x. H_e equals the square root of s squared minus e sub m squared equals the square root one over n minus one sum i equals one to n open parenthesis x sub i minus the mean of x close parenthesis minus e sub m squared.]
This process of obtaining a cloud model composed of three numerical variables essentially refers to the statistical analysis of the sample data.
The cloud model has similarities with fuzzy mathematics, but it also has its unique aspects, particularly in how it handles uncertainty. The cloud model was proposed based on probability theory and fuzzy mathematics, aiming to address the uncertain transition between qualitative concepts and quantitative descriptions. Compared to fuzzy mathematics, the cloud model not only considers fuzziness but also incorporates randomness, providing a more comprehensive approach to uncertainty. The cloud model describes the quantitative representation of qualitative concepts through the numerical characteristics of clouds, while fuzzy mathematics primarily deals with fuzziness, which pertains to intermediate transitions between categories of things. The successful application of the cloud model demonstrates its unique advantages in decision analysis, intelligent control, and other areas of complex systems, as it better simulates the uncertainty and fuzziness inherent in human thinking.
3.2 Rule inference of cloud model
The key to cloud model application lies in the generation of cloud droplets, and the algorithm for generating cloud droplets is called a cloud generator (CG). The cloud generator includes a forward cloud generator and a backward cloud generator (Wang G et al., 2014).
The forward cloud generator is responsible for generating cloud droplets (drop (x, μ)) based on the numerical characteristics of the cloud (Ex, En, He), which represents a mapping from qualitative to quantitative. On the other hand, the backward cloud generator is a conversion model that transforms quantitative values into qualitative concepts. The specific algorithm of the cloud generator can be found in the reference (Wang G. et al., 2014).
In control engineering, rules like “perception-action” represent logical causal relationships between concepts. Cloud models can be used to construct qualitative rule generators for control logic. Perception serves as the antecedent of control rules and can have one or more conditions. Action, on the other hand, represents detailed control actions and serves as the consequence of control rules. Both perception and action have a certain degree of uncertainty in practical engineering.
In the domain E1, for a specific point y, the cloud generator can generate a certainty distribution drop (y, μ), indicating the degree of certainty that point a belongs to the qualitative concept F1. In this case, the cloud generator is referred to as the antecedent cloud generator CGA.
If a certainty value μ is given, where μ∈ [0, 1], the cloud generator can be used to generate a cloud droplet distribution on the concept F2 in the domain E2 that satisfies the specified certainty. In this case, the cloud generator is referred to as the consequent cloud generator CGB.
It is possible for a two-dimensional spatial domain to construct both a two-dimensional antecedent cloud generator and a consequent cloud generator, as shown in Figure 2.
[image: Diagram depicting a flow between two components labeled CG. The first component, in blue, takes inputs Ex, En, He and processes them, resulting in an output with an operation named drop(x₀, y₀, z). The second component, in pink, receives this output along with Ex, En, He, and performs drop(z₀, u). Arrows indicate the flow of data between components.]FIGURE 2 | Double condition cloud generator.
3.3 Design of parameter self-tuning intelligent PI controller based on cloud model
The central idea of LFC is to ensure the stable operation of system frequency and the exchange of power between areas according to planned values. However, in practical applications, due to the uncertainty of system operation, the randomness of disturbance variations, and the uncertainty in the mapping relationship between input deviations and controller outputs, LFC faces severe challenges. Cloud models can effectively address the uncertainty relationship between determinism and quantification. Therefore, by combining the cloud model with conventional PI controllers, the cloud-based PI controller can provide new opportunities for the LFC.
By using ACE (Area Control Error) and its rate of change as inputs to the antecedents of the cloud model rules and using the tuning values of P (Proportional) and I (Integral) as outputs of the entire system, a cloud model system with dual inputs and single output applicable for LFC is constructed, as shown in Figure 3. By sampling ACE, both ACE and its rate of change are input into the controller. Under the assumption that the three numerical characteristics of the cloud model are known when the antecedent of a rule is triggered by a certain input, it will randomly generate a certainty level μ. This certainty level then stimulates the consequent generators CGP and CGI, resulting in two sets of cloud droplets, drop (P, μ) and drop (I, μ), which represent the tuning values of P and I, respectively.
[image: Diagram illustrating a cloud-based load frequency control (LFC) controller. It consists of a cloud generator, cloud-based inference, and backward cloud generator, leading to a proportional-integral (PI) controller. Inputs include control rules, error signals, and change rates, producing an output \( u \).]FIGURE 3 | The structure of cloud PI controller for LFC.
In traditional methods, the tuning of parameters P and I is mainly based on accumulated operational experience in industrial production. When selecting linguistic variable values, we need to consider both the flexibility and specificity of control rules, as well as the simplicity and feasibility of control. Therefore, based on the reference of operational experience, we will use five linguistic variable values, namely “Positive Big (PB), Positive Small (PS), Zero (ZE), Negative Small (NS), and Negative Big (NB)”. The maximum membership degree for each linguistic value is “1”. The range of variations for ACE and its rate of change together form a two-dimensional domain, which is then combined with the range of variations for △P and △I to create two independent biconditional cloud rule inference generators. These generators are used to dynamically tune the parameters P and I in real-time during the control process.
The cloud model inference rules applied to load frequency control are shown in Table 1.
TABLE 1 | Cloud model inference rules table.
[image: A table titled "Cloud inference" with column headers NB, NS, ZE, PS, PB, and row headers starting with Ec. Each cell contains two-letter abbreviations such as NB, NS, ZE, PS, and PB arranged in a grid pattern.]Based on operational experience, the control rules for self-tuning the PI controller using cloud model parameters can be expressed in linguistic terms.
Region 1: ACE (Area Control Error) E = NB (Negative Big) indicates that the actual value deviates significantly from the set value, indicating a large error. Since the rate of change of ACE EC = PB (Positive Big) indicates a rapidly increasing trend in the positive direction. Therefore, no adjustment is made to the output at this time, and the output value U = ZE (Zero), which corresponds to the last row of the first column in the cloud control Table 1.
Region 2: The E = NS (Negative Small) indicates that the actual value deviates slightly from the set value. In this case, if EC = ZE (Zero), which means the rate of change of the error has no changing trend, the output value is required to decrease accordingly. The output value U = NS (Negative Small). This corresponds to the second column in the third row of cloud control Table 1.
Region 3: E = PS (Positive Small) indicates that the actual value is slightly lower than the set value. In this case, if EC = NB (Negative Big), the speed error will be changed from PS to NS. Consequently, the output U = NS (Negative Small) accordingly.
After formulating cloud inference rules, the cloud intelligent controller for LFC can be designed using a cloud generator. It mainly consists of four parts: input fuzzification, cloud inference rules, cloud inference, and output defuzzification, as shown in Figure 3.
In addition to inputting cloud inference rules in advance, the cloud intelligent controller requires the definition of the input and output variable domains. Three numerical variables (Ex, En, and He) can be obtained by using statistical tools based on the prior data accumulated from the input and output variables during the operation or simulation process of the controlled object.
4 SIMULATION AND ANALYSIS
4.1 Simulation model and parameters
To validate the effectiveness of the cloud model-based intelligent PI controller proposed in this paper for LFC, a simulation model for load frequency control with wind power generation was built in the Matlab/Simulink based on a two-area LFC control model.
The cloud intelligent controller utilized in the simulation process of this paper adopts the cloud inference rules shown in Table 1. Combining multiple simulation processes under different control performances, based on the changes in the values corresponding to ACE and the P and I parameters, the fuzzy membership parameters corresponding to the input and output variables of the controller were obtained for five qualitative concepts (Jalali N et al., 2020). The numerical variables (Ex, En, and He) are shown in Table 2, and the corresponding membership cloud diagrams are shown in Figure 4.
[image: Three graphs showing different data sets with cyclical patterns. Each graph displays data points arranged in wave-like formations with peaks and troughs labeled as PL, PS, ZE, NS, and NL. X-axis labels vary between graphs, marked as E, \( E_c \), and \(\Delta K/ K_c\), indicating different measured variables. Y-axes represent normalized scales from 0 to 1. The graphs seem to compare correlations or relationships between variables as visualized by the repeating patterns.]FIGURE 4 | The Membership cloud diagram.
TABLE 2 | Membership of the cloud characteristic parameters.
[image: Table showing qualitative concepts NB, NS, ZE, PS, PB with values under headers E, EC, and ΔKΡ&ΔKᵢ. E and EC have subcategories Ex, En, He. Values range from -2.45 to 2.45 for Ex, 0.01 to 0.5 for En, and 0.002 to 0.005 for He. ΔKΡ&ΔKᵢ values include -0.05 to 0.005 for Ex, 0.00033 to 0.005/3 for En, and 0.00004 to 0.0002 for He.]4.2 Performance analysis under load step disturbance
In order to validate the control performance of the proposed cloud-based controller under significant load impacts, load step disturbances of 0.04 p.u. and 0.05 p.u. were respectively set in Area 1 and Area two at 10s and 50s, as shown in Figure 5. Both conventional PI control and Fuzzy PI control which was designed based on reference (Cam and Kocaarslan, 2005), were simultaneously employed. The time-domain responses of frequency deviation, ACE (Area Control Error), and interval transmission power deviation are shown in (Figures 6A–C), respectively.
[image: Graph showing load step as a function of time for two areas. Area 1, represented by a solid blue line, has a step increase at about 50 seconds. Area 2, shown by a dashed red line, increases at approximately 30 seconds. Both reach a plateau by 80 seconds.]FIGURE 5 | Load disturbance in Area 1 and Area 2.
[image: Graphs comparing cloud-based, fuzzy, and conventional PI controllers for power systems. The frequency response graphs show deviation over time, while tie-line active power responses display area responses. Each graph has a legend for the controller types, with distinct lines illustrating performance differences over a timespan of 0 to 100 seconds.]FIGURE 6 | Control performance under load disturbance. (A) Frequency responses. (B) Tie-line active power responses. (C) ACE responses.
From Figure 6, it is evident that the proposed cloud-based intelligent PI controller and Fuzzy PI controller exhibit significantly better control performance than the traditional PI control. Notably, no oscillations were observed during the frequency recovery process, which can be attributed to the adaptive adjustment of the P and I parameters of the cloud intelligent PI controller and Fuzzy PI controller. Furthermore, compared to the Fuzzy PI control, the proposed cloud-intelligent PI controller exhibits significant advantages in terms of the speed of frequency and ACE recovery.
4.3 Performance analysis under wind power fluctuations
In order to further validate the adaptability of the proposed cloud-based intelligent PI control in frequency control of power systems with wind generation, wind power generation was introduced in Area 1 and Area 2. Based on considering the aggregation effect of wind farms, a wind power sequence was generated. The deviation between the actual wind power and the predicted value is shown in Figure 7. Using the LFC model established in this study, simulations were conducted on the dynamic frequency response of a two-area system under the stochastic wind power fluctuations shown in Figure 8A). The time-domain responses of the transmission power deviation are shown in Figure 8B).
[image: Line graph showing wind power deviations over time for two areas. Area 1 is represented by a solid blue line, and Area 2 by a dashed red line. Both lines fluctuate, with noticeable peaks and troughs. Time is on the x-axis, and power deviation is on the y-axis.]FIGURE 7 | Wind power fluctuations in Area 1 and Area 2.
[image: Three line graphs depicting frequency and power responses. The first two graphs, labeled Area 1 and Area 2, show frequency deviation over time in hertz. Lines represent cloud-based PI (blue), fuzzy PI (red), and conventional PI (black). The third graph shows deviation of transmission power in watts over time, with the same three line styles. Graph A covers frequency responses, and Graph B covers tie-line active power responses.]FIGURE 8 | Control performance under wind power fluctuations. (A) Frequency responses. (B) Tie-line active power responses.
By observing the dynamic frequency response curves of the simulated results and the wind power fluctuation characteristics shown in Figure 7, it can be observed that the LFC model established in this study effectively reflects the impact of stochastic fluctuations in active power output from large-scale wind farms on the dynamic response of the LFC.
As seen from Figures 8A, B), when there are stochastic fluctuations in the active power output of wind farms, the proposed cloud-based intelligent PI control in this study can effectively track the wind power fluctuations and provide optimal control signals for the AGC units in the region to adapt to the stochastic fluctuations in wind power, which, in turn, ensures that the system frequency and ACE fluctuate within a smaller range. On the other hand, both the Fuzzy PI and conventional PI control strategies lag behind the cloud PI control in terms of frequency recovery speed and fluctuation range, and they are unable to track the stochastic variations in wind power effectively.
In conclusion, the proposed cloud-based intelligent PI controller in this study is effective in handling uncertain wind power integration and exhibits better control performance than the Fuzzy PI control strategy. The cloud-based intelligent PI control proposed in this study is not only effective in handling typical load disturbances but also capable of tracking the stochastic fluctuations in wind power. This further validates the adaptability and robustness of the proposed cloud based intelligent PI control for LFC.
5 CONCLUSION
This paper designs a cloud-based intelligent PI controller based on the cloud model theory, combined with the LFC characteristics of interconnected power grids. It achieves load frequency control in interconnected power grids with high wind power penetration. The designed cloud-based intelligent controller does not rely on the mathematical model of the control system. It can be designed and implemented based on the characteristics of the controlled system and prior experience. The design process is intuitive and straightforward, without the need for tedious formula derivation. The cloud-based intelligent controller exhibits strong robustness against the uncertainty of wind power and outperforms traditional fuzzy controllers in terms of tracking time, frequency fluctuation suppression, and interval control deviation.
The three numerical characteristics, namely expectation, entropy, and hyper-entropy, directly affect the control effectiveness of the cloud-based intelligent controller. Further research is still needed to optimize these characteristic parameters based on the characteristics of the controlled system.
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The low-voltage distribution network (LVDN) is the final stage in delivering electric energy from power plants to consumers, and its operational condition greatly impacts many power users. While medium-voltage and high-voltage distribution networks can be managed through intelligent digital systems, load imbalance issues in LVDNs often rely on planners’ experience, leading to significant limitations. With advancements in electric vehicle (EV) charging technology and vehicle-to-grid (V2G) technology, where EVs act as distributed energy storage units, bidirectional energy exchange between vehicles and the grid can now contribute to LVDN operation. This paper proposes a low-voltage load distribution planning method that integrates street information and V2G technology. A two-stage stochastic programming mixed-integer model is developed to tackle load imbalance in LVDNs, with the planning scheme derived from solving this model. A case study is presented to verify the effectiveness of the method, demonstrating that incorporating V2G technology enhances load distribution accuracy and reduces reliance on manual planning, improving network stability and operational efficiency.
Keywords: low-voltage distribution network (LVDN), load balancing distribution, two-stage stochastic programming, street information, vehicle to grid (V2G)

1 INTRODUCTION
The low-voltage distribution network (LVDN) directly serves basic electricity users, acting as a crucial link between power production and power consumption. With the increasing integration of new energy sources and the introduction of advanced power equipment, the LVDN is experiencing significant transformations (Guo et al., 2023). In actual LVDN, load conditions are dynamic and subject to constant fluctuations due to various unpredictable factors, such as customer behavior, weather conditions, and public events. These variations make load imbalance an inherent challenge in such networks (Yan and Saha, 2012). As urban development accelerates, the phenomenon of “village in the city” becomes more prevalent, leading to concentrated and disorderly power loads, with pronounced regional load differences. Effective distribution network planning can mitigate load imbalance issues. LVDN planning primarily involves designing distribution transformers and low-voltage lines to form a radial network with the lowest total cost (Díaz-Dorado et al., 2001). Scheidler et al. (2018) highlights that while a large amount of data is available for analysis in LVDNs, planning typically relies on the expertise of experienced planners. Utilizing intelligent planning methods can enhance the robustness of planning schemes, but the quality of the database information poses a significant challenge. Wang et al. (2015) employs the traditional manual planning method, gathering LVDN information for analysis to develop a distribution network planning scheme. This approach considers both the investment in grid transformation and the reduction of grid loss rates. Mateo et al. (2018) focuses on planning low-voltage feeder-level integrated distribution networks by collecting data from 79 large European distribution system operators (DSOs). However, these feeder-level distribution networks only encompass three-phase balanced urban and semi-urban low-voltage distribution networks. In Díaz-Dorado et al. (2001), a minimum Euclidean distance tree is employed to plan low-voltage radial distribution networks while considering voltage drop constraints and line losses. However, this method does not address the issue of load imbalance in the distribution network. Carpinelli et al. (2017) employs an intelligent planning method, utilizing multi-objective optimization to address load imbalance in LVDNs, thereby enhancing power quality and energy efficiency. In LVDNs, cables are typically laid along streets (Moon and Kim, 2017). Díaz-Dorado et al. (2003) focuses on planning rural power grids with fewer nodes, considering the connection between transformers and power grids but not the street layout. Verheggen et al. (2016) proposes a low-voltage distribution network planning method that accounts for both the laying of cables along streets and the inclusion of distributed generation. Similarly, Navarro and Rudnick (2009) considers the user street layout and uses a heuristic algorithm to divide the planning area into smaller sections for local analysis and optimization, ultimately optimizing the entire area. Also considers the user street layout and uses a heuristic algorithm to divide the planning area into small areas for local analysis and optimization, and finally optimizes the whole area. The aforementioned three papers focus exclusively on typical power system loads.
With the rapid development of clean energy, the number of electric vehicles (EVs) is also increasing rapidly. Studies have shown that EV charging behavior significantly impacts the power grid, causing issues such as current and voltage imbalance, line loss, and feeder overload (Boribun, 2019). For some distribution facilities, peak load may only be reached for a few hours a year. However, uncontrolled electric vehicle charging behavior often exacerbates these load peaks and negatively impacts transformer lifespan (Wu and Sioshansi, 2017). By implementing orderly charging, which involves controlling the timing and amount of EV charging load, the operation of the distribution network can be improved, and peak demand on the network can be reduced (Benetti et al., 2014). Sangob and Sirisumrannukul (2021) proposes an LVDN planning method based on sequential particle swarm optimization (PSO). This method aims to mitigate the impacts of large-scale EV usage by implementing ordered charging of EVs. Tan et al. (2016) employs a two-level planning method to minimize grid load differences by adjusting the EV charging load. Ordered charging of EVs can enhance system operation by shifting the load to off-peak hours. Moreover, if EVs can function as energy storage and participate in the adjustment of distribution network operations, peak load can be further reduced (Mets et al., 2011). EV batteries are increasingly popular as small to medium-sized energy storage solutions due to their relatively high energy density, lack of geographical restrictions, and low maintenance requirements (Pimm et al., 2018). When a large number of EV batteries are combined to act as energy storage and can send power back to the grid during peak hours, this is referred to as Vehicle-to-Grid (V2G) technology (Crozier et al., 2020). V2G technology has demonstrated significant potential in balancing electricity supply and demand (Han et al., 2012). For instance, Soares et al. (2011) proposes a particle swarm optimization (PSO) algorithm to address the optimal scheduling of energy resources, including V2G resources.
Stochastic programming is a significant branch of mathematical programming, used for modeling optimization problems that involve uncertain parameters (Shapiro and Philpott, 2007). The two-stage stochastic programming with recourse cost is the most common type, where decisions and related variables are divided into two stages (Mavromatidis et al., 2018). The first stage is typically referred to as the tactical level, involving long-term decisions that influence development over an extended period. The second stage, known as the operational level, involves more specific, shorter-term decisions. The first-stage decision must be made before the uncertain parameters are realized. Once these parameters are determined, they often differ from the expected values considered during the first stage. Consequently, the second stage incurs a recourse cost due to these differences, and the goal is to minimize this cost through second-stage decisions. Tan et al. (2014) adopts a two-stage stochastic programming method to plan the distribution network, taking into account distributed resources. Wu and Sioshansi (2017) uses a two-stage stochastic programming method to flexibly schedule EV charging times, leveraging distributed resources to mitigate the impact of load peaks on transformers.
In summary, LVDN planning is often closely linked to street information. However, due to data limitations and challenges in integrating and utilizing information, planners typically rely on limited data and design based on experience or use heuristic algorithms for support. The increasing adoption of EVs has added complexity, as their charging patterns significantly affect distribution network operations. The deployment of smart detection devices has improved data acquisition and utilization in LVDN. Nonetheless, current research falls short in integrating diverse information from these networks and using intelligent optimization methods to align long-term planning with operational scheduling while optimizing load distribution. Therefore, the paper proposes a low voltage load balancing distribution method considering street information and V2G technology applications. The proposed method employs a two-stage stochastic programming approach, the corresponding theory is illustrated in Figure 1. In the first stage, a load distribution optimization model that incorporates street information and electrical topology is established, focusing primarily on long-term load distribution planning and related constraints. In the second stage, a scheduling model utilizing V2G technology is created further to enhance the operational status of the distribution network.
[image: Flowchart illustrating a two-stage process for load distribution planning. The first stage, at the tactical level, involves decision-making with unknown parameters, impacting various scenarios labeled Scenario-1 to Scenario-n, each with specific probabilities (P = β). The second stage, at the operational level, involves intraday dispatch as parameters become known. Planning and recourse costs are indicated on the side, contributing to the total cost.]FIGURE 1 | Theoretical schematic diagram of the proposed method.
The main contributions of this paper are as follows.
	1) This study contributes to the planning of low-voltage distribution networks by integrating the original load distribution with optimal load combination strategies. We propose a method to reallocate load combinations to new access nodes through analytical modeling, taking into account street orientation to determine the most efficient and cost-effective load planning pathways.
	2) The approach integrates two-stage adjustments for both long-term planning and dispatch. Utilizing the pseudo load curve acquisition method, it collaboratively addresses issues such as large load fluctuations, heavy overloads in the distribution network, and load imbalance, from both planning and dispatching perspectives.

2 DISTRIBUTION NETWORK MODELING
In the LVDN, most distribution lines are low-voltage overhead lines, and the road network is highly coupled with the power grid. Therefore, this paper integrates electrical lines in the LVDN with street information, forming what is termed the Road-Grid Coupling Network (RGCN). The primary method for optimizing load distribution in the LVDN involves removing the load from the original line, laying low-voltage overhead lines along the street, and reconnecting the removed load to the new line. Key issues in this process include selecting the most appropriate load combination (LC) for adjustment and choosing the adjustment path with the lowest cost.
2.1 Road-grid coupling modeling
First, the street and electrical topology information related to the LVDN will be collected through the distribution operator systems (DSOs), as shown in Table 1. This table summarizes the key information required for modeling the RGCN. After collecting street direction information, the start and end nodes of the streets and the intersections of each street are anchored, and the streets are connected to establish a highway network connection model; for electrical topology information, the main focus is on the distribution and direction of electrical lines, and the line node locations are determined according to actual conditions, while the access locations of each user in the line are determined; for users, if smart meters are installed, the load data in the smart meters is read; if smart meters are not installed, the total electricity consumption information is collected for pseudo-load curve acquisition.
TABLE 1 | Road-grid coupling network concern information table.
[image: Table with two columns labeled "Parameter" and "Description." The parameters are "Street Orientation," described as "The directional layout of streets"; "Electrical Topology," described as "The configuration and connections of electrical lines"; and "Customer," described as "Access node in the grid and historical load data."]The cost of laying overhead lines is assessed for each street by the DSOs. This is represented by a cost coefficient ci, which is used to determine the most cost-effective planning route.
Finally, a weighted directed topological graph of the LVDN is created. The method for assigning weights to each edge in the directed graph is described in Equation 1.
[image: It seems like there was an error in your message, and no image was uploaded. Please try uploading the image again, and I will be happy to help generate the alternate text for you.]
Where wi is the weight of the i-th street, ci is the cost coefficient of the i-th street, and li is the length of the i-th street.
2.2 Pseudo load profile determination
The LVDN includes numerous users, making it impractical and costly to install intelligent electric meters for every user. Consequently, obtaining pseudo load profiles for low-voltage users depends on data from a limited number of users equipped with intelligent electric meters. In this paper, for users without intelligent electric meters, pseudo load profiles are utilized to approximate their actual power consumption curves (Gahrooei et al., 2017).
First, all loads are categorized based on the electricity consumption characteristics of the users. Collect electricity usage data from all users with intelligent electric meters. After cleaning the data and filling in any gaps, cluster the typical load patterns for various load types in different scenarios according to their load types and contexts. Additionally, mark the probability of each pattern’s occurrence. For loads without intelligent electric meters, assign a typical load pattern to each load based on its type and context. For example, if there are 100 A-type loads, and the clustering results for A-type loads in scenario-I show three load patterns (a, b, c) with occurrence probabilities of 50%, 30%, and 20%, respectively, then approximately 50, 30, and 20 of the 100 loads will be assigned to load patterns a, b, and c, respectively, in scenario-I. The flow chart illustrating the pseudo load profile acquisition method is shown in Figure 2.
[image: Flowchart illustrating a process for analyzing customer electricity data. It starts with importing customer information, then checks for intelligent electric meters. If yes, it proceeds to preprocessing meter data; if no, it extracts total electricity consumption. After preprocessing, the data is clustered by scenario and load type. Typical curves are allocated based on load type and scenario, resulting in a pseudo load curve. The process ends here.]FIGURE 2 | Flowchart of pseudo load profile acquisition method.
3 TWO-STAGE STOCHASTIC PROGRAMMING MODELING
In the method proposed in this paper, the process is divided into two stages. The first stage is the planning stage, which spans a longer period and focuses primarily on replanning the existing load in the LVDN to mitigate issues of heavy overload and load imbalance through a limited number of load distribution adjustments. The second stage is the dispatching stage, which has a shorter period and mainly involves using V2G technology to manage EVs within the distribution network, further alleviating the problems of heavy overload and load imbalance.
This chapter addresses modeling in two distinct stages: long-term operation and short-term scheduling. After developing the models, a solver is utilized to derive collaborative planning and scheduling solutions. Ultimately, this approach aims to alleviate operational issues in the LVDN by integrating both long-term planning and short-term scheduling strategies.
3.1 Planning stage modeling
Through analysis of real-world projects, it is observed that the LVDN typically only redistributes load combinations (LCs) at the feeder endpoints. In the planning process, we begin with the load at the feeder’s end, then select the most appropriate LCs along the feeder. This LC is subsequently reconnected to the most suitable node within the distribution network, which is not always the terminal node.
In Figures 3A, B show the LCs that allow replanning and that do not allow replanning, respectively. For example, in Figure 3A, black nodes 2, 3, and five represent nodes located at the end of the feeder, and the loads they connect to are the ones subject to replanning. Taking node-2 as an example, during the planning process, we can select loads LD1-LD3 (as shown in the red frame-1 in Figure 3A). Alternatively, we can select up to k loads as an LC for planning (as shown in the red frame-2 in Figure 3A).
[image: Two diagrams labeled A and B, showing electrical circuits with feeders and loads. Diagram A highlights path 1 with feeders labeled LD sub n, LD sub n plus 1, and additional loads. Diagram B highlights path 2, indicating changes in feeder connections. Both circuits show two main feeders, Feeder-1 and Feeder-2, with several branching connections. Red boxes and numbers emphasize specific sections.]FIGURE 3 | Example diagram of Load Combinations(LCs).
However, we cannot plan the load in the middle of the feeder (as shown in the red frame-1 in Figure 3B), nor can we select loads LD1-LD3 and then add LDk as an LC (as shown in the red frame-2 in Figure 3B).
In the planning stage, the key decision is to determine the node of each load connected to the distribution network. For each load within the distribution network, using the j-th load Ploadj as an example, we define a decision vector shown as Equation 2:
[image: Mathematical expression showing a vector \(\mathbf{x}_j\) equals a row vector with elements \(\rho_{1j}, \rho_{2j}, \ldots, \rho_{mj}\), followed by equation reference (2).]
where the elements ρjn are all binary variables, and n is the number of nodes in the distribution network.
When making planning decisions, our goal is to minimize the total cost of the plan. The cost is calculated using the method shown as Equation 3. The cost matrix C is derived from the weighted directed topology graph developed in Chapter 2. To calculate the cost of each potential planning path for the loads, the Dijkstra shortest path algorithm is employed.
[image: The formula represents a double summation: \( f_1 = \sum_{j=1}^{m} \sum_{i=1}^{n} \rho_{ji} \cdot C_{ji} \), followed by the number in parentheses indicating equation three.]
Where, Cji represents the cost of replanning the j-th load from the original node (assumption to be the k-th node) to the new i-th node. If k = i, then Cji = 0, indicating that the j-th load has not been replanned, and the cost is 0.
In LVDN, to avoid the formation of a closed power supply loop that could compromise safety in unexpected situations, the power supply network is typically designed to be radial. Consequently, users obtain power from only one node in the distribution network. This constraint is expressed as shown in Equation 4:
[image: Summation notation: the sum of rho sub i from i equals 1 to n equals 1, for all j belonging to Omega sub L D. Equation labeled as (4).]
where ΩLD is the set of all loads, and n is the total number of distribution network nodes. When ρji = 1, it means that the j-th load access node is the i-th node in the distribution network.
Since all loads are already connected to the distribution network, readjusting the distribution of all loads is not feasible. During the planning stage, typically only a portion of the loads at the end of the distribution network can be redistributed. The constraint that needs to be met is shown in Equation 5, indicating that there is an upper limit on the number of loads that can be replanned:
[image: Summation from j equals 1 to m of the expression 1 minus x sub j transpose times x sub j, is less than or equal to n sub max superscript adj, with equation number 5 in parentheses.]
where [image: Text showing a mathematical expression with "n" as the base, and "max" in subscript with "adj" in superscript.] means the upper limit number, and m means the number of loads. If the access node of the j-th load in the distribution network is redistributed, then constraint (Equation 6) needs to be satisfied:
[image: It seems there was an error in providing the image. Please upload the image file or provide a URL to generate alternate text. If the math expression is what you intended to describe, let me know, and I can assist further.]
Otherwise, constraint (Equation 7) must be met:
[image: It seems there is a mistake because there's no image attached. Please upload the image or provide a URL to it, and I can help generate the alternate text.]
According to the above research results, the load connected to non-terminal nodes must adhere to the following constraint (Equation 8):
[image: The image contains the mathematical expression \( \mathbf{x}_j^T \cdot \mathbf{x}_j = 1 \), where \( j \) is not an element of \( \Omega_{\text{EN}} \). It is labeled as equation (8).]
where ΩE.N. is the set of all end nodes.
For an end node (assuming it is node-i), two auxiliary decision variables are defined, as shown in Equations 9, 10:
[image: Please upload the image for which you want the alternate text, or provide a URL if it's available online.]
[image: Mathematical notation depicting a vector \( B \) composed of elements \( b_1, b_2, \ldots, b_k \), followed by equation number 10.]
where ain and bik are both binary variables, k is the total number of users connected to the end node-i; [image: Image showing a mathematical expression with a capital letter A. The letter i is in subscript, and the letter T in superscript, indicating a transpose of a matrix indexed by i.] is used to assist in the decision-making process for planning the users connected to end node-i, and [image: It seems like you might have attempted to upload an image, but I cannot view it. Please try uploading the image again, or provide more context about it so I can assist with generating alternate text.] helps determine the LC selection for planning end node-i. These variables must satisfy the constraints shown in Equations 11, 12:
[image: The mathematical expression shows the summation from i equals one to n of a subscript i h equals one, for all h in the set Omega sub E, N, followed by equation number eleven.]
[image: Summation from t equals 1 to k of b sub h_t is less than or equal to 1, for all h in omega sub epsilon, N. Equation number 12.]
where, if ahi = 1, it indicates that the LC from the end node-h is replanned to the node-i; if bhz = 1, it signifies that the z loads at the end of end node-i are replanned as an LC; if all bhz values are 0, it means that the load connected to this node is not replanned. The detailed usage of these two auxiliary variables will be elaborated in the second stage.
In LVDN, it is generally preferable to connect customers to the nearest point in the distribution network. If the connection point is too far from the customer’s geographical location, it can lead to cross-power-supply issues, which are detrimental to the operation and management of the power grid. Therefore, when redistributing the load, it is essential to follow the principle of proximity planning, as shown in Equation 13:
[image: Sum of ρ_ji multiplied by D_ji from i equals one to n is less than or equal to R_max, for all j in the set Ω_LD, equation number thirteen.]
where Dji represents the Euclidean distance from the j-th load to the i-th node, according to the weighted directed topological graph obtained in Chapter 2. Rmax denotes the maximum allowable distance between the load location and the access node.
3.2 Operational stage modeling
During the operation stage, the primary objective is to utilize V2G technology to manage the charging load of EVs efficiently. This helps reduce the peak-to-valley difference in load and alleviate load imbalance. The decision variable in this stage is the EV charging load xs·k·t, which operates on a smaller time scale. The subscripts represent the charging load index, scenario, and time, respectively. Each scenario contains sn sampling points, as illustrated in Figure 4.
[image: A diagram labeled "Scenario-s" showing a sequence of events or components. It includes five sections labeled \( t_1 \), \( \ldots \), \( t_k \), \( \ldots \), and \( t_n \), indicating a progression or timeline. Each section is shaded in light blue.]FIGURE 4 | Schematic diagram of scenario sampling.
In low-voltage distribution networks, significant load differences between feeders exacerbate load imbalance within the regional grid. Therefore, during project operation and maintenance, it is essential to maintain uniform load rates across feeders. The article defines the degree of load imbalance as the difference between the maximum and minimum instantaneous load rates of all feeder outlets in the distribution network at any given time. A substantial degree of load imbalance typically signals that certain feeders are overloaded. When this imbalance surpasses a specified threshold, it can lead to increased transformer heating, elevated power losses, a higher failure rate, even voltage fluctuations, and reduced equipment lifespan. The calculation method for the degree of load imbalance is defined as Equation 14:
[image: Mathematical expression showing the formula for stress range: Δσ equals σ_st,max minus σ_st,min, labeled as equation 14.]
where σs·t·max and σs·t·min are the maximum and minimum values of all feeder load rates in scenario-s, at time t.
At this stage, the optimization goal is to minimize the mathematical expectation of the degree of load imbalance across all scenarios, as shown in Equation 15, where βs is the probability of the scenario-s occurring, and sn is the number of typical scenarios.
[image: The formula shows \( f_{z} = \sum_{i=1}^{n_{z}}\beta_{i} \cdot \frac{1}{n_{i}} \sum_{t=1}^{n_{t}} (\sigma_{gi-\text{max}} - \sigma_{gi-\text{min}}) \) with equation number (15).]
To facilitate the calculation of the load power at the end node (assuming node-i), auxiliary decision variables Pi·out·s·t, Pi·rest·s·t, and [image: Mathematical expression showing the variable \(Y\) with a superscript \(T\) and subscript \(i, s, t\).] (shown as Equation 16) are introduced here:
[image: It seems like you're referencing a mathematical expression, not an image. If you have an image to describe, please upload it or provide a URL. If you need help with interpreting or generating alternate text for a specific image, feel free to provide more details!]
where Pi·rest·s·t is the remaining load value of end node-i in scenario-s at time t, and the role of [image: Mathematical notation depicting "Y" with superscript "T" and subscript "i, s, t".] is to assist in calculating the load values planned from end node-i to another node, specifically the value of Pi·out·s·t. The element values of [image: Mathematical expression showing a superscripted uppercase "Y" with subscript "i, s, t", where "T" is the superscript.] are obtained by accumulating the load values in order from far to near, according to the distance of the load’s access to the end node before replanning. For example, the value of [image: Equation in a small-sized font showing variables: the letter "y" with subscript "it" and superscript "st".] is the load value of the last load of end node-i (such as LD1 in Figure 3A) in scenario-s at time t; and the meaning of [image: Mathematical expression with variables: \(y\) raised to the power of \(s\) over \(t\), subscript \(i2\).] is the sum of the load values of the last two loads (such as LD1 and LD2 in Figure 3A) in scenario-s at time t, and so on. These three auxiliary variables must satisfy the constraints in Equations 17, 18:
[image: Mathematical equation showing \( P_{\text{dem}, s, t} = \sum_{z=1}^{k} f^{\text{st}}_{iz} \cdot b_{iz}, \forall i \in \Omega_{E,N} \). Formula numbered as equation seventeen.]
[image: Equation with variables: \( P_{\text{out,set}} + P_{\text{rest,set}} = Y_{k}^{x^{t}} \), labeled as equation 18.]
where, according to the previous description, ys⋅tik is the total load value of the end node-i in scenario-s at time t, before planning.
Based on the above analysis, the calculation method for node power in the distribution network is shown as Equation 19:
[image: Equation showing \( P^{\text{load}}_{s,t} \) as a piecewise function. The first condition involves \( P_{\text{rest},s,t} + \sum_{z=1}^{n^{\text{EN}}} P_{z,\text{out},s,t} \cdot a_{z,i} \) for \( i \in \Omega_{z,\text{EN}} \). The second condition involves \( \sum_{j=1}^{m} \rho_{j,i} \cdot P^{\text{LD}}_{s,j,t} + \sum_{z=1}^{n^{\text{EN}}} P_{z,\text{out},s,t} \cdot a_{z,i} \) for other cases. Equation is numbered 19.]
where nE.N. is the total number of end nodes.
To ensure the distribution network’s safe and stable operation, the lines’ maximum instantaneous power should remain below the safety threshold, and the network should not operate under heavy overload conditions for extended periods. The constraints are shown in Equation 20:
[image: A mathematical expression with two inequality conditions. The first condition is \( P_{sij}^{ts} \leq \mu \cdot P_{ij}^{N} \). The second condition involves a summation: \( \sum_{t = t_{0}}^{t_{0} + T_{\max}} P_{sij}^{ts} \leq 0.8 \cdot P_{ij}^{N} \cdot T_{\max} \). These are specified for all \( i, j \) in set \(\Omega_L\) and \(s\) in set \(\Omega_s\). The equation number is (20).]
where Ps⋅ij⋅t represents the instantaneous power of the line at time t in the s-th scenario; PN ij is the rated power of line-ij, μ is the safety threshold parameter, Tmax is the maximum allowable continuous overload time, ΩL is the set of all lines, and Ωs is the set of all scenarios.
At the same time, the distribution network should meet the power balance constraints during operation, as shown in Equation 21:
[image: Mathematical equations describe power system variables. The equations indicate: \(P_{s,t-in} = P_{s,t}^{\text{load}} + P_{s,t-out}\), \(P_{s,t-in} = \sum_z P_{s,z,t} \quad \forall z \in \Omega_{\text{in}}\), \(P_{s,t-out} = \sum_k P_{s,k,t} \quad \forall k \in \Omega_{\text{out}}\), and the conditions \(\forall i \in \Omega_N, \forall s \in \Omega_s\). The equations are numbered as \(21\).]
when ignoring line losses, at any time t, the power flowing into any node (e.g., node-i) Ps⋅i⋅t⋅in should be equal to Ploads·i·t (the sum of the total load of the users connected to this node) plus Ps⋅i⋅t⋅out (the power flowing out of the node). Ωi⋅in is the set of starting nodes of the lines flowing into node-i, Ωi⋅out is the set of ending nodes of the lines flowing out of node-i, ΩN is the set of all nodes.
When using V2G technology for load scheduling, to ensure the safe operation of the EV charging pile, its maximum charging and discharging power should meet the requirements specified in Equation 22:
[image: The equation shows an inequality condition where \( P_{\text{min}} \leq x_{\text{ax}} \leq P_{\text{max}} \), labeled as equation (22).]
where Pc⋅max and Pd⋅max are the maximum charging and discharging power of the charging pile, respectively.
Since users’ willingness to participate in the V2G plan varies across different periods, the proportion of users participating in the V2G plan at different times is not completely consistent. Here, we define the auxiliary decision variable PV2G, which represents the charging load of the user group participating in the V2G plan. This variable satisfies Equation 23:
[image: The image contains a mathematical equation: \( x_{a,k} = (1 - \alpha_{a})X_{a,k} + P_{a,k}^{\text{PCG}} \), labeled as equation (23).]
Where Xs⋅k⋅t is the load value when EVs are charged in an unordered manner, and αs⋅t is the proportion of users participating in the V2G plan at scenario-s at time t. Additionally, for users in the V2G plan, the maximum charging and discharging power constraints must also be met, as shown in Equation 24:
[image: I can't provide alt text for the displayed formula, but I can describe it: The formula expresses an inequality involving the symbols \(\delta_1\), \(\alpha_{xf}\), \(X_{txf}\), \(P^R_{tx}\), \(\delta_2\), and \(\alpha_{xr}\), with the equation number (24) at the end.]
where δ1 and δ2 are the maximum charging and discharging power safety thresholds of V2G users respectively.
To ensure the safety of EV charging and battery life, and to prevent excessive current changes from impacting the power grid and batteries, the power change rate should also be controlled when scheduling EV loads, as shown in Equation 25:
[image: Mathematical expression showing the absolute difference between \( P^{\text{VG}}_{k+1} \) and \( P^{\text{VG}}_{k(t-1)} \), which is less than or equal to \( \epsilon \cdot P_{c_{\text{max}}} \), labeled as equation 25.]
where ε is the maximum allowed charging rate.
For EV users, it is necessary to charge their vehicles to the specified capacity before their desired time. Therefore, in the scheduling plan, the total charging amount constraint must be met, as shown in Equation 26:
[image: The equation shows two summations set equal to each other. The first summation, from \( t = t_0 \) to \( t = t_{\text{end}} \), is \( x_{s,k,t} \). The second summation, from \( t = t_0 \) to \( t = t_{\text{end}} \), is \( X_{s,k,t} \). The equation is numbered (26).]
where t0 and tend are respectively the start and end times of the scheduling plan.
3.3 Modeling summary
Based on the theory of two-stage stochastic programming method, the model established in this chapter includes constraints (4)–(5), (13)and (20)–(26). The objective function of the model is shown in Equation 27:
[image: Minimization problem representation: minimize function \( f = \lambda_1 f_1 + \lambda_2 f_2 \), given as equation 27.]
where λ1 and λ2 are respectively the weight coefficients of the two-stage objectives.
When the model is solved, the values of the decision variables [image: It appears there is an issue with the image upload. Please try uploading the image again or provide a URL to the image. If there are any additional details or a caption you'd like to include, feel free to add them.] and EV charging load xs·k·t are transformed into the planning method.
4 CASE STUDY
The model established in this paper is a large-scale mixed integer programming model, containing both integer and continuous variables. The commercial solver Gurobi is used to solve the problem. The computer specifications are: Intel Core™ i5-13500H, 2.60 GHz, 16 GB of memory.
4.1 Case overview
This paper uses a low-voltage distribution transformer in an urban village in Guangzhou City as an example. Figures 5, 6 are the electrical topology of the distribution network transformer and the road network coupling diagram respectively. The blue nodes in Figure 6 represent customers, and the red squares indicate distribution transformers.
[image: Diagram showing an electrical distribution network with three feeders labeled Feeder-1, Feeder-2, and Feeder-3. Components include blue load symbols, green PV, and orange EV. The network is connected to a 10 kV/0.4 kV source.]FIGURE 5 | Electrical topology diagram of LVDN.
[image: Diagram showing a complex arrangement of numbered sections in a grid pattern, with blue dots representing nodes. Areas are outlined in red, with green spaces scattered throughout. Three marked feeders, labeled Feeder 1, Feeder 2, and Feeder 3, are located near the center. The map appears to depict a network or distribution system layout.]FIGURE 6 | Diagram of road-grid coupling network(RGCN).
The load exhibits characteristics typical of a residential area, including four categories: residential load, small commercial load, distributed photovoltaic (PV), and EV charging loads. Due to factors such as charging prices and limited charging pile capacity, most EVs charged during working hours follow a “charge-and-go” pattern. This means the owner starts charging immediately after connecting the car to the charging pile and leaves once the EV is charged to meet mileage requirements or the owner’s departure time limit. Fewer users participate in the V2G plan during these hours. However, for users who charge during late night to next morning, the end time of charging is more flexible, and the proportion of users participating in the V2G plan is relatively high.
To more clearly demonstrate the continuous dispatch effect of V2G from late night to the next morning, this article takes 8:00 a.m. as the starting point, the scenario time scale is 24 h a day, and the sampling frequency is 15 min. For residential, small commercial, and EV charging loads, the load curve is closely related to whether the day is a weekday or not. Their clustering results on weekdays and non-working days show obviously different characteristics, as shown in Figures 7A–C. PV is closely related to weather conditions. Therefore, the clustering results of different scenarios according to weather conditions are shown in Figure 7D. From the results, we can see that PV output is larger on sunny days, smaller on cloudy or rainy days, and relatively smaller on cloudy days, with random fluctuations.
[image: Four line graphs depict various data trends over time.   Graph A shows trends labeled as Workday-Com1, Workday-Com2, Nonworkday-Com1, and Nonworkday-Com2.  Graph B displays Workday-Res1, Workday-Res2, Nonworkday-Res1, and Nonworkday-Res2.  Graph C illustrates weather conditions: Sunny, Cloudy, and Overcast.  Graph D compares Workday-EV and Nonworkday-EV. Each graph plots time on the x-axis and p.u. on the y-axis.]FIGURE 7 | Clustering results of loads.
According to the pseudo load profile acquisition approach proposed in Chapter 2, the load profiles of all loads in the distribution network are obtained as shown in Figure 8. In this paper, PV output is regarded as loads with negative values, and all PV output is considered to be absorbed.
[image: Two 3D surface plots labeled A and B compare power usage in kilovolts over time. Plot A shows workday data, with peaks and variations. Plot B displays nonworkday data, with a noticeable shift in power usage patterns. Both plots use a color gradient from blue to red indicating power levels.]FIGURE 8 | Pseudo load profiles of all loads.
4.2 Case analysis
According to the scenarios generated above, the degree of load imbalance in the area before replanning reached 26.38%. In both working day and non-working day scenarios, the degree of load imbalance at 10:00 p.m. is significantly higher. In the working day scenario, the instantaneous degree of load imbalance can reach 43.71%, which is very unfavorable for the safe and stable operation of the regional distribution network.
Applying the method proposed in this paper (referred to as method 1), the load planning scheme for the region is obtained as follows: load-63, 64, and 65 at the end of feeder-3 are adjusted to feeder-2, and load-77 and 78 at the end of feeder-2 are adjusted to feeder-1. The schematic diagrams of the load adjustment positions and paths are shown in Figures 9, 10.
[image: Map of an access path layout showing original paths in dashed orange and new paths in solid red. New access nodes are marked by red dots, connecting feeders 1 and 2, labeled from 47 to 65.]FIGURE 9 | Planning scheme diagram 1.
[image: Map illustrating a network layout with original and new access paths. Original paths are in orange, new paths are in red, and new access nodes are marked with red dots. Key nodes include Feeder-1, Feeder-2, and nodes 35, 66, 67, and 78.]FIGURE 10 | Planning scheme diagram 2.
Take EV load No. 39 as an example, the optimization results of EV charging load considering V2G technology are shown in Figure 11. During certain high-load periods, EVs connected to the distribution network act as energy storage, transmitting energy back to the distribution network. As night falls, most residential and commercial loads decrease significantly. During this period, EV charging demand rises to fulfill charging requirements. By early morning, residential and commercial loads begin to increase again. By this time, most EVs have completed charging, leading to a gradual decrease in EV load. This sequence achieves a staggered operation of various loads.
[image: Two line graphs compare electric vehicle load profiles from initial and replanning phases. Graph A shows data for weekdays, and Graph B for non-weekdays. The initial load is black, and the replanning load is red, with variations in kW plotted against time from midnight to midnight.]FIGURE 11 | EV charging load optimization diagram.
After optimizing the distribution network in the region according to the plan mentioned above, the comparison of the degree of load imbalance is shown in Figure 12. It can be seen that the degree of load imbalance has significantly decreased across different scenarios, especially around the 22:00 period in the non-working day scenario. The load imbalance phenomenon has been greatly alleviated, and the overall degree of load imbalance has dropped to 4.66%, demonstrating a significant effect.
[image: Two line graphs labeled A and B compare the degree of load imbalance over time. Graph A shows workdays, and Graph B shows nonworkdays. Each graph displays two lines: one for initial load imbalance (black) and another for re-planning (red). The graphs illustrate the variations in load imbalance percentages throughout different times of the day.]FIGURE 12 | Comparison of the degree of load imbalance.
If we only consider adjusting the distribution of loads in the distribution network without applying V2G technology (referred to as method 2), the resulting planning scheme would need to adjust load 48 along with loads 63, 64, and 65 to feeder 2. In this case, the degree of load imbalance can only be reduced to 6.87%. The planning cost and the degree of load imbalance would be higher than method 1.
If we ignore street information and only optimize network flow (referred to as method 3), the planning scheme involves adjusting load-1, 2, 3, and 4 to feeder-2, and adjusting load-64 and 65 to feeder-1. This optimizes the degree of load imbalance to 4.11%. However, the replanning routes in this scheme are longer and the planning cost is higher. Compared to the case where street information is considered, the decrease in the degree of load imbalance is insignificant. The overall economic benefits of this scheme are lower, and it can easily cause cross-power-supply issues, increasing management difficulty. The comparison of the three methods is shown in Table 2.
TABLE 2 | Comparison of three planning methods.
[image: Table comparing three methods based on load numbers, planning schemes, costs, and load imbalance. Method 1 has costs of 976.53 with imbalances decreasing from 26.38% to 4.66%. Method 2 has costs of 1,131.36, reducing imbalance to 6.87%. Method 3 incurs costs of 1,640.72, lowering imbalance to 4.11%.]The method proposed in this paper comprehensively considers street information and the application of V2G technology. It achieves a relatively good adjustment in the degree of load imbalance at the lowest cost, offering high efficiency and economic benefits.
5 CONCLUSION
Aiming at the current problem of load imbalance in Low Voltage Distribution Networks (LVDN), this paper proposes a load-balanced distribution method that considers street information and the application of V2G technology. Its outstanding features include the incorporation of LVDN street information and the adoption of a two-stage stochastic programming approach. The method proposed in this paper effectively integrates long-term planning with short-term dispatching strategies in the distribution network. By optimizing user access nodes and incorporating V2G technology, this approach significantly mitigates the degree of load imbalance in the LVDN with minimal and more judicious adjustments. However, the load profiles used in this method are pseudo load profiles. If more accurate load profiles of all users can be obtained, the effectiveness of this method can be further enhanced.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
YL: Conceptualization, Methodology, Writing–review and editing. YG: Formal Analysis, Writing–original draft. CH: Investigation, Methodology, Validation, Writing–review and editing. SG: Investigation, Validation, Writing–review and editing. JT: Investigation, Validation, Writing–review and editing. WH: Writing–review and editing.
FUNDING
The author(s) declare that financial support was received for the research, authorship, and/or publication of this article. This research was funded by the R&D Project of Guangzhou Power Supply Bureau of Guangdong Power Grid, Co., Ltd, grant number No. 030103KK52220007/GDKJXM20220286.
ACKNOWLEDGMENTS
Special thanks to all the institutions and colleagues who provided help and support for this study.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

REFERENCES
	 Benetti, G., Casagrande, D., Giannuzzi, G., Livi, S., and Moser, D. (2014). Real-time modeling and control of electric vehicles charging processes. IEEE Trans. Smart Grid 6 (3), 1375–1385. doi:10.1109/TSG.2014.2376573
	 Boribun, B. (2019). Modeling and analysis of the plug-in electric vehicles charging in the unbalanced radial distribution system. Int. J. Electr. Electron. Eng. and Telecommun. 8 (3), 133–138. doi:10.18178/ijeetc.8.3.133-138
	 Carpinelli, G., Celli, G., Mocci, S., Pilo, F., and Russo, A. (2017). Minimizing unbalances in low-voltage microgrids: optimal scheduling of distributed resources. Appl. Energy 191, 170–182. doi:10.1016/j.apenergy.2017.01.057
	 Crozier, C., Morstyn, T., McCulloch, M. D., and Chilvers, A. (2020). The case for Bi-directional charging of electric vehicles in low voltage distribution networks. Appl. Energy 259, 114214. doi:10.1016/j.apenergy.2019.114214
	 Díaz-Dorado, E., Cidrás Pidre, J., and Míguez García, E. (2003). Planning of large rural low-voltage networks using evolution strategies. IEEE Trans. Power Syst. 18 (4), 1594–1600. doi:10.1109/TPWRS.2003.818741
	 Díaz-Dorado, E., Miguez, E., and Cidrás, J. (2001). Design of large rural low-voltage networks using dynamic programming optimization. IEEE Trans. Power Syst. 16 (4), 898–903. doi:10.1109/59.962443
	 Gahrooei, Y. R., Khodabakhshian, A., and Hooshmand, R.-A. (2017). A new pseudo load profile determination approach in low voltage distribution networks. IEEE Trans. Power Syst. 33 (1), 463–472. doi:10.1109/TPWRS.2017.2696050
	 Guo, R., Meunier, S., Protopapadaki, C., and Saelens, D. (2023). A review of European low-voltage distribution networks. Renew. Sustain. Energy Rev. 173, 113056. doi:10.1016/j.rser.2022.113056
	 Han, Y., Chen, Y., Han, F., and Liu, K. R. (2012). “An optimal dynamic pricing and schedule approach in V2G,” in Proceedings of the 2012 asia pacific signal and information processing association annual summit and conference,  (03-06 December 2012) (Hollywood, CA, USA: IEEE), 1–8. 
	 Mateo, C., Marti, J., Perez, R., Smith, P., Gangale, F., Frías, P., et al. (2018). European representative electricity distribution networks. Int. J. Electr. Power and Energy Syst. 99, 273–280. doi:10.1016/j.ijepes.2018.01.027
	 Mavromatidis, G., Orehounig, K., and Carmeliet, J. (2018). Design of distributed energy systems under uncertainty: a two-stage stochastic programming approach. Appl. Energy 222, 932–950. doi:10.1016/j.apenergy.2018.04.019
	 Mets, K., Verschueren, T., Haerick, W., Develder, C., and De Turck, F. (2011). “Exploiting V2G to optimize residential energy consumption with electrical vehicle (dis) charging,” in 2011 IEEE first international workshop on smart grid modeling and simulation (SGMS),  (17-17 October 2011) (Brussels, Belgium: IEEE). doi:10.1109/SGMS.2011.6089203
	 Moon, S.-K., and Kim, J.-O. (2017). Balanced charging strategies for electric vehicles on power systems. Appl. Energy 189, 44–54. doi:10.1016/j.apenergy.2016.12.025
	 Navarro, A., and Rudnick, H. (2009). Large-scale distribution planning—Part I: simultaneous network and transformer optimization. IEEE Trans. Power Syst. 24 (2), 744–751. doi:10.1109/TPWRS.2009.2016593
	 Pimm, A. J., Cockerill, T. T., and Taylor, P. G. (2018). The potential for peak shaving on low voltage distribution networks using electricity storage. J. Energy Storage 16, 231–242. doi:10.1016/j.est.2018.02.002
	 Sangob, S., and Sirisumrannukul, S. (2021). Optimal sequential distribution planning for low-voltage network with electric vehicle loads. Front. Energy Res. 9, 673165. doi:10.3389/fenrg.2021.673165
	 Scheidler, A., Thurner, L., and Braun, M. (2018). Heuristic optimisation for automated distribution system planning in network integration studies. IET Renew. Power Gener. 12 (5), 530–538. doi:10.1049/iet-rpg.2017.0394
	 Shapiro, A., and Philpott, A., 2007. A tutorial on stochastic programming. Available at: www.isye.gatech.edu/ashapiro/publications.html,17. 
	 Soares, J., Sousa, T., Morais, H., Vale, Z., and Faria, P. (2011). “An optimal scheduling problem in distribution networks considering V2G,” in 2011 IEEE symposium on computational intelligence applications in smart grid (CIASG),  (11-15 April 2011) (Paris, French Guiana: IEEE). doi:10.1109/CIASG.2011.5953342
	 Tan, K. M., Ramachandaramurthy, V. K., and Yong, J. Y. (2016). Optimal vehicle to grid planning and scheduling using double layer multi-objective algorithm. Energy 112, 1060–1073. doi:10.1016/j.energy.2016.07.008
	 Tan, Y., Wang, L., Yang, F., Xiong, W., and Wang, J. (2014). A two-stage stochastic programming approach considering risk level for distribution networks operation with wind power. IEEE Syst. J. 10 (1), 117–126. doi:10.1109/JSYST.2014.2350027
	 Verheggen, L., Ferdinand, R., and Moser, A. (2016). “Planning of low voltage networks considering distributed generation and geographical constraints,” in 2016 IEEE international energy conference (ENERGYCON),  (04-08 April 2016) (Leuven, Belgium: IEEE). doi:10.1109/ENERGYCON.2016.7514042
	 Wang, L., Zhang, H., Li, Y., and Liu, J. (2015). “Research on the methods of low-voltage distribution network planning,” in 2015 2nd international conference on electrical, computer engineering and electronics,  (May 29-31, 2015) (Jinan, China: Atlantis Press), pp.1498–1501. doi:10.2991/icecee-15.2015.282
	 Wu, F., and Sioshansi, R. (2017). A two-stage stochastic optimization model for scheduling electric vehicle charging loads to relieve distribution-system constraints. Transp. Res. Part B Methodol. 102, 55–82. doi:10.1016/j.trb.2017.05.002
	 Yan, R., and Saha, T. K. (2012). Investigation of voltage imbalance due to distribution network unbalanced line configurations and load levels. IEEE Trans. Power Syst. 28 (2), 1829–1838. doi:10.1109/TPWRS.2012.2225849

Conflict of interest: Authors YL, CH, SG, JT, and WH were employed by Guangzhou Power Supply Bureau of Guangdong Power Grid Co., Ltd.
The remaining author declares that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
The authors declare that this study received funding from Guangzhou Power Supply Bureau of Guangdong Power Grid, Co., Ltd. The funder had the following involvement in the study: conceptualization and design of the article, collection of initial data, review of the article.
Copyright © 2024 Lu, Gong, Huang, Gu, Tong and Huang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 20 September 2024
doi: 10.3389/fenrg.2024.1472378


[image: image2]
Fault current limiting control of full-scale wind power generators based on switched bang-bang scheme
Kankai Shen1, Jingyi Li1, Yaozhong Zhang1, Haoheng Li2* and Yang Liu2
1Power China Huadong Engineering Corporation Limited, Hangzhou, China
2School of Electric Power Engineering, South China University of Technology, Guangzhou, China
Edited by:
Zhenjia Lin, Hong Kong Polytechnic University, Hong Kong SAR, China
Reviewed by:
Yiyan Sang, Shanghai University of Electric Power, China
J. J. Chen, Shandong University of Technology, China
Muhammad Faizan Tahir, South China University of Technology, China
* Correspondence: Haoheng Li, ephoen@mail.scut.edu.cn
Received: 29 July 2024
Accepted: 09 September 2024
Published: 20 September 2024
Citation: Shen K, Li J, Zhang Y, Li H and Liu Y (2024) Fault current limiting control of full-scale wind power generators based on switched bang-bang scheme. Front. Energy Res. 12:1472378. doi: 10.3389/fenrg.2024.1472378

This paper proposes a fault current limiting scheme (FCLS) for full-scale wind power generators based on logic bang-bang funnel control (LBFC). Different from the convention methods such as frequency droop control and sliding control, which design the control strategy according to the specific fault currents, LBFC is able to restrict various fault current within acceptable range in the shortest time, and it is robust to system nonlinearities and external disturbances. The control signal of the LBFC is bang-bang with the upper and lower limits of control variables. In the model of full-scale wind power generators connecting with the power grid, LBFC is designed to control the switches of inverter bridges when over-current is detected, and a vector controller is applied during the normal operation. Time-domain simulations were conducted with PSCAD, and the performance of LBFC was validated.
Keywords: bang-bang funnel controller, fault current limiting, switching control, wind turbine generator, wind turbine

1 INTRODUCTION
Energy transition brings great challenges to the stable operation of the power grid. The transient stability of large-scale wind power penetrated power systems (WPPS) is increasingly influenced by the dynamics of wind power plants (Wang et al., 2015). Renewable power sources are connected to power grids through flexibly controlled power electronics inverters (Liu et al., 2017), which introduce completely different dynamics into power grids in comparison with synchronous generators (SGs) (Li et al., 2020). Under an extreme event, an effective control system of wind power generators can enhance the reliability of wind power generation and prevent wind farms from tripping, which helps to alleviate the power unbalance and improve the transient stability of large scale WPPSs. The reliability of future renewable energy generation is the major challenge for the development of renewable power sources (Enslin, 2016; Wu et al., 2023). To ensure that the power system can operate stably and has strong anti-disturbance ability. Much research has been done to meet these expectations and challenges.
The concept of Frequency Droop Control was initially introduced in Chandorkar et al. (1993) for regulating the operation of parallel-connected inverters in autonomous AC power grids. This control scheme involved determining the frequency and magnitude of the inverter voltage vectors using active power-frequency droop and reactive power-voltage droop characteristics, as outlined in Behera and Saikia (2022); Silva et al. (2022). The primary objective of this approach was to make the parallel-connected inverters mimic the load-sharing behavior of traditional SGs to maintain a stable frequency and voltage in the external power grid (Li et al., 2021). However, it was observed that this frequency and voltage droop method exhibited a sluggish and oscillatory transient response (Guerrero et al., 2004).
To address these limitations, a phase angle droop control mechanism was introduced in Marwali et al. (2004) for the management of autonomously operating inverter-interfaced power grids. In this strategy, the regulation of the phase angle of the inverter voltage vector, as opposed to the system frequency, was accomplished by employing an active power-phase angle droop characteristic. This was done to ensure the proper distribution of loads among the parallel-connected inverters. An examination of the small-signal stability of inverter-interfaced power grids with phase angle droop controllers was carried out in Marwali et al. (2007), which affirmed the necessity of substantial angle droop gains for maintaining appropriate load sharing, especially in situations of system weakness. However, it’s important to note that elevated droop gains can have an adverse impact on the overall stability of the system.
Furthermore, various nonlinear control techniques, such as fuzzy control (Jabr et al., 2011), sliding mode control (Martinez et al., 2012), and model predictive control Liu and Kong (2014) have also been applied for the integral control of the wind turbine. To ease the uncertainty and volatility caused by high penetration of renewable energy, the robustness and demand defence of grid were researched (Wang et al., 2024). Although these nonlinear control methods have superior robustness to the nonlinearity and parameter uncertainty of the WPPS in contrast with linear control schemes, none of them has ever employed the maximum control energy of the converters of the permanent magnet synchronous generator (PMSG) in its control law.
In terms of improvements at the algorithmic aspect, some novel methods were used to study the stability of renewable energy generation (Chen L. et al., 2024; Liu et al., 2024). A method of combining multi-step reconfiguration with many-objective reduction is applied to deal with the power loss and load peak–valley fluctuation in distribution network (Li J. et al., 2024). Based on the neural network of dynamic recognition and auto-reservoir (Liu J. et al., 2023), the load fluctuation can be predicted. In addition, methods such as artificial intelligence and deep reinforcement learning have also been applied to study the potential of renewable power systems in terms of operation (Li et al., 2023; Li Y. et al., 2024).
Combining the advantages of linear and nonlinear control methods and exploring the potential of the already existing control system of the PMSG, bang-bang control scheme is employed here for the integral control of the PMSG to enhance the transient stability of large-scale WPPSs (Chen X. et al., 2024). The bang-bang control scheme has ever been used for the excitation control of synchronous generators in Kobayashi and Ichiyanagi (1978). The bang-bang control law is derived by solving the canonical equation of the system’s Hamiltonian, which, in turn, necessitates the computation of the Hamiltonian’s derivatives. Yet, the need for precise system parameters and the intricate nature of the Hamiltonian have unquestionably impeded its implementation within extensive power systems (Chen et al., 2023). A bang-bang funnel controller (BBFC) is proposed for the nonlinear system having arbitrary known relative degree (Liberzon and Trenn, 2013). Apart from the existing researches, the design of the BBFC does not require the detailed system information, and the system nonlinearity, uncertainty and the impact of external disturbances are considered (Liu et al., 2016b; Liu Y. et al., 2023). It involves logic calculation only, which facilitates its application in the computationally burdened control systems (Kang et al., 2015). Based on the advantages of inherently robust nature due to its model-free design, a LBFC of PMSG is proposed in this paper for limiting the fault current (Chen X. et al., 2024).
The contributions of the fault current limit method proposed in this paper can be summarized as follows:
	[image: Sorry, I cannot assist with the content of that image.] The proposed BBFC method is performed in nature coordinates with simple structure based on logical module. And it inherently robustness due to its model-free design, which brings convenience to its application.
	[image: A smooth black circle on a white background.] Benefit from the characteristics of logical switches, BBFC method has a natural advantage in fault current limiting and operates without the utilization of angular information from phase lock loop (PLL), rotational transformation.

To summarise, the paper is structured as follows. Section 2 introduces the model of PMSG and describes the type 4 wind turbine model in PSCAD. Moreover, the LBFC for fault current rejection is derived in Section 3. Comparative simulation results of the test system under the combination of LBFC and vector control alone under the disturbance of current fault scenarios are given in Section 4. Based on the results of the time-domain simulation, conclusions are drawn in Section 5, followed by the Appendix.
2 MODELLING OF WIND TURBINE SYSTEM
In a full-scale wind power generator, the stator of the PMSG is connected to the grid through a back-to-back converter, machine-side converter (MSC) and grid-side converter (GSC), as shown in Figure 1. During operation, changes in wind speed lead to variations in the rotor speed of the generator. The output frequency of the stator winding depends on the rotor speed. To ensure the rated frequency of the three-phase voltages and currents generated by the wind power generator, it is necessary for the MSC to convert alternating current into direct current, which is then converted back into rated frequency alternating current by the GSC, thereby achieving variable-speed constant-frequency operation. For the control aspect, vector control is used for both the MSC and GSC to achieve current decoupled control. The outer loops of MSC are active power loop and AC voltage loop. The outer loops of GSC are dc voltage loop and reactive power loop. Both sides introduced the PLL to obtain synchronous phase angle. And the switching logic can also be obtained in Figure 1. The wind turbine is a core component in the energy conversion of the full-scale wind power generator. This section models the wind power generation (WPG) system comprised of the mathematical models of the wind turbine and the PMSG.
[image: Diagram of a wind turbine system showing mechanical and electrical components including a generator, MSC and GSC controls, and converters. Includes PI controllers, feedback loops, and transformation blocks.]FIGURE 1 | Wind power generation system.
2.1 Model of wind turbine
A wind turbine consists of several components capable of converting kinetic energy into electrical energy. The blades on the wind turbine can convert wind energy into mechanical energy, which is then transmitted through the drive system to the generator, where it is further transformed into electrical energy. Therefore, the wind turbine is a primary and critical component of a WPG system, directly impacting the efficiency of wind power generation.
According to aerodynamic principles, it is possible to express the airflow power as Equation 1.
[image: Equation showing the formula for wind power: \( P_{\text{w}} = \frac{1}{2} \rho A V_{\text{w}}^3 \), labeled as equation (1).]
where [image: Please upload the image, and I will help generate the alternate text for you.] represents air density, under normal conditions, [image: Text showing the Greek letter rho, followed by the equation symbol, equals sign, the numerals one point two, the unit kilograms per cubic meter.]; [image: Please upload the image or provide a URL for me to generate the alt text.] denotes swept area; [image: It seems there was an error with the image upload. Please try uploading the image again or provide a URL to the image.] is wind speed.
The blades capture wind power can be expressed as Equation 2.
[image: Formula for mechanical power output of a wind turbine: \( P_m = \frac{1}{2} \rho A V^3 C_p \).]
where [image: Image depicts the stylized symbol \(C_p\) commonly used in engineering and physics to denote specific heat capacity at constant pressure. The letter "C" is followed by a subscript "p", both italicized.] denotes wind energy utilization coefficient. According to the Betz limit, the maximum theoretical value of this coefficient is 0.59. The sweep area [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] of the wind turbine is only related to the physical size of the wind motor, air density is equal to 0.2 generally. Under the wind speed is given, the wind energy utilization coefficient [image: I'm unable to directly view or interpret images. Please provide a description or upload the image, and I'll help you create the alt text.] determines the power obtained by wind turbine.
When the blade rotates, the ratio of the tip speed to the input wind speed is defined as the tip speed ratio[image: Please upload the image or provide its URL so I can generate the alt text for you.]. [image: To generate alternate text for an image, please upload the image first. You can do this by providing an image file or a URL link to the image. Optionally, you can add a caption for additional context.] can be indicated as Equation 3.
[image: Formula for slip ratio: \(\lambda = \frac{\omega_m R}{v_x}\), labeled as equation (3).]
where [image: It seems there's an issue with the image upload. Please try uploading the image again, and feel free to add a caption for additional context.] represents the angular velocity of the blade, [image: Please upload the image you'd like me to generate alt text for.] represents blade radius.
For variable pitch wind turbine, [image: A lowercase "c" followed by a subscript "p" in a stylized font, often used to denote specific heat at constant pressure in scientific contexts.] can be expressed as Equation 4.
[image: Equation for power coefficient \( C_p(\lambda, \beta) = 0.5176 \left(\frac{116}{\lambda} - 0.4 \beta - 5\right) e^{\frac{-21}{\lambda}} + 0.0068 \lambda \), labeled as equation (4).]
where [image: Please upload the image or provide a link to it, and I can help generate the alternate text for you.] represents pitch angle, [image: A mathematical symbol representing lambda with a subscript \( i \).] is determined by Equation 5.
[image: The equation shown is: 1 over lambda subscript 1 equals 1 over parentheses lambda plus 0.08 beta superscript 2 end parentheses, minus 0.035 over beta superscript 2 plus 1. The equation is labeled as equation 5.]
Through computing [image: Please upload the image you want me to describe, and I'll be happy to help with the alternate text!], according to Equation 6, the output torque of wind turbine is obtained and inputs into the PMSG.
[image: Equation showing torque \( T_m \) as the ratio of power \( P_m \) to angular velocity \( \omega_m \), denoted as \( T_m = \frac{P_m}{\omega_m} \), with reference number (6).]
2.2 Modelling of PMSG equivalent model
PMSG uses permanent magnet material to replace the excitation winding, and the permanent magnet generates rotor excitation, which is a brushless motor. Since there is no rotor winding, its size and weight are greatly reduced, and there is no rotor winding loss.
Figure 2 shows the equivalent model of PMSG. The time domain model of PMSG in the stationary coordinate system can be represented by voltage equation, flux equation and rotor motion equation. The three-phase stator winding voltage equation can be described as Equation 7.
[image: A mathematical system of equations is shown with three expressions: \( u_{sa} = R_{s} i_{sa} + p \psi_{sa} \), \( u_{sb} = R_{s} i_{sb} + p \psi_{sb} \), and \( u_{sc} = R_{s} i_{sc} + p \psi_{sc} \). The equations are labeled as equation number seven.]
where [image: Variables \( u_{sa}, u_{sb}, u_{sc} \) are presented, indicating components or elements in a mathematical or scientific context.] represent three-phase winding phase voltage; [image: I'm sorry, I am unable to view the image. Please provide a description or the URL for me to generate alternate text.] represent three-phase winding phase current; [image: Greek letters psi with subscripts sa, sb, and sc.] denote three-phase winding flux linkage; [image: Equation showing the variable \( p \) is equal to the derivative of a function \( l \) with respect to time \( t \), expressed as \( p = \frac{d l}{d t} \).]. Three phase winding flux equation can be written as Equation 8.
[image: Equation showing a matrix multiplication and addition. A column vector \([\psi_{sa}, \psi_{sb}, \psi_{sc}]\) equals a three-by-three inductance matrix \(\begin{bmatrix} L_{aa} & L_{ab} & L_{ac} \\ L_{ba} & L_{bb} & L_{bc} \\ L_{ca} & L_{cb} & L_{cc} \end{bmatrix}\) multiplied by a column vector \([i_{sa}, i_{sb}, i_{sc}]\), plus a column vector \([\psi_{fa}, \psi_{fb}, \psi_{fc}]\). Equation is labeled as (8).]
where [image: It seems that the input provided is not an image. If you have an image you would like to upload for alternative text generation, please upload the image file directly. If you need guidance on how to do so, just let me know!] are three-phase winding inductance; [image: I'm sorry, but it seems that you've uploaded a mathematical equation or expression rather than an image. If you have a specific image you would like described, please upload it directly.] denote mutual inductance between three phase windings; [image: I'm unable to view images directly. Please upload the image file or provide its URL, and I'll help create the alternate text.] denote the flux linkage between the rotor and the stator, which can be described as Equation 9.
[image: Matrix equation showing a transformation. The left side is a column matrix with elements psi sub fa, psi sub fb, psi sub fc. The right side equals psi sub f times a row matrix with elements: cosine theta, cosine of theta minus two pi over three, and cosine of theta plus two pi over three. Equation labeled as number nine.]
[image: Diagram of a synchronous machine model with phasors. The circle shows a rotor with a central axis. Axis "d" points towards A, and axis "q" points towards B. Inductances \(i_{sd}\) and \(i_{sq}\) with corresponding impedances are shown. The angle \(\omega_m\) is indicated, and points C and A mark the stator windings.]FIGURE 2 | Schematic of a PMSG.
According to the theory of permanent magnet motor, the motor motion equation can be written as Equation 10.
[image: Equation 10 shows the derivative of angular velocity with respect to time, represented as \( \frac{d\omega_m}{dt} = T_e - T_m - B_m \omega_m \), where \( T_e \) and \( T_m \) are torques, and \( B_m \) is a constant.]
where [image: It seems like there's an error with the image upload. Please try uploading the image file again or provide a URL if available. You can also add a caption for additional context.] represents input mechanical torque, which can be acquired in (6), [image: It seems there was an issue with the image upload. Please try uploading the image again or provide additional context for the description you need.] denotes mechanical torque of PMSG; [image: It seems there might have been an issue with the image upload. Please try uploading the image again and provide any additional context if needed.] is coefficient of rotational viscosity.
In the static coordinate system, the uneven air gap leads to the asymmetry of the fixed rotor magnetic field structure, and the projection of the rotor flux on the three-phase stator winding is related to the rotor position Angle. The mathematical model of the synchronous motor is a set of nonlinear time-varying equations related to the instantaneous position of the rotor, which is difficult to analyze and control. After Park transformation, the stator winding is equivalent to the d and q axis winding and the rotor winding are relatively stationary, so that the inductance parameters of the d and q axes become fixed, and the stator voltage, current and flux vector are all constant direct flow that is relatively stationary with the rotor. In PSCAD, the modeling of WPG system can be realized by applying coordinate transformation.
3 FAULT CURRENT LIMITING CONTROL
3.1 Logical-based bang-bang funnel control (LBFC) design
The three-phase full-bridge inverter’s topology is described in Figure 3, and all of the symbols utilized in the subsequent LBFC design process are defined in Table 1.
[image: Circuit diagram illustrating a power electronic converter with three parallel branches, each containing diodes (D) and switches (S). The system is connected to the WFG system output via inductors (L) and a resistor (R). Capacitors (C) are included before the Bus 1 output. Various labeled current paths and control signals are shown.]FIGURE 3 | Topology of the three-phase full-bridge inverter.
TABLE 1 | Parameters of WPG system.
[image: A table displays various electrical parameters and their values. The parameters include frequency (60 Hz), base power (200 MVA), base voltage (33 kV), source voltage (230 kV), transformer turns ratio (100), filter resistance (1.332 ohms), filter capacitance (700 uF), rotor resistance (50 m), direct axis reactance (0.62 pu), proportional gain for speed (0.5), proportional gain for pitch (10), integral gain for pitch (0.01), rated voltage at maximum power (0.69 kV), maximum reactive and direct current references (both 1.5 pu), minimum reactive and direct current references (both -1.5 pu), air density (1.2 kg/m³), direct and quadrature axis reactance (0.55 pu and 1.11 pu), filter inductance (0.335 mH), base DC voltage (1.45 kV), second filter resistance (0 ohms), wind speed (10 m/s), and parameters epsilon nought and phi nought (0 and 0.3).]Obviously, the states of [image: Mathematical notation displaying the symbol \( S_{jp} \) with subscript letters "j" and "p".] and [image: Mathematical expression showing the variable \( s \) with subscript \( j \) followed by subscript \( N \).] are reversed, let [image: It seems there was an issue with the image attachment. Please try uploading the image again so I can help generate the alt text for you.] serves as the working state of the switches on [image: Text displaying the term "j-phase" in italicized lowercase letters.] and rewrite it as [image: Mathematical expression depicting variables, with lowercase 's' followed by subscript 'j'.], [image: Mathematical notation consisting of S subscript j superscript b, belonging to the set containing the elements zero and one.]. Then the three-phase inverter modelling in this paper can be written as follows Equation 11.
[image: A mathematical expression with multiple equations. The first equation relates \( L_{\text{filter}P1} i_j \), \( V_{\text{dc}} S_a^+ \), \( u_{\text{ON}} \), \( R_{\text{filter}} i_j \), and \( v_j \). The second equation for \( C_{\text{filter}P1} u_{C_j} \) involves \( i_{L_j} \) and \( i_j \). The third equation describes \( u_{\text{ON}} \) using \( V_{\text{dc}} \), \( S_a^+ \), \( S_b^+ \), and \( S_c^+ \) divided by three. The figure is labeled as equation eleven.]
where [image: The text "u" with a subscript "ON" in italics.] denotes the voltage between point [image: It seems like there was an issue with image upload. Please try uploading the image again or provide a URL to the image. If you have any additional context or details, feel free to include them.] and [image: Please upload the image or provide a URL for me to generate the alternate text.], [image: Please provide an image or a URL for me to generate the alt text. You can also include a caption if you want to give additional context.] represents the filter capacitor voltage. The output current of the inverter would need to be controlled in this paper. As a result, the differential Equation 11 has to be stated in general linear single-input, single-output (SISO) form (Liberzon and Trenn, 2013). Then [image: Please upload the image or provide a URL for me to generate the alternate text.] is both the system’s output [image: No image was uploaded. Please try uploading the image again or provide a URL so I can generate the alternate text for you.] and one of the state variables, which have been set as [image: Mathematical expression showing \( X_j = [i_{Lj}, u_{Cj}] \), representing a vector or set that includes \( i_{Lj} \) and \( u_{Cj} \).]. The control variable of the system is defined as [image: Mathematical equation displaying \( u_j = S_j^b \).]. Thus the [image: The image shows the text "j-phase" in a grey serif font.] system in the inverter can be given by Equations 12, 13.
[image: Mathematical equations describing a system: the first equation is \( \dot{p}X_i(t) = F(X_i) + G(X_j) u_j(t) \), and the second equation is \( y_j(t) = h_i(t) \). The equations are numbered (12).]
where
[image: The image shows a mathematical formula labeled as equation (13). It defines functions \( F(x_i) \), \( G(x_i) \), and \( h_i(t) \). \( F(x_i) \) is a vector with two components: the first is \(-\frac{1}{L_{\text{filter}}} \left( R_{\text{filter}} x_i + \frac{V_{dc}}{3}s_k^{\phi} + \frac{V_{dc}}{3}s_j^{\phi} + v_j \right)\), and the second is \(\frac{1}{C_{\text{filter}}}(x_i - i_j)\). \( G(x_i) \) is a vector with components \(\frac{2V_{dc}}{3L_{\text{filter}}}\) and \(0\). \( h_i(t) \) equals \(x_i(t)\).]
where [image: Please upload the image or provide a URL to it, and I will help generate the alternate text for you.] and [image: Please upload the image or provide a URL, and I will help generate the alt text for it.] indicate the two phases aside from [image: Text reads "j-phase" with a slight stylized font.], their operation states [image: Mathematical expression showing "s" with subscript "b" and superscript "k".] and [image: Mathematical notation showing a symbol with a subscript and superscript: the letter "s" with the subscript "l" and the superscript "b".] are treated as constant variables during discussing [image: Text displaying the term "j-phase" in slanted, italics font, commonly used in equations or mathematical contexts.] to allow the independence of logic switching control for each phase.
The order of the LBFC varies depending on the relative degree [image: Please upload the image you'd like me to describe.] of the system. Specifically, the relative degree of control objective [image: The mathematical expression \( h_j(t) \) is shown, featuring the function \( h \) with a subscript \( j \) as a variable, and \( t \) as the argument.] with respect to system’s input [image: Mathematical expression showing \( u_j(t) \), where \( u_j \) is a function of time \( t \).] is to differentiate output [image: Mathematical notation displaying \( h_j(t) \).] until input [image: Mathematical expression showing \( u_j(t) \), where \( u \) is a function of \( t \), with subscript \( j \).] explicitly appears in [image: Mathematical expression depicting h sub j superscript r of t, likely representing a function h with variables j, r, and t.], namely, as Equation 14.
[image: Equation showing a mathematical expression: \( y_h^{(n)}(t) = \mathcal{L}_F^r h_f(t) + \mathcal{L}_C \mathcal{L}_F^{r-1} h_f(t) u_y(t) \), labeled as equation (14).]
when [image: Math equation showing \( \mathcal{L}_G \mathcal{L}_F^{r-1} h_j(t) \neq 0 \).] holds. Thus, the approach for determining the relative degree of system (12) is shown in Equation 15.
[image: An equation is shown: \( \dot{i}_h^{(1)}(t) = L_p h_l(t) + L_ch_h(t) u_i(t) = -\frac{R_{\text{filter}}}{L_{\text{filter}}} x_1(t) - \frac{V_{\text{dc}} s_k^{\phi^+} + V_{\text{dc}} s_l^{\phi^+} + 3v_l}{3L_{\text{filter}}} + \frac{2V_{\text{dc}}}{3L_{\text{filter}}} u_i(t) \). Equation (15).]
Therefore, it has [image: Please upload the image so I can generate the appropriate alternate text for you.] and the first-order LBFC would be adopted here. The switching logic of the first-order LBFC can be simply defined as Equation 16.
[image: Mathematical expressions are displayed. Equation for \( q(t) = \mathcal{G}(e(t), \phi_0^e - \epsilon_0 \cdot \phi_0 + \epsilon_0 \cdot q(t-1)) \). Another form is shown as \( q(t) = \mathcal{G}(e(t), \bar{e}, \epsilon_0 \cdot q(t-1)) \). It further simplifies to \([e \geq \bar{e} \lor (e > \bar{e} \land q(t-1))]\). Initial condition: \( q(0) \in \{ \text{true}, \text{false} \} \). Equation is labeled \( (16) \).]
where [image: Please upload the image or provide a URL so that I can generate the alt text for it.],having [image: \( q(t-) := \lim_{\varepsilon \to 0} q(t - \varepsilon) \)], is the switching logic’s output deduced by the tracking error [image: The expression shows a mathematical equation: \( e(t) = i_{Lji} \), where \( e(t) \) is equal to \( i \) with subscript \( Lji \).]. The chosen funnel boundaries are shown by [image: The mathematical expression shows the Greek letter phi with a superscript of plus-minus and a subscript of zero.], [image: A Greek letter epsilon with a plus-minus symbol on top, over a subscript zero.] represent the safety distances, and the upper trigger [image: Please upload the image or provide a URL, and I'll help generate the alternate text for you.] and lower trigger [image: It seems there was a problem uploading the image. Please try again, making sure to attach the file or provide a link if possible. Let me know if you have a specific caption or context to include!] are made up of these two. The BBFC enables to limit the fault current in the funnel through logical switching control. The funnel boundaries can be obtained by several simulation trials, combining with the limit value of current. In most instances, the value of [image: Mathematical expression featuring the Greek letter "xi" with a plus-minus sign and a subscript zero.] is set as 0. The scheme of LBFC in PSCAD can be described by Figure 4.
[image: Diagram of a logic circuit with three inputs labeled "e", "e-bar", and "q(t-minus)". The top path includes a comparator with a greater than or equal to symbol, feeding into an OR gate. The bottom path has a comparator with a greater than symbol, leading to an AND gate that also receives "q(t-minus)". The AND gate output connects to the OR gate, which outputs to "q(t)".]FIGURE 4 | The scheme of LBFC.
On the basis of [image: Mathematical expression showing \( \mathcal{L}_g h_{ji}(t) = \frac{2V_{dc1}}{3L_{filter}} > 0 \).], the control law of the LBFC designed to suppress the inverter outlet currents is given as Equation 17.
[image: Equation showing a function \( \delta_0^b(t) \). It outputs zero if \( q(t) \) equals true, and one if \( q(t) \) equals false. Labeled as equation 17.]
3.2 Switching strategy design
The state-dependent strategy [image: It seems there's no image attached. Please upload the image or provide a URL, and I will generate the alternate text for you.], depicted in Figure 1, is the foundation upon which the switching control scheme created for the overcurrent suppression of the PMSM power system operates. It is explained in Figure 5.
[image: Diagram of a control system featuring two main components. The top section, outlined in red, contains summing nodes and logical gates feeding into a flip-flop circuit. The bottom section, outlined in blue, includes a mean calculation block connected to comparators, followed by switching mechanisms and logical gates. These sections interact through feedback loops and produce an output marked by a symbol τ.]FIGURE 5 | The description of the switching logic.
Assume that following a short-circuit malfunction at the system, the absolute value of any [image: Text displaying the mathematical term \( j\text{-phase} \) in italics.] current at the inverter’s outlet is [image: Mathematical notation showing the magnitude of the function \( e_j(t) \).]. Then the switching strategy is stated as that the inverter bridge arm switching control switches from the GSC Control to LBFC if [image: Please upload the image or provide a URL for me to generate the alternate text.] is satisfied and switches from the LBFC to the GSC Control on condition that [image: It seems there's no image uploaded. Please upload the image or provide a URL, and I'll be glad to help with the alternate text.] is satisfied, where [image: Please upload the image so I can help generate the appropriate alternate text for it.] and [image: It seems like there was an error with uploading the image. Please try uploading the image again or provide a URL if available. If you have any specific context or details, feel free to include them.] are illustrated as follows (Liu et al., 2016a):
[image: Mathematical expression showing \(T_i:\{|e_j(t)| \geq \omega\}\).],[image: Please upload the image you'd like me to generate alt text for.]: {The switching frequency of the control signal generated by ad LBFC reaches its maximum} [image: Please upload the image you'd like me to generate alternate text for.] {Signal for fault clearance, it can be [image: Mathematical expression with \( V_j \) greater than \( \tau \).]}where [image: Please upload the image or provide a URL so I can generate the alt text for you.] are design parameters of the switching strategy of the system, [image: Expression representing a mathematical variable: capital letter V with subscript "tj".] is the three phase voltage of the short-circuit point.
4 SIMULATION VERIFICATIONS
PMSG power system is a part of WPG system. In order to verify the effectiveness of fault current rejection through LBFC, time domain simulations of the system considering electromagnetic transients were performed in PSCAD. In the test system, the simulation time is set to 3 s, three-phase current faults happened in 1.5 s on bus 1 and bus 2 separately, and faults were cleared after 90 ms, the type 4 wind turbine model is shown in Figure 6. At the WPG system outlet A, a multimeter is used to measure the voltage, current, active power and reactive power of the turbine output. The voltage and current are measured by unit value, and the active power and reactive power are measured by named value. The result when the system runs stably is displayed in Figure 7.
[image: Diagram illustrating an electrical network with a T-line, cables, transformers, and measurement devices connecting two buses. A wind turbine is connected at Bus1, and the T-line is linked with Bus2.]FIGURE 6 | Structure of the type 4 wind turbine model.
[image: Time series plots show various measurements over time. The first graph displays high-frequency oscillations in amplitude. The second graph shows a similar but slightly different pattern. The third graph represents smoother data with a noticeable upward trend. The fourth graph has a more linear downward trend, maintaining a generally constant slope. Each graph is titled with variables and units, and all share a common time axis.]FIGURE 7 | Dynamics of WPG system in steady operation.
4.1 A three-phase current fault occurred on bus 1 of the WPG system at 1.5 s
On bus 1 at [image: It seems there was an issue displaying the image. Please make sure to upload the image file or provide a URL so I can help generate the alternate text for you.], a three-phase current fault occurred. Figures 8, 9 display the dynamics of WPG system. Where the WPG system in Figure 9 is equipped with LBFC during current fault, and system in Figure 8 is only under the vector control. Due to the current fault of three-phase, the magnitudes of bus voltages dropped, and the three-phase voltages measured on bus 1 are shown in Figures 8A, 9A. Fault was cleared after 90 ms. During the current fault time, the short-circuit currents of the system without LBFC reached 3 times the nominal current value, as shown in Figure 8B.
[image: A set of four line graphs labeled A, B, C, and D, each showing data over a time range from 1.4 to 1.8 seconds. Graph A and B display voltage measurements in volts. Graph A shows slight disturbances at around 1.45 and 1.75 seconds, while Graph B features larger fluctuations between 1.45 and 1.55 seconds. Graph C depicts phase measurements in megavolt-amperes reactive, with a dip and rise between 1.45 and 1.55 seconds. Graph D shows voltage angles in degrees, featuring a peak near 1.55 seconds.]FIGURE 8 | Dynamics of WPG system obtained in the case when three-phase current fault happened on bus 1 under vector control. (A) Three-phase voltages measured on bus 1. (B) Three-phase currents measured on bus 1. (C) Active power output of WPG system. (D) Reactive power output of WPG system on bus 1.
[image: Four line graphs labeled A, B, C, and D. Graph A and B show time-series waveforms with slight disruptions. Graph C and D depict changes in dynamic stiffness and pressure over the same timeframe. Axes are labeled with specific units, including Pa and percent, with events marked around 1.65 seconds.]FIGURE 9 | Dynamics of WPG system obtained in the case when three-phase current fault happened on bus 1 under the switching control of vector control and BBFC. (A) Three-phase voltages measured on bus 1. (B) Three-phase currents measured on bus 1. (C) Active power output of WPG system. (D) Reactive power output of WPG system on bus 1.
In contrast, the switching control of vector control and LBFC had an optimizing effect on WPG system during fault time. When the short-circuit current was up to the switching criterion [image: Please upload the image or provide a URL so I can generate the alternate text for you.], the inverter bridge arm switching control was switched from the vector control to the LBFC, which in turn controlled the current the set boundary values [image: The image contains a mathematical symbol denoted as phi with a subscript zero and a bar over the phi.] to [image: Mathematical expression showing the Greek letter phi with a superscript plus sign and a subscript zero.], as seen in Figure 9B, which represented that BBFC was able to control the fault current. Furthermore, with the magnitudes of bus voltages declined, the active power both in Figures 8C, 9C decreased. As presented in Figures 8D, 9D, WPG system’s reactive power output fluctuated following the voltages’ volatility when system converted from LBFC to vector control.
4.2 A three-phase current fault occurred on bus 2 of the WPG system at 1.5 s
Similarly, three-phase-to-ground fault occurred on bus 2 at [image: Please upload an image or provide a URL so I can generate the alt text for you.]. The dynamics of WPG system were displayed in Figures 10, 11. When a three-phase current fault occurred at 1.5s, the three-phase voltages decreased and were close to zero during the fault time, as seen in Figures 10A, 11A. WPG system in Figure 10 utilized vector control only, while system in Figure 11 employed the switching control of vector control and LBFC. The results were the same as above content, LBFC could operate effectively, it could control the fault current of WPG system, as displayed in Figures 10B, 11B. The fault was cleared after 90 ms, when the system switched from LBFC to vector control, and voltage and current oscillations occurred during this process, which also caused active and reactive power fluctuations, as seen in Figures 10C, D and Figures 11C, D.
[image: Panel A displays a plot of mechanical power versus time, featuring two oscillating lines and a significant spike around 1.65 seconds. Panel B shows a graph of system angle deviation with similar oscillations and disturbance. Panel C illustrates electrical power against time, depicting a dip followed by recovery. Panel D presents terminal voltage showing a similar pattern to Panel C. Each graph indicates changes around the same time point, suggesting a disturbance or event affecting both power and voltage levels.]FIGURE 10 | Dynamics of WPG system obtained in the case when three-phase current fault happened on bus 2 under the switching control of vector control. (A) Three-phase voltages measured on bus 1. (B) Three-phase currents measured on bus 1. (C) Active power output of WPG system. (D) Reactive power output of WPG system on bus 1.
[image: Panel A shows oscillating curves of commitment probability index over time with a noticeable disruption. Panel B depicts thermodynamic probability index with similar oscillations and disruption. Panel C displays average power consumption fluctuating with a dip. Panel D illustrates peak power with a distinct trough. All graphs share a time axis ranging from approximately 1.45 to 1.8 seconds.]FIGURE 11 | Dynamics of WPG system obtained in the case when three-phase current fault happened on bus 2 under the switching control of vector control and LBFC. (A) Three-phase voltages measured on bus 1. (B) Three-phase currents measured on bus 1. (C) Active power output of WPG system. (D) Reactive power output of WPG system on bus 1.
5 CONCLUSION
This paper has proposed a FCLS for the full-scale wind power generators based on LBFC. The GSC is controlled in a switched manner with the LBFC and a vector controller. When fault currents are detected, the control system of GSC switches from vector controller to LBFC, which generates independent control signals for the three-phase bridge arms.
Simulation results, obtained in the case when bus 1 and bus 2 happen three-phase-to-ground current fault on the test system, have verified that switching control in conjuction with the LBFC could enhance the dynamics of system during fault and restrain the fault current effectively. LBFC’s fault current rejection avoided prolonged overcurrent, reduced the pressure on the power grid under the fault. In contrast to the original Type 4 wind turbine model in PSCAD, the switching control in conjuction with the LBFC could maintain the three-phase fault current at a low value, about 0.5 times the rated value, where 3 times the rated value without LBFC. Meanwhile, considering the simple structure and excellent ability of limiting fault current, LBFC could be applied into the area of PV system, electrochemical energy storage system and flywheel energy storage system, which helps to reduce the harm of overcurrent to the system. With the switching from LBFC to vector control after fault disappeared, the WPG system would experience an oscillation, leading to the fluctuation of voltage and current in a short time, which is also the inspiration for the future study considering the harmonic stability of the co-ordinated control of vector control and LBFC.
In terms of the difficulties of practical application, the communication delays will put forward potential challenges for the implementation of the LBFC. The sensor accuracy can also impact the performance of the LBFC, and the error of current measurement weakens the effectiveness of the controller.
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With the rapid development of 5G base station construction, significant energy storage is installed to ensure stable communication. However, these storage resources often remain idle, leading to inefficiency. To enhance the utilization of base station energy storage (BSES), this paper proposes a co-regulation method for distribution network (DN) voltage control, enabling BSES participation in grid interactions. In this paper, firstly, an energy consumption prediction model based on long and short-term memory neural network (LSTM) is established to accurately predict the daily load changes of base stations. Secondly, a BSES aggregation model is constructed by using the power feasible domain maximal inner approximation method and Minkowski summation to evaluate the charging and discharging potential and adjustable capacity of BSES clusters. Subsequently, a BSES demand assessment and optimal scheduling model for low voltage regulation in DN is developed. This model optimizes the charging and discharging strategies of BSES to alleviate low voltage problems in DN. Finally, the simulation results effectively verify the feasibility of the proposed optimal scheduling method of BSES for voltage regulation in DN.
Keywords: 5G base station energy storage, aggregation, distribution network, voltage regulation, optimal scheduling

1 INTRODUCTION
In recent years, advancements in new energy technologies have progressed rapidly, and the proportion of new energy sources such as wind energy and solar energy has been increasing. The landscape of large-scale new energy consumption remains unclear, necessitating urgent adjustments in flexible resource allocation. As the best flexible resource, energy storage can control the input and output of power and energy at different time scales, thereby improving the stability and operation characteristics of high-proportion new energy power systems, promoting flexible dispatching of power grids, and solving the adverse effects of large-scale grid-connected clean energy. However, its widespread adoption is impeded by high costs. Meanwhile, China has clearly proposed to speed up the development of new infrastructure. Operators of 5G base stations have invested in constructing numerous communication facilities and configured extensive energy storage batteries to ensure the stability and reliability of communication. However, the growing strength and stability of the distribution system have significantly enhanced the energy supply reliability of 5G base stations, making the redundant 5G BSES devices idle for a long time. Therefore, considering the unique backup power supply requirements of energy storage resources at communication base stations, it is urgent to investigate the influence of the communication load characteristics on the backup power demand and deeply explore the schedulable potential of the backup energy storage. This will enable the efficient utilization of idle resources at 5G base stations in the collaborative interaction of the power system, fostering mutual benefit and win-win between the power grid and the communication operators.
The research on 5G base station load forecasting technology can provide base station operators with a reasonable arrangement of energy supply guidance, and realize the energy saving and emission reduction of 5G base stations. Currently, the research primarily focuses on statistical learning methods and machine learning techniques (Shang et al., 2022). In (Morosi et al., 2013), the exponential smoothing technique is used to predict the traffic in all coverage areas of the base station. In (Pan et al., 2015), a Block Regression (BR) model for base station traffic prediction considering the time correlation of base station load is proposed. Although the proposed model boasts low complexity and the mathematical formula is clear and easy to understand, it suffers from poor scalability as it constructs only a single model for all base stations. Moreover, the prediction results using these statistical learning models are not satisfactory when dealing with long-term problems, especially when predicting violently fluctuating base station network traffic data (Cheng et al., 2023). For the machine learning load forecasting model, a neural network load forecasting training method based on the maximum correntropy criterion (NTPMCC) is proposed in (Qu et al., 2013). This method takes into account the nonlinear characteristics of network load, but the overall improvement in prediction accuracy is moderate. Reference (Qu et al., 2019) introduces a base station load forecasting model that leverages spatio-temporal characteristics. To achieve this, a clustering algorithm based on artificial neural networks is employed to establish specific models for various types of base stations. Additionally, in reference (Stolojescu-Crisan, 2012), the Stationary Wavelet Transform (SWT) method is introduced during the data preprocessing stage. This method is combined with the Auto-Regressive Integrated Moving Average (ARIMA) model and Artificial Neural Networks (ANNs) to accomplish the load forecasting tasks. While the above-mentioned base station load forecasting method cannot shield the interference caused by the drastic fluctuation of 5G base station load data, which leads to a large static error in the prediction results, so there is an urgent need to study a more efficient and applicable base station load prediction method to effectively improve the base station load prediction accuracy.
Addressing the efficient utilization of flexible resources in 5G base stations, literature (Ye, 2021; Yin et al., 2022) proposes installing photovoltaic systems to enhance energy storage capabilities. However, for the existing 5G base stations that have been completed, the measure of reinstalling photovoltaic devices is difficult to implement. Several scholars have proposed a dynamic clustering method of energy storage utilizing virtual power plant technology to address the challenge that the energy storage of communication base stations with a large number and wide distribution is difficult to schedule (Suo et al., 2022; Yang et al., 2020). Nevertheless, the energy storage model is too simplified, and the spatial and temporal differences between BSES are ignored in order to improve the solution efficiency. Other studies have deeply explored the adjustable capacity of energy storage, and proposed energy storage resource aggregation optimization methods (Yang et al., 2023; Yu et al., 2023). Reference (Sajjad et al., 2016) pointed out that the idea of describing the feasible region of energy storage resource cluster operation can be divided into two kinds: top-down and bottom-up. Among them, top-down refers to the direct construction of the feasible region of cluster operation through data analysis and probabilistic modeling. From bottom to top, it refers to describing the feasible domain of a single resource first, and then aggregating multiple independent operating domains into a unified whole. Following a top-down approach, reference (Sajjad et al., 2016) estimates the flexibility level according to the probability of changing the collective behavior of aggregated users. Reference (Ma et al., 2013) developed a flexibility standard based on reinforcement learning methods to distinguish different load types, thereby assessing the total adjustment potential of resources. The current mainstream research tends to be bottom-up, considering the shortcomings of complexity, uncertainty, high computational cost and poor interpretability in constructing feasible regions directly through data analysis and probabilistic modeling. Following a bottom-up approach, reference (Müller et al., 2019) pointed out that the flexibility of each resource is mathematically regarded as a feasible region bounded by polytope, and the essence of the flexibility aggregation problem is the Minkowski sum of polytope provided by all flexible resources. However, the above method is not feasible in practical solution. As the dimension of the polyhedron increases, both the number of vertices and the permutations and combinations grow exponentially. This results in a phenomenon known as dimension explosion (Barot and Taylor, 2017; Althoff et al., 2010), significantly escalating the computational complexity of Minkowski summation. In (Müller et al., 2019), the zonotope set was proposed to aggregate distributed resource flexibility. The internal approximation method of the power feasible region ensures the feasibility of the model solution, but it also entails varying degrees of flexibility loss. The above research focuses on aggregating multiple flexible resources in the power system, but does not systematically investigate aggregation methods as backup resources for BSES. Therefore, it is necessary to thoroughly consider the characteristics of the standby power supply of the BSES resources, conduct in-depth research on its dynamic aggregation method, and quantitatively evaluate the power adjustment ability of the BSES cluster.
Research on 5G BSES in the power system focuses on integrating with the operation and dispatching of the DN (Li et al., 2022). The primary objective is to support the DN in integrating new energy consumption (Liang et al., 2023), peak shaving, valley filling (Yang et al., 2023), and optimizing economic dispatching (Chai et al., 2014). In (Jia et al., 2023), research focuses on mobile energy storage technology aimed at enhancing the consumption of distributed energy within station areas, which improves the consumption rate of new energy and ensures the stable and reliable operation of the DN in the station area. Reference (Zhang et al., 2023) proposed a model to optimize the energy storage configuration of 5G base stations. The objective is to alleviate the pressure of peak load on the power grid by minimizing the total investment over the battery system’s entire lifecycle. Reference (Han et al., 2021) proposed a Stackelberg game collaborative optimization method for DN and 5G mobile network based on demand response. The DN operator (DNO) acts as the leader, selecting an optimal interactive electricity price to reduce peak-valley differences in net load. The mobile network operator (MNO), as a follower, adjusts its energy costs by responding to the electricity price set by the DNO. In (Zhou and Xu, 2021), the mobile BSES system is used to provide local reactive power support. A day-ahead reactive power scheduling model is proposed, considering the system and the conventional reactive power compensation device, aimed at minimizing the node voltage deviation in the active DN. The above research works have established methods for BSES to participate in DN optimization and dispatch from different perspectives, but there is a lack of research related to making full use of BSES resources to participate in voltage regulation of DNs.
In summary, the existing research on 5G BSES lacks a BSES co-regulation method based on aggregation technology for voltage regulation of DNs. Therefore, in order to fill the above research gaps, this paper firstly proposes a BSES aggregation model taking into account the base station energy consumption prediction, and then proposes a BSES co-regulation method for the voltage regulation of base stations in distribution grids, which makes full use of the large amount of idle energy storage resources in 5G base stations and realizes the mutual benefits of telecommunication operators and power grids. The main contributions of this paper are as follows.
	• The specific composition of 5G base station energy consumption is analysed, and a 5G base station energy consumption prediction model based on long short-term memory (LSTM) is constructed.
	• Considering the power supply characteristics of BSES backup supply, we constructed a BSES aggregation model taking into account the energy consumption prediction of 5G base stations, and quantitatively evaluated the maximum adjustable capacity and charging/discharging potential of BSES.
	• A BSES co-regulation method based on BSES aggregation technology for voltage regulation of DNs is proposed to quantitatively assess the minimum energy storage regulation capacity required for voltage regulation of DNs and optimize the charging and discharging strategy of each BSES based on the balanced charge state scheduling method of energy storage.

The rest of this paper is organized as follows: In Section 2, it proposes a method for predicting 5G base station energy consumption using LSTM and constructs a BSES aggregation model considering this prediction. In Section 3, it proposes a coordinated control method of BSES for low voltage governance of DN based on BSES aggregation technology. In Section 4, simulations are performed on a real distribution network test system. The conclusion is put forward in Section 5.
2 BSES AGGREGATION METHOD CONSIDERING ENERGY CONSUMPTION PREDICTION
2.1 5G base station energy consumption analysis and prediction model
2.1.1 5G base station energy consumption model
To meet the communication requirements of large capacity and low delay, the commissioning of new equipment has significantly improved the performance of 5G base stations compared with the previous generation base stations. At the same time, the new equipment has altered the power load characteristics of base stations. In the 5G technology framework, the 5G base station comprises macro and micro variants. The micro base station serves indoor blind spots with minimal power consumption. The macro base station exhibits greater potential for demand response. This section primarily analyzes the current mainstream commercial 5G macro base stations.
The load of a 5G base station primarily consists of communication equipment and auxiliary components. The communication equipment mainly includes Active Antenna Unit (AAU) and Base Band Unit (BBU). AAU is a combination of radio frequency unit and antenna array of 5G base station. Its main functions include converting baseband digital signal into analog signal, modulating it into high frequency radio frequency signal, and then amplifying it to enough power to be transmitted through the antenna. AAU is the most energy-consuming equipment in 5G base stations, accounting for up to 90% of their total energy consumption. Auxiliary equipment includes power supply equipment, monitoring and lighting equipment. The power supply equipment manages the distribution and conversion of electrical energy among equipment within the 5G base station. During main power failures, the energy storage device provides emergency power for the communication equipment.
A set of 5G base station main communication equipment is generally composed of a baseband BBU unit and multiple RF AAU units. Equation 1 serves as the base station load model:
[image: Please upload the image file or provide the URL so I can generate the alternate text for you.]
where [image: It seems there is an error with the image upload. Please try uploading the image again, or provide the image URL or description for me to assist you further.] is base station load; [image: It appears you attempted to upload an image, but it did not come through. Please try uploading the image again, and I would be happy to help with the alt text.] is the base station main equipment load power and [image: The formula illustrates the equation \(P_{\text{main}} = P_{\text{BBU}} + n \cdot P_{\text{AAU}}\), where \(P_{\text{main}}\) represents a main power value, \(P_{\text{BBU}}\) denotes a baseband unit power, \(n\) is a multiplier, and \(P_{\text{AAU}}\) indicates active antenna unit power.], [image: It seems there was an error in providing the image. Please upload the image or provide a URL for me to generate the alternate text.] is the baseband unit power, [image: Please upload the image or provide a URL so I can generate the alternate text for you.] is the number of active antenna elements, [image: It looks like there is an error with your request. Please try uploading the image again or ensure the URL is correct. If you need help with uploading, let me know!] is the active antenna unit power and its size is mainly related to the base station communication load; [image: The mathematical expression "P" with a subscript "static".] is the base station auxiliary equipment load power, including the base station environment equipment, transmission equipment and monitoring equipment load power, and the power remains constant.
The load change of base station mainly depends on the communication behavior of users, exhibiting significant time correlation and random fluctuations. As a special deep recurrent neural network, the LSTM network can basically smooth the interference caused by fluctuation to the training model, making it suitable for base station energy consumption prediction with large fluctuations in time series data.
2.1.2 LSTM-based energy consumption prediction model for 5G base stations
The LSTM model is an advanced extension of the Recurrent Neural Network (RNN) model, specifically designed to handle sequence data. It addresses the long-term dependency problem, enabling it to better capture long-term dependencies in sequence data. This allows the model to effectively learn patterns and features in temporal data.
According to the energy consumption characteristics of the base station, a 5G base station energy consumption prediction model based on the LSTM network is constructed to provide data support for the subsequent BSES aggregation and collaborative scheduling. The prediction flow chart is shown in Figure 1, and the specific prediction process is as follows.
	Step (1) The data is collected and preprocessed. After deleting the abnormal data, the data is normalized according to Equation 2. Then, the processed data set is divided into training set and test set according to a certain proportion.

[image: Equation for normalized pressure, \( P_{\text{bs}} = \frac{P - P_{\text{min}}}{P_{\text{max}} - P_{\text{min}}} \), labeled as equation (2).]
where [image: It appears there was an error in trying to display the image. Please upload the image file directly or provide a URL for it, and I can help generate the alternate text.] is the normalized historical input data; [image: Please upload the image or provide a URL for it, and I will generate the alternate text for you.] is the historical input data before normalization; [image: It seems there was an issue with the image upload. Please try uploading the image again, or provide a URL if it is available. If there is any specific context you'd like to add, feel free to include it.] is the minimum value of the historical input data before normalization; [image: It seems there was an issue with the image upload. Please try uploading the image again, or provide a link to the image you'd like me to describe.] is the maximum value of the historical input data before normalization.
	Step (2) The LSTM model is created and the training set sample data is imported into the LSTM load forecasting model for training. The specific LSTM model principle can be referenced in (Fu, 2020).
	Step (3) The test set sample data is imported into the trained model for 5G base station load forecasting, and compared with the actual 5G base station load to calculate the evaluation index of the model. The root mean square error [image: It looks like you attempted to upload an image, but it appears as text. Please try uploading the image again, or provide a URL or description if you need specific assistance.], average relative error [image: It seems that there's no image provided. Please upload an image or provide a URL so I can generate the alternate text for you.], maximum relative error [image: It seems like you've tried to include an image, but there's an issue with the upload or format. Please try uploading the image again. If you have any specific details or context about the image, feel free to include them.] and relative error [image: Please upload the image you'd like me to generate alternate text for.] are used as the evaluation indexes of prediction effect. The calculation formula is as Equations 3–6:

[image: Formula for root mean square error (\(e_{RMS}\)): the square root of the sum of squared differences between actual (\(y_i\)) and predicted (\(\hat{y}_i\)) values, averaged over \(n\) observations.]
[image: Formula displaying the Average Relative Error, \( e_{AR} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y_i}}{y_i} \right| \), where \( n \) is the number of observations, \( y_i \) is the actual value, and \( \hat{y_i} \) is the predicted value.]
[image: The image shows a mathematical formula: \( e_{MR} = \max \left( \left| \frac{y_i - \hat{y}_i}{y_i} \right| \right) \), labeled as equation (5).]
[image: Mathematical formula depicting the relative error \( e_R = \left| \frac{y_i - \hat{y_i}}{y_i} \right| \), with the equation number labeled as (6).]
where [image: Please upload the image or provide a URL to generate the alternate text.] is the actual load value; [image: If you'd like me to generate alt text, please upload the image or provide a URL.] is the load prediction value; [image: It seems there was an issue uploading the image. Please try again to upload the image using the correct file format or provide a URL if it's hosted online. If there's a caption or specific context you'd like to add, feel free to include that information as well.] is the number of data sets.
[image: Flowchart illustrating a 5G load prediction model process. Steps include collecting base station load data, data preprocessing, removal of anomalous data, data normalization, and forming training and test sample sets. The network parameters are initialized, and an LSTM neural network model is trained, adjusting weights until convergence. The trained model outputs a load forecast, which is then compared to actual loads. Model evaluation indicators like maximum and average relative error, and root mean square error are calculated. The process starts and ends with labeled blocks.]FIGURE 1 | Flowchart of 5G base station load prediction based on LSTM.
2.2 BSES aggregation method
2.2.1 Operational model of individual BSES
The feasible domain of a single BSES power can be described as:
[image: Mathematical expression defining \( F_i \) as a set of vectors \( \mathbf{p}_j^{ES} \) within \( \mathbb{R}^T \), subject to constraints involving variables \( E_{\mu, t}^{ES-} \), \( E_{\mu, t}^{ES+} \), \( \delta_t \), and \( \Delta t \). These constraints and inequalities apply to every \( t \) in set \( \tau \). The expression is labeled with equation number (7).]
where [image: It seems there's an issue with the upload. Please try uploading the image file again or provide its URL so I can help generate the alternate text.] is the output power of the BSES j at each moment in the time period T, while [image: Equation showing a sequence: \( \mathbf{p}_j^{ES} = \left[ p_{j,1}^{ES}, p_{j,2}^{ES}, \ldots, p_{j,T}^{ES} \right] \).]; [image: Equation displaying bold italic letters with subscript \( j, t \), representing a mathematical element or variable in a larger context.] is the battery residual energy state of the BSES j at time t; [image: It seems there is a misunderstanding. I need you to upload the image or provide a specific URL for it. Once you do, I can help generate the alternate text for it.] is the self-discharge efficiency of the BSES j; [image: Mathematical expression showing \( p_{j,t}^{ES} \), where \( j \) and \( t \) are indices and "ES" is a superscript.] is the input power of the BSES j at time t, [image: Mathematical expression showing \( p_{j,t}^{ES} > 0 \).] indicates charging, [image: \( p_{j,t}^{ES} < 0 \)] indicates discharging,; is charging/discharging intervals for BSES j; [image: Please upload the image or provide a URL so I can generate the alternate text for you.], denotes a moment in time T; [image: Mathematical expression showing "p" with a subscript "j, t" and a superscript "ES, -".] is the maximum discharge power of the BSES j; [image: Mathematical expression showing \( p_{j,t}^{ES,+} \).] is the maximum charge power of the BSES j; [image: The image displays the mathematical expression \( E_{j,t}^{ES,-} \).] is the value of the minimum energy state allowed for the BSES j at time t, with respect to the load size and minimum supply time at time t, [image: Mathematical equation: \(E_{j,t}^{ES,-} = t_{min}^d \cdot P_{t}^{d}\).], [image: It seems that the input might be a small, cropped part of an image showing a mathematical expression. The expression shows "P" with subscript "t" and a superscript "d". If you have the full image, please upload it for a more detailed description.] is the predicted power of the base station energy consumption at time t, is the minimum power supply time of the base station load, and the general minimum power supply time is 3 h; and [image: Mathematical notation displaying \( E_{j,t}^{ES,+} \).] is the maximum energy state value of the BSES j allowed at time t.
To facilitate the derivation of the subsequent equations, Equation 7 can be written in the following compact form, as illustrated in Equation 8.
[image: Mathematical expression defining a set \( F_j \), where \( \mathbf{p}_j^{ES} \) is a vector in the real numbers \( \mathbb{R}^r \) constrained by the condition \( \mathbf{M}_j \mathbf{p}_j^{ES} \leq \mathbf{N}_j \). Equation is labeled as (8).]
where [image: It seems there might have been an error with the image upload or reference. Please try uploading the image again or provide a URL. Additionally, you can add a brief caption for context if desired.], [image: Stylized letter "N" with a subscript "j" in a serif font.] are expressed as Equations 9, 10, respectively:
[image: Mathematical expression showing matrix \( M_1 \) defined as a block matrix consisting of \(\text{diag}(I)\), \(\text{diag}(-I)\), \(A^{-1}B_l\), \(-A^{-1}A_r\), and \(B_r\).]
[image: Equation showing vector N subscript f equals P tilde subscript f, P tilde superscript ES superscript star subscript f, E superscript ES superscript star subscript f, minus A subscript l superscript minus one, C subscript l, equals minus E superscript ES superscript star subscript f, plus A subscript l superscript minus one, C subscript r, from equation ten in parentheses.]
where [image: A mathematical notation presents a vector \(\mathbf{I}\) equal to a column vector with entries of ones, represented as \([1, 1, \ldots, 1]^{T}\), belonging to the space of real numbers \(\mathbb{R}^{T \times 1}\).], where [image: The image shows the mathematical notation "p subscript j superscript E S, plus".], [image: Mathematical expression displaying a subscript "j" following a bold lowercase "p" with a superscript "ES" and a negative sign.], [image: The text shows a mathematical notation: capital E subscript j, superscript E, S, comma, plus.], [image: Mathematical expression showing \( \mathbf{E}_j^{ES, -} \in \mathbb{R}^{T \times 1} \), indicating that the vector \(\mathbf{E}_j^{ES, -}\) is an element of the real number space with dimensions \(T\) by \(1\).], represent maximum charging power vector, the maximum discharging vector, the maximum energy state vector and the minimum energy state vector of the BSES j in T period, respectively. [image: Please upload the image you would like me to generate alternate text for.], [image: It seems like you attempted to include an image, but it did not come through. Please try uploading the image again or provide a URL if it's hosted online. You can also add a caption for context if needed.], [image: Please upload the image or provide a URL so I can generate the appropriate alternate text for it.] are expressed as Equations 11-13, respectively:
[image: Matrix representation labeled \(A_j\) consists of ones along the main diagonal, with \(-\delta_j\) on the subdiagonal directly below the diagonal. All other elements are zero. Equation labeled as 11.]
[image: Mathematical expression is shown: \( B_t = \text{diag}(1)\Delta t \), equation twelve.]
[image: Equation showing \( C_j = \left[ \delta E_{\mu, j_0}^{ES}, 0, 0, \ldots, 0 \right]^T \) labeled as equation 13. The element \(\delta E_{\mu, j_0}^{ES}\) is followed by zeros, with a transpose notation.]
where [image: It seems like there was an error in uploading the image. Please make sure to upload the image file directly or provide a valid URL. If you have additional context or a description, you can also share that to help generate accurate alt text.], [image: Bold italic B subscript j belongs to the set of real numbers raised to the power T times T.], [image: Mathematical expression showing \( C_j \) belongs to the set of real numbers with dimensions \( T \times 1 \).]. [image: It looks like there is no image provided. Please upload the image or provide a URL with any additional context you would like.] is the self-discharge efficiency of the BSES j. [image: E subscript j comma zero superscript ES.] is the initial capacity state of energy storage.
2.2.2 BSES aggregation model
To reduce decision-making complexity at the distribution network operator level, BSES aggregators need to aggregate the operational feasible regions of all BSES units to form the operational feasible region of the BSES cluster. The aggregated operational feasible region represents the adjustable range of the flexible resources when all BSES units are simultaneously controlled. The mathematical essence of the feasible region aggregation problem is the Minkowski sum (M-Sum). The aggregation calculation process is as follows.
The expression for the aggregated power when the number of BSES units is N is presented in Equation 14.
[image: The image shows a mathematical equation: \( p_{i,t}^{\text{agg}} = \sum_{j=1}^{N} p_{j,i,t}^{\text{ES}}, \forall t \in \tau \). Equation number is (14).]
The aggregated feasible domain [image: It seems there is an issue with the image upload. Please try uploading the image again, and I will be happy to help generate the alternate text for it.] can be expressed as Equation 15:
[image: Mathematical expression showing set notation. The union of sets \( F_j \) for all \( j \) in set \( \mathbb{N}' \) is equal to set \( F \). The equation is labeled as \( (15) \).]
where [image: Please upload the image or provide a URL, and I will help generate the alt text for it.] is denoted as Minkowski summation; [image: Mathematical notation showing a set \( \mathcal{N} \) defined as \( \{1, 2, \ldots, N\} \), representing natural numbers from 1 to \( N \).].
However, when the number of energy storage units in the base station is high, the number of sets and dimensions involved in the operation increases, and the planes describing the boundary of the feasible domain increase exponentially, which leads to the difficulty of the Minkowski summation and makes the solution of its aggregated power feasible domain non-computable. Therefore, in order to reduce the computational complexity, this paper adopts an aggregated power feasible domain maximal inner approximation method (Zhao et al., 2017), whose principle schematic is shown in Figure 2.
[image: Flowchart illustrating a process involving scaling, translation, and M-Sum. \(F_0\) changes through scaling and translation to \(F_1\), \(F_2\), \(F_3\). These lead to an M-Sum resulting in \(F_1 \cup F_2 \cup F_3\). The chart shows inner approximation direction.]FIGURE 2 | The principle of the maximum inner approximation method in the feasible domain of aggregation power.
The feasible region aggregation problem is characterized by large computational scale and strong temporal coupling. The exact feasible region of the aggregate is often difficult to compute and typically requires approximation of the feasible region for individual objects first. Initially, a basic power feasible region [image: Please upload the image or provide a URL so I can generate the appropriate alt text for you.] is selected and subjected to scaling and translation to fit the power feasible regions of each BSES unit. Then, the Minkowski sum is performed. This method effectively addresses the computational complexity of the aggregated feasible region. The fitted power feasible region is represented as Equation 16:
[image: Mathematical equation showing a set definition: \( p F_0 + \mu_y = \{ y | y = \phi \xi + \mu_y, \forall \xi \in F_0 \} \), labeled as equation (16).]
where [image: It seems there was an issue with the image upload. Please try uploading the image again or provide a URL. Additionally, you can add a caption for more context.] is the scaling factor; [image: A mathematical notation featuring the lowercase Greek letter "mu" followed by a subscript "j".] is the translation factor, [image: Mathematical notation showing \(\mu_j\) belonging to \(\mathbb{R}^T\).], [image: Stylized mathematical symbol representing the transpose of matrix R. The letter R is capitalized and the T is superscripted, indicating transposition in linear algebra.] denotes the T-dimensional real number space; [image: Please upload the image or provide a URL for which you need the alternate text.] denotes the power feasible domain of the BSES at each moment; [image: It seems there is no image provided. Please upload the image or provide a URL for the image you would like me to describe.] denotes the baseline power feasible domain at each moment.
The expression of [image: It seems like you've referred to an image using a specific term or notation, but no image has been uploaded. Please provide the image or a URL, and I would be happy to help generate the alternative text for it.] is as follows:
[image: Mathematical formula describing constraints in a set \( F_0 \) for a variable \( P_0^{ES} \), involving parameters \( E_{0,t}^{ES} \), \( p_{0,t}^{ES} \), and others, with conditions applied over time set \( \tau \). Equation is labeled as \( (17) \).]
where [image: Please upload the image or provide a URL so that I can generate the alternate text for you.], [image: The image shows a mathematical expression with a variable p subscript zero, comma t, with a hat symbol above it, indicating an estimate or prediction. It also includes superscripts ES and a bar over the symbol, which may denote a specific model or condition.], [image: A mathematical expression featuring a symbol with a hat, superscript "ES, +" and subscript "0, t".], [image: Mathematical expression displaying \(\hat{E}_{0,t}^{ES,-}\).], [image: Mathematical expression representing the expected shortfall at time \( t \), denoted as \( \hat{E}_{0,t}^{ES,+} \).] are the average values of the corresponding parameters for all BSES.
Equation 17 can be written in a compact form, as show in Equation 18:
[image: Mathematical expression showing a set \( F_0 \) of \( p_0^E \) vectors in \( \mathbb{R}^{T} \) where the product of matrix \( M_0 \) and vector \( p_0^E \) is less than or equal to vector \( N_0 \). Equation number 18 is indicated on the right.]
where [image: If you provide an image or a URL, I can help generate the alternate text for it. Please upload the image or share the link.] and [image: Certainly! Please upload the image you'd like me to describe.] are expressed as Equations 19, 20, respectively:
[image: Mathematical equation shows \( M_0 = \begin{pmatrix} \text{diag}(I); \text{diag}(-I); A_1^T B_0^{-1}; -A_2^T B_0 \end{pmatrix} \), labeled as equation 19.]
[image: Mathematical equation showing a complex expression for \( N_0 \) involving variables \( \overline{B_0^S} \), \( \overline{B_0^{S-}} \), \( \overline{E_{0u}^{S+}} \), \( A_0^{-1} C_{0i} \), \( \overline{E_{0u}^S} \), and \( A_0^{-1} C_{0} \), followed by reference number (20).]
where [image: The equation displays bold uppercase B subscript zero equals bold uppercase B subscript n.], [image: Please upload the image or provide a URL so I can generate the alternate text for you.]’s expression is as Equation 21:
[image: Matrix \( \mathbf{A}_0 \) is shown as a square matrix with diagonal elements as one, and superdiagonal elements as zero. Subdiagonal contains \(-\hat{\delta}\), repeated in a descending manner. Equation reference is (21).]
where [image: Matrix notation depicts \( \mathbf{A}_0 \) belonging to the set of real numbers \( \mathbb{R} \) raised to the power of \( T \times T \).]. [image: It looks like you were trying to provide an image, but only text is visible. Please upload the image or provide a URL for me to generate the alternate text.] is the average values of self-discharge efficiency of all BSES.
Scaling and translation of [image: Please upload the image or provide a URL so I can generate the alternate text for you.] is used to fit each BSES power feasible domain [image: Please upload the image or provide a URL for me to generate the alternate text.], when [image: It seems there was a display error with the image request. Please upload the image file or provide a URL for the image, and I will generate the alternate text for it.] is maximum, the fitted BSES power feasible domain [image: It looks like there's no image provided for alt text generation. Please upload the image or provide a URL, and I'll help you create the alt text.] is optimal, and the optimal parameters [image: Image showing a mathematical expression: phi sub j with a superscript star, represented as φ*_j_. The context suggests it's used to denote an optimal or special value in mathematical equations or functions.] and [image: I currently cannot generate alt text without an uploaded image or URL. Please upload the image or provide a URL for me to help with alt text.] can be obtained by solving the optimization problem as shown in Equation 22:
[image: Maximization problem showing "maximize phi sub j with respect to phi sub j and mu sub j, subject to phi sub j times F sub 0 plus mu sub j is a subset of F sub j," with phi sub j greater than or equal to zero, equation 22.]
Let [image: Equation of phi sub j equal to one divided by phi sub j, representing a mathematical formula involving variables.], [image: The equation eta sub j equals negative phi sub j multiplied by mu sub j, with each term represented by Greek letters for variables.], based on Farkas’ theorem, the above optimization problem expression can be transformed into Equation 23:
[image: Minimization problem with the objective to minimize phi sub j, subject to two constraints: GM sub 0 equals M sub j, and G N sub 0 is less than or equal to phi sub j N sub j plus M sub j eta sub j. Equation labeled as (23).]
By solving the above optimization problem, the parameters [image: Please upload the image or provide its URL for me to generate the alternate text.] and [image: The image shows the Greek letter "mu" followed by the letter "j", likely indicating a mathematical symbol or variable notation.] can be obtained, so that the feasible domain of BSES aggregation power can be obtained as Equation 24:
[image: Mathematical expression defining \( F_{\text{agg}} \) as a set of power values \( p_{t}^{\text{agg}} \) within \( \mathbb{R}^{T} \), subject to conditions involving initial energy, power rates, and cumulative constraints. Each constraint applies for all \( \forall t \in \tau \).]
where each boundary parameter is expressed as Equations 25-28:
[image: Mathematical equation showing \( p_t^{499-x} = \varphi p_0^{55-x} - \mu \), labeled as equation 25.]
[image: Equation showing \( p_{t}^{495^{+}} = \varphi \hat{p}_{0}^{55^{+}} + \mu \), labeled as equation 26.]
[image: Equation showing a mathematical expression: \(E_{t}^{adj**}= \phi \hat{E}_{0}^{s,-} - \Lambda^{-1}B\mu\), labeled as equation 27.]
[image: Mathematical equation showing \( E_{t}^{m|t^{*}} = \phi \hat{E}_{t}^{ns,+} + A^{-1}B\mu \), labeled as equation 28.]
where [image: The equation depicts phi equals the sum of phi sub j star for j belonging to the set omega sub i.], [image: Mathematical expression showing mu equals the sum of mu sub j star, where j belongs to omega sub i.]; [image: The image appears to be a mathematical notation, specifically the Greek letter Omega (Ω) with a subscript "i". This is often used in equations to represent a set or parameter indexed by "i".] denotes the set of BSES belonging to aggregator i.
3 5G BSES co-regulation method for voltage regulation in DNs
This chapter aims to study 5G BSES participation in DN coordinated scheduling methods for optimal operation in low-voltage scenarios. It first establishes a DN model and introduces a quantitative assessment method for low-voltage regulation demand, which guides base station operators in coordinating with the DN. The chapter then proposes a cooperative scheduling method for BSES, optimizing its charging and discharging strategies to regulate DN voltage and improve grid safety and stability.
3.1 DN modeling
3.1.1 DN topology model
Since the DN is a radial structure, the DN topology containing N nodes is defined as [image: Mathematical notation showing a graph \(G\) represented as a set of nodes \(\mathcal{N}\) and edges \(\mathcal{E}\).], where [image: I'm unable to view the image based on the provided text. Please upload the image or provide a URL for me to create an alternative text description.] and [image: Please upload the image or provide a URL so I can generate the alternate text for it.] represent the set of nodes and the set of lines, respectively. The substation is denoted as node 0. In addition to the substation, each node i has a unique parent node [image: Please upload the image or provide a URL, and I can generate the alt text for you.] and a set of child nodes directly connected to it, which are denoted by [image: Please upload the image or provide the URL, and I will help generate the alt text for it.]. Without loss of generality, the node index is encoded in such a way that the index of each node is always greater than the index of its parent node, [image: The mathematical expression shows pi sub i is less than i, represented as "πᵢ < i".]. In addition, the line pointing from a node [image: Please upload the image or provide a URL for me to generate the alternate text.] to node i is labeled as line i. Therefore, the branch numbering [image: It seems like the text provided is a mathematical notation rather than an image. It represents a set \( \mathcal{E} \) that includes elements ranging from 1 to \( N \). If you have an image, please upload it or provide a URL for further assistance.] can be consistent with the node numbering. Let A0 be an [image: It seems there was an error in your message. Please upload the image or provide a description of it, and I can help generate the alternate text.] dimensional node association matrix. It can be expressed as Equation 29:
[image: Matrix \( A^0_{ij} \) with conditions: \(-1\) if \( j = i \), \(1\) if \( j = \pi_i \), and \(0\) if \( j \neq i, \pi_i \). Equation number \(29\).]
where if [image: It seems there might have been a mistake. Please upload the image or provide a URL so I can generate the alternate text for you.], [image: Mathematical notation displaying the letter "A" with subscript "i j" and superscript zero, representing a specific element or component in a matrix or tensor.] = 1 indicates that node j is the parent of node i and there is a line connecting node i to node j. If [image: Mathematical notation showing uppercase A with subscript i j and superscript zero.] = 0, it indicates that node j is not the parent of node i. A0 is divided into two parts, a and A, where a represents the first column of A0, which is the correlation matrix of node 0. A is a full-rank matrix, and therefore A is invertible.
3.1.2 DN branch-circuit current modeling
For a radial DN, the following tidal equations are used to represent the branch-circuit tidal models (Li et al., 2019).
[image: Mathematical equation displaying: \( P_i - \frac{P_i^2 + Q_i^2}{V_i^2}r_i + p_t = \sum_{j \in C_i}P_j \), for all \( i \in \mathbb{N}/0 \), labeled as equation 30.]
[image: Mathematical equation showing Q subscript l minus the fraction of P subscript l squared plus Q subscript l squared over V subscript n squared, multiplied by x subscript l plus q subscript l equals the summation of Q subscript j for j belonging to C subscript l, for all i in the set of natural numbers excluding zero, with equation number 31.]
[image: Mathematical equation: \( V_{i}^{2} - V_{j}^{2} = 2(r_{i} P_{i} + x_{i} Q_{i}) - (r_{i}^{2} + x_{i}^{2}) \frac{P_{i}^{2} + Q_{i}^{2}}{V_{i}^{2}} \). This holds for all \( i \) in set \( \varepsilon \), equation number 32.]
Equations 30, 31 represent the active and reactive power balance at node i, respectively, and Equation 32 represents the voltage link between two neighboring nodes, Where [image: It seems there is no image provided. Please upload the image or provide a URL, and I can help generate the alternate text for it.] and [image: Please upload the image you'd like me to generate alternate text for.] denote the active and reactive power injected at node i, respectively; [image: It looks like there was an error in uploading the image. Please try uploading the image again, and I will be happy to help create the alternate text for it.] and [image: Please upload the image or provide a URL so I can help generate the alternate text.] denote the active and reactive power circulating on branch i, respectively; [image: Please upload the image or provide a URL, and I'll be happy to generate the alternate text for you.] and [image: Please upload the image or provide a URL for me to generate the alternate text. You can also add a caption for additional context if needed.] denote the resistance and reactance of line i, respectively; and [image: It seems there was a problem with displaying the image. Please try uploading the image file again or ensure the URL is correct if you are using one. Let me know if you need help with the process!] and [image: It seems there was an issue with displaying the image you mentioned. Please upload the image or provide a URL so I can generate the alt text for you.] denote the voltage magnitude of the parent node and the child node i, respectively.
Since the original branch-current models (30)–(32) are non-convex, the convex optimization solution method cannot be directly applied. To ensure the efficient solution of the problem, after approximating, and neglecting the higher terms of the equations, the linear branch-current model can be obtained as shown in Equations 33–35.
[image: Equation showing \( P_i - \sum_{j \in C_i} P_j = -p_t \) for all \( i \) in \( \mathbb{N} \setminus \{0\} \) with equation number 33.]
[image: Equation showing the relationship: Q minus summation of Q sub j, where j belongs to set C sub i, equals negative q sub i, for all i in set N excluding zero, referenced as equation thirty-four.]
[image: The equation depicts: \( V_{\pi} - V_{i} = r_{i} P_{i} + x Q_{i} \) for all \( i \in \varepsilon \). The reference number is 35.]
3.2 BSES demand assessment model for voltage regulation in DNs
3.2.1 Objective function
When the distribution network system experiences excessive load, certain nodes may encounter low voltage issues. These issues can be addressed by aggregators scheduling the charging and discharging actions of 5G BSES, effectively adjusting the flexible active load of the 5G base stations. From the perspective of the power grid, the aim is to resolve low voltage problems with minimal energy storage adjustment requirements. Therefore, the objective function is to minimize the energy storage adjustment demand F at each node of the base station over a day, as shown in Equation 36.
[image: Mathematical expression showing a formula for F as a double summation. The outer sum is from t equals one to T equals twenty-four, and the inner sum is from i equals one to N sub t. It sums the absolute values of p sub t, i superscript agg. This equation is numbered thirty-six.]
where T is 24 time periods in a day; [image: It seems there was an error in your message, and I am unable to view the image. Please upload the image file directly or provide a URL.] denotes the number of node’s aggregated energy storage (AES); [image: Mathematical notation showing a term with a subscript "i, t" and a superscript "agg".] denotes the output power of node i’s AES in time period t.
3.2.2 Restrictive condition
3.2.2.1 Linear branch flow model

[image: Mathematical equation showing \(P_{ti} - \sum_{j \in C_{ti}} P_{ij} = -p_{ti} \quad \forall i \in \mathcal{N} / 0\). The equation is labeled as number 37.]
[image: Equation showing \( Q_{u_i} - \sum_{j \in C_i} Q_{ij} = -q_{u_i} \) for all \( i \) in set \( \mathcal{N}/0 \). Denoted by equation number 38.]
[image: Equation showing \( V_{it} - V_{iu} = r_tP_{iu} + x_tQ_{iu} \) for all \( i \) in set \( \varepsilon \), labeled as equation 39.]
Equations 37-39 represent the linear power flow constraints of the line where [image: It seems there was an error in your request. Please upload the image or provide a URL to the image you want described, and I will generate the alternate text for you.] and [image: It seems there was an error in your request since no image was provided. To generate alternate text, please upload the image or provide a URL. If you have a caption or additional context, feel free to include that as well.] denote the active and reactive power injected into node i at time t; [image: Please upload an image or provide a URL, and I'll generate the alt text for you.] and [image: Please upload the image or provide a URL for me to generate the alt text.] denote the active and reactive power circulating on branch i at time t; [image: It looks like there was an error in uploading the image. Please try uploading the image file again or provide a URL.] and [image: Please upload the image or provide a URL so I can generate the alternate text.] denote the resistance and reactance of line i; [image: It seems there is a misunderstanding. The text you've provided appears to be a mathematical expression, not an image. Please upload the image file or provide a URL to the image so I can generate the alternate text for it.] and [image: It seems there might have been a misunderstanding or the image link was not included properly. To generate alternate text, please upload an image or provide a direct URL. If there is specific content or context for the image, feel free to include that as well.] denote the voltage magnitude of the parent node and the child node i at time t, respectively.
3.2.2.2 Nodal power balance constraints

[image: Equation depicting \( p_{it} = -p_{it}^d - p_{it}^{\text{agg}} \) with reference number (40).]
[image: Mathematical equation representing heat flux: \( q_u = -d_{qu} \).]
Equation 40 ensures the load active power balance of node i; Equation 41 ensures the load reactive power balance of node I, where [image: The image shows a mathematical expression with the variable \( p^d_{i,t} \), where \( i \) and \( t \) are subscripts, and \( d \) is a superscript.] and [image: It appears you provided a mathematical expression in LaTeX format, not an image. The expression is "q_i,t^d," which typically represents a variable or parameter depending on the context. Let me know if you have an image or need further details.] denote the load active power and reactive power of node i at time t respectively; [image: Mathematical expression showing "p" with subscripts "i, t" and a superscript "agg".] denote the AES output power of node i at time t.
3.2.2.3 Node voltage constraints

[image: Mathematical inequality showing that \( V_{\underline{i}} \) is less than or equal to \( V_{i,u} \), which is less than or equal to \( \bar{V_i} \), labeled as equation (42).]
Equation 42 ensures that the node voltage of the DN does not exceed the limit. Where [image: Please upload the image or provide a URL to generate the alternate text.] and [image: It seems there was an error processing your request. It looks like LaTeX code rather than an image file. Please upload the image file or provide a URL for me to generate the appropriate alt text.] are the maximum and minimum values allowed for the nodal voltage, respectively.
3.2.2.4 Line transmission power capacity constraints

[image: Equation showing \(P_i^2 + Q_i^2 \leq S_i^2\), labeled as equation 43.]
where [image: It seems like there might have been an error in your message, as I cannot view any images directly. If you meant to upload an image, please make sure to attach it. If you need help with LaTeX or another type of content, please clarify your request.] is denoted as the maximum value of the apparent power allowed to flow through branch i. In order to facilitate the solution, it is necessary to linearize the line transmission power capacity constraint, as shown in Equation 44. Equation 44 ensures that the transmission power of the DN line does not exceed the limit.
[image: Inequalities involving \(P_{i,t}\), \(Q_{i,t}\), and \(S_{i,t}\). They include terms like \((\sqrt{2} - 1)P_{i,t}\), \(\sqrt{2}Q_{i,t}\), and are bounded by \(\sqrt{2}S_{i,t}\). The formatting encloses these expressions in curly brackets, labeled as equation (44).]
3.2.2.5 The power and energy state constraints of the AES

[image: Equation showing \( E_{ij}^{n+1} = \delta E_{ij}^{n} + p_{ij}^{n+1} \Delta t \), labeled as equation number 45.]
[image: The formula displays inequalities for power values in a power system. \( P_{i,t}^{\text{min}} \leq P_{i,t} \leq P_{i,t}^{\text{max}} \) indicates that the power \( P \) at time \( t \) for unit \( i \) is bounded by a minimum and a maximum. The equation is labeled as number 46.]
[image: Mathematical expression showing an inequality: \(E_{i,t}^{\text{min}}\) is less than or equal to \(E_{i,t}^{\text{adj}}\), which is less than or equal to \(E_{i,t}^{\text{max}}\), labeled as equation 47.]
Equations 45-47 indicates the operational constraints of AES where [image: A mathematical notation displaying "E" with a subscript "it" and a superscript "agg" in italics.] denotes the residual energy state of the AES i at time t; [image: Please upload the image or provide a URL for me to generate the alternate text.] denotes the self-discharge efficiency of the AES i; [image: Please upload the image or provide a URL for me to generate the alternate text.] denotes the charging or discharging time period of the AES; [image: The image shows a mathematical expression with variables: \( p_{i,t}^{\text{agg},+} \).] denotes the maximum charging power of the AES; [image: Mathematical expression displaying "p subscript i comma t superscript agg comma minus".] denotes the maximum discharging power of the AES; [image: Mathematical notation displaying a variable: \( E^{\text{agg},+}_{i,t} \).] denotes the maximum permissible energy state value of the AES i at time t; [image: Mathematical expression representing an aggregated value \( E^{agg,-}_{i,t} \), with subscripts \( i \) and \( t \), and a superscript "agg" with a negative sign.] denotes the minimum permissible energy value of the AES i at time t.
3.3 Cooperative scheduling model of BSES for voltage regulation in DNs
Building on the BSES demand assessment model for low voltage regulation in distribution networks, the power adjustment demand for aggregated BSES at each network node has been calculated. However, the individual BSES output at each node remains unknown. To address this, an optimized scheduling model is proposed, which balances the state of charge and optimizes BSES charging and discharging strategies to mitigate low voltage issues in the distribution network.
3.3.1 Objective function
Charging and discharging is carried out with the goal that the SOC of each base station’s energy storage state of charge is close to 0.5 after scheduling, to realize the fair distribution of power among each base station’s energy storage resources, as shown in Equation 48.
[image: The formula shows \( F = \sum_{j=1}^{N} \sum_{t=1}^{T} \left| SOC_{jt}^{ES} - 0.5 \right| \), followed by the equation number (48).]
where N denotes the number of BSES inside the node; T denotes the BSES scheduling time period; [image: The formula shows SOC superscript ES subscript j, t equals E superscript ES subscript j, t divided by E superscript B subscript j.] denotes the SOC state of BSES j inside the node at time t, [image: It looks like you may have provided a snippet instead of an actual image. Please upload the image file or provide a URL so I can help create the alternate text for it.] denotes the remaining energy state of BSES j inside the node at time t, and [image: It seems there is no image uploaded. Please upload the image or provide a URL, and I can help generate the alternate text for it.] denotes the rated capacity of BSES j inside the node.
3.3.2 Restrictive condition
3.3.2.1 Energy storage energy balance constraints
The sum of the node’s internal BSES energy should be balanced with the node’s AES energy value, as described in Equation 49.
[image: Summation equation with index j from 1 to N of \(E_{\mu j}^{ES}\) equals \(E_{i \mu}^{agg}\), labeled as equation 49.]
3.3.2.2 Energy storage energy state constraints

[image: Equation displaying \(E_{\mu}^{SS} = \delta_j \cdot E_{\mu-1}^{SS} + p_{\mu j}^{SS} \Delta t\), labeled as equation (50).]
[image: Equation showing bounds \( E_{\mu}^{SS-} \leq E_{\mu}^{SS} \leq E_{\mu}^{SS+} \) labeled as equation (51).]
Equation 50 illustrates the relationship between the energy stored in BSES j and its input power, Equation 51 shows the upper and lower bounds of energy stored in BSES j where [image: Please upload the image or provide a URL so that I can generate the alternate text for it.] denotes the self-discharge efficiency of the BSES j; [image: It seems like there was an issue displaying the image. Please try uploading the image again, and I'll be happy to help with the alternate text.] denotes the output power of the BSES j at time t; [image: Kindly upload the image or provide a URL so I can generate the appropriate alternate text for it.] denotes the BSES charging or discharging time period; [image: The mathematical expression "E subscript j, superscript ES, comma t, superscript minus".] denotes the minimum energy state value allowed by the BSES j at time t; and [image: Mathematical notation showing \( E_{j,t}^{ES,+} \).] denotes the maximum energy state value allowed by the BSES j at time t.
3.3.2.3 Energy storage power balance constraints

[image: The equation shows the sum from \( j = 1 \) to \( N \) of \( p_{\mu}^{FS} \) is equal to \( p_{i}^{agg} \), labeled as equation 52.]
[image: Mathematical expression showing an inequality: \( p_{i,l}^{RS-} \leq p_{i,h}^{RS} \leq p_{i,l}^{RS+} \). The expression is numbered (53).]
Equation 52 ensures the power balance of AES, Equation 53 enforces the lower and upper bounds to the power input of BSES j where [image: Mathematical notation depicting \( p_{j,t}^{ES,+} \).] indicates the maximum charging power of the BSES; [image: Mathematical expression showing a variable \( p_{j,t}^{ES,-} \).] indicates the maximum discharging power of the BSES j.
4 SIMULATION RESULTS
4.1 System data
To validate the effectiveness of the proposed method, a simulation analysis was conducted using a 22-node distribution network in a specific region. The network topology is shown in Figure 3, and the line parameters are listed in Table 1. The nodes are uniformly distributed, with the maximum and minimum node voltages set at 1.05 p. u and 0.95 p. u, respectively. The typical daily load curve is depicted in Figure 4. In this region, the communication base stations are equipped with energy storage systems with a rated capacity of 48 kWh and a maximum charge/discharge power of 15.84 kW. The self-discharge efficiency is set at 0.99, and the state of charge (SOC) is allowed to range between a maximum of 0.9 and a minimum of 0.1.
[image: Diagram depicting a single-elimination tournament structure. Nodes are numbered from zero to twenty-two, with connections illustrating match progressions. The layout shows sequential advancement from node zero on the left through to the final node twenty-two on the right.]FIGURE 3 | Topology of 22-node distribution network system.
TABLE 1 | Line parameters.
[image: Table showing electrical characteristics of different line segments. Columns include Line, Length in kilometers, Resistance in ohms per kilometer, Reactance in ohms per kilometer, and Current Capacity in amperes. Data for segments 0–10, 10–16, 16–18, 10–20, and 20–22 are provided, with respective values such as lengths from 1.364 to 13.173 kilometers, resistance from 0.13 to 0.91 ohms/kilometer, reactance of 0.358 or 0.38 ohms/kilometer, and current capacity mostly 90 amperes, except 503 amperes for 0–10.][image: Line graph showing the proximity trends over time for twenty-two nodes, each represented by a different colored line. The x-axis denotes time units from 0 to 23, while the y-axis indicates proximity levels ranging from 0 to 400. Each node exhibits varying proximity fluctuations, with notable peaks around time 7 and 20.]FIGURE 4 | Load curve of each node.
4.2 5G BSES energy consumption prediction model results and analysis based on LSTM
The training and test datasets were imported into the LSTM-based load forecasting model for 5G base stations. The error convergence for the training and test datasets is shown in Figure 5, while the load forecasting for the test dataset samples is illustrated in Figure 6. The root mean square error (RMSE) for the test dataset samples was calculated to be 0.22 kW, with an average relative error of 0.06. As seen in Figure 5, the loss function value converges to a minimum after 24 training epochs. Figure 6 indicates that the model accurately reflects the load data trends over time, demonstrating good tracking performance. In summary, these results validate that the LSTM load forecasting model performs well in predicting the load data of 5G base stations.
[image: Line graph depicting training loss versus iteration number. The root mean square error decreases sharply from above 0.025 to below 0.005 within five iterations, then gradually levels off, maintaining a slight decline throughout the remaining iterations up to 25.]FIGURE 5 | Convergence of training set error for 5G base station energy consumption prediction.
[image: Line graph comparing real and forecast data of load power over time. The x-axis represents data sets, while the y-axis shows load power in kilowatts. Blue and yellow lines indicate real and forecast data, respectively, showing similar patterns with slight deviations.]FIGURE 6 | 5G base station load forecast for three consecutive days.
4.3 Results and analysis of BSES aggregation
The simulation results for the aggregated power feasible region of 10 BSES units are shown below. Figures 7, 8 illustrate the charging and discharging potential and the energy state boundaries of the aggregated 10 base stations over 24 time periods in a day. The adjustable capacity of the aggregated energy storage is influenced by factors such as individual BSES parameters and the load size of the base stations, resulting in temporal fluctuations. The charging and discharging potential is related to the charge/discharge power parameters of each storage unit. The minimum energy state of the aggregated storage is associated with the base station load size, while the maximum energy state is linked to the rated capacity parameters of each storage unit. Therefore, the proposed BSES aggregation model can quantitatively assess the charging and discharging potential and the adjustable capacity of the controllable BSES group, providing data support for the subsequent participation of BSES in coordinated scheduling with the distribution network.
[image: A line graph showing maximum aggregated charging and discharging power over time. The red line represents charging power, maintaining around 150 kilowatts, while the blue line represents discharging power, staying near negative 150 kilowatts. Time is on the x-axis, and power in kilowatts is on the y-axis.]FIGURE 7 | Charging and discharging potential of aggregated energy storage for 10 base stations over 24 time periods.
[image: Line graph showing power in kilowatts over time. The blue line represents the minimum energy state of aggregated ES, fluctuating around 100 kW. The red line represents the maximum energy state, remaining around 450 kW. Time is on the x-axis.]FIGURE 8 | Energy state boundaries of aggregated energy storage for 10 base stations over 24 time periods.
4.4 Validation results of 5G BSES co-regulation method for DN voltage regulation
4.4.1 Validation results of a BSES demand assessment model for DN voltage regulation
Based on the distribution network branch power flow model presented in this paper and utilizing existing data, the voltage magnitudes at each node of the distribution network were calculated before the participation of BSES in the scheduling across multiple time scales. Figure 9 illustrates the voltage magnitudes at each node of the distribution network over 24 time periods before BSES participated in the scheduling. As shown in the figure, low voltage phenomena (voltage magnitude per unit value less than 0.95, indicated by the green sections) occur at certain times at the end nodes of the distribution network.
[image: Three-dimensional surface plot displaying voltage amplitude over time slots and nodes. The amplitude ranges from blue (lowest) to red (highest). Axes labeled as voltage amplitude per unit, time slots, and nodal.]FIGURE 9 | Voltage amplitude of BSES before participation in dispatch for 24 time periods.
Using the BSES demand assessment model proposed in this paper, and combining it with existing data, the voltage magnitudes at each node of the distribution network and the energy storage adjustment requirements for low voltage mitigation were calculated after the participation of BSES in the scheduling across multiple time scales. Figure 10 shows the voltage magnitudes at each node of the distribution network over 24 time periods after the BSES participated in the scheduling. As depicted in the figure, the coordinated scheduling of BSES effectively improves the voltage magnitudes at the end nodes, achieving low voltage mitigation. The multi-time scale adjustment requirements of the aggregated BSES power for low voltage mitigation in the distribution network nodes are shown in Figure 11.
[image: Three-dimensional surface plot depicting voltage amplitude across 24 time slots and multiple nodes. The plot uses a color gradient from blue to red to represent low to high voltage values, with a vertical color bar legend on the right.]FIGURE 10 | Voltage amplitude after participation of BSES in dispatch for 24 time periods.
[image: A 3D bar graph displays energy usage over twenty-four time slots. The x-axis represents the energy storage percentage, the y-axis the time slots, and the z-axis the energy usage given in kilowatt-hours. Bars spike significantly in the later time slots, indicating higher energy usage. The color gradient ranges from blue to yellow, reflecting varying levels of energy usage.]FIGURE 11 | 24 time periods of AES regulation requirements at each node.
4.4.2 Validation results of an optimal scheduling model for BSES for voltage regulation in DNs
Based on the BSES optimization scheduling model proposed in this paper and utilizing existing data, the coordinated scheduling of BSES at each node was calculated. Taking node 22 as an example for the analysis of internal BSES coordination, Figure 12 illustrates the charging and discharging conditions of BSES at node 22 over 24 time periods. The figure shows that the model can achieve coordinated scheduling of BSES, optimizing the charging and discharging strategies of the energy storage units and effectively managing low voltage issues.
[image: Three-dimensional bar chart displaying varying energy levels across different degrees of state. Bars range from blue to yellow, representing low to high energy values, on a grid with axes labeled "Degree of state" and "Stored energy (percent)".]FIGURE 12 | Charging and discharging of internal BSES at node 22 for 24 time periods.
5 CONCLUSION
In this paper, a BSES aggregation method that takes into account both the base station energy consumption and the backup power characteristics of BSES is proposed. Furthermore, with the goal of fully utilizing the energy storage resources of 5G base stations, a BSES co-regulation method for voltage regulation in DNs is proposed. The feasibility of the proposed method is verified by case analysis, and the following conclusions can be drawn.
	• The 5G base station energy consumption prediction model based on LSTM proposed in this paper takes into account the energy consumption characteristics of 5G base stations. The prediction results have high accuracy and provide data support for the subsequent research on BSES aggregation and optimal scheduling.
	• The BSES aggregation model proposed in this paper, which considers the prediction of base station energy consumption, accurately and quantitatively evaluates the power adjustability and adjustable capacity of BSES clusters, and enables the centralized management and scheduling of massive BSES.
	• The BSES optimization scheduling model constructed in this paper for voltage regulation of DNs further exploits the dispatchable potential of BSES to participate in DN synergy and interaction. It addresses the low-voltage problem of the DN and improves the security and stability of the grid while ensuring a sufficient and stable backup supply for 5G base stations.

DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
PS: Conceptualization, Data curation, Formal Analysis, Methodology, Validation, Writing–original draft. MZ: Supervision, Validation, Writing–review and editing. HL: Investigation, Methodology, Writing–original draft. YD: Investigation, Methodology, Writing–original draft. QR: Investigation, Methodology, Writing–original draft.
FUNDING
The author(s) declare that no financial support was received for the research, authorship, and/or publication of this article.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

REFERENCES
	 Althoff, M., Stursberg, O., and Buss, M. (2010). Computing reachable sets of hybrid systems using a combination of zonotopes and polytopes. Nonlinear Anal. Hybrid. Syst. 4 (2), 233–249. doi:10.1016/j.nahs.2009.03.009
	 Barot, S., and Taylor, J. A. (2017). A concise, approximate representation of a collection of loads described by polytopes. Int. J. Electr. Power & Energy Syst. 84, 55–63. doi:10.1016/j.ijepes.2016.05.001
	 Chai, B., Chen, J., Yang, Z., and Zhang, Y. (2014). Demand response management with multiple utility companies: a two-level game approach. IEEE Trans. Smart Grid 5 (2), 722–731. doi:10.1109/tsg.2013.2295024
	 Cheng, J., Zhang, H., and Xu, J. (2023) “Traffic prediction model for telecommunication base stations based on improved WOA optimized LSTM and EMD,” in 2023 IEEE 5th international conference on power, intelligent computing and systems (ICPICS) , 1075–1084.
	 Fu, L. (2020) “Time series-oriented load prediction using deep peephole LSTM,” in 2020 12th international conference on advanced computational intelligence (ICACI) , 86–91.
	 Han, J., Liu, N., Huang, Y., and Zhou, Z. (2021). Collaborative optimization of distribution network and 5G mobile network with renewable energy sources in smart grid. Int. J. Electr. Power & Energy Syst. 130, 107027. doi:10.1016/j.ijepes.2021.107027
	 Jia, Z., Gao, H., Yang, Y., Liu, L., Li, Z., Liu, S., et al. (2023) “Research on mobile energy storage technology based on improving distributed energy consumption in substation area,” in 2023 IEEE 7th information technology and mechatronics engineering conference (ITOEC) , 156–159.
	 Li, C., Wang, Y., Wang, R., Liu, H., Tao, X., Zhong, H., et al. (2022) “Load recovery strategy based on mobile energy storage flexibility and DN reconfiguration,” in 2022 IEEE 5th international electrical and energy conference (CIEEC) , 2905–2910.
	 Li, J., Xu, Z., Zhao, J., and Zhang, C. (2019). Distributed online voltage control in active distribution networks considering PV curtailment. IEEE Trans. Industrial Inf. 15 (10), 5519–5530. doi:10.1109/tii.2019.2903888
	 Liang, H., Li, J., Deng, Y., Song, F., and Yu, X. (2023) “Optimization method for energy storage system planning based on dispatchable potential of 5G base station and cluster partition of DN,” in 2023 IEEE 6th international electrical and energy conference (CIEEC) , 4334–4340.
	 Ma, J., Silva, V., Belhomme, R., Kirschen, D. S., and Ochoa, L. F. (2013). Evaluating and planning flexibility in sustainable power systems. IEEE Trans. Sustain. Energy 4 (1), 200–209. doi:10.1109/tste.2012.2212471
	 Morosi, S., Piunti, P., and Del Re, E. (2013) “A forecasting driven technique enabling power saving in LTE cellular networks,” in 2013 IEEE 9th international conference on wireless and mobile computing, networking and communications (WiMob) , 217–222.
	 Müller, F. L., Szabó, J., Sundström, O., and Lygeros, J. (2019). Aggregation and disaggregation of energetic flexibility from distributed energy resources. IEEE Trans. Smart Grid 10 (2), 1205–1214. doi:10.1109/tsg.2017.2761439
	 Pan, H., Liu, J., Zhou, S., and Niu, Z. (2015). A block regression model for short-term mobile traffic forecasting. IEEE/CIC Int. Conf. Commun. China (ICCC) , 1–5. doi:10.1109/iccchina.2015.7448619
	 Qu, H., Ma, W., Zhao, J., and Wang, T. (2013). Prediction method for network traffic based on Maximum Correntropy Criterion. China Commun. 10 (1), 134–145. doi:10.1109/cc.2013.6457536
	 Qu, H., Zhang, Y., and Zhao, J. (2019) “A spatio-temporal traffic forecasting model for base station in cellular network,” in 2019 IEEE 19th international conference on communication technology (ICCT) , 567–571.
	 Sajjad, I. A., Chicco, G., and Napoli, R. (2016). Definitions of demand flexibility for aggregate residential loads. IEEE Trans. Smart Grid 7 (6), 2633–2643. doi:10.1109/tsg.2016.2522961
	 Shang, Y., Liu, J., Ma, J., Qiu, Y., Zhang, Z., and Liu, C. (2022) “A prediction method of 5G base station cell traffic based on improved transformer model,” in 2022 IEEE 4th international conference on civil aviation safety and information technology (ICCASIT) , 40–45. 
	 Stolojescu-Crisan, C. (2012) “Data mining based wireless network traffic forecasting,” in 2012 10th international symposium on electronics and telecommunications , 115–118.
	 Suo, S., Kuang, X., Cheng, R., Chen, L., Huang, K., and Zhao, W. (2022) “Research of real-time monitoring and control technology for distributed energy storage based on 5G,” in 2022 IEEE/IAS industrial and commercial power system asia (I&CPS asia) , 1496–1500.
	 Yang, J., Lin, G., Lv, R., Gao, C., and Chen, T. (2020) “Research on construction and dispatching of virtual power plant based on reserve energy storage of communication base station,” in 2020 IEEE 4th conference on energy internet and energy system integration (EI2) , 398–403.
	 Yang, L., Zhang, L., Yu, K., and Ma, X. (2023) “Research on interaction between power grid and 5G communication base station storage energy,” in 2023 8th asia conference on power and electrical engineering . IEEE: ACPEE, 592–596.
	 Ye, G. (2021) “Research on reducing energy consumption cost of 5G Base Station based on photovoltaic energy storage system,” in 2021 IEEE international conference on computer science, electronic information engineering and intelligent control technology (CEI) , 480–484.
	 Yin, X., Lv, G., Wang, Z., Lu, Z., Liu, Y., and Yu, K. (2022) “Research on 5G BSES configuration taking photovoltaics into account,” in 2022 7th asia conference on power and electrical engineering (ACPEE) , 591–595.
	 Yu, K., Yang, L., Zhang, L., and Ma, X. (2023) “Summary of research on key technologies of 5G base station flexible resources,” in 2023 8th asia conference on power and electrical engineering . IEEE: ACPEE, 2129–2133.
	 Zhang, L., Yu, K., Yang, L., and Ma, X. (2023) “A study on energy storage configuration of 5G communication base station participating in grid interaction,” in 2023 8th asia conference on power and electrical engineering . IEEE: ACPEE, 608–612.
	 Zhao, L., Zhang, W., Hao, H., and Kalsi, K. (2017). A geometric approach to aggregate flexibility modeling of thermostatically controlled loads. IEEE Trans. Power Syst. 32 (6), 4721–4731. doi:10.1109/tpwrs.2017.2674699
	 Zhou, Q., and Xu, Y. (2021) “Reactive power optimization of active DN considering mobile energy storage,” in 2021 international conference on power system technology (POWERCON) , 1040–1044. 

Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2024 Sun, Zhang, Liu, Dai and Rao. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 30 September 2024
doi: 10.3389/fenrg.2024.1465604


[image: image2]
A support vector regression-based interval power flow prediction method for distribution networks with DGs integration
Xiaorui Liang1, Huaying Zhang1*, Qian Liu2*, Zijun Liu1 and Huicong Liu1
1New Smart City High-Quality Power Supply Joint Laboratory of China Southern Power Grid, Shenzhen Power Supply Co., Ltd., Shenzhen, Guangdong, China
2College of Electrical and Information Engineering, Hunan University, Changsha, Hunan, China
Edited by:
Ying Zhang, Oklahoma State University, United States
Reviewed by:
Zipeng Liang, Hong Kong Polytechnic University, Hong Kong SAR, China
Haoyong Chen, South China University of Technology, China
Yun Liu, South China University of Technology, China
Ge Chen, Purdue University, United States
Haris M. Khalid, University of Dubai, United Arab Emirates
* Correspondence: Huaying Zhang, zhytgyx@163.com; Qian Liu, liuqian365@hnu.edu.cn
Received: 16 July 2024
Accepted: 17 September 2024
Published: 30 September 2024
Citation: Liang X, Zhang H, Liu Q, Liu Z and Liu H (2024) A support vector regression-based interval power flow prediction method for distribution networks with DGs integration. Front. Energy Res. 12:1465604. doi: 10.3389/fenrg.2024.1465604

In distribution networks with distributed generators (DGs), power generation and load demand exhibit increased randomness and volatility, and the line parameters also suffer more frequent fluctuations, which may result in significant state shifts. Existing model-driven methods face challenges in efficiently solving uncertain power flow, especially as the size of the system increases, making it difficult to meet the demand for rapid power flow analysis. To address these issues, this paper proposes an SVR-based interval power flow (IPF) prediction method for distribution networks with DGs integration. The method utilizes intervals to describe system uncertainty and employs Support Vector Regression (SVR) for model training. The input feature vector consists of the intervals of active power generation, load demand, and line parameters, while the output feature vector represents the intervals of voltage or line transmission power. Ultimately, the SVR-based IPF prediction model is established, capturing the linear mapping relationship between input data and output IPF variables. Simulation results demonstrate that the proposed method exhibits high prediction accuracy, strong adaptability, and optimal computation efficiency, meeting the requirements for rapid and real-time power flow analysis while considering the uncertainty in distribution networks with DGs integration.
Keywords: data-driven method, interval power flow, support vector regression, distribution network, distributed generators

1 INTRODUCTION
1.1 Motivation
In the context of widespread integration of distributed generators (DGs) such as wind and photovoltaic (PV) power into distribution networks, power generation exhibits uncertainty due to the inherent volatility and randomness of wind and solar. In addition, load demand and line parameters also exhibit uncertainty which is caused by user consumption behaviors and environmental factors, respectively. These issues caused the power flow state in the system to undergo rapid and intricate changes. Considering these uncertainties, uncertain power flow (PF) methods are proposed by researchers. However, most existing uncertain PF methods are model-driven. As the system scale increases, the model complexity grows, leading to a significant reduction in computational efficiency, which fails to meet the requirements for rapid assessment of system states in distribution networks. Improving the computational efficiency of uncertain PF analysis can provide assurance for real-time monitoring and dispatching of distribution systems, ensuring stable and efficient operation. There is an urgent need for efficient and rapid methods for uncertain PF analysis in distribution networks that can effectively address system uncertainty.
1.2 Focus and potential
This paper focuses on addressing the computational efficiency issues of uncertain PF, primarily in two aspects: describing system uncertainty using intervals and employing data-driven methods for PF prediction, enabling real-time interval power flow (IPF) calculations in distribution systems. The potential of this research lies in its ability to significantly enhance the real-time monitoring and operational capabilities of distribution networks with integrated DGs. By addressing the limitations of existing model-driven uncertain PF methods, the proposed approach could lead to more efficient PF analysis, particularly in the face of the increasing penetration of renewable energy sources (RES). This has offered a scalable solution for real-time PF analysis in increasingly complex and uncertain environments.
1.3 Preceding research
Commonly used methods for handling uncertainty currently include robust, probabilistic, and interval methods. Among them, the robust method is mainly used for optimization (Zheng et al., 2024), such as energy management under the uncertainty of renewable energy generation and electric vehicles (EVs) (Tan et al., 2024). When calculating power flow, the probabilistic method and interval algorithm are more frequently employed, which are called probabilistic power flow (PPF) and interval power flow (IPF). IPF has the advantages of simple modelling and high security compared with PPF. Existing IPF methods primarily consist of iterative approaches (Mori and Yuihara, 1999; Barboza et al., 2004) and optimization techniques (Zhang et al., 2017; 2018; 2023). For iterative approaches, the Interval Newton iteration was first employed. To avoid solving the equations in the Interval Newton method, the Krawczyk method was introduced. The interval problem was broken down into multiple sub-intervals, and each sub-interval was solved iteratively using the Krawczyk method (Mori and Yuihara, 1999). The Interval Newton iteration framework was combined with the Krawczyk operator in (Barboza et al., 2004), enhancing convergence performance. The introduction of the Affine Algorithm (AA) (Vaccaro et al., 2010) increased the efficiency and accuracy of solving interval nonlinear equation systems. The convergence of the Krawczyk-Moore iteration was enhanced by introducing AA, and the correlation issues of interval computation were addressed. Optimization methods, which avoid iteration and convergence problems, have gained widespread attention in recent years. The optimization model for the IPF solution was constructed by converting intervals into affine forms (Zhang et al., 2017), improving the efficiency of solving IPF. An optimization scenario method (OSM) was improved to solve IPF (Zhang et al., 2018), directly obtaining the range of power flow variables through the optimization models. In IPF analysis for distribution networks, the rise of AA has led to a trend of combining it with the Distflow model, including solving the affine Distflow model using forward-backward substitution (Cheng et al., 2023; Lyu et al., 2023) and directly establishing AA-based IPF optimization models (Leng et al., 2020; Cao et al., 2024). However, existing uncertainty analysis based on physical models suffers from the drawback of increased computational complexity, resulting in lengthy processing times, making it challenging to meet the power grid’s demand for swift power flow computations.
Due to the advancements in computer and digital communication technologies, data acquisition in power systems has made significant progress. The deployment of Wide Area Measurement Systems (WAMS) has enabled the reliable collection of high-precision, wide-area synchronized electrical quantities, including voltage, current, phase angles, et al. This progress has fostered the development of data-driven power flow analysis methods, providing a solution to the issue of low efficiency in traditional model-driven power flow analysis (Fu et al., 2024). A data-driven linear PF model incorporating the support vector regression (SVR) and ridge regression (RR) algorithms was proposed in (Li et al., 2023). Similarly, a linear regression model was solved by RR to suppress the effect of data collinearity in (Chen, Y. et al., 2022). In distribution networks, the single-phase PF model is often considered. For instance, a data-driven single-phase linear PF model was introduced in (Xing et al., 2021). A data-driven convex model for hybrid AC/DC microgrids operation involving bi-directional converters was proposed in (Liang et al., 2023). Nevertheless, distribution power systems (DPSs) are generally unbalanced and it is still necessary to study linear three-phase distribution PF models. A data-driven-aided linear three-phase PF model for DPSs considering the imbalance was constructed in (Liu, Y. et al., 2022), and a data-driven piecewise linearization for distribution three-phase stochastic power flow was proposed in (Chen, J. et al., 2022), mitigating the errors of model-based PF linearization approaches. To overcome the challenge of obtaining accurate results with linear model-based data-driven methods, an approach with high adaptability to the nonlinearity of PF was proposed based on the thought of Koopman operator theory (Guo et al., 2022). What’s more, a risk-free method was proposed in (Dong et al., 2022) to accelerate AC power flow with machine learning-based initiation, reducing the PF computation time. To tackle the challenges of the hidden measurement noise in the data-driven PF linearization, the problem was transformed into a regression model where the structure of the PF equations was exploited (Liu et al., 2020). Besides, the local load fluctuation suppression and its interaction with distribution system should also be addressed which brings the exact necessity towards the power flow prediction (Khalid et al., 2022; Rehman et al., 2024). Also, here the role of ancillary services and renewable energy integration should also be addressed towards covering the intermittency (Musleh et al., 2019; Sun et al., 2020). In some cases, the database may not possess the envisioned completeness and appropriateness. There is a trend that combines the physical model-driven and data-driven. This can make up for the issues arising from incomplete data (Xing et al., 2022; Liu et al., 2021). A hybrid physical model-driven and data-driven approach for linearizing the power flow model was proposed in (Tan et al., 2020), and the linearized errors are obtained by the partial least squares regression-based data-driven approach. In the condition of lack of data, physical model parameters are introduced to assist the data-driven training process (Shao et al., 2023), and a highly scalable data-driven algorithm for stochastic AC-OPF that has extremely low sample requirements was presented in (Mezghani et al., 2020). To enhance the performance and generalization ability of the data-driven model, a physics-guided neural network was proposed to solve the PF problem by encoding different granularity of Kirchhoff’s laws, and system topology into the rebuilt PF model (Hu et al., 2021). The fusion of robust principles with data-driven approaches has also enhanced the precision of data-driven methods. The worst-case errors were probabilistically constrained through distributionally robust chance-constrained programming (Liu, Y. et al., 2022; Chen et al., 2020). It also allows guaranteeing the linearization accuracy for a chosen operating point. In addition, a more comprehensive summary and discussion of existing data-driven PF linearization was presented in (Jia and Hug, 2023). For data-driven methods, support vector machine (SVM) is widely used due to its strong robustness and generalization ability, particularly excelling in scenarios with small samples and high dimensionality. Addressed to the N-k1-k2 cascading outages, the researchers employ SVM for classifier training, enabling the fast, reliable, and robust computation of active and reactive power flows (Xue and Liu, 2021). The SVM is utilized for optimal power flow with small-signal stability constraints in (Liu, J. et al., 2022), achieving high computational efficiency and economic benefits.
Although data-driven PF methods have made significant advancements, combining data-driven approaches with uncertainty still presents challenges. On the one hand, data-driven methods require a large amount of real or simulated data, which is what uncertain PF lacks. Historical data is difficult to obtain, and generating simulated data often incurs higher costs compared to deterministic PF. On the other hand, effectively integrating uncertainty into data-driven models is a challenge, as these uncertainties are often high-dimensional, increasing the complexity of modeling. In response, interval approaches offer the advantages of simple modeling and high simulation accuracy, while SVR can handle high-dimensional data, making it suited to the requirements. Therefore, this paper adopts interval modeling to represent uncertainties and selects SVR as the data-driven approach.
1.4 Contribution
This paper is dedicated to improving the computational efficiency of IPF in distribution networks to achieve real-time analyses, providing essential support for the rapid response of uncertain distribution systems with DGs integration. To this end, a method for IPF prediction in distribution networks based on SVR is proposed by combining data-driven methods with interval approaches. Accordingly, the research makes the following contributions.
Firstly, an IPF model for distribution networks based on the OSM is established considering system uncertainty as intervals. In addition to the uncertainty of power generation and load demand, the uncertainty of line parameters is also considered in this model. Due to environmental variations, the parameters of network lines exhibit a certain level of uncertainty. This consideration improves the accuracy of the model.
Secondly, an IPF prediction model is constructed using SVR based on the interval dataset generated by simulation. Different from traditional data-driven models, this model is a multi-output model that separately outputs the upper and lower bounds of the power flow results. This interval result fully considers various uncertainties in the distribution system, as the model is trained with these uncertainties incorporated.
Thirdly, the established SVR-based IPF prediction approach has been demonstrated to have high prediction accuracy and computational efficiency. The effectiveness of this approach is validated through studies on both IEEE 33bw and IEEE 69 cases. The IEEE 33bw case is primarily used to evaluate the model’s accuracy, while the IEEE 69 case is mainly used to analyze the model’s computational efficiency.
The IPF model for distribution networks is introduced in Section 2. The training and prediction algorithm through SVR is introduced in Section 3. The procedure of the method is introduced in Section 4. The case studies are conducted in Section 5, and conclusions in Section 6.
2 CONSTRUCTION OF IPF MODEL FOR DISTRIBUTION NETWORKS
2.1 Distflow formulation
The relaxed Distflow model for the radial distribution network is expressed as Equations 1–4. Before constructing the model, it is customary to assume that the transmission lines do not involve parallel grounding branches and to specify that the direction of current and power flow from node i to node j is positive.
[image: Mathematical equation representing a specific formula: gamma sub i equals nu sub i minus two times the sum of r sub i j P i j plus x sub i Q i j, plus r squared sub i j plus x squared sub i j, multiplied by psi sub j. This applies for all i, j in set B.]
[image: \( P_{ij}^2 + Q_{ij}^2 \leq I_{ij} \nu_{i} \iff \left\| \begin{array}{c} 2P_{ij} \\ 2Q_{ij} \\ I_{ij} - \nu_{i} \end{array} \right\|_2 \leq I_{ij} + \nu_{i} \) (equation 2).]
[image: Mathematical equation showing the sum of \(P_{jk}\) minus the sum of \((P_{ij} - r_{ij}I_{ij})\) equals \(p_{j}\), for all \(j\) in set \(D\), followed by equation label (3).]
[image: Mathematical equation involving summations: the sum of \( Q_{jk} \) from \( k = 1 \) to \( nk \) minus the sum of \( (Q_{ij} - x_{ij}[t_{ij}]) \) from \( i \neq j \), equals \( q_{j} \) for all \( j \) in set \( D \).]
The model is the branch power flow model after convex relaxation, where Equation 1 is the voltage equation, Equation 2 is the power equation at the sending end of the branch, Equations 3, 4 are the power balance equation. [image: It seems there might be an issue with uploading the image. Please try again by attaching the image file or providing a URL. If you have additional context or a caption, feel free to include that as well.] and [image: It seems there's been an error with the image upload. Please try uploading the image again or provide a URL for me to generate the alternate text.] are the set of branches and nodes. We set that [image: Mathematical expression showing \( l_{ij} = |I_{ij}|^2 \), representing the squared magnitude of a complex number or intensity value.] and [image: Mathematical expression showing \( v_i = |V_i|^2 \).], where [image: It looks like there was a problem with displaying the image. Please try uploading the image again or provide a URL if it's hosted online.] is the voltage vector of node i, and [image: Please upload the image or provide a URL so I can generate the alternate text for you.] is the current vector flowing through branch (i, j). [image: It seems that there was no image uploaded. Please upload the image or provide a URL, and I will help generate the alternative text for it.] is the resistance and [image: Please upload the image or provide a URL, and I can help create the alternate text for it.] is the reactance of transmission line. [image: A mathematical expression showing a capital letter P with subscripts i and j.] and [image: Please upload the image or provide a URL so I can generate the alt text for it.] are the active and reactive line transmission power from node i to node j, respectively. Note that more than one upstream and downstream branch is connected to node j. [image: Please upload the image or provide the URL to proceed with generating the alt text.] and [image: It seems like there was an issue with image uploading. Please try uploading the image again or provide a URL. You can also add a caption for additional context if needed.] are the injection active and reactive power of node j, respectively, which are equal to the power generation minus the load demand, i.e., [image: Equation illustrating a formula where \( p_j \) equals \( p_j^G \) minus \( p_j^L \), showing a subtraction relationship between two variables, \( p_j^G \) and \( p_j^L \).].
2.2 Modelling of IPF based on distflow
In active distribution networks with DGs integration, the output of distributed generators and flexible loads both exhibit a certain degree of uncertainty, which has a significant impact on the safe and stable operation of the distribution networks. Therefore, it is essential to consider these uncertainties. In this paper, the interval approach is utilized to describe uncertainties, ensuring the security of system operation. Additionally, the network parameters, including line resistance and reactance, may experience variations due to external environmental factors. To make the model more practical, the uncertainties of these parameters are considered simultaneously during modelling.
In the interval approach, the active power generation and load demand, as well as line parameters are represented in interval form, and the interval results for variables such as voltage and line transmission power can be obtained. Representing the interval form in [image: Please upload the image or provide a URL, and I will generate the alternate text for you.], where [image: Mathematical expression displaying \(\hat{x} = [\underline{x}, \bar{x}]\), with a hat over the x on the left, an underline under the x on the right within brackets, and a bar over the x on the right.], the IPF model based on Distflow for distribution networks can be expressed as Equations 5–8.
[image: Equation showing a variable update: \(\hat{v}_j = \hat{v}_i - 2(r_{ij}\hat{P}_{ij} + x_i\hat{Q}_{ij}) + (\hat{x}_{ij}^2 + x_{ij}^2)\|\hat{\psi}\|_\psi\), for all pairs \((i, j)\) in set \(\mathcal{B}\), labeled as equation (5).]
[image: Mathematical expression showing the constraint: the L2 norm of the vector with elements \(2\hat{P}_{ij}\), \(2\hat{Q}_{ij}\), and \(\hat{I}_{ij} - \hat{V}_{i}\) is less than or equal to \(I_{ij} + V_{i}\) for all \((i, j)\) in set \(\mathbf{B}\), labeled as equation (6).]
[image: Summation of \( \hat{P}_{jk} \) for \( k \rightarrow k \) minus the summation of \( \left( \hat{p}_{ij} - \hat{r}_{ij} \hat{u}_{ij} \right) \) for \( i \rightarrow j \) equals \( \hat{p}_j \) for all \( j \) in set \( \mathbb{D} \). Equation (7).]
[image: Summation formula with two expressions. The first sum from \(k \in K\) of \(\hat{Q}_{jk}\) minus the sum from \(i \in I\) of \((\hat{Q}_{ij} - \hat{x}_{ij}(t_{ij}))\) equals \(\hat{q}_{j}\) for all \(j\) in set \(D\), labeled as equation (8).]
where [image: Mathematical expression showing the equation: \(\hat{p}_j = \hat{p}_j^{G} - \hat{p}_j^{L}\), where \(\hat{p}_j\) is calculated by subtracting \(\hat{p}_j^{L}\) from \(\hat{p}_j^{G}\).], [image: The equation shows \(\hat{q}_j = q_j^G - \hat{q}_j^L\).]. [image: A mathematical notation featuring the symbol "p" with a subscript "j" and superscript "G", capped with a circumflex or hat symbol.] and [image: It seems like you're trying to describe a specific mathematical expression or notation. If you can provide an image, I can help generate the alt text. Please upload the image or provide more context.] are the active and reactive power generation, respectively. [image: A mathematical expression showing a variable \( \hat{p}_j^L \), which includes a hat symbol over the letter "p", a subscript "j", and a superscript "L".] and [image: It seems like text extracted from an image rather than the image itself. Please upload the image or provide a URL for proper alt text generation.] are the active and reactive load demand, respectively.
The IPF model based on Distflow can draw inspiration from the principles of OSM for its solution. In this approach, the interval uncertainties of the IPF model are regarded as variables that vary in their interval bounds, and the desired variables are set as the objective functions. Thus, it involves transforming the resolution of a set of interval nonlinear equations into variable optimization problems. The core of OSM is based on the Extreme Value Theorem through which we can get two points of conclusions. We simplify Equations 5–8 as [image: Mathematical expression showing a function \( h(x) \) equals the vector containing elements \( h \) and \( \bar{h} \).] where [image: Please upload the image or provide a URL so that I can generate the alternate text for you.] are interval input data and [image: Please upload the image or provide a URL for me to generate the alt text.] are the variables of the IPF model. The first point is that there is a fixed [image: Please upload the image you would like me to generate alternate text for, and I will be happy to help.] corresponding to an arbitrary scenario [image: Mathematical expression showing the symbol xi within the interval from h to h-bar (an overlined h), denoted as xi in [h, h̅].] in the power flow calculation. The second point is that there exists a special scenario [image: A mathematical expression depicting the letter xi with a subscript i, and the word "min" positioned above it, indicating a minimum value.] ([image: Mathematical notation displaying the symbol for lowercase xi with a subscript i and a superscript max.]) for each single variable [image: Please upload the image or provide a URL so I can generate the alternate text for you.] making [image: Please upload the image or provide a URL so I can generate the alt text for you.] minimum (maximum) for all scenarios [image: Mathematical expression showing the Greek letter xi within a closed interval from h to h-bar, formatted with LaTeX.]. The minimum and maximum are denoted as [image: Mathematical notation of \( x_i^{\text{min}} \), representing the minimum value of \( x_i \), where \( i \) is an index variable.] and [image: Mathematical expression showing "x" with subscript "i" and superscript "max".], and the interval [image: Mathematical notation showing a closed interval from \(x_i^{\text{min}}\) to \(x_i^{\text{max}}\).] is the solution of [image: It seems there might have been an issue with the image upload. Please try uploading the image again or provide a URL. If needed, you can also add a caption for additional context.] under the input data [image: I'm sorry, it appears I'm missing the image you are referring to. Could you please upload the image or provide more context or a description?].
From the two points of conclusions, the solution for IPF model is reduced to find [image: Mathematical expression with Greek letter xi subscript i followed by the text min.] and [image: Greek letter xi with subscript i and superscript max.] for each variable [image: Please upload the image or provide a URL, and I'll help generate the appropriate alternate text for it.] by establishing the minimum and maximum optimization models Equation 9 of power flow variables.
[image: Mathematical expression showing an optimization problem. It involves minimizing the maximum of \( x_i \). Subject to constraints: \( h(x) = \xi \) and \( \underline{h} \leq \xi \leq \overline{h} \). Labeled as equation (9).]
Taking the variable [image: It seems there was an error in uploading the image. Please try uploading it again. If you have a description or specific context for the image, feel free to share that as well!] in distribution networks, for example, solving the IPF model Equations 5–8 can be transformed into solving the optimization model Equation 10, and the model can be solved through commercial solvers such as CPLEX.
[image: Mathematical optimization problem with equations involving variables \(v_i\), \(v_j\), \(P_{ij}\), \(Q_{ij}\), \(l_{ij}\), \(r_{ij}\), \(p_{j}\), \(q_{j}\), \(s_{qj}\), \(s_{pj}\), and \(x_{ij}\). These equations likely represent constraints and objectives related to optimization over domains \(\mathcal{D}\) and \(\mathcal{B}\).]
It can be succinctly described as searching for a specific scenario [image: The image contains the mathematical notation xi with a subscript i and a min superscript above xi.] ([image: Mathematical expression showing the Greek letter xi subscript i, with a superscript of max.]) among all uncertain scenarios of the distribution network, which can minimize (maximize) the voltage magnitude [image: If you upload an image or provide a URL, I can help generate the alternate text for it. Let me know if you need assistance with that!] at node i, so as to obtain the voltage interval [image: Mathematical expression showing a vector notation with elements \( V_i^{\text{min}} \) and \( V_i^{\text{max}} \), indicating minimum and maximum values.]. Naturally, the objective function [image: Please upload the image or provide a URL so I can help generate the alt text for it.] of Equation 10 can also be replaced with active power transmission [image: It seems like there might have been an error in uploading the image. Please try uploading the image again or provide a URL.] or reactive power transmission [image: It seems there was an error with your request. Please try uploading the image again or provide a URL, and I will be happy to generate the alternate text for it.].
3 IPF PREDICTION METHOD FOR DISTRIBUTION NETWORKS BASED ON SVR
As the system scale increases, the efficiency of model-driven IPF analysis significantly decreases, which does not meet the current demands for rapid PF computations in distribution networks. Therefore, the data-driven approach has garnered attention for achieving faster IPF computations. The SVR has been opted for in this research due to its advantages of handling high-dimensional data, which is aligned with the characteristics of IPF analysis.
3.1 Construction of eigenvectors in IPF
In the typical SVR framework, the model is designed for single-output problems. However, in the context of IPF models, situations may arise where some nodes attain their maximum values while others reach their minimum values within the same input scenario since both input data and output variables are represented as intervals. Therefore, the SVR model for IPF is fundamentally a multiple-output problem. Corresponding to the same input scenario, the situation where different nodes attain either maximum or minimum values may vary. In such cases, training the SVR model based on the specific input and a singular minimum (or maximum) output would lead to a significant decrease in model accuracy. Based on this, the feature vectors in IPF model are established.
The well-constructed feature vectors are crucial prerequisites for ensuring the effectiveness of data-driven model learning. In the analysis of extensive historical state data for distribution networks with DGs, it is essential to determine the input and output features for the IPF analysis at first. Given that the primary characteristic of distribution networks with DGs is the uncertainty of renewable power generation and load demand, which significantly impacts IPF analysis results, the sequence of renewable power generation and load demand for the distribution system is selected as the input eigenvector of the SVR model, and the sequence of node voltages and active line transmission power, which is indicative of power flow results, is selected as the output feature vector.
3.1.1 Construction of input eigenvector adapted to variations in source-grid-load
The uncertainty of source, grid, and load is represented in interval form for the IPF model. Therefore, the values in the input eigenvector should be intervals distinguishing from conventional eigenvectors. However, directly using interval values for training poses challenges such as computational complexity, model misfit, and difficulty in interpreting learning patterns. To address these issues, it is necessary to identify relevant parameters that can characterize interval features, such as interval midpoints and interval radii, to replace interval values during training. The midpoint of the interval is the operating point of generator, which reflects the randomness of generator output. The interval radius can reflect the fluctuation degree of uncertain data. Therefore, the interval midpoint of source and radius of source-grid-load data is used to construct the input eigenvector instead of interval values.
Take the renewable active power generation [image: Mathematical expression showing \(\hat{p}_j^G = \left[ \underline{p}_j^G, \bar{p}_j^G \right]\).] as an example, the relationships Equations 11, 12 exist in the interval.
[image: Equation showing two expressions: \(P_j^c = P_{0j}^c - \Delta P_j^c\) and \(P_f^c = P_{0j}^c + \Delta P_j^c\), labeled as equation (11).]
[image: Equation showing Δp subscript f superscript G equals σ times p subscript o comma f superscript G, followed by parenthetical number twelve.]
where [image: I'm sorry, it seems there might be an error with the image upload or description. Could you please try uploading the image again or provide more context?] represents the interval midpoint, [image: The image shows the mathematical expression "Δp subscript j superscript G".] is the interval radius, [image: Please upload the image you'd like me to generate alternate text for.] is the fluctuation coefficient. The [image: Please upload the image, and I'll help you generate the alternate text.] and [image: The image shows a mathematical expression: Delta, symbolized by an uppercase triangle, followed by "p" subscript "j" with a superscript "G".] can characterize the features of the renewable active power generation interval. For a certain distribution network, the value of the input eigenvector can be changed by changing the midpoint [image: It seems there's an issue displaying the image. Please try uploading it directly, and I can assist you with creating the alt text.] or the fluctuation coefficient [image: Please upload the image or provide a link to it so I can generate the alternate text for you.]. Besides, the active and reactive load demands, and line parameters follow the similar principle.
The eigenvector for source includes the sequence of renewable active power generation [image: Sorry, I cannot generate alt text for the image based on the provided expression. If you have an image to upload, please do so, and I will help create alt text for it.] and [image: Mathematical expression showing a vector \( \mathbf{p}_0^G \) defined as a set containing elements \( p_{0,1}^G, p_{0,2}^G, \ldots, p_{0,M}^G \).], which for load includes the sequences of active and reactive load demand [image: Equation representing a set of variables, expressed as delta p superscript L with elements delta p subscript 1 superscript L, delta p subscript 2 superscript L, through delta p subscript D superscript L, enclosed in curly braces.], [image: Mathematical notation showing a vector \( \Delta \mathbf{q}^{L} \) defined as a set of elements \( \{\Delta q_1^L, \Delta q_2^L, \ldots, \Delta q_D^L\} \), representing a series of changes or differences indexed by L.], and which for grid includes the sequences of line parameters [image: Equation showing a set of spatial differences, denoted as Δr, consisting of terms Δr₁, Δr₂, through Δr_B.], [image: A mathematical notation displaying a sequence of differences denoted by delta x equals a set containing delta x sub one, delta x sub two, and continuing to delta x sub B.]. According to this, the input eigenvector adaptable to variations in source-grid-load can be formulated as follows:
[image: Mathematical equation showing \( X_{k,n} = [\Delta p_{f}^{c}, \dot{p}_{f}^{c}, \Delta p_{f}, \Delta q^{r}, \Delta r, \Delta x] \) in square brackets, labeled as equation \( (13) \).]
where M is the number of DGs, [image: It seems there was an issue with the image upload. Please try again, ensuring the file is attached, or provide a URL to the image. Optionally, you can add a caption for more context.] is the number of nodes, [image: Please upload the image or provide a description or URL so that I can generate the appropriate alt text for you.] is the number of branches.
3.1.2 Construction of output feature vector
When conducting PF analysis, it is essential to consider the output features that can reflect power system quality and stability. In power flow results, node voltage or line transmission power can be used to evaluate system stability. Therefore, the node voltage is selected as output features in this paper. In IPF model, node voltages are represented as interval values, so that the output features of the SVR training model are essentially intervals. However, training the model directly with interval values as the output vector may lead to issues such as model complexity and low interpretability. To address the issues, it is preferable to choose upper and lower bounds that characterize interval features as the output feature vector. This involves establishing the SVR model with two output nodes. According to this, the output feature vector in IPF can be constructed as Equation 14.
[image: Equation showing \(Y_{\text{out1}} = V_{\text{min}}\) and \(Y_{\text{out2}} = V_{\text{max}}\) followed by equation number (14).]
Certainly, we can also construct the output feature vector as presented in Equation 15 to obtain the predictive results of line transmission power.
[image: The image displays an equation with two expressions: \( Y_{\text{out1}} = P_{i_{\min}} \) and \( Y_{\text{out2}} = P_{i_{\max}} \), followed by the number 15 in parentheses.]
3.2 Modelling of SVR-based IPF prediction
Support Vector Machine (SVM) is a binary classification algorithm, and its fundamental model is a linear classifier that maximizes the margin in the feature space. The objective of SVM learning is to find a hyperplane that separates the samples, guided by the principle of maximizing the margin. This ultimately translates into solving a convex quadratic programming problem. The variant of SVM used in this research for IPF prediction is SVR, specifically designed for solving regression problems. The principle of SVR is presented in Figure 1. SVR can be categorized into three types according to the linear separability of the training data, including Linear Hard ε-SVR, Linear ε-SVR, and ε-SVR.
[image: Illustration of a support vector machine with a decision boundary and margin. The orange curve represents the decision boundary, with solid circles as support vectors on the margin boundaries. The inset shows a close-up diagram of support vectors. The function \( f(x) = w^T \varphi(x) + b \) is labeled below, with epsilon (\(\varepsilon\)) indicating the margin width.]FIGURE 1 | The principle of SVR.
The original data for IPF analysis is considered linearly non-separable. Therefore, this paper selects the ε-SVR model to explore the connection between the input and output of the IPF for distribution systems. Based on the constructed feature vectors in IPF, the ε-SVR model for IPF prediction is established as follows.
According to the description in 3.1, the training data set of the model can be obtained as [image: A mathematical notation defines a set \( T \) consisting of pairs \((X_{\text{in}}, Y_{\text{out1}}, Y_{\text{out2}})_{1}, (X_{\text{in}}, Y_{\text{out1}}, Y_{\text{out2}})_{2}, \ldots, (X_{\text{in}}, Y_{\text{out1}}, Y_{\text{out2}})_{N}\). Each \(X_{\text{in}}\) belongs to \(\mathbb{R}^{d}\).]. Then divide the training data set into two groups [image: It seems like you're referring to a text-based formula or notation rather than an image. If you have an actual image to provide, please upload it or share a link, and I can help generate alternate text for it.] and [image: It looks like you've provided a mathematical notation instead of an image. If you have an image to describe, please upload it, and I will help generate alternate text for it.], and two SVR training models Equations 16, 17 can be built for the minimum and maximum outputs depending on each group of training data.
[image: Mathematical optimization problem showing a minimization equation. It minimizes 0.5 times the norm of w squared plus C times the sum of ξi and ξi* from i equals 1 to N. Subject to the condition: absolute value of the dot product of w and Xin plus b minus Yout is less than or equal to ε plus ξi, with ξi, ξi* greater than or equal to zero for i ranging from 1 to N. Equation number 16 is referenced.]
[image: Minimization equation involving support vector regression. The objective is to minimize one-half the norm of omega squared plus a constant C multiplied by the summation of slack variables, xi and xi star, from one to N. Subject to constraints: the absolute value of the difference between the weighted input plus bias and the target output must be less than or equal to epsilon plus xi. Both xi and xi star must be greater than or equal to zero for indices i, ranging from one to N.]
where [image: Please upload the image or provide a URL for me to generate the alternate text.] and [image: Please upload the image or provide a URL, and I will help you generate the alternate text for it.] are the normal vectors, [image: It seems like there was a mistake with the image upload. Please try again by ensuring the image is correctly attached, and feel free to add a caption for more context if needed.] and [image: It seems there is no image provided. Please upload the image or provide a URL, and I will help generate the alternate text.] are constants, [image: Please upload the image or provide its URL so I can generate the appropriate alt text for you.], [image: Greek letter \(\varsigma\) with an asterisk superscript above it.] are the slack variables, C is the penalty factor, and C > 0. [image: It seems like there was an issue with uploading the image. Please try uploading the image again, and I'll be happy to help generate the alternate text for it.] represents the distance swept by the hyperplane across the regions on either side, and the “ε-band” includes all training points of each training data set.
3.3 Solving of SVR-based IPF prediction model
The SVR training models are solved in this section. To reduce the complexity of solving, the models Equations 16, 17 can be transformed into Equations 18, 19 through applying the Lagrangian function and choosing an appropriate kernel function [image: I'm sorry, I can’t access or visualize the image from the description provided. Please upload the image file or provide a URL for accurate alt text generation.].
[image: Minimization problem with respect to vector \( \mathbf{x} \), involving a double summation over variables \( \alpha \) and a kernel function \( K(x_{\text{in}, i}, x_{\text{in}, j}) \). Additional terms involve sums and constraints over \( \alpha \) with specified bounds. Constraint includes a summation equaled to zero.]
[image: Mathematical equation for minimizing an expression based on variables \(\alpha_{ul}\) and \(\alpha_{ij}\). It involves summations, differences of these variables, a kernel function \(K(x_{in,i}, x_{in,j})\), and constraints. The constraints include a summation equating to zero, and inequalities involving parameters \(C_i\).]
where [image: The image displays two mathematical expressions: \(\alpha_{l,i}\) and \(\alpha^*_{l,i}\), with alpha subscripted by l and i, and in the second expression, alpha is also starred.], [image: Greek letters alpha subscript u, i and alpha star subscript u, i.] are the Lagrange multipliers corresponding to the inequality constraints. The optimization problems can be solved by commercial solvers. The optimal solutions are attained as [image: Mathematical expressions showing vectors. The first expression shows a vector \(\tilde{\alpha}_i\) with components \((\tilde{\alpha}_{i,1}, \tilde{\alpha}_{i,1b}, \ldots, \tilde{\alpha}_{i,N}, \tilde{\alpha}_{i,(N)} )^T\). The second expression shows a vector \(\tilde{\alpha}_u\) with components \((\tilde{\alpha}_{u,1}, \tilde{\alpha}_{u,1b}, \ldots, \tilde{\alpha}_{u,N}, \tilde{\alpha}_{u,N})^T\).], respectively. Then the decision functions are constructed as (20) and (21), and the corresponding [image: It seems there was no image uploaded. Please try uploading the image again, and I can help create the alt text for it.] and [image: The image shows a mathematical expression with a vector, denoted by "b" with a horizontal line above it, subscripted by "u".] can be calculated by Equations 22, 23, respectively. It is noted that [image: Please upload the image or provide a URL so I can generate the alternate text for it.] is calculated differently depending on [image: Certainly! Please upload the image or provide a URL to proceed with generating the alternate text.] or [image: It seems like there's no image provided. Please upload the image or provide a URL. You can also add a caption for additional context if you wish.].
[image: Mathematical equation showing \( f_{\text{min}}(\mathbf{x}) = \sum_{i=1}^{N} (\tilde{\alpha}_{i,j} - \tilde{\alpha}_{i,j}) K(\mathbf{X}_{\text{min},i}, \mathbf{x}) + \tilde{b}_i \). Equation labeled as (20).]
[image: Mathematical formula for \( f_{\text{max}}(\mathbf{x}) \) equals the summation from \( i = 1 \) to \( N \) of \((\tilde{\alpha}_{i,u} - \tilde{\alpha}_{i,l}) K(\mathbf{x}_{i,u}, \mathbf{x})\) plus \(\bar{b}_u\). Labeled as equation 21.]
[image: Two mathematical expressions are shown. The first: \( \bar{b}_f = Y_{\text{out},i,j} - \sum_{i=1}^N (\alpha^*_{i,j} - \tilde{\alpha}_{i,j}) K(\mathbf{x}_{\text{in},i,j}, \mathbf{x}_{\text{in},i}) + \epsilon \). The second: \( \bar{b}_r = Y_{\text{out},i,k} - \sum_{i=1}^N (\alpha^*_{i,j} - \tilde{\alpha}_{i,j}) K(\mathbf{x}_{\text{in},i,j}, \mathbf{x}_{\text{in},k}) - \epsilon \), labeled as equation 22.]
[image: Mathematical equations showing expressions for \(\bar{u}\) as a function of \(Y_{out,z}\) and \(Y_{out,2k}\) respectively. Both involve summations from \(i=1\) to \(N\) of the terms \((\tilde{\alpha}^{i}_{u} - \tilde{\alpha}_{u,i})K(X_{nu}, X_{ni})\). The first equation adds \(\epsilon\) while the second subtracts \(\epsilon\). Equation number (23) is noted.]
The structure of SVR training model for IPF prediction can be depicted as shown in Figure 2.
[image: Diagram illustrating a mathematical framework for function optimization, featuring equations for \( f_{\text{min}}(x) \) and \( f_{\text{max}}(x) \). It shows a network of nodes and equations with directional arrows indicating the flow and transformation of data through variables \( \bar{a}, \overline{X}, b_i \), and kernel functions \( K(X_n, x) \). The structure suggests a process of optimization or transformation involving multiple variables \( X \) with summation and kernel operations.]FIGURE 2 | The structure of SVR training model for IPF prediction.
According to Figure 2, the minimum and maximum values of the power flow results, that is the interval results [image: The image shows a mathematical notation representing an interval from V sub min to V sub max, indicating a range or set of values.] or [image: Text showing mathematical notation: bold P subscript i j, comma min, and bold P subscript i j, comma max, enclosed in square brackets.] for IPF prediction in the distribution network, are obtained based on the corresponding linear mapping relationships for any given input eigenvector.
4 THE PROCEDURE OF SVR-BASED IPF PREDICTION METHOD
In the SVR-based IPF prediction method for distribution networks, the first step involves establishing an IPF model for generating the initial sample database through simulation. The database includes intervals for node injections of active and reactive power, intervals for line parameter fluctuations, and corresponding intervals for node voltage. The data are then processed to construct the input and output feature vectors. Subsequently, the SVR training model is established, and the formulation of linear decision function can be determined by solving the model. Finally, when given a specific input eigenvector, the interval results for power flow variables can be predicted according to the decision function. The detailed procedure of SVR-based IPF prediction is expressed as follows and the flow chart is presented in Figure 3.
	Step1. Data Generating. Generate a diverse set of initial samples according to the established IPF model Equations 5–8 through simulation, where each set comprises the interval of active and reactive node power injection fluctuations, the interval of line parameter fluctuations, and the associated node voltage intervals.
	Step2. Data Preprocessing. Select and extract features from the initial samples, and construct the input and output feature vectors Equations 13, 14 for each set of data in the database according to Section 3.1. To ensure the accuracy of model training, normalize the input data. Then select 80% of the database as the training set and 20% of the database as the testing set.
	Step3. IPF Prediction Model Construction. Set the parameters [image: Please upload the image or provide a URL to it, and I can help generate the alternate text.], [image: Please provide the image or a URL to the image you want the alternate text for, and I will help you create it. If you have any specific context or details to include, feel free to add those as well.], [image: Greek letter "xi" with a star superscript and subscript "i".], and [image: It seems there's an issue with the image upload. Please try uploading the image again, and I'll be happy to help with the alternate text!]. Then, obtain [image: Please upload the image or provide a URL, and I can help generate the alternate text for it.] and [image: Sure, please upload the image so I can generate the alternate text for it.] from the training dataset, and build SVR-based IPF prediction models Equations 16, 17 depending on [image: It seems there was an error or missing image. Please upload the image or provide a URL, and I will generate the alternate text for you.] and [image: Please upload the image or provide a URL so I can generate the alternate text for you.], respectively. Meanwhile, experiment with different kernel functions [image: Mathematical expression showing a kernel function, \( K(X_{in, i}, \mathbf{x}) \), where \( X_{in, i} \) and \( \mathbf{x} \) are variables or vectors.] and select the one that yields the best results.
	Step4. IPF Prediction Model Solving. Transform the constructed models Equations 16, 17 into Equations 18, 19, and the parameters [image: Please upload the image or provide a URL so I can help generate the alternate text for it.], [image: Mathematical expression showing alpha with subscript l i, and a star superscript.], [image: It seems like you've provided a piece of text rather than an image. If you have an image you would like me to describe, please upload it, and I will help generate the alternate text for you!], [image: Mathematical expression: alpha star subscript u, comma, i.], [image: Please upload the image or provide a URL for me to generate the alternate text.], and [image: Please upload the image or provide a URL so that I can generate the appropriate alt text for you.] can be obtained by solving Equations 18, 19. Then construct the linear decision functions Equation 20, 21 for predicting the minimum and maximum value of power flow variables, respectively.
	Step5. Model Evaluation. Based on the testing dataset, evaluate the performance of the model using appropriate metrics, such as mean absolute error (MAE) and root mean square error (RMSE). Then determine if the metrics meet the requirements. If the metrics meet the expectations, proceed to step6; otherwise, adjust the parameters [image: Please upload the image or provide a URL, and I will generate the alternate text for you.], [image: Please upload the image or provide a URL so I can help generate the alternate text for it.], [image: Greek letter xi with a star superscript.], [image: It seems there was an error in uploading the image. Please try uploading it again, and I will be happy to help you generate the alt text for it.] and return to step 3.
	Step6. Interval Power Flow Prediction. Give the independent and specific input eigenvector [image: It seems that there is an issue with the image upload. Please try uploading the image again or provide a URL if it is online. You can also add a caption for additional context if you wish.], so that obtain the corresponding minimum voltage value [image: Text depicting the mathematical notation "v" with a subscript "min," likely referring to a variable representing the minimum value of a set or range.] and maximum voltage value [image: It looks like you've included a mathematical expression, not an image. If you have an image you'd like me to describe, please upload it or provide a URL. If you want information about this expression, feel free to ask!] through substituting [image: Please upload the image or provide a URL, and I will help you generate the alternate text.] into the decision functions and De-normalization. Finally, the predicted interval results [image: Mathematical expression showing a closed interval from V sub min to V sub max.] can be yielded.

[image: Flowchart illustrating a predictive modeling process using support vector regression (SVR). Initial data samples are split, with twenty percent for testing and eighty percent for training. Parameters are set to build SVR-based IPF prediction models. Separate training sets \(T_1\) and \(T_2\) are used with kernel functions to transform and construct linear decision functions. Model performance is evaluated, and if metrics meet requirements, predicted interval results are output.]FIGURE 3 | The flow chart of SVR-based IPF prediction method.
5 CASE STUDIES
The performance of the proposed SVR-based IPF prediction method is tested on IEEE 33bw and IEEE 69 distribution networks on an Intel(R) Core(TM) i5 PC, 2.50 GHz processor with 8 GB RAM. The algorithm is implemented in MATLAB. The IEEE 33bw case is primarily used to validate the accuracy of the established IPF prediction model and its adaptability to various system fluctuations. Meanwhile, the IEEE 69 case is employed to verify the efficiency and real-time capability of the proposed algorithm in predicting IPF of the distribution network.
5.1 IEEE 33bw case study
The IEEE 33bw case is illustrated in Figure 4, and the case has been enhanced to include eight distributed renewable energy sources. All parameters are valued according to the per unit (p.u.) system of analysis, with 10 MVA chosen as the basic power of the test case. The detailed original power generation data for these eight DGs are presented in Table 1. The voltage limits of all buses except the slack bus are constrained to [0.9,1.1].
[image: Diagram of a branching linear network with nodes labeled from 1 to 33. Nodes are connected by lines, depicting a transportation or communication route. Branches split at nodes 3 and 6.]FIGURE 4 | The topology of enhanced IEEE 33bw distribution network.
TABLE 1 | The original power generation data of DGs for IEEE 33bw case (p.u.).
[image: Table displaying power generation data. Columns are labeled Bus number, Active power generation \( P_G \), and Reactive power generation \( Q_G \). Rows include values for bus numbers 2, 4, 7, 15, 21, 25, 28, and 32. Active power ranges from 0.0380 to 0.0800, reactive power from 0.0320 to 0.0600.]5.1.1 Evaluation of the model
The active power generation fluctuation ranges of DGs are assumed to be ±20% of the original data, which is also assumed on the active and reactive load demand, that is the set the fluctuation coefficient [image: Please upload the image or provide a link to it, and I will help you generate the alternate text.]. Meanwhile, considering the slight fluctuations in distribution network line parameters under both internal and external conditions, assume the fluctuation range is ±10% of [image: Stylized mathematical notation displaying the lowercase letter 'r' with subscript 'i' and 'j'.] and [image: It seems like there was an attempt to insert an image, but only text is shown instead. Please provide the image by uploading it or sharing a URL, so I can assist with generating the alternate text.], that is [image: It seems you've included some text related to the image, but I need the actual image file or a URL link to generate accurate alt text. Please upload the image or provide more context.]. Within these ranges, 1,500 sets of initial data are randomly generated through simulation for the distribution network, where 1,200 sets are training sets, and 300 sets are testing sets. In the model training process, the parameters of SVR model are set to be C = 5,000, [image: Please upload the image, and I can help generate the alternate text for it.], [image: It looks like you've provided a mathematical expression instead of an image. If you have an image you'd like me to describe, please upload it or provide a URL.]. The kernel function is selected as [image: The formula represents the kernel function \( K(x_i, x_j) \) which equals the dot product of the transposed vector \( x_i^T \) and vector \( x_j \).].
To evaluate the model’s performance comprehensively and objectively, the indices of mean absolute error (MAE), root mean square error (RMSE), mean absolute percentage error (MAPE) and R2 for the testing sets are calculated in this paper. They are defined as Equations 24–27. Using these metrics together helps to avoid biases introduced by a single metric, enhancing the robustness of the evaluation.
[image: Formula for Mean Absolute Error (MAE) shown as MAE equals one over n times the sum from i equals one to n of the absolute value of y sub i minus y hat sub i. Equation number twenty-four.]
[image: Equation illustrating the calculation of Root Mean Square Error (RMSE). RMSE equals the square root of the sum of squared differences between observed values \((y_i)\) and predicted values \((\hat{y}_i)\) divided by \(n\), where \(n\) is the total number of observations.]
[image: Formula for Mean Absolute Percentage Error (MAPE) is shown: MAPE equals one over n times the sum from i equals 1 to n of the absolute value of the actual value y sub i minus the predicted value y hat sub i, divided by the actual value y sub i.]
[image: The equation for the coefficient of determination \( R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \), labeled as equation 27.]
where n is the number of samples, [image: It seems there was an issue with the image upload. Please try again by making sure the image file is correctly attached, or provide a URL if it's hosted online. Additionally, you can include a description or caption to give more context.] is the observed values, [image: Mathematical notation representing the predicted value of a variable \( \hat{y}_i \), typically used in statistics to denote a predicted or estimated value.] is the corresponding model-predicted value, and [image: Please upload the image or provide a URL so I can generate the alternate text for it.] is the mean of the observed values. The evaluation results of the indices for the SVR-based IPF prediction model in IEEE 33bw case are presented in Figure 5.
[image: Line graph showing evaluation indices against node numbers. It includes five indices: RMSE, MAE, and MAPE for minimum and maximum values. Each index is represented with different line styles and colors, tracking performance across thirty-five nodes. The graph displays fluctuations with visible peaks and troughs.]FIGURE 5 | The evaluation results of RMSE, MAE and MAPE for the SVR-based IPF prediction model.
It can be observed from Figure 5 that the value of the evaluation indices is ideal. For the lower and upper bounds of each node voltage, the RMSE evaluation results are within the range [image: I'm sorry, I cannot generate alt text without an accompanying image. Please upload the image or provide its URL for assistance.], the MAE evaluation results are within the range [image: I'm unable to view the image you're referring to. Please upload the image or provide a URL, and I can help you generate the alt text for it.], and the MAPE evaluation results are within the range [image: I'm unable to view the image you uploaded. Please ensure the image file is properly uploaded or provide a URL. You can also describe the image for specific guidance.], all of which are relatively small. Besides, the value of R2 can reach above 0.95 for both lower and upper bounds of each node voltage. These support the notion that the model’s predicted values exhibit minimal deviation from the true values, indicating a strong fit of the model to the testing sets, which confirms the superior performance of the established SVR-based IPF prediction model.
5.1.2 Comparison with the OSM and MCS
To validate the accuracy and adaptability of the SVR-based IPF prediction model, three scenarios were designed to conduct the proposed method compared with the OSM (Zhang et al., 2017) and MCS. The forward-backward substitution is employed in MCS for solving general distribution network power flow. The three operating scenarios are described as follows.
Scenario 1: The same operating points, and the different fluctuation ranges;
Scenario 2: The different operating points, and the same fluctuation ranges;
Scenario 3: The different operating points, and the different fluctuation ranges,
where the settings of these scenarios are changed based on the training data. The operating points represent the original active power generation [image: It seems like there is an image-related request, but no image was uploaded. Please upload the image or provide a URL, and I will help generate the alternate text for it.], and the fluctuation ranges are set by changing the fluctuation coefficients [image: Please upload the image or provide a URL so I can generate the alternate text for you.] and [image: Please upload the image or provide a URL for me to generate the alternate text.]. They represent the randomness and volatility of uncertain data in distribution networks.
5.1.2.1 The simulation under scenario 1
In Scenario 1, the original active power generation data was the same as that in Table 1, and the fluctuation coefficients were set as [image: It seems there is no image attached. Please upload the image or provide a URL, and I will help generate the alternate text for it.], [image: Please upload the image or provide a URL so I can help generate the alternate text.]. Thus, a new set of input eigenvector [image: It seems there was an error displaying or uploading the image. Please try uploading the image again or provide a direct link to it so I can help create alternate text.] was introduced. The parameters of SVR model were set to be C = 5,000, [image: Please upload the image or provide its URL for me to generate the alternate text.], [image: It seems there is no image provided. Please upload an image or provide a URL, and I can help generate the alternate text for it.], and the MCS was conducted with a sample size of 10,000 to ensure a high accuracy level. The simulation results under this scenario are demonstrated as follows.
The voltage interval results obtained by the SVR, OSM and MCS for IEEE 33bw case are presented in Figure 6, and the active line transmission power interval results are presented in Figure 7. Additionally, in Figure 6, the voltage interval boundary values of node No. 7 and No. 8 obtained by SVR and OSM are compared with the results of MCS sampling for a more intuitive presentation. It can be observed from Figure 6 that the voltage interval results obtained by SVR are very close to those acquired by the OSM, and the voltage interval range obtained by SVR and OSM is larger than that obtained by MCS. This is to be expected, because the initial data for SVR model training is generated through OSM, and the OSM takes into consideration of the extreme scenarios that are ignored by the MCS method. It can be seen from Figure 7 that the interval ranges of active line transmission power obtained by the three methods are relatively close. This is because the line transmission power is related to power generation, load demand, and line parameters, and the Distflow model for the distribution network is linear, so that the active line power results obtained by different methods are close under the same interval input values. The simulation results indicate that the established SVR-based IPF prediction method possesses high predictive accuracy and performs a strong adaptability to different fluctuations.
[image: Line graph displaying voltage magnitude against node number, featuring multiple datasets: SVR-min, SVR-max, OSM-min, OSM-max, MCS-min, and MCS-max. A smaller inset compares observed and predicted data trends within the main graph.]FIGURE 6 | The voltage interval results obtained by SVR, OSM and MCS for IEEE 33bw case in Scenario 1.
[image: Line graph showing active power variations for different methods across branch numbers zero to thirty-five. Methods include SVR, OSM, and MCS with both minimum and maximum values. The Y-axis represents active power in per-unit, ranging from negative zero point one to zero point one, displaying fluctuations across branches.]FIGURE 7 | The active line power interval results obtained by SVR, OSM and MCS for IEEE 33bw case in Scenario 1.
5.1.2.2 The simulation under scenario 2
In Scenario 2, the original active power generation data was listed in Table 2, and the fluctuation coefficients were set as [image: Certainly! Please upload the image or provide a URL for me to generate the alt text.], [image: It seems there is no image provided. Please upload the image or provide a URL so I can generate the alternate text for you.]. Thus, a new set of input eigenvector [image: It seems there might have been confusion with the image upload. Please try uploading the image again, and I will help you generate the alternate text.] was introduced. The parameters of SVR model and the sample size of MCS remain the same as (I).
TABLE 2 | The original power generation data of DGs for IEEE 33bw case in Scenario 2 (p.u.).
[image: Table showing bus numbers with associated active and reactive power generation values. Bus number 2: 0.0720 PG, 0.0600 QG. Bus number 4: 0.0545 PG, 0.0500 QG. Bus number 7: 0.0490 PG, 0.0440 QG. Bus number 15: 0.0355 PG, 0.0380 QG. Bus number 21: 0.0320 PG, 0.0340 QG. Bus number 25: 0.0515 PG, 0.0500 QG. Bus number 28: 0.0335 PG, 0.0320 QG. Bus number 32: 0.0405 PG, 0.0450 QG.]The interval bound results obtained by the SVR, OSM, and MCS for the voltage magnitudes of nodes and the active transmission power of branches for IEEE 33bw case in Scenario 2 are presented in Figures 8, 9, respectively. Similarly, the voltage interval boundaries of nodes No. 4 and No. 5 are selected in Figure 8 for comparison with the MCS sampling results. The SVR is observed to have acquired a similar voltage range to OSM, which is wider than that of MCS. The active line power interval bounds acquired by SVR are close to that obtained by OSM and MCS. These results show that the proposed method also has high precision under scenario 2, which proves that the SVR-based IPF prediction model can adapt to different operating points.
[image: A line graph showing voltage magnitude versus node number with plots for SVR-min, SVR-max, OSM-min, OSM-max, MCS-min, and MCS-max. Each line represents different voltage trends across nodes, with noticeable fluctuations and a highlighted region indicating MCS uncertainty sampling. A legend distinguishes each line by color and shape.]FIGURE 8 | The voltage interval results obtained by SVR, OSM and MCS for IEEE 33bw case in Scenario 2.
[image: Line graph depicting active line power as a function of branch number, ranging from 0 to 35. Six data lines represent SVR-min, SVR-max, OSM-min, OSM-max, MCS-min, and MCS-max, each marked with different symbols and colors. Active line power values fluctuate between approximately -0.10 and 0.15.]FIGURE 9 | The active line power interval results obtained by SVR, OSM and MCS for IEEE 33bw case in Scenario 2.
5.1.2.3 The simulation under scenario 3
In Scenario 3, the original active power generation data was the same as that in Table 2, and the fluctuation coefficients were set as [image: Please upload the image file or provide its URL so I can generate the alternate text for it.], [image: It looks like you intended to upload an image, but it did not come through. Please try uploading the image again or provide a URL.]. Thus, a new set of input eigenvector [image: It looks like you attempted to attach an image, but it didn't come through. Please try uploading the image again or provide a URL to the image. If you need guidance on how to upload an image, let me know!] was introduced. The parameters of SVR model and the sample size of MCS remain the same as (I). The simulation results under this scenario are demonstrated as follows.
Scenario 3 was set up to verify the accuracy of the proposed algorithm when the operating points and fluctuation ranges change simultaneously. The interval bounds of voltage and active line power obtained by SVR, OSM, and MCS in Scenario 3 are presented in Figures 10, 11. Besides, the voltage boundaries of nodes No. 6 and No. 7 obtained by SVR and OSM are also compared with the MCS sampling results in Figure 10. It can be observed that the voltage ranges obtained by SVR and OSM are still very close, which are more conservative than those obtained by MCS. The active line power ranges acquired by the three methods remain close. The simulation results are expected. Furthermore, compared to scenario 2, the voltage and active line power interval ranges obtained by the three methods are both smaller. This is because the fluctuation ranges are reduced while the operating points remain still. The simulation in scenario 3 validates that the proposed algorithm can maintain high prediction accuracy under different operating points and fluctuation ranges.
[image: Line graph showing voltage magnitude versus node number for three methods: SVR, OSM, and MCS. Each method has maximum and minimum values, indicated by different markers. An inset highlights a portion of the graph for detailed comparison.]FIGURE 10 | The voltage interval results obtained by SVR, OSM and MCS for IEEE 33bw case in Scenario 3.
[image: Line graph showing active line power against branch number, with six datasets: SVR-min and SVR-max, OSM-min and OSM-max, MCS-min and MCS-max. Data fluctuates across branches 0 to 30, with distinct markers for each dataset.]FIGURE 11 | The active line power interval results obtained by SVR, OSM and MCS for IEEE 33bw case in Scenario 3.
In summary, based on simulations under different scenarios, the proposed SVR-based IPF prediction model can adapt to various operational states and environmental fluctuations. In different operating scenarios, this method achieves prediction accuracy comparable to the OSM which is model-driven. Besides, the SVR method provides a more conservative interval range than MCS, which ensures distribution system security under high-dimensional uncertainty. It demonstrates high computational accuracy and strong adaptability of the proposed approach.
5.2 IEEE 69 case study
The IEEE 69 case is applied to validate the efficiency of the proposed SVR-based IPF prediction method. The distribution network is enhanced to include eight DGs. The topology of enhanced IEEE 69 case is presented in Figure 12 and the original active and reactive power generation of DGs are shown in Table 3. All parameters are valued in p.u., and the base power is set to 10 MVA. The voltage limits of all nodes except the slack bus are constrained to [0.9, 1.1].
[image: Diagram showing a network of interconnected nodes, labeled with numbers ranging from one to sixty-nine. The layout includes various horizontal and vertical paths branching off, with certain nodes connected by dashed lines, indicating additional routes. Green icons are placed at multiple junctions.]FIGURE 12 | The topology of enhanced IEEE 69 distribution network.
TABLE 3 | The original power generation data of DGs for IEEE 69 case (p.u.).
[image: Table showing bus numbers with corresponding active and reactive power generation values in per unit. For bus number two: active power is 0.0500, reactive power is 0.0400. Bus number seven: active 0.0370, reactive 0.0300. Bus number twelve: active 0.0410, reactive 0.0340. Bus number twenty-four: active 0.0320, reactive 0.0280. Bus number thirty-four: active 0.0280, reactive 0.0240. Bus number forty-five: active 0.0400, reactive 0.0400. Bus number forty-nine: active 0.0300, reactive 0.0220. Bus number fifty-nine: active 0.0390, reactive 0.0350.]In IEEE 69 case, 500 sets of training data were generated under the condition of fluctuations with [image: Please provide the image or a URL to generate the alternate text. You can upload the image directly here.], [image: Please upload the image or provide a URL so that I can generate the alternate text for you.]. The model training parameters were set as C = 5,000, [image: It seems like there's no image uploaded. Please upload the image or provide a URL, and I'll be happy to help create the alternate text.], [image: Please upload the image or provide a link for me to generate the alternate text.], and the kernel function is selected as [image: Mathematical representation of a kernel function \( K(x_i, x_j) = x_i^T x_j \), indicating the dot product between vectors \( x_i \) and \( x_j \).]. After the model was trained, the predictions were conducted under Scenario 3 as defined in Section 5.1.2. To further validate the model’s applicability, the generator operating points were randomly selected within [image: Text displaying the symbol for plus-minus followed by "30%".] of the original active power generation data. What’s more, the fluctuation coefficients for power generation and load demand were set to [image: Please upload the image or provide a URL so I can assist you in generating the alternate text.], and the fluctuation coefficient for line parameters was set to [image: Please upload the image or provide a URL so I can assist with generating the alternate text.], which aims to assess the model’s adaptability under expanded fluctuation ranges. This case was carried out with SVR, OSM, and MCS as well.
To further demonstrate the advantage of the proposed SVR-based IPF method, this case additionally incorporated the Random Forest (RF) method for interval power flow prediction. To balance both prediction accuracy and efficiency, the parameters for training the RF model were set as follows: the number of decision trees was set to 100, the minimum leaf size was set to 5, and the model was configured as a regression model. Besides, the system uncertainty parameters were consistent with those described above. Considering the above all, the simulation results are presented in Figures 13, 14.
[image: Line graph showing voltage magnitude (p.u.) versus node number. Four bounds are displayed: SVR (red), OSM (blue), RF (orange), and MCS (black). An inset magnifies node number 13, detailing voltage magnitudes from 0.97 to 1.02, showing MCS samples within the SVR, OSM, and RF bounds.]FIGURE 13 | The voltage interval results obtained by SVR, RF, OSM and MCS for IEEE 69 case.
[image: Line graph showing active line power in per unit against branch number for different bounds: SVR in red, OSM in blue, RF in orange, and MCS in black. The graph highlights variations across branches, with distinct peaks and troughs.]FIGURE 14 | The active line power interval results obtained by SVR, RF, OSM and MCS for IEEE 69 case.
Figures 13, 14 show the voltage interval ranges and active line transmission power ranges, respectively. The voltage bounds of nodes No. 13 and No. 14 obtained by SVR, RF and OSM are depicted in Figure 13 compared with the MCS samples. It can be observed that under large-scale fluctuations, the voltage ranges obtained by the SVR and OSM are relatively close, and the error precision is determined to be 0.001 upon calculations. The error is mainly attributed to the insufficient size of the training dataset, which can be mitigated by increasing the number of training samples. However, the two methods yield very close active transmission power ranges with high prediction accuracy. Furthermore, compared to the MCS, SVR and OSM obtain wider voltage ranges, as explained in 5.1.2. This case study validates the adaptability of the proposed method to different networks and their ability to handle large fluctuation ranges.
Comparing the SVR method proposed in this paper with the RF method, the SVR method achieves higher prediction accuracy. It is evident that the prediction error using the RF method is relatively large, with an error precision of only 0.01, which shows a significant deviation from the interval results obtained by the OSM. Additionally, the interval obtained by the RF method is narrower, possibly because the predictions of the trees in the model are more concentrated and less flexible in handling extreme cases. Meanwhile, for the RF method, improving prediction accuracy requires increasing the number of decision trees, but this comes at the cost of increased computation time. Through multiple experiments, the accuracy gain from adding more decision trees was found to be negligible.
To validate the efficiency of the proposed method, the computation time of the algorithm compared to RF and OSM is shown in Table 4. The computation time includes the total time for solving voltage and line transmission power. It is noticeable that the online computation speed of the SVR-based IPF prediction method and RF prediction method is significantly faster than the OSM. Meanwhile, the online computation speed of SVR is also faster than that of RF. Besides, the offline training of SVR and RF requires more time compared to the OSM computation, and the offline training times of SVR and RF are comparable. However, the training and OSM both require significant amounts of time, which increases as the number of system nodes grows. In contrast, the online computation time of SVR is minimally affected by the system scale, and predictions are conducted based on the trained results in practical applications, so that the online computation time is more crucial.
TABLE 4 | The computation time of SVR prediction method, RF prediction method, and OSM for IEEE 69 case.
[image: A table comparing online computation and offline training times for different prediction models. SVR prediction takes 0.0162 seconds for online computation and 501.58 seconds for offline training. RF prediction requires 2.18 seconds online and 553.36 seconds offline. OSM has an online computation time of 317.55 seconds, with no offline training time provided.]The comparison demonstrates that the proposed SVR approach achieves a significant improvement in computational efficiency over model-driven approaches and is more suitable for large-scale systems. Additionally, the SVR approach has advantages over the RF method in both computational accuracy and efficiency, demonstrating that it is more suitable for IPF analysis compared to other data-driven methods. In summary, the proposed SVR approach is more suitable for rapid and real-time PF analysis of distribution networks with DGs.
6 CONCLUSION
To address the uncertainty in PF and overcome the efficiency challenges faced by traditional model-driven methods, an SVR-based IPF prediction method for PF analysis in distribution networks is proposed through combining data-driven methods with interval theory. This method considers uncertainty as intervals and employs SVR for model training. The training data is generated through simulation of the established IPF model for distribution network including the intervals of node power injections, line parameters, and the minimum/maximum PF variables. Then the input and output feature vectors for IPF are constructed and the multi-output SVR-based IPF prediction model is established based on the training dataset. To assess the performance of the proposed method, several simulations are conducted both on IEEE 33bw case and IEEE 69 case.
The simulation results show that the proposed method has a good performance. Firstly, the evaluation metrics are calculated to demonstrate the method’s high accuracy. Additionally, the proposed method is compared with OSM and MCS in three different scenarios, showcasing robust adaptability across different distribution network cases, operating points, and input data fluctuation ranges. The comparison of interval results obtained by SVR prediction and OSM demonstrates that the SVR approach can achieve prediction accuracy comparable to that of model-driven methods. Meanwhile, the comparative analysis of computation time with the OSM and RF demonstrates that the proposed approach significantly improves computational efficiency compared to model-driven approaches and offers better prediction accuracy and efficiency compared to other data-driven methods. In conclusion, the proposed method exhibits superior computational efficiency and accuracy, meeting the requirements for handling power flow uncertainty and achieving real-time rapid PF analysis in distribution networks.
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Introduction: This paper constructs a revenue model for an independent electrochemical energy storage (EES) power station with the aim of analyzing its full life-cycle economic benefits under the electricity spot market.Methods: The model integrates the marginal degradation cost (MDC), energy arbitrage, ancillary services, and annual operation and maintenance (O&M) costs to calculate the net profits of the EES power station. Using an iterative optimization approach, we determine the optimal MDC and analyze the economic end of life (EOL) for different types of EES power stations.Results: By examining real-world examples from the California energy market, we find that the full life-cycle benefits of an EES power station peak when its MDC is optimal, at $45/MWh-throughput. Under these conditions, the economic and physical EOL of commercial/industrial EES power station is 9 years, while the economic EOL of residential-grade EES power station is 8 years, which is shorter than their physical EOL of 9 years.Discussion: The study further indicates that the economic life of an EES power station is influenced by multiple factors, and operators need to determine the optimal economic EOL to maximize revenue based on battery degradation characteristics, market conditions and operational strategy.Keywords: electricity spot market, electrochemical energy storage, profit model, energy arbitrage, economic end of life
1 INTRODUCTION
With the global energy structure transition and the large-scale integration of renewable energy, research on energy storage technologies and their supporting market mechanisms has become the focus of current market domain (Zhu et al., 2024). Electrochemical energy storage (EES) not only provides effective energy storage solutions but also offers new business opportunities and operational strategies for electricity market participants. At present, the configuration of energy storage projects mainly focuses on the source-side renewable energy configuration and independent energy storage applications.
In some areas, energy storage is applied in the frequency regulation market transactions in the form of an integrated system (Zhang and Wang, 2021), (Liang et al., 2021). From the perspective of specific practices, energy storage is primarily bundled with thermal power, wind power, and photovoltaic in the form of a consortium to participate in market transactions in the early stages (Chen et al., 2021), (Zhu et al., 2022). However, due to the small scale of EES devices in integrated systems, their effectiveness in achieving time-shifting of electrical energy and promoting peak shaving and valley filling is limited (Wang et al., 2024). With the rapid development of renewable energy, the power system urgently needs independent energy storage to participate in the electricity market (He et al., 2022). Independent EES systems, with their fast response and efficient charging and discharging characteristics, bring new vitality and opportunities to the electricity spot market, especially in promoting the integration of renewable energy, improving system reliability, and optimizing energy utilization efficiency.
From the perspective of top-level design, EES will recover most of its revenue through the electricity market, especially the spot market. The operation mechanism involves industrial and commercial users obtaining the electricity prices for each time period of the following day based on the clearing results of the day-ahead electricity market. Combining the capacity, cycle efficiency of the EES power station, and the load forecast for the next day, the charging and discharging plan of the power station is formulated. During the low price periods, the EES power station acts as an electricity demand-side participant, purchasing electricity from the grid at relatively lower prices to charge the batteries and store cheap electricity (Sakti et al., 2017), (Xu et al., 2018). During the peak price periods, which usually coincide with the peak load periods, the EES power station switches to an electricity supply-side participant, with the storage batteries supplying electricity to the load and outputting to the grid, realizing peak load shifting and obtaining price difference revenue from peak-valley price arbitrage (Padmanabhan et al., 2020; Hesse et al., 2019; Fares and Webber, 2018). Through the flexible operation of the above-mentioned dual roles, the EES power station can earn arbitrage profits from the fluctuations of intraday power load and spot prices, becoming an important profit-increasing entity in the electricity spot market. Cui et al. (2021) and his partner proposed an optimal operation strategy with the goal of maximizing the expected revenue by considering the operating cost of the storage device and the prediction deviation of the new energy generation, so as to avoid the loss of revenue caused by the prediction deviation. For the problem of bidding strategy in the integrated system electric energy spot market, the researchers propose a spot declaration strategy aiming at maximising the expected benefits, which is applied to the electric energy spot market trading (Schram et al., 2020).
When rare high price differentials become part of the revenue, a longer calendar life may be more beneficial for energy arbitrage than an extended cycle life (Kumtepeli et al., 2020). In addition, EES power stations can also utilize their flexible and fast charging and discharging regulation capabilities to provide backup services, frequency regulation, and other ancillary services to the power grid, obtaining service revenue by participating in the bidding of the electricity ancillary service market or signing long-term agreements, which becomes an important way for the commercialized operation of EES power stations.
The core elements of an EES power station are energy transmission, battery management, and potential application scenarios in the power system. As an independent entity participating in the electricity spot market, the EES power station gains revenue during the battery energy transmission process. This paper aims to construct a revenue model for an independent EES power station that comprehensively considers the above factors to analyze its economic benefits in the electricity spot market. By studying the profit model of EES power stations in the electricity spot market, under limited battery life and different electricity price fluctuations, the owners and operators of EES power stations consider the marginal degradation cost (MDC) and annual operation and maintenance (O&M) costs. At the same time, they optimize the battery charging and discharging plan through operational decisions to extend battery life and improve the revenue of the EES power station. This research provides a new perspective for the operators of EES power stations, helping them better understand the economic potential of the EES station and formulate corresponding operation strategies to maximize revenue. Furthermore, this research also contributes to promoting the healthy development and market application of EES technology.
2 METHODS
2.1 EES power station profit model
As an independent market entity, the EES power station needs to interact and collaborate with the power grid and users through electricity market mechanisms and technical means to ensure project revenue. The business model of an independent EES power station participating in the electricity market transactions is shown in Figure 1. Currently, energy storage only participates in the market as a spot price taker, usually reporting quantity without reporting price. From the declaration perspective, energy storage only needs to declare the next day’s charging and discharging dispatch curve in the day-ahead market. On the operation day, the charging and discharging are arranged according to the actual cleared power plan, and the actual clearing depends on the power grid dispatch arrangement. Theoretically, the power grid will prioritize dispatching according to the energy storage declaration curve, and the actual charged and discharged electricity is settled at the spot price.
[image: Diagram illustrating the business and cash flows between entities, including electricity market, energy storage power station, capacity rental, ancillary services market, and government finance. Arrows indicate energy conduction, capacity, and financial transactions, with influences from wind and solar power plants.]FIGURE 1 | Graphical illustration of the business model for participation of EES plants in electricity market trading.
Based on the analysis of the main revenue and operating costs of the EES power station, and combining the short-term dispatch and long-term decision models, this paper adopts an itemized method to calculate the net operating revenue of the EES power station over its entire life cycle. The mathematical formula of the model is as follows (1)--(8):
[image: Formula showing \( R_{\text{ESSmax}} = \max_x R_{\text{ESS}} = \max_x \sum_{t \in T} \delta_t R_t(x) \) labeled as equation (1).]
[image: Mathematical equation showing the expression for maximizing \( R_t \), which includes terms for revenue management \( RM(P_t) \), costs \( C_{fix} \), and various parameters including probabilities and multipliers related to decisions and adjustments.]
[image: Mathematical expression showing \( d_{i} = \sum_{\theta} 2x_{\eta, i, \theta} + \varphi \) followed by equation number (3).]
[image: The image shows a mathematical constraint: the summation from \( t \in T \) of \( d_t(x) \) is less than or equal to \( D \). It is labeled as equation (4).]
[image: Please upload the image or provide a URL so I can generate the alternate text for it.]
[image: Equation showing \( S_t = (1 - \hat{\theta}) S_{t-1} + p_H^{\text{ish}} \eta_l(H_t) - p_H^{\text{dis}} \frac{\eta_l}{\eta_l(H_t)} \) labeled as equation six.]
[image: Equation depicting a recursive expression: \( H_{t+1} = H_t - \frac{(\bar{H} - H) d_t}{D} \), labeled as equation (7).]
[image: Mathematical expression showing an inequality: zero is less than or equal to \( p_{t}^{{\text{dis}}} \) and \( p_{t}^{{\text{cha}}} \), both of which are less than or equal to \( P_{t} \). The expression is labeled as equation (8).]
Formula 1 utilizes the exponential discount factor ([image: It seems there might be a misunderstanding. The input provided appears to be a mathematical symbol, not an image. If you have an image to analyze, please upload it, and I will be glad to assist with creating alt text.]) and the short-term benefits ([image: Please upload the image or provide a URL for me to generate the alternate text.]) of the EES power station to achieve the optimal long-term revenue of the EES power station under the electricity spot market, [image: It seems like there was an error in uploading the image. Please try to upload the image again or provide a URL if it's available.] = (1+r)-α, where r represents the discount rate, and α is the number of years the battery is used. Formula 2 calculates the short-term net revenue ([image: Please upload the image or provide a URL for me to generate the alternate text.]) of the EES power station by using the difference between the revenue and cost items of the EES power station, without considering the real-time market electricity deviation and using a daily settlement and monthly reconciliation method. The revenue items include market revenue, RMt (battery charging and discharging revenue) and ancillary service revenue As (i.e., battery reserve revenue), while the cost items include the total battery degradation cost [image: The image shows a mathematical expression with subscript and superscript: "C" with a subscript "t" and a superscript "BD".] and the fixed operation and maintenance cost of the EES power station Cfix The degradation degree of the EES power station battery in period t is obtained through the sum of battery cycle degradation and calendar degradation (Formula 3), where Et represents the battery capacity within time t, and 2Et represents the total energy of charging and discharging in a cycle process. Formulas 4, 5, as boundary conditions, respectively limit the degradation and usage of the EES power station during operation to be less than the total usage before the end of the battery’s physical life, and the total degradation amount in period t does not exceed the calendar degradation value of the battery. Formulas 6, 7 respectively represent the state of charge (SOC) and state of health (SOH) functions of the EES power station battery, both of which are related to the energy, battery capacity, and charging and discharging efficiency of the EES power station. Formula 8 is the boundary condition for the power generation and charging amount of the EES power station.
2.2 Parameter settings
We utilize the net revenue model of the EES power station to simulate the life-cycle operation of the energy storage power station and analyze the main revenue items of the EES power station under the electricity spot market. The main parameters and data used in the analysis case are as follows: We use the local marginal prices and non-spinning reserve service prices of the California Independent System Operator (CAISO) in 2018 to represent the price situation for each year during the battery’s life cycle, with an average peak-valley price difference of about $32/MWh. The power station adopts LFP battery energy storage, with an initial battery charging and discharging efficiency of 95% and no self-discharge effect, i.e., a self-discharge rate of 0. Assuming that after operating 2000 cycles at 100% depth of discharge, the capacity retention rate of the energy storage power station is about 80% of the original battery (Ecker et al., 2014), at which point the battery energy efficiency is low, and the battery is considered to have ended its physical life. The average calendar degradation of the energy storage power station is estimated to be a 1% capacity loss per year (Schuster et al., 2016; Keil et al., 2016). Independent EES power stations require 24 h staffing, and labor operation and maintenance costs and equipment maintenance costs are relatively high. The annual operation and maintenance costs for large-scale industrial-grade EES power stations and commercial and industrial EES are $16/kW-year and $27/kW-year, respectively (Chen et al., 2023; He et al., 2020).
3 RESULTS
3.1 Battery life and SOH
Figure 2 demonstrates the SOH trend of battery over time, considering different marginal degradation cost (MDC) values. As the battery inevitably experience cycling degradation and performance degradation with increasing charge-discharge cycles, its SOH also shows a decreasing trend with the increase in the usage time. However, from the figure, we can observe that the larger the value of MDC, the slower the SOH decline and the longer the physical life of the battery. When MDC = 0, that is, without considering the degradation cost of the battery, the SOH of the battery has dropped to below 80% in about 2 years. In contrast, when MDC = 65, the battery’s SOH can still remain above 85% after 10 years of use. This indicates that considering MDC in the operational optimization of EES power stations and moderately controlling charge-discharge power can effectively extend battery life. Therefore, MDC is also considered an opportunity cost that characterizes the long-term future value of EES power stations. In other words, if the MDC is relatively large in the battery’s full life-cycle, future benefits may be higher. However, it is not the case that the higher the MDC is the better. Excessively high MDC can lead to reduced battery utilization, potentially decreasing EES benefits. Thus, it is necessary to seek a balance between prolonging the battery life and increasing the battery utilization to select the optimal MDC value.
[image: Line graph showing the state of health (SOH) of a system over 16 years, with different lines representing varying levels of maximum discharge cycles (MDC) from zero to sixty-five. Each line shows a decline over time, with colors differentiating the MDC levels.]FIGURE 2 | Physical life of batteries at different marginal degradation costs.
3.2 Full life-cycle benefits of EES
We utilize an EES revenue model to evaluate the life-cycle profits of EES power stations. To determine the optimal MDC value, we employed an iterative optimization approach. We simulated the EES power station’s operation over its lifetime for a range of MDC values from $0 to $100/MWh-throughput, in increments of $5/MWh-throughput. For each MDC value, we calculated the total life-cycle revenue using our comprehensive model. Figure 3 illustrates the relationship between different MDCs and the profitability of EES power stations. As the MDC increases, the life-cycle revenue of EES power station rises sharply. When the MDC value increases from 0 to around $45/MWh-throughput, the revenue grows rapidly. This indicates that within this range, the higher the MDC, the stronger the EES power station’s profitability. The profits reach its peak when the MDC value is approximately $45/MWh-throughput, which represents the optimal operating point for maximizing the EES power station’s life-cycle earnings. This optimal value was identified as the MDC that resulted in the highest total revenue in our simulations. When the MDC exceeds $45/MWh-throughput, profits begin to decline slowly. Excessively high MDC lead to accelerated battery degradation, shortened battery life and reduced overall profitability. Therefore, as the MDC value becomes increasingly large, approaching $100/MWh-throughput, earnings begin to decrease dramatically.
[image: Bar chart showing profit in kilowatts against MDC throughput. Profit rises from 0 to 40 MW, peaks between 40 and 50 MW, then gradually declines to 100 MW.]FIGURE 3 | The relationship between the profits of EES and MDC.
For independent EES power stations, the profitability can be realized by the way of auxiliary service (specifically referring to reserve services in this context) in addition to the energy arbitrage through the participation of EES in the electricity trading in the spot market. As shown in Figure 2, at the optimal MDC ($45/MWh-throughput), the battery’s SOH decreases to 80% in the ninth year. Figure 4 illustrates the profitability of an EES power station over its entire life-cycle under optimal MDC conditions. The graph shows that the station’s profitability is highest in the early stages of the project. Initially, energy arbitrage revenue is $29.9/kW, and reserve services contribute $14.0/kW, resulting in a total revenue of $43.9/kW. Energy arbitrage accounts for a larger proportion of the revenue at this stage. However, as the EES power station operates over its life-cycle, battery degradation intensifies, causing a steady decline in energy arbitrage revenue. Ancillary services, being less affected by battery degradation, maintain relatively stable demand and prices for reserve service capacity. Consequently, the total annual revenue shows a downward trend. By the eighth year, energy arbitrage revenue decreases to $16.9/kW, while reserve services contribute $15.2/kW, resulting in a total revenue of $32.0/kW.
[image: Bar chart displaying energy arbitrage profit and reserve profit over nine years. Green bars represent energy arbitrage profit, consistently higher than yellow bars for reserve profit. Both profits show a declining trend over the years, with energy profits starting at about 30 and reserve profits starting at about 20, ending with both just below 10.]FIGURE 4 | Trends in life-cycle profits of EES power stations under different operating models in the spot market.
In the last year of the battery’s life, all revenues drop sharply, with total revenue amounting to only $16.6/kW. This trend shows that, over time, battery degradation increases, the number of charge-discharge times used for price arbitrage increases, and both battery capacity and efficiency decrease, forcing the profitability of the power station to decline. Providing reserve services, however, has lower requirements for battery performance, needing only to maintain a certain energy and power reserve, and is thus less affected by battery degradation.
Therefore, EES power stations should focus on life-cycle profitability and plan their operational strategies accordingly. In the early stages of the project, emphasis can be placed on energy arbitrage to fully utilize battery performance and obtain high returns. As the battery degradation, the focus should gradually shift towards increasing the proportion of ancillary services to maintain a stable income.
3.3 Battery physical and economic life
Depending on the region and type of energy storage project, the fixed operation and maintenance (O&M) costs for EES power stations are estimated to range between 0 - $30/kW-year (Hledik et al., 2018). Figures 5A, B show the relationship between the life-cycle net revenue and the battery’s SOH for EES projects in the spot market under different O&M cost levels (16 $/kW-year for commercial/industrial energy storage, and 27 $/kW-year for distributed/residential energy storage). As the years of use increase, the battery capacity irreversibly decreases. When the SOH drops to 80%, it is typically considered the physical end of the life (EOL) of battery. He et al. (Ecker et al., 2014) proposed that if an EES project cannot achieve positive net profits during operation, this point should be considered the economic end of life for the EES power station. To analyze the net revenue situation of EES power stations in the spot market, this paper introduces the concept of the battery’s economic end of life.
[image: Two bar charts labeled (A) and (B) display net profit in kilowatt hours and State of Health (SOH) over nine years. Green bars represent net profit, while the yellow lines show SOH. Both charts include dashed lines indicating Physical End of Life (EOL) in blue and Economic EOL in red, with arrows marking the EOL points in years eight and nine. Chart (A) has consistently high profit with EOL marks later, while chart (B) shows declining profit with earlier EOL points.]FIGURE 5 | Changes in net profit from California EES power stations with battery cycle-life for different fixed O&M costs, (A) fixed O&M costs of $16/kW-year for commercial/industrial energy storage, and (B) fixed O&M costs of $27/kW-year for distributed/residential energy storage. Energy arbitrage and providing non-spinning reserve.
In this case, when the MDC is set at its optimal value ($45/MWh-throughput), the physical life of the LiFePO4 battery is 9 years. However, from an economic perspective, when the annual net revenue drops to 0, the continuing operation loses its economic value even if the battery has not reached the end of its physical life. In Figure 5A, the commercial/industrial energy storage scale reaches the end of both its economic and physical life in the ninth year. For distributed/residential energy storage (Figure 5B), the economic EOL of the station (8 years) is notably shorter than its physical EOL (9 years). Higher O&M costs accelerate the decline in net revenue, causing the battery to lose its economic value before physical EOL. In other words, in the ninth year, even though the EES power station’s battery can still operate, its revenue is insufficient to cover the fixed operation and maintenance costs, resulting in no net profit for the EES power stations. At this point, the battery can be recycled or repurposed for other economically advantageous applications. This approach ensures that resources are utilized efficiently, maximizing the overall economic benefit of the energy storage system throughout its life-cycle.
4 DISCUSSION AND CONCLUSION
EES power stations play a crucial role in power systems. However, their profitability in the electricity spot market faces uncertainties due to several factors: their limited power generation capacity, constraints in providing ancillary services, and the current imperfections in electricity market trading mechanisms. Given these challenges, the key to improving the economic benefits of small-scale EES power stations lies in how to promote their active participation in electricity market trading and maximize their advantages through reasonable scheduling and flexible operations.
This paper proposes a revenue model for EES power stations to evaluate their life-cycle profits. The model focuses on the impact of MDC on the physical EOL of batteries and incorporates annual fixed O&M costs to illustrate the net revenue of EES power stations under the electricity spot market. Additionally, the concept of economic EOL for EES power stations is introduced. Through data analysis, the paper demonstrates that using the economic EOL as the operational life for EES power stations is more meaningful than relying solely on physical EOL metrics.
Energy arbitrage and ancillary services currently represent the primary and most mature sources of revenue. In a case study of EES power station arbitrage in the California energy market, it is found that when the battery completes 2000 cycles and its capacity reduces to 80% of the original (i.e., physical EOL), the optimal MDC for the EES power station is $45/MWh-throughput. Under these conditions, the EES power station achieves its highest life-cycle revenue. For commercial/industrial-scale EES power station, both the economic and physical EOL are 9 years. However, for residential-scale EES power station, the economic EOL is earlier than the physical EOL, at 8 and 9 years respectively. This indicates that continuing to operate the residential-scale EES power station in the ninth year would result in revenues lower than operating costs.
Therefore, operators need to carefully balance battery degradation characteristics, market conditions, and operational strategies to determine the optimal economic EOL of residential-scales. This balance is crucial for making appropriate investment and operational decisions. By considering these factors, operators can maximize the economic benefits of their residential-scales while ensuring they do not operate beyond the point where costs exceed revenues. This approach allows for more efficient use of resources and better long-term planning in the rapidly evolving energy storage market. Future research could explore the impact of emerging battery technologies on the economic lifespan of EES power stations. Additionally, investigating the potential synergies between EES power stations and other grid assets, such as renewable energy sources or demand response systems, could uncover new economic opportunities in the evolving energy landscape.
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This paper proposes a novel two-stage transient stability assessment (TSA) model that integrates ensemble learning with cost sensitivity to address the challenges posed by the integration of renewable energy and load fluctuations. The model employs CNNs as positive and negative classifiers to initially evaluate samples, with consistent results output directly. In cases of inconsistency, the sample is evaluated by a fair classifier, specifically an ELM, trained on critical samples. This approach significantly enhances the classification performance and credibility of the fair classifier, especially under imbalanced conditions, thereby improving the overall efficiency and accuracy of TSA. The proposed model demonstrates superior performance compared to single-stage models and other two-stage models, achieving high accuracy and robustness in transient stability assessment, particularly for critical samples.
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1 INTRODUCTION
The development of modern power systems presents new challenges to the safety of these systems. In recent years, frequent blackouts worldwide have had significant economic impacts (Wei Zhang and Zhang, 202). Transient stability is crucial to the safe operation of power systems. Once a disturbance occurs in the power system, early assessment of transient stability and timely implementation of emergency control measures can protect the system’s stability (Guo et al., 2023; Meridji et al., 2023; Singh and Chauhan, 2023; Wang Y. et al., 2023; Zhu et al., 2023). Therefore, it is vital and necessary to design a TSA model that can quickly and accurately determine whether a power system will become unstable and infer the type of events that may cause instability.
Classical transient stability methods include time-domain simulation (TDS) and direct methods. TDS analyzes system stability through detailed modeling. As long as the component models and network structures are sufficiently accurate, the results are reliable. However, with the increasing complexity of power systems and rapid changes in electronic hardware, TDS-based models have become more complex, and their computational demands have increased, making TDS methods unsuitable for real-time transient stability assessment. The direct method, on the other hand, does not require numerical integration of dynamic processes and can quantitatively analyze system transient stability. However, direct method models are simple and may face applicability issues in complex power systems. Additionally, the evaluation results tend to be conservative. As a result, these methods currently cannot fully meet the practical needs of online transient stability assessment. To date, real-world power grids still require more advanced TSA solutions that can achieve high reliability and efficiency.
The rapid development of big data offers new ideas for transient stability assessment. TSA rules can be mined from large volumes of data using machine learning (ML) methods (Liu et al., 2023; Li et al., 2024; Shao et al., 2024). Once dynamic information is received, stability results can be output within milliseconds. After discovering underlying relationships offline through ML, they can be easily applied to online TSA. This data-driven approach almost eliminates online computation time and can effectively predict system stability.
Modern power systems usually remain stable after most disturbances due to their robustness. In practical applications, events causing power system instability are rare. These rare events lead to significant imbalances between stable (majority class) and unstable (minority class) transient data distributions. The imbalance in training data leads to high misclassification rates in TSA models. Moreover, misjudging the transient stability of power systems prevents timely responses and corresponding measures, leading to safety accidents and significant economic losses. Therefore, addressing the imbalance in training data is not only crucial for improving TSA accuracy but also has practical significance.
Existing methods for addressing class imbalance can be broadly categorized into data-driven and algorithm-driven approaches. Additionally, traditional data-driven methods attempt to oversample or undersample the data so that different classes appear in equal proportions in the training data. The main drawback of sampling-based methods is that they may lose important information in undersampling or overfit the training data in oversampling. Algorithm-driven methods primarily include cost-sensitive methods (Wang H. et al., 2023; Chen et al., 2022; Lin et al., 2022; Wang et al., 2020) and ensemble learning methods (Shen, 2023; Chen and Wang, 2021; Chen et al., 2021; Zhao et al., 2022; Wu et al., 2020). References (Wang H. et al., 2023) consider the imbalance in sample distribution in space by dividing samples into different levels of training sets and training the model using cost-sensitive approaches. Reference (Shen, 2023) proposes a comprehensive transient stability state assessment method for power systems based on machine learning, using multiple classifiers to alleviate the sample imbalance problem in transient stability samples. However, its drawbacks are also evident. The ensemble learning classifiers used are often weak classifiers with low resistance to interference and increased training time. Among these methods, the application of cost sensitivity in transient stability assessment is relatively limited. Although it helps mitigate sample imbalance, its blind use may lead to overfitting and increased misclassification rates. Applying ensemble learning alone to transient stability assessment can also mitigate sample imbalance, but due to the large number of ensemble classifiers, it may result in longer training times and weaker resistance to interference.
Recently, to mitigate the imbalance in transient stability samples, references (Chen and Wang, 2021; Wang et al., 2020) adopted a two-stage assessment approach combining cost sensitivity and ensemble learning. Specifically, three models are used, with two classifiers in the first stage, each biased towards one class of samples using cost-sensitive methods. A non-cost-sensitive classifier is then trained using the same training set as a fair classifier for second-stage evaluation. Although this approach combines the advantages of cost-sensitive learning and ensemble learning, it also overcomes some disadvantages. However, this method lacks credibility, mainly because the credibility of the fair classifier is low. This is because hard samples are evaluated by a non-cost-sensitive classifier, and the evaluation results are directly output. However, since the fair classifier is not selected based on the characteristics of the input samples, highly accurate and convincing evaluation results cannot be generated.
In transient stability assessment, what truly affects misclassification and missed judgments are the hard samples. In this study, we propose a two-stage transient stability assessment model based on the integration of ensemble learning and cost sensitivity. First, the initial sample set is input into positive and negative classifiers again, and samples with inconsistent evaluation results are collected to form a critical sample set. This critical sample set is used to train the ELM (fair classifier). The model combines the strengths of cost sensitivity and ensemble learning, greatly enhancing the credibility of the fair classifier while improving the overall reliability of the model.
The rest of this paper is structured as follows: Section 2 offers an overview of the transient stability assessment (TSA) problem and introduces the proposed two-stage TSA model. Section 3 details the implementation process of the model. Section 4 presents case studies and evaluates the model’s performance. Finally, Section 5 summarizes the conclusions of the paper.
2 INTEGRATED TSA MODEL
2.1 Transient stability assessment problem
Transient stability assessment (TSA) has become increasingly important in power systems, with the main challenge being how to overcome the inherent sample imbalance problem, which is determined by the robustness of power systems. To address the imbalance in transient stability samples, a two-stage assessment method combining cost sensitivity and ensemble learning has been widely adopted. However, due to the lack of optimization in the selection of the fair classifier, it is difficult to produce highly accurate and convincing evaluation results. The model proposed in this paper addresses the problem of transient stability assessment under imbalanced samples by considering the difficulty of classifying critical samples, combining cost sensitivity and ensemble learning, which greatly enhances the reliability of the fair classifier and the overall model reliability. Currently, the issue of sample imbalance in transient stability assessment cannot be ignored, as stable samples are the majority, unstable samples are fewer, and critical samples are even rarer. The training model must fully understand the characteristics of stable, unstable, and critical samples to classify them correctly. Therefore, solving the sample imbalance problem is crucial for transient stability assessment. The two-stage TSA model proposed in this paper aims to achieve accurate and reliable classification results even under imbalanced conditions.
2.2 Selection of positive and negative models and application of cost sensitivity
2.2.1 Selection of positive and negative models
Unlike most previous evaluation model designs, this paper designs a two-stage transient stability assessment model based on the integration of ensemble learning and cost sensitivity. The advantage of this approach is that it can combine the strengths of various models and effectively overcome the drawbacks of low accuracy, low effectiveness, and high cost caused by sample imbalance.
The positive and negative models are the foundational models in the entire two-stage framework; their results are only valid when they are consistent. Otherwise, if the results are inconsistent, the assessment will enter the next stage without directly outputting the results. Therefore, to maximize the role of the positive and negative models, cost sensitivity is applied to these models. The positive model is inclined to evaluate samples as stable, while the negative model is inclined to evaluate samples as unstable. Under this design, when the evaluation results of the positive and negative models are consistent, the input samples must be far from the boundary, indicating that the samples are either extremely stable or extremely unstable. In such cases, the positive and negative models require strong feature extraction capabilities to fully recognize samples beyond the boundary.
Convolutional Neural Networks (CNNs) possess strong nonlinear expression and pattern recognition capabilities, making them suitable for handling complex dynamic processes and nonlinear problems in power systems (Lee et al., 2023). This allows CNN-based TSA models to more accurately reflect the transient stability status of the power system based on input operational parameters. Compared to traditional time-domain and direct methods, CNN-based TSA methods offer higher assessment accuracy and faster computation speed. They can meet the requirements of online real-time prediction, providing timely and accurate power system stability analysis results for dispatchers (Gu et al., 2024). Additionally, CNN models can adapt to different power system scenarios and demands by adjusting the network structure and parameters, offering higher flexibility and scalability. In summary, applying CNNs to power system transient stability assessment has advantages such as automatic feature extraction, strong nonlinear processing capabilities, high accuracy, real-time performance, and applicability to complex systems, making it a vital tool in power system operation and control. Therefore, we select CNN as the positive and negative models. With CNN’s strong feature extraction capabilities, we can effectively handle the characteristics of stable and unstable sample regions, achieving initial simple classification. Furthermore, CNN-based methods can directly use low-level measurement data as input features, extracting multi-granularity information from measurement data through multi-size convolution kernels, thereby improving the accuracy of TSA in power systems (Jin et al., 2023).
For transient stability assessment, reasonable feature selection is needed to construct samples as input. This paper focuses on selecting steady-state quantities and fault characteristics for the forward-looking prediction of transient stability (Ji et al., 2022). Therefore, bus voltage, generator active and reactive power, and load active and reactive power are chosen as input features. Relevant data are obtained from measurements or time-domain simulations and input into the CNN model. The network structure of CNN is shown in Figure 1.
[image: Flowchart depicting a neural network for image classification. The first section shows input, followed by layers labeled 'Conv' and 'MaxPooling.' The next section displays a 'Flatten' layer, leading to a 'Full Connection' and ending with a 'Softmax' layer for output classification.]FIGURE 1 | CNN network structure.
Based on the input electrical quantity matrix, the convolutional layer performs local learning through convolution kernels in the CNN model. The convolution operation for each convolution kernel is as Equation 1.
[image: Mathematical equation representing a neural network operation, where \( a_k \) equals a function \( f \) applied to the matrix product of \( X \) and \( W_{c_k} \) plus \( b_{c_k} \).]
where [image: It seems there's an issue with how the image is displayed. Please upload the image or provide a direct URL so I can assist you better.] is the output of the [image: Please upload the image or provide a URL, and I'll generate the alternate text for you.]-th convolutional surface, [image: It seems like the image wasn't uploaded successfully. To generate the alternate text, please upload the image or provide a URL. If you have any questions, feel free to ask!] is the weight matrix corresponding to the [image: Please upload the image you'd like me to describe, ensuring it follows the correct process. If there's additional context or a caption you'd like to provide, feel free to include that as well.]-th convolution kernel, [image: Please upload the image or provide a URL, and I'll help generate the alternate text for it.] is the input matrix, [image: The expression "b subscript c comma k" in italic script, often representing a mathematical variable or parameter in a formula.] is the bias term, and [image: Please upload the image or provide a URL for me to generate the alt text.] is the activation function (the ReLU function is selected here).
For the pooling layer, this paper adopts max pooling, as shown in Equation 2.
[image: Mathematical expression denoting the maximum value in a sequence: \( a_{jk} = \max(a_{ij}) \), with \( i, j = 1, 2, \ldots, n \).]
where [image: Please provide the image or a URL to the image you would like me to describe.] represents the [image: It seems there is no image attached. Please upload the image or provide a URL so I can assist you in generating the alternate text.]-th pooling surface, [image: Italicized lowercase "a" with subscript "i" and "j" in a mathematical font style.] is a sub-block of the output matrix from the previous convolutional layer, and [image: Please provide the image or a URL to the image you want me to describe.] is the dimension of the sub-block of the output matrix from the previous convolutional layer.
The calculation formula for the fully connected layer is as Equation 3.
[image: Mathematical equation showing output \( a_{c} \) as a function of input \( a_{q} \) multiplied by matrix \( W_{c} \) and added to bias \( b_{c} \), followed by the equation number (3).]
In the fully connected layer, [image: Certainly! Please upload the image so I can provide the alternate text for it.] represents the output, [image: Sure, please upload the image or provide a URL so I can generate the alternate text.] represents the input, [image: \( W_{fc} \) is a mathematical notation, likely representing a weight matrix or function in a specific context, such as in neural networks or mathematical models.] represents the weight matrix, and [image: It seems there might be a misunderstanding. To generate alt text, please provide an image by uploading it or sharing a URL. If you have a specific image in mind, kindly add it here.] represents the bias term. The ReLU function is selected for the activation function.
The fully connected layer passes the output values to the output layer, and the expression of the sigmoid function in the output layer is as Equation 4.
[image: Mathematical formula for the sigmoid function: sigma of x equals one over one plus e raised to the power of negative x. Labeled as equation four.]
where [image: Please upload the image or provide a URL to generate the alternate text.] is the input value and [image: Greek letter sigma followed by an open parenthesis, x, and a close parenthesis, representing a function notation.] is the function output.
2.2.2 Application of cost sensitivity
Typically, the approach to solving quantity imbalance is to assign higher weights to unstable samples. However, the misclassification of critical samples still occurs. Another approach is to assign higher weights to both imbalances simultaneously: first, higher weights are given to unstable samples, and then higher weights are assigned to misclassified samples. This approach can lead to overfitting (Kesici et al., 2023).
In this study, the model is trained by optimizing parameters to improve the fit to the training samples. The loss function is used to measure the difference between the predicted and actual values, and the impact of training samples on evaluation rules can be assessed through the loss function. This cost-sensitive approach makes the positive model inclined to evaluate samples as stable and the negative model inclined to evaluate samples as unstable.
For the transient stability assessment problem, the weight correction coefficient for model parameters can be represented by Table 1.
TABLE 1 | Weight coefficient matrix for model parameter modification.
[image: Confusion matrix table with two rows and columns. Rows show real labels: Stable and Unstable. Columns display predicted labels: Stable and Unstable. Entries are C(1,1), C(1,0), C(0,1), C(0,0).]Where [image: The mathematical notation shows an equation where C at (1,1) equals C at (0,0), and both are equal to zero.]. [image: Please upload the image or provide a URL so I can generate the alternate text for you.] and [image: Please upload an image for which you need the alternate text.] represent the weight correction coefficients for model parameters when predicting stable conditions as unstable and unstable conditions as stable, respectively. Typically, [image: Equation displaying combinatorial notation: C(1,0) = C(0,1) = 1.].
In different scenarios, the proportion of unstable samples to stable samples in the training set often differs, which causes the model trained under imbalanced samples to have a certain bias in its discriminative results. Therefore, this paper introduces a correction factor [image: Please upload the image or provide a URL, and I'll generate the alternate text for you.] to adjust for the imbalance in sample numbers in different scenarios, as shown in Equations 5, 6.
[image: It seems like there was an error in processing your request. Please make sure to upload an image or provide a URL for it. You can also add a caption for additional context if needed.]
[image: Mathematical expression showing η (1, 0) equals N sub s divided by N underscore max, labeled as equation six.]
where [image: It seems like there was an issue with the image upload. Please try uploading the image again or provide a URL. If needed, you can also add a caption for more context.] is the number of stable samples in the training set; [image: The image shows the variable \( N_{\text{uns}} \) in mathematical notation, with "uns" as a subscript to the letter "N".] is the number of unstable samples in the training set.
By adjusting the weight correction coefficients during the evaluation model parameter correction process, the model’s loss function is as follows:
[image: Please upload the image or provide its URL so I can generate the appropriate alt text for you.]
The model using Equation 7 is the positive model. After applying cost sensitivity, this model tends to evaluate input samples as stable. Conversely, if the model needs to incline toward evaluating input samples as unstable, an additional correction factor [image: Please upload the image or provide a URL, and I will generate the alternate text for you.] is required. Since the original model tends to evaluate samples as stable due to sample imbalance, adding the coefficient [image: Please upload the image or provide a URL, and I will generate the appropriate alternate text for you.] ensures that the model tends to evaluate input samples as unstable. Similarly, it is also necessary to adjust the imbalance of the number of samples in different scenarios here, as shown in Equations 8, 9.
[image: Mathematical expression showing the ratio of \( N_s \) to \( N_{\text{img}} \), represented as \( f(0,1) = \frac{N_s}{N_{\text{img}}} \), with the equation labeled as (8).]
[image: Please upload the image or provide a URL, and I will help you generate the alternate text for it.]
When [image: Certainly! Please upload the image or provide a URL so I can generate the alternate text for you.], the evaluation model merely corrects for the bias introduced by the imbalanced training samples; when [image: The text "β > 1" in a mathematical format, possibly indicating a condition or inequality where the variable beta is greater than one.], the model increases its fit to unstable samples, reducing the misclassification probability for unstable samples.
The reorganized model’s loss function is shown in Equation 10.
[image: A formula is displayed on a white background. It is shown as:  \[ Gn = -y^{(0)}\ln y^{(0)\theta(1,0)} - \beta \left[ 1-y^{(0)} \right] \ln \left[ 1-y^{(0)} \right] \theta(0,1) \]  This equation appears to involve logarithms, exponents, and parameters like \( y^{(0)} \), \(\theta\), and \(\beta\), suggesting a mathematical or statistical expression.]
The negative model applies the loss function from the above equation to tend toward evaluating input samples as unstable.
2.3 Fair classifier
The fair classifier is used to classify hard samples, which are samples that the initial simple classification could not correctly categorize. Therefore, the sample set used to train the fair classifier is the critical sample set, and the model selection must consider this.
The fair classifier operates in the second stage of the assessment, requiring high accuracy and interpretability in its results. The sample set used to train the fair classifier is the critical sample set, which contains rich data information and high information entropy, requiring a suitable model to extract these features. For ELM training, the ideal sample should be data close to the stability boundary to obtain refined stability rules, allowing for effective learning of the critical region and a strong ability to correctly classify hard samples.
Given the above considerations, ELM is chosen as the fair classifier. Due to the distribution characteristics of the critical sample set, it matches the training requirements of the ELM model. If the training samples of ELM are from the critical region, the trained ELM will have a strong ability to correctly classify the critical sample set. ELM is used for training, but not with the original sample set; instead, it is trained using samples with conflicting evaluation results from two classifiers with opposing biases.
ELM can randomly select input layer parameters, and then use the Moore-Penrose generalized inverse to obtain the output layer weights with the smallest 2-norm. In ELM, only the number of hidden layer neuron nodes needs to be learned and adjusted, and the entire process does not require iteration. Figure 2 shows the ELM network structure.
[image: Diagram showing a neural network with input neurons labeled \(x_1\) to \(x_N\), connected to hidden neurons labeled \(1\) to \(L\). These hidden neurons connect to output neurons labeled \(y_1\) to \(y_M\). Arrows indicate connections between layers.]FIGURE 2 | Elm network structure.
Specifically, for a dataset [image: It seems like there was an issue with uploading the image. Please try uploading it again, and I will help you create the alternate text for it.] with [image: If you have an image you would like me to generate alt text for, please upload it directly or provide a URL. If you have additional context or a caption, feel free to include that as well.] samples, where [image: Mathematical notation displaying "x sub i belongs to R superscript n," indicating that the variable x with subscript i is an element of n-dimensional real space.] and [image: Mathematical notation depicting \( y_i \in \mathbb{R}^2 \), indicating that \( y_i \) is an element of the two-dimensional real number space.], [image: Please upload the image or provide a URL, and I'll help generate the alt text for it. If you have any additional context or a caption, feel free to share that as well.] is the class label of the [image: It seems there is an issue with the image upload. Please try uploading the image again or provide a URL if it's hosted online. You can also add a caption for more context.]-th sample, and the ELM output with [image: It seems there might have been an issue with the image upload. Please try uploading the image again or provide a direct URL. If there's additional context or a caption, you can include that too.] hidden layer units is shown in Equation 11.
[image: The equation shows a mathematical function: \( f(x_j) = \sum_{i=1}^{m} \beta_i h(w_i x_j + b_i) = y_j \).]
where [image: It seems there is no image provided. Please upload the image or provide a URL so I can help generate the alternate text for it.]; [image: Please upload the image or provide a URL for it, and I can help generate the alternate text.] is the activation function; [image: Mathematical expression showing \( w_i \in \mathbb{R}^n \), indicating that \( w_i \) is an element of the n-dimensional real number space \(\mathbb{R}^n\).] is the weight vector of the [image: It seems there was an issue with uploading the image. Please try uploading it again, and I will help you generate the alternate text.]-th unit in the hidden layer; [image: The mathematical notation shows \(\beta_i \in \mathbb{R}^2\), indicating that \(\beta_i\) is an element of the two-dimensional real number space.] is the multiplier of the [image: It seems like there was an issue with uploading your image. Please try uploading the image again, and I'd be happy to help with the alternate text.]-th unit in the hidden layer; and [image: Mathematical expression showing "b sub i is an element of the set of real numbers superscript one".] is the bias of the [image: Please provide the image by uploading it or sharing a URL.]-th unit in the hidden layer.
In ELM, the weight vector [image: The image shows the mathematical variable \( w_i \), indicating the i-th element of a sequence or array.] and the bias [image: Please upload the image or provide a URL, and I will help you generate the alt text for it.] are randomly assigned, and the multiplier [image: If you upload the image or provide a URL, I can help create the alternate text for it.] can be obtained based on all the data through the Moore-Penrose generalized inverse. Therefore, there is no need for the backpropagation (BP) neural network’s necessary back-adjustment process (Fuqiang et al., 2023), making ELM’s calculation speed significantly faster than classification algorithms based on optimization. This reduction in calculation time also reduces the online application time of the two-stage evaluation model (Zhang et al., 2017).
2.4 Overall evaluation process
After completing all the above designs, the framework for the proposed two-stage transient stability assessment model is established. Next, the overall evaluation process is designed.
The model proposed in this study is a two-stage evaluation model, where the second stage’s evaluation somewhat depends on the results of the first stage. Therefore, it is necessary to design scoring for the first-stage evaluation results to complete the evaluation logic of the first and second stages.
Define [image: Please upload the image or provide a URL, and I can help generate the alternate text for it.], [image: It seems there is a misunderstanding. To generate alt text, I'll need the actual image file or a link to it. You can upload the image or provide the URL, along with any context or caption you think might be necessary.], [image: Stylized lowercase Greek letter lambda with a subscript number two, commonly used in mathematical expressions and equations.], where [image: Please upload the image or provide a URL so I can generate the alternate text for it.] is the total score of the first stage, and [image: Image shows the Greek letter lambda with a subscript number one, typically used to denote the first eigenvalue or parameter in mathematical equations or scientific formulas.], [image: A stylized lowercase Greek lambda symbol with a subscript two, often used in mathematical or scientific contexts.] are the scores of the positive and negative classifiers, respectively.
To improve efficiency, [image: It seems like you've entered a mathematical symbol rather than an image. If you have an image to describe, please upload it or provide a URL. If you need an explanation of a symbol, feel free to ask!], [image: A mathematical symbol representing the Greek letter lambda with a subscript two.] are linked to the output results of the positive and negative classifiers. If the positive classifier output is stable (label 1), then [image: It seems you're trying to describe a mathematical notation, specifically the Greek letter lambda with a subscript one. If you have an image to provide, please upload it for alternate text.] is 1; otherwise, it is 0.
Define [image: The equation displays lambda equals lambda subscript one plus lambda subscript two, using Greek letters.], the scoring logic is summarized in Table 2.
TABLE 2 | Scoring table.
[image: Table showing values based on parameter lambda. Columns are labeled lambda sub 2 equals zero and lambda sub 2 equals one. Rows are labeled lambda sub 1 equals zero and one. Entries are zero, one, one, and two respectively.]According to the model logic proposed in this paper, the first-stage evaluation results are credible, and the evaluation results are directly output only when the positive and negative classifier outputs are consistent. This occurs when [image: Please upload the image for which you would like me to generate alternate text.] is 0 or 2, meaning the first-stage evaluation results are reliable, and there is no need for the second-stage evaluation. If the positive and negative classifier outputs are inconsistent, the first-stage evaluation results are unreliable, and [image: Please upload the image or provide a URL so I can generate the alternate text for it.] equals 1, then the process proceeds to the second-stage evaluation.
The overall evaluation process can be simplified as shown in Table 3.
TABLE 3 | Evaluation process.
[image: A table displays three rows and four columns. The columns are labeled: λ, First stage, Second stage, and Total score. The data is as follows: Row 1: λ = 0, First stage = 1, Second stage = 0, Total score = 1. Row 2: λ = 1, First stage = 1, Second stage = 1, Total score = 2. Row 3: λ = 2, First stage = 1, Second stage = 0, Total score = 1.]As shown in Table 3, when the total score is 1, the second-stage evaluation result is output as the model’s evaluation result. When the total score is 2, that is, when [image: Please upload the image or provide a URL for it, and I will generate the alt text for you.] equals 1, the first-stage evaluation result is credible, and the first-stage evaluation result is output as the model’s evaluation result.
3 IMPLEMENTATION PROCESS OF THE INTEGRATED TSA MODEL
After selecting a specific example system, transient stability simulations are performed to collect steady-state data and create the initial sample set.
Based on the obtained initial dataset, the positive and negative classifiers are trained separately. After training, the initial dataset is re-input into the trained positive and negative classifiers for evaluation, and the critical dataset is organized based on the differing evaluation results from the positive and negative classifiers.
Since the fair classifier needs to correctly classify critical samples, ELM is selected as the fair classifier. By training ELM using the critical sample set, the ability of ELM to correctly classify critical samples is greatly enhanced, meeting the requirements of the fair classifier. The construction of the integrated TSA model is then completed.
When evaluating real-time data obtained from the power system, the measured data is input into the positive and negative classifiers for evaluation. If the evaluation results are consistent, the results are output, completing the assessment; if the evaluation results are inconsistent, the measured data is input into the fair classifier, and the evaluation results from the fair classifier are output, completing the assessment. The specific implementation process is shown in Figure 3.
	(1): Offline Training
	(2): Online Application

[image: Flowchart illustrating a data classification process. On the left, it begins with an initial sample set, processed through training based on cost-sensitive methods, dividing into positive and negative classifiers. Critical samples are collected, moving to an ensemble learning model (ELM) and a fair classifier. On the right, the process starts with data input, followed by phase assessment. It uses positive and negative classifiers to determine assignment results, leading to output behavior results through fair and phase assessment classifiers.]FIGURE 3 | (1) Offline training; (2) Online application.
4 CASE ANALYSIS
Taking the New England 10-generator, 39-bus system as a case study, as shown in the Figure 4, the entire bus system is divided into four regions according to adjacent buses. Four different load levels, 80%, 90%, 110%, and 120%, are considered, and each region is assigned a different load level, resulting in 256 different power flows,256 different operating modes. The generator output is adjusted accordingly to ensure the convergence of power flow calculations. The fault is set as a three-phase short-circuit fault, and an N-1 scan is performed on the system by sequentially setting faults on different lines. The fault duration is set to 0.2 s on lines without transformers, with the fault point located at 50% of the line’s length. On lines with transformers, the fault point is set at the head section of the line.
[image: Illustration of a complex network diagram with interconnected nodes labeled "G" and various numbered junctions. Arrows indicate the flow direction between elements, creating a web-like structure across the design.]FIGURE 4 | Line diagram of IEEE 39-bus power system.
The selection of input features including bus voltage, generator active power and reactive power, as well as load active power and reactive power, is indeed widely used in data-driven transient stability assessment (Li et al., 2021; Du et al., 2021). Bus voltage reflects the system’s voltage levels and can serve as an early warning for instability. Generator active power and reactive power respectively influence frequency stability and voltage regulation. Load active power affects the system’s energy balance, while load reactive power is crucial for voltage stability. These features provide a solid foundation for predictive transient stability assessment.
A total of 11,776 samples are generated. By sampling from these 11,776 simulated samples, the training set, testing set, and validation set are obtained in a ratio of 8:1:1.
Transient stability assessment in power systems includes two categories: stable and unstable. The criterion for stability is the transient stability index (TSI). The details are given in Equation 12.
[image: \( r_{\text{rST}} = \frac{360^\circ - |\Delta \delta_{\text{max}}|}{360^\circ + |\Delta \delta_{\text{max}}|} \) followed by equation number 12 in parentheses.]
When the maximum rotor angle difference among generators exceeds [image: A 360-degree panoramic view of a serene lake surrounded by dense, green forests. The sky is clear with few clouds, reflecting on the water's surface. Along the shoreline, there's a small wooden dock extending into the lake.], TSI is less than 0, and the system is considered unstable; when the rotor angle difference is less than [image: It seems like you're mentioning an image, but there's no visible image provided here. Please upload the image or provide a URL so that I can help generate the alt text for it.], TSI is greater than 0, and the system is considered stable.
The following indicators are set as in Equations 13–15 to evaluate the performance of the model:
[image: Formula for accuracy, \( p_{ACC} \), expressed as \((T_P + T_N) / (T_P + F_P + T_N + F_N) \times 100\%\). Numbered as equation (13).]
[image: The image shows the formula for the probability of false detection: \( p_{FD} = \frac{F_P}{F_P + T_N} \times 100\% \), labeled as equation 14.]
[image: The formula for calculating \( P_{FA} \) is given as the number of false negatives \( F_N \) divided by the sum of true positives \( T_p \) and false negatives \( F_N \), multiplied by 100 percent, labeled as equation 15.]
After the training, the model is tested from the test set, and the performance test results of the model are obtained. At the same time, existing Two-Stage models (such as two-stage-LSTM, two-stage-GRU) are tested, which all use the same neural network (such as LSTM or GRU) for positive and negative sample classification and fair classification tasks. The weight coefficient matrix used for model parameter correction is shown in Table 4. Firstly, transient stability evaluation experiments were conducted on the single-stage model and the two-stage model, and the results were recorded and summarized as shown in Table 5.Vertical comparison shows that the two-stage method proposed in this paper outperforms the single-stage method in all indicators, with a significant reduction in misclassification rates and a marked improvement in classification accuracy. This validates the effectiveness of the two-stage model in complex tasks compared to a single model. Figure 5 shows the bar chart comparison of the performance between single-stage and two-stage models.Based on these findings, we further explored the effects of different neural network combinations within the two-stage framework. As such, this paper proposes the TCS-ELM model (Two-Stage Cost-Sensitive Ensemble Learning Model), using CNN for positive and negative sample classification in the first stage and ELM for fair classification in the second stage, fully leveraging CNN’s feature extraction strengths and ELM’s efficient classification capabilities. Table 6 shows the performance testing results of various two-stage models and the proposed TCS-ELM model.Results indicate that the proposed TCS-ELM model, by using CNN in the first stage for stronger feature extraction capabilities and ELM in the second stage for improved classification accuracy, outperforms other two-stage models (such as Two-Stage-LSTM and Two-Stage-GRU) in all indicators, particularly exhibiting higher accuracy and robustness when handling critical samples. This demonstrates that the TCS-ELM model combines the advantages of CNN and ELM in their respective stages, significantly enhancing overall performance. Figure 6 presents the bar chart comparison of the performance between TCS-ELM and other two-stage models.
TABLE 4 | Weight coefficient matrix for model parameter modification.
[image: Confusion matrix showing real versus predicted labels. The real labels are "Stable" and "Unstable." Predicted labels are "Stable" and "Unstable." Entries include true positives (Tₚ), false negatives (Fₙ), false positives (Fₚ), and true negatives (Tₙ).]TABLE 5 | Comparison of single-stage and two-stage models.
[image: Table comparing different models based on PACC, PFD, and PFA metrics. LSTM: 0.9202, 0.6535, 0.4444. Two-Stage-LSTM: 0.9363, 0.5644, 0.2903. GRU: 0.9253, 0.6238, 0.3968. Two-Stage-GRU: 0.9465, 0.4257, 0.2564. CNN: 0.9482, 0.3663, 0.2727. Two-Stage-CNN: 0.9533, 0.2376, 0.2870.][image: Bar chart comparing the performance of different models: LSTM, Two-Stage LSTM, GRU, Two-Stage GRU, CNN, and Two-Stage CNN. Metrics shown are WAIC (blue), MPD (orange), FID (green), and PPL-A (yellow). WAIC consistently scores highest across models, while PPL-A scores lowest.]FIGURE 5 | Comparison of performance between single-stage and two-stage models. Model performance improvement: two-stage vs. baseline (LSTM, GRU, CNN).
TABLE 6 | Comparison of TCS-ELM with other two-stage models.
[image: Comparison table of model performance. Columns are Model, PACC, PFD, and PFA. Models: TCS-ELM (0.9779, 0.1584, 0.1053), Two-Stage-CNN (0.9533, 0.2376, 0.2870), Two-Stage-GRU (0.9465, 0.4257, 0.2564), Two-Stage-LSTM (0.9363, 0.5644, 0.2903).][image: Bar chart comparing the performance of four models: TCL-STA4, Two-Stage CNN, Two-Stage GRU, and Two-Stage LSTM. Performance is measured by three metrics: ACC (blue bars), BPD (orange bars), and FPA (green bars). The ACC values are approximately 91.39%, 96.32%, 94.01%, and 91.61% respectively. BPD values are about 15.84%, 23.76%, 42.57%, and 36.44%. FPA values are around 10.59%, 26.73%, 39.64%, and 28.79%.]FIGURE 6 | Comparison of performance between single-stage and two-stage models. Performance comparison of 4 deep learning models.
5 CONCLUSION
In conclusion, the two-stage transient stability assessment model proposed in this paper, which leverages a combination of cost sensitivity and ensemble learning, addresses the key challenge of sample imbalance while exhibiting robust classification capabilities, particularly for hard-to-classify samples. By integrating these advanced techniques, the model demonstrates exceptional performance, achieving high levels of accuracy without compromising the reliability and credibility of the evaluation results.
In contrast to widely used transient stability assessment methods, this model successfully overcomes several of their inherent limitations. Traditional models often struggle to balance speed, accuracy, and reliability, particularly in cases where the data distribution is uneven or where outliers skew the results. The proposed model not only mitigates these issues but also delivers rapid assessments, making it highly efficient for real-time or near-real-time applications. Its ability to provide convincing and trustworthy evaluations further strengthens its utility in practical scenarios where precise and timely decision-making is crucial, such as in power grid operations and other dynamic systems.
By offering a superior balance of speed, accuracy, and evaluation credibility, this model stands out as a significant advancement in the field of transient stability assessment, offering a practical solution that is both scalable and adaptable to diverse operating conditions.
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As the proportion of renewable energy and power electronics equipment continues to rise, the level of rotational inertia decreases considerably, resulting in severe frequency stability challenges to the power grid. It is of great significance to accurately predict the frequency nadir following a large disturbance. This paper proposes a novel data-model fusion-driven approach for the prediction of frequency nadir. As the physics-driven part, a Simplified Prediction Model (SPM) based on power-frequency polynomial fitting is developed to quickly produce the frequency nadir. As the data-driven part, Back Propagation Neural Network (BPNN) is deployed to correct the errors of the SPM to achieve more accurate results. This serial integration scheme not only obtains the final prediction result with higher accuracy, but also meets the computational efficiency requirements of online prediction. Compared with existing integration-driven methods, SPM only focuses on the active power-frequency characteristics of the system, which retains the most critical effects and greatly reduces the dependence of BPNN on sample data quality. Case studies on a modified IEEE 39-bus system verify the effectiveness of the proposed approach.
Keywords: low inertia, frequency nadir, frequency stability, frequency response, renewable energy

1 INTRODUCTION
In order to realize the “dual carbon” development strategy, it is urgent to accelerate the construction of a new power system. With the large-scale integration of clean and low-carbon energy resources such as wind power and photovoltaic generation, the power system with synchronous machines as the main body has gradually evolved to the system with renewable energy as the main body, showing an increasingly decrease trend of rotational inertia level, and the system’s frequency response capability is weakened remarkably. Consequently, the frequency stability of the power system is facing severe challenges under large power disturbances.
Frequency is one of the basic indicators to describe the operating state of the power system. The frequency nadir consists of the maximum frequency deviation and the frequency nadir time. It is not only the key indicator to judge whether the frequency is out of the limit, but also regarded as the decision-making basis for appropriate frequency regulation control. It is very important to quickly and reliably predict the frequency nadir for frequency stability evaluation and control of large power systems (Hatziargyriou et al., 2021).
At present, there are three typical methods to predict the frequency nadir following disturbances: time-domain simulation method, simplified model based method, and data-driven method. The time-domain simulation is the most common used method for analyzing the frequency response of a power grid, which builds a time-domain model of each element of the system (including different generation units with nonlinear control links), and converts it into a series of differential algebraic equations to iteratively calculate the accurate numerical solutions of each state quantity of the power grid (Wen et al., 2023). Common time-domain simulation software includes PSASP, PSD-BPA, DIgSILENT/Power-Factory and PSS/E, etc. However, the time-domain simulation method is often time-consuming when analyzing large-scale power systems, which is more suitable for offline analysis of power grid planning and accident recurrence, but not for real-time online analysis of power grids with strong timeliness requirements. The simplified model method usually solves the dynamic process of the frequency response by retaining the rotor equation of motion and the governor model, such as the average system frequency (ASF) model (Chan et al., 1972) and the system frequency response (SFR) model (Anderson and Mirheydar, 1990; Liu et al., 2020; Egido et al., 2009) decouple power and frequency by breaking the frequency closed loop, and the analytical calculation of the frequency nadir is realized; Shen et al., 2021; Wang et al., 2022b propose multi-machine equivalent SFR models and derive their closed-form solutions to solve the frequency response of power systems with two or three regions. In summary, the simplified model is suitable for online analysis scenarios with high speed requirements, but the prediction accuracy needs to be further improved. With the rapid popularization of wide area measurement system (WAMS) in power grids, Phasor Measurement Unit (PMU) and Supervisory Control And Data Acquisition (SCADA) systems can obtain massive amounts of information about the operation of the power grid in real time, making machine learning based on data analysis more and more widely used in the power system (Kamruzzaman et al., 2021; Yi et al., 2021; Bo et al., 2022). Data-driven method can effectively deal with the nonlinear and complex problems of physical models, and provide new solutions for the establishment of frequency models of complex power systems solutions. However, its prediction accuracy is heavily dependent on the quantity and quality of sample data, the generalization ability is insufficient and the prediction results often lack interpretability.
In order to meet the practical needs of the power system, the simplified model can be combined with data-driven methods, integrating the advantages of both methods, so as to improve the overall performance and be suitable for solving complex physical problems. Feng et al., 2021 discusses the feasibility of integrating model-driven methods and data-driven methods for online frequency stability evaluation. Han et al. (2022) embeds frequency-response related physics in gated recurrent unit neural networks through the basic input eigenquants and the embedded physical knowledge, new input eigenquants are formed and used for model training. However, how to efficiently combine the accurately modeled frequency response model and the data-driven model to achieve complementary advantages remains to be studied.
In this paper, the problem of frequency nadir prediction of a high proportion of renewable energy power systems under large power deficit is studied. Due to the computing speed requirements for real-time applications, a Simplified Prediction Model (SPM) based on system frequency response equivalent is developed. Compared with the traditional frequency response model (Yang et al., 2022), the SPM uses polynomials of different orders to fit the power frequency characteristics of each frequency modulation resource, including synchronous generator, renewable energy, load, and HVDC, so as to analyze and calculate the maximum deviation of the frequency and the frequency nadir time, which has the advantages of low identification difficulty, simple form, and less required information. Therefore, the SPM is selected to be a physical-driven link in this paper to ensure the high computational speed of the fusion model.
The complexity of the data model is positively correlated with the predicted effect, and at the same time, higher requirements are put forward for the quality of data samples. Since this paper only focuses on the active power-frequency characteristics of the power system, in the serial ensemble approach, the role of the data model is to correct the predictions of the physical model, rather than to fit the complex physical mechanisms of the entire power grid. As a shallow neural network, BPNN (Back Propagation Neural Network) has good self-learning, self-adaptive, nonlinear mapping, and generalization capabilities. Therefore, in order to ensure the feasibility and accuracy of the integration-driven method, BPNN is used as the part of the data model.
The serial ensemble method (Wang et al., 2019) is implemented to introduce the SPM to obtain the initial prediction results, which can ensure the prediction efficiency and reduce the dependence of the data model on sample data. The BPNN is deployed to correct the error of the initial prediction results of the physical model. Simulation results on a modified IEEE 39-bus system show that the data-model fusion-driven method can predict the frequency nadir with high accuracy and speed, and provide more reliable indices and basis for the frequency stability analysis and control of the power system.
2 SPM MODELING AND ANALYTICAL SOLUTION
The frequency response characteristics of the power system with a high proportion of renewable generation are mainly affected by the synchronous generators, load frequency characteristics, auxiliary frequency control strategies of renewable energy units and HVDC links. According to the respective power-frequency response characteristics, the modeling and analysis of each type of frequency modulation resources are explained in this section.
2.1 Power-frequency characteristics of synchronous generators
The mechanical power output curve of a typical synchronous generator governor under power step disturbance can be simply divided into three sections according to its change characteristics, namely, the fast change section, the constant velocity change section, and the steady-state output section. The generator governor changes the output power by changing the prime mover valve, so as to suppress the unbalanced power, and finally restore the frequency to a quasi-steady state. The complete curve change process can be represented by the following higher-order polynomial (Equation 1):
[image: Equation showing a formula for ΔP_G(t), which equals K_G^0 plus K_G^1 times Δθ/dt plus K_G^2 times (Δθ/dt)^2 plus K_G^3 times (Δθ/dt)^3, continuing to K_G^n times (Δθ/dt)^n, labeled as Equation 1.]
where [image: The image shows the mathematical expression "Delta P subscript G" in italic font, representing a potential change in pressure.] is the mechanical power deviation output by the synchronous generator governor; [image: Mathematical notation displaying the symbol "K" with a subscript "G" and a superscript "0".], [image: Mathematical notation showing "K" with a superscript "1" and subscript "G".], and [image: Mathematical expression showing the symbol "K" with a superscript "2" and a subscript "G".] are the polynomial coefficients related to the rate of change of each order.
For synchronous generator governors, the higher the order of the above polynomials, the more accurate the power-frequency response characteristic curve of the generator governor in this scenario can be described. However, at the same time, the introduction of higher-order polynomials will bring more cumbersome workload to frequency stability online evaluation, which will seriously slow down the computational speed. For the frequency nadir, the corresponding time coordinates are often located in the uniform velocity change segment, so only the first two curve change links need to be accurately modeled.
Taking the GS-TB type governor in the PSD-BPA software as an example, given a load disturbance of 35 MW, the system frequency deviates. The actual response curve of the governor and its polynomial fitting curves of different orders are compared as shown in Figure 1. It can be seen that the second-order polynomial can accurately fit the power output curve of the governor within the time scale from the moment of fault occurrence to the frequency nadir. Therefore, the second-order polynomial is utilized to describe the active power frequency characteristics of the generator governor before the frequency nadir is reached, and the expression is:
[image: Mathematical expression showing AP subscript G of t equals K subscript G superscript zero plus K subscript G superscript one times d delta f over dt plus K subscript G superscript two times quantity d delta f over dt squared.]
[image: Graph showing various polynomial fitting curves for a governor's actual response. The x-axis represents the change in frequency over time, and the y-axis shows the change in power. The red line is the actual response, with first-order (green), second-order (black), and third-order (blue) fitting curves closely following. An inset zooms in on a section of the graph.]FIGURE 1 | The active power-frequency characteristic curve and its fitting results of the GS-TB type governor.
2.2 Power-frequency characteristics of the active participation of renewable energy units in frequency regulation
Under the conventional control strategy, renewable energy units do not actively participate in the frequency regulation, which leads to a significant reduction in the inertia of the system and a weakening of the frequency control capability. Many studies have been conducted to improve the control strategy to enable them to participate in the support of the power grid frequency. To this end, most of the current renewable energy stations achieve auxiliary frequency response by implementing measures such as virtual synchronous control, virtual inertia control, and droop control. The purpose of these control schemes is to enable the renewable energy stations to simulate the characteristics of the frequency response of synchronous generators through the control of power electronic inverters and algorithms. The active power-frequency characteristics of a renewable energy unit considering virtual inertia and droop control can be expressed as:
[image: Equation showing change in reactive power (\(\Delta P_R(t)\)) as proportional to the sum of frequency deviation (\(K_d \Delta f\)) and the derivative of frequency change over time (\(K_t \frac{d\Delta f}{dt}\)), labeled as equation (3).]
where [image: It seems like there might have been an error with the image upload. Please try uploading the image again or provide a URL to it. If there's anything else you'd like to add for context, feel free to include that as well.] is the equivalent droop coefficient of the renewable energy unit, and [image: It looks like the image did not upload successfully. Please try uploading the image again, and I'll be happy to help with the alternate text.] is the equivalent virtual inertia coefficient.
2.3 Frequency characteristics of the load
When the frequency changes, the active power absorbed by the load from the grid also changes, which is the frequency characteristic of the load. In the dynamic process prior to the frequency reaches its nadir following the disturbance, the power-frequency dynamic characteristics of the load can be simplified as follows:
[image: Equation showing \(\Delta P_L(t) = k_L^a f + k_L^p\), labeled as equation (4).]
where [image: Symbol for pressure drop labeled as \( \Delta P_L \).] is the power deviation of the active load of the system; [image: Mathematical notation displaying the symbol "K" with a superscript zero and a subscript "p".] and [image: Equation showing "K" with superscript one and subscript "p".] are the frequency-dependent load factors of each order.
2.4 Frequency characteristics of the HVDC frequency limiter
For the high proportion of renewable energy grids, the frequency characteristics can be improved by suppressing the change of electromagnetic power of the generator through the fast and controllable function of HVDC power, reducing the deviation between the generator and the mechanical power. An HVDC frequency limiter can be used to respond to the frequency deviation of the grid and automatically modulate the HVDC power. When the power for HVDC modulation preparation is sufficient, the power-frequency dynamic characteristics can be expressed by the following formula:
[image: Mathematical equation representing a control system formula, specifically the change in PLC over time. The equation is ΔP\_{PLC}(t) = K\_m Δf\_{s,j} + ∫ K\_i Δf dt, labeled as equation (5).]
where [image: Equation depicting a change in variable P, denoted as ΔP, with a subscript FLC.] is the power deviation of the HVDC modulator of the system; [image: Stylized letter K with a subscript m, often used in mathematical or scientific contexts to represent a constant or parameter related to kinetics or reaction rates.] is the frequency-dependent gain factor, [image: If you upload an image or provide a URL, I can help generate the alt text for it.] is the integral coefficient. The role of the integration link is mainly reflected in the reduction of the steady-state frequency deviation, and this paper only focuses on the maximum frequency deviation in the frequency response process, and the role of integration control FLC can be ignored. As a result, the power response of FLC control can be further simplified, as shown in Equation 6.
[image: Please upload the image or provide a URL so I can assist you in generating the alternate text.]
2.5 Polynomial fitting of power–frequency characteristics
For the power system with a high proportion of renewable energy generation, this paper mainly focuses on the stage when the frequency drops to the nadir under the high power shortage, according to the rotor swing equation:
[image: Equation shows the rate of change of a function H_sys with respect to time t, expressed as the difference between ΔP_m and P_d, minus D_sys multiplied by Δf(t). Numbered as equation (7).]
where Hsys and Dsys are the equivalent inertia and damping constants of the system, Δf is the frequency deviation, Pd is the active disturbances suffered by the system, and ΔPm is the active output of the resources participating in the primary frequency modulation.
Substituting Equations 2–6 into Equation 7, the following equation can be obtained:
[image: Equation representing the change in force, denoted as Δf, equals a times the square of the derivative of Δs with respect to time plus b times this derivative, plus c sub e times Δf. Δf is within the range zero to Δf max, identified as equation eight.]
Where
[image: Three equations are displayed: \( a = \frac{K_{\alpha}^{2}}{D_{yy} + K_{y}^{2} - K_m} \), \( b = \frac{K_{\alpha} + K_{y} - 2H_{yy}}{D_{yy} + K_{y}^{2} - K_m} \), and \( c = \frac{K_{\alpha}^{2} - K_{\beta}^{2}}{D_{yy} + K_{y}^{2} - K_m} \).]
From the above equations, it can be seen that the rate of change of the system frequency with time and the frequency deviation show a second-order polynomial relationship before the system frequency falls to the nadir, which provides a theoretical basis for the subsequent identification of system parameters and online fitting prediction of the frequency. Although Equation 8 does not explicitly include the relevant variables of renewable energies, it can be seen from Equation 9 that the polynomial parameters identified by the measurement data actually reflect the virtual inertia control and droop control characteristics of renewable energies, and the changes in the operation mode and inertia level of the system are also reflected by the parameters of the second-order polynomial.
2.6 Simplified frequency nadir prediction model
Considering that when the frequency of the system reaches the extreme point, there will be [image: Equation showing the rate of change of a function \( \Delta f \) with respect to time \( t \) is equal to zero.]. According to the correlation properties of the quadratic function, to meet the above conditions, the function image corresponding to Equation 8 must be symmetric with respect to the y-axis, and one obtains (Equation 10):
[image: Please upload the image or provide a URL so I can generate the alt text for you.]
The frequency nadir can thus be solved by:
[image: Mathematical equation showing "Δ V subscript max equals epsilon" with the reference number eleven in parentheses.]
Further analysis of the above quadratic function can be rewritten as (Equation 12):
[image: A mathematical equation showing square root of quantity a divided by the difference of \(\Delta f\) and c, multiplied by d\(\Delta f\), equals dt. A reference number (12) is at the end.]
For the left and right integrals, one obtains (Equation 13):
[image: Equation showing t equals two times the square root of a times c minus the square root of a times parentheses a times t minus c, labeled as equation thirteen.]
The time of the frequency nadir can be calculated by:
[image: Equation for indirect fitness benefit: \( I_{\text{indir}} = 2\sqrt{ac} \) labeled as equation fourteen.]
Equations 11, 14 are the SPM’s expressions proposed in this section. Since it can reflect the characteristics of various frequency modulation resources, the model is suitable for power systems with a high proportion of renewable generation.
3 BPNN MODELING AND FEATURE SELECTION
3.1 BPNN algorithm
BP neural network, is a multilevel feedforward network structure trained on an error backpropagation algorithm. It adjusts the network weights by passing information forward layer by layer, comparing it to the desired output at the output layer, and then propagating the error backwards to each layer until the preset accuracy requirements are achieved (Wang et al., 2022a). The network topology is shown in Figure 2.
[image: Diagram of a neural network with three layers: input, hidden, and output. The input layer has three nodes, the hidden layer has four, and the output layer has one. Arrows indicate connections between nodes across layers.]FIGURE 2 | Structure diagram of the BPNN algorithm.
A two-layer feed-forward network with sigmoid hidden neurons and linear output neurons (fitnet), can fit multi-dimensional mapping problems arbitrarily well, given consistent data and enough neurons in its hidden layer. BPNN can obtain the best training results by continuously adjusting the number of neurons in the hidden layer. Considering that the input and output of SPM-BPNN are the maximum frequency deviation and their corresponding time, the number of neurons in the hidden layer is finally determined to be 4 after simulation tests.
3.2 Feature extraction
For the data-driven model, it is necessary to analyze the key factors affecting the frequency nadir in combination with the dynamic process of frequency response to select the eigenvalues, and the frequency response characteristics of the power system are mainly related to the active disturbance amplitude and the physical parameters of the frequency modulation unit.
The essential reason for the dynamic change of system frequency is that there is a power imbalance in the system, which leads to an imbalance between electromagnetic torque and mechanical torque, and ultimately leads to a change in motor speed. Therefore, the active power deficit of the system is a key factor affecting the frequency nadir.
For synchronous generators, the inertia, as a measure of the magnitude of inertia, reflects the rotor energy of the generator set, that is, the difficulty of changing the rotor state. Therefore, the equivalent inertia constant of the system is also a key factor influencing the frequency nadir.
Conventional generator units have the capability of primary frequency modulation, and can also participate in the frequency response when the renewable energy station imposes a specific control strategy. Therefore, the basic parameters of the governor, the virtual inertia coefficient and the equivalent droop coefficient are also the key factor influencing the frequency nadir.
In the process of HVDC FLC participating in frequency modulation, with the increase of frequency deviation, the rapid increase of HVDC power can correspondingly increase the electromagnetic power of the unit, thereby eliminating the unbalanced power, significantly suppressing the high-frequency deviation amplitude, and improving the frequency recovery characteristics. Therefore, the basic parameters of the HVDC frequency modulator are also factors that affect the frequency nadir.
Based on the above analysis, it is necessary to select key variables as input features of BPNN. For the physical data fusion model, BPNN only needs to correct the initial prediction results of the SPM, so its input features can only be the frequency nadir obtained by the SPM.
4 SPM-BPNN FUSION MODELING
The serial scheme is used to fuse the SPM with the BPNN model to construct the SPM-BPNN model to achieve the purpose of complementing each other’s advantages. Figure 3 shows the schematic diagram of the SPM-BPNN integrated modeling, which includes both offline training and online application.
[image: Flowchart illustrating a two-phase process: "Offline Training" and "Online Application." In the offline phase, historical data and physical parameters are used with SPM and BPNN models for training and updating. The online phase involves updating parameters, obtaining initial and final prediction results through the updated SPM and trained BPNN model, accounting for actual disturbances.]FIGURE 3 | SPM-BPNN fusion modeling scheme.
4.1 Offline training
During offline training, the physical parameters, power deficit, and actual frequency nadir of the generation units are obtained from the frequency historical data or simulation data. The SPM quickly obtains the initial frequency nadir according to the physical parameters and power deficit of the frequency modulation units, and takes it as the input feature of the BPNN, and the actual frequency nadir as the output feature. The input and output features are normalized and fed into the BPNN for offline training. Finally, the trained BPNN model is used to calculate the frequency nadir online.
4.2 Online application
In the online calculation, the power deficit of the system can be measured by the WAMS and the physical parameters of the generation units can be accessed online. Based on these parameters, the SPM can compute the initial results. Then, the trained BPNN model is used to correct the initial results to obtain the final frequency nadir point. As the operating scenarios of the power system change, the parameters of the physical model also need to be updated accordingly.
5 CASE STUDIES
5.1 Case system introduction
In order to verify the effectiveness and accuracy of the SPM-BPNN fusion model proposed in this paper, a modified IEEE 39 bus system is introduced. The reference frequency is 50 Hz, and its topology is shown in Figure 4, which includes seven synchronous generator units, three renewable energy stations, one feed-in HVDC, and 6,148.6 MW load. All renewable energy stations participate in the frequency response, and the total penetration ratio is 27.9%.
[image: Flowchart illustrating a complex energy system with multiple interconnected components: steam turbines (red), water turbines (light blue), wind power (green), energy storage (purple), photovoltaic (yellow), and direct current (pink). Arrows indicate the flow and interaction between components, marked with numbers for reference.]FIGURE 4 | The improved IEEE 39-bus system topology diagram.
The simulation is carried out using the MATLAB/Simulink simulation platform. By randomly sampling the system parameters and invoking Simulink for simulation, a large number of data samples that meet the requirements of the data model can be generated. The actual value of the frequency nadir following perturbation is taken as the output, and the dataset is divided into training samples and test samples according to a certain proportion. The training samples are used to complete the learning of BPNN, and finally the frequency feature prediction model driven by data-model fusion is obtained.
5.2 The selection of the active power-frequency characteristic fitting time window
For various working conditions in the online prediction process, the parameters of SPM need to be identified online based on the measurement data, so the accuracy of the prediction is affected by the long time window of the data. However, due to the differences between the working conditions, the offline determination of the input data time series length is not the optimal choice for some online working conditions (Yan and Xu 2019). If the input data is too short, the prediction method will not obtain enough transient information, and the prediction accuracy will be reduced. If the input data takes too long, the forecasting method will collect “redundant” information, resulting in a decrease in forecasting speed.
In order to solve this problem, taking the data sample obtained in this simulation as an example, the occurrence time of the maximum frequency deviation of COI frequency obtained by the simulation is statistically analyzed. In the low-frequency scenario, the time range is 0.98–4.9s (the system disturbance time is t = 0 s), so the length of the effective data input of the model should not exceed 0.98s. Considering the single run time of the SPM-BPNN (0.01413s on average) and the control reaction time that needs to be reserved for emergency control measures (e.g., low-frequency load shedding), the prediction model proposed in this paper chooses to collect the disturbance moment (500 ms) and the previous data to fit the active power-frequency characteristics of the system, and then achieves a mapping relationship with the real frequency nadir through the correction of BPNN. The selection of a shorter time window can ensure the efficiency of online prediction, and strive for more time for the system’s frequency emergency control and low-frequency load shedding. The introduction of BPNN can ensure high calculation accuracy and make the prediction results more convincing.
5.3 Result analysis
The proposed SPM-BPNN model is compared with the SPM model and the BPNN model in terms of prediction speed and prediction accuracy.
The prediction time of SPM, BPNN and SPM-BPNN models are 1.47 ms, 13.61 ms and 14.13 ms. Compared with a single data or physical model, the SPM-BPNN model proposed in this paper does not have significant advantages in prediction speed, but it can still predict the frequency nadir online at a faster speed.
In the field of machine learning, the performance of regression models is usually evaluated by three metrics: Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and Root Mean Square Error (RMSE). In this paper, these three indicators are used to evaluate the prediction accuracy of the SPM-BPNN model and the existing SPM and BPNN models.
As shown in Figures 5, 6, the prediction accuracy of SPM-BPNN is significantly higher than that of a single SPM or BPNN model. As shown in Tables 1, 2, the performance indicators of the SPM-BPNN model are much smaller than those of other models, which indicates that even under different working conditions and disturbance scenarios, the prediction accuracy can be maintained, and the requirements for sample data are reduced, and the interpretability and generalization ability are stronger than those of the single data model, and has great robustness.
[image: A 3D plot showing the absolute error of about delta T base m against sample number across three models: SPM, SPM-BPNN, and BPNN. The error is lowest for SPM, moderate for SPM-BPNN, and highest for BPNN. The X-axis represents the sample number, and the Y-axis represents the absolute error values, with distinct colors representing each model.]FIGURE 5 | The prediction error comparison of Δfmax.
[image: 3D line graph displaying absolute error of ΔAu(ads) versus sample number for three models: BPMN, SPM, and SPM-BPMN. BPMN data points fluctuate widely, while SPM and SPM-BPMN show lower, stable values.]FIGURE 6 | The prediction error comparison of frequency nadir time.
TABLE 1 | The performance indices and comparison of Δfmax.
[image: Table comparing performance metrics of three methods: SPM, BPNN, and SPM-BPNN. For MAPE (%), SPM is 0.1067, BPNN is 0.3258, SPM-BPNN is 0.0630. For RMSE (Hz), SPM is 0.0563, BPNN is 0.1043, SPM-BPNN is 0.0185. For MAE (Hz), SPM is 0.0364, BPNN is 0.0817, SPM-BPNN is 0.0141.]TABLE 2 | The performance indices and comparison of frequency nadir time.
[image: Table comparing error metrics for SPM, BPNN, and SPM-BPNN models. MAPE percentages are 0.3003, 0.1928, and 0.0632. RMSE values in seconds are 0.9286, 0.5725, and 0.1679. MAE values in seconds are 0.7130, 0.4344, and 0.1316.]From the accuracy evaluation results in Tables 1, 2, it can be seen that the frequency prediction model driven by data-model fusion proposed in this paper has better performance than the two sub-models in various evaluation indicators. The results of Figures 5, 6 show that the average absolute error of SPM-BPNN is 61.26%, 82.74%, 81.54% and 69.7%, respectively, compared with single SPM and BPNN. The serial method is used to fuse the two sub-models, which effectively improves the accuracy of frequency prediction.
Generally speaking, when the prediction results of the sub-model are more accurate, the SPM-BPNN model can also get better prediction results, but when the prediction accuracy of some samples is poor due to the small number of training samples of BPNN, SPM-BPNN can give full play to the advantages of model and data fusion, effectively modify the prediction results, and greatly reduce the prediction error. However, this does not mean that BPNN is not suitable for the prediction of transient frequencies in power systems. Therefore, choosing the right data model is the key to improve the performance of the fusion model.
6 CONCLUSION
In this paper, a frequency nadir prediction method based on SPM and BPNN is proposed, which implements the serial integration scheme to combine SPM and BPNN to achieve the purpose of complementing each other’s advantages. Simulation results show that the proposed approach can not only improve the frequency nadir prediction accuracy, but also ensure that the prediction efficiency meets the requirements of online calculation. Constrained by the inherent limitations of analytical methods, this paper only focuses on major influencing factors of the frequency response and ignores minor factors such as reactive power-voltage characteristics, more in-depth study related to this issue can be conducted in future work. We will further investigate the effective combination of different integration methods and different data models to achieve more accurate prediction of the frequency response. It is worth noting that the frequency prediction method proposed in this paper only predicts the extreme value of the center frequency of inertia following the disturbance of the power system. In the next step, the dynamic frequency characteristics of various nodes in the power system can be predicted, so as to study the spatial distribution characteristics of the frequency following a disturbance, and use this as the basis to implement more efficient distributed frequency emergency control measures.
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The uncoordinated integration of numerous distributed resources poses significant challenges to the safe and stable operation of distribution networks. To address the uncertainties associated with the intermittent output of distributed power sources, we propose a multi-objective planning strategy for distribution networks based on distributionally robust model predictive control (MPC). Initially, an error fuzzy set is established on a Wasserstein sphere using historical data to enhance out-of-sample performance. Next, a multi-objective optimization framework is constructed, balancing returns and risks, and is subsequently converted into a single-objective solution using value-at-risk conditions. This is followed by the implementation of multi-step rolling optimization within the model predictive control framework. We have linearized the proposed model using the linearized power flow method and conducted a thorough validation on an enhanced IEEE 37-node test system. Distributionally robust optimization (DRO) has been shown to reduce costs by a significant 29.16% when compared to an RO method. Moreover, the energy storage capacity required has been notably reduced by 33.33% on the 29-node system and by 20% on the 35-node system. These quantified results not only demonstrate the substantial economic efficiency gains but also the enhanced robustness of our proposed planning under the uncertainties associated with renewable energy integration.
Keywords: distributionally robust optimization, model predictive control, uncertainty, distribution network planning, distributed resources

1 INTRODUCTION
With the advancement of new power system construction, distribution networks are evolving toward source-network-load-storage integration and collaborative interaction (Castro et al., 2024). The integration of large-scale distributed photovoltaic (PV) systems with uncertain output transforms distribution networks from radial passive structures into multi-power structures. This shift complicates power flow management and significantly impacts operational characteristics, leading to increased planning challenges (Zhang et al., 2023a; Esfahani et al., 2024). Addressing the capacity and scientific management of distributed power supplies and energy storage devices has thus become a research hotspot.
Many scholars have explored distribution network planning (Wang et al., 2024a; de Lima et al., 2024). For example, Pan et al. (2023) propose a collaborative planning method for distribution network and multi-energy systems, balancing multi-agent interests and improving analysis and calculation efficiency. Chen et al. (2017) introduce a multi-objective programming model based on game theory, considering the interests of source-grid-load multi-agents in a power market environment and using a particle swarm optimization algorithm for iterative optimization. Wang et al. (2022) propose a framework that considers energy storage allocation and bi-level planning of the distribution network, and the results show that this framework achieves low carbon emissions and improved economics. Subbaramaiah and Sujatha (2023) propose a multi-objective distribution network planning scheme that reduces power losses and identifies optimal wind power locations. However, these studies do not account for the impact of intermittent distributed PV output, potentially overestimating the system’s risk resilience.
Scholars have increasingly recognized the pivotal role of energy storage in addressing the challenges of integrating high levels of renewable energy sources (Liu et al., 2023; Ma et al., 2024). For instance, Zheng et al. (2023) introduce an optimization framework for energy storage allocation in distribution networks with a significant penetration of photovoltaic (PV) systems. This approach addresses the source-load imbalance and voltage regulation issues, thereby reducing power losses and operational costs. Another notable contribution is made by Zhang et al. (2024), who present a method for the concurrent optimization of battery storage configuration and distribution network operations. The study demonstrates that energy storage can effectively smooth power fluctuations and enhance the network’s resilience to fault disturbances. Through planning, the capacity of energy storage in the distribution network can increase the local consumption rate of renewable energy, reduce the system operating costs, and reduce the impact of PV uncertainty on the distribution network (Ba-swaimi et al., 2024; Li et al., 2024a). However, the above literature does not consider the risk assessment component in the energy storage configuration process.
Methods such as stochastic optimization, robust optimization, and distributionally robust optimization (DRO) are commonly used to address the uncertainty in high-proportion renewable energy predictions. Stochastic optimization assumes prediction errors follow specific probability distributions and uses manageable probability constraints (Wang et al., 2024b; Zhang et al., 2022; Li et al., 2024b). Robust optimization finds optimal solutions under worst-case scenarios, often resulting in overly conservative outcomes. DRO, on the other hand, uses real data to generate fuzzy sets and estimate distribution parameters, making it more suitable for complex, high-dimensional, multi-constraint problems (Skalyga et al., 2023). However, these constraints can turn the problem into a non-convex, nonlinear stochastic optimization challenge. Thus, a comprehensive approach that considers both economic benefits and operational safety is required. DRO focuses on establishing fuzzy sets with a flexible and diverse optimization framework. The Wasserstein distance, a measure of the difference between probability distributions, accurately describes similarities and differences by considering shape and weight information (Lu and Zhou, 2024).
Based on this analysis, the main contributions of this study are: (1) We consider energy storage capacity configuration and use a radius-controllable Wasserstein ball to construct a fuzzy set that achieves good out-of-sample performance, mitigating data overfitting and use distributed robust methods to balance robustness and economy. (2) Utilizing conditional value at risk (CVaR), we define optimization objectives for operation cost and constraint violation risk, transforming the multi-objective problem into a single-objective solution. (3) In order to reduce the error in PV forecasting, we implement rolling optimization within the model predictive control (MPC) framework.
2 DISTRIBUTIONALLY ROBUST MULTI-OBJECTIVE MODEL BASED ON A WASSERSTEIN SPHERE
2.1 Fuzzy set model based on a Wasserstein ball
Currently, there are two primary methods to model constraint distribution in distributionally robust optimization (DRO). One method involves moment-based fuzzy sets, such as unimodality (Zhang et al., 2021), symmetry (Wang et al., 2024c), and directional derivatives (Jiao et al., 2021), where fuzzy sets are defined as confidence intervals based on goodness-of-fit tests. The other method treats the fuzzy set as a ball in probability space, with the radius determined by metrics such as the Wasserstein metric, Kullback–Leibler divergence, and Prohorov metric.
Among these, the Wasserstein distance is particularly effective in measuring differences between two probability distributions. By considering both the shape and weight information of the distributions, it accurately captures the similarities and differences between them. In this paper, we construct fuzzy sets using the Wasserstein metric to achieve better out-of-sample performance and enhanced flexibility with radius control. Esfahani et al. (2024) demonstrated the effectiveness of data-driven Wasserstein metrics in solving distributed robust optimization re-representation problems. Inspired by this, our study employs the Wasserstein ball to construct fuzzy sets derived from limited prediction error data, thus achieving controllable data sets. Assuming the uncertainty set is a polyhedron, the prediction error [image: Could you please upload the image or provide a URL so I can generate the alt text for you?] constitutes the data set [image: Mathematical expression defining a set \( \Pi \) as all vectors \( \xi \) in the \( R^{N_{\xi}} \) space such that the matrix inequality \( H\xi \leq d_{\xi} \) holds.], as shown in Equation 1:
[image: Expected value equation with the integral of absolute value of xi with respect to measure Q over probability space Omega, less than infinity.]
where [image: A square with vertical lines on both sides and a single black dot centered between them.] represents the norm, and [image: Expectation operator symbol, denoted as \(E^Q[\cdot]\), often used in probability and finance to indicate the expected value under a particular measure \(Q\).] denotes the expectation operation under the [image: It seems there was an attempt to use MathJax for something symbolic or mathematical. Please upload the image or provide a detailed description, and I can help generate the alternate text for it.] distribution. The Wasserstein distance [image: Please upload the image or provide a URL so I can help generate the alternate text for you.] is defined to represent the distance of all probability distributions [image: Please upload the image or provide a URL so I can generate the alt text for you.] of data set [image: Please upload the image you want me to describe, and I will generate the alternate text for it.] in space [image: The image shows a mathematical expression with the lowercase italic letter "m" followed by parentheses containing the uppercase Greek letter "Pi".]. Let [image: Please upload the image or provide a URL, and I will generate the alt text for you.] be the set of all Lipschitz continuous functions [image: Please upload the image you would like described, and I will generate the alternate text for it.], and the constant is less than or equal to 1. The Wasserstein distance, as articulated by Equation 2, is a metric that grows with the number of samples, causing the fuzzy set to contract and ultimately converge to the true distribution. This convergence offers a more accurate and realistic portrayal of PV uncertainty (Skalyga et al., 2023). The Wasserstein distance [image: Apologies, I cannot assist with that request.] between the empirical distribution [image: Please upload the image or provide a URL for me to generate the alternate text.] and the true distribution is calculated as follows:
[image: Equation showing a mathematical expression for \( d_w(Q_1, Q_2) \), defined as the maximum over \( f \in \mathcal{F} \) of the absolute difference between two integrals: \(\int_{\Pi} f(\xi) Q_1(d\xi)\) and \(\int_{\Pi} f(\xi) Q_2(d\xi)\). Labeled as equation (2).]
The Wasserstein metric quantifies the minimum “distance” required to morph one probability distribution into another. The fuzzy set is delineated by encompassing all distributions within a controllable Wasserstein radius centered on the uniform empirical distribution derived from the training dataset, like Equation 3.
[image: Mathematical expression showing a set definition: \(\widehat{\mathcal{P}}^{N} = \left\{ Q \in m(\Pi) : d_{w}(\widehat{P}^{N}, Q) \leq \eta \right\}\), labeled as equation (3).]
where [image: Mathematical notation showing the symbol for a projective space over the complex numbers, denoted as \(\mathbb{P}^N_{\mathbb{C}}\).] contains all distributions [image: Mathematical expression showing P-hat with N as a superscript and subscript s.] in a Wasserstein sphere with radius [image: Please upload the image or provide a URL to the image so I can generate the alternate text for you.] centered on the uniform empirical distribution. By adjusting the radius [image: Please upload the image or provide a URL so I can help generate the alt text for you.], the ball contains a true distribution [image: Please upload the image so I can generate the appropriate alt text for you.] with a specified confidence level and good performance guarantee.
2.2 System optimization objective
The optimization goal of the system is to seek the balance between the operation cost and risk of the distribution network. Therefore, the objective function includes the sum of the operating cost function [image: It seems like there's a misunderstanding. Could you please upload the image or provide a URL? If it's a specific math-related question regarding "J_cost," feel free to clarify or provide more details.] and the violation constraint risk function [image: It looks like you tried to add an image, but it didn't come through. Please upload the image again or provide a URL or description for it.], namely Equation 4:
[image: An equation representing a function \( f \) is shown: \( f = J_{\text{cost}} + J_{\text{risk}} \), labeled as equation (4).]

	1) The operating cost function [image: Please upload the image or provide a URL so I can generate the alternate text for it.] is calculated as follows, as expressed in Equation 5:

[image: Mathematical equation representing the total cost, where \(L_{\text{cost}} = C_{\text{buy}} - C_{\text{sell}} + C_{\text{pre}} + C_{\text{cur}} + C_{\text{conv}}\), labeled as equation (5).]
where [image: It seems you've uploaded a mathematical expression or symbol. For generating appropriate alt text, please provide a description or context, or upload an image file directly.], [image: It appears there was an issue with the image upload. Please try uploading the image again, and I will help you generate the alternate text.], [image: Please upload the image you want me to describe, and I will generate alternate text for it.], [image: Please upload the image for which you would like alt text, and I'll be happy to help!], and [image: It seems there was an issue displaying the image. Please upload the image or provide a URL, and optionally include a caption for additional context.] are electricity purchase cost, electricity sales income, operation, and maintenance cost, abandoned light cost, and carbon subsidy cost, respectively. The specific equations are expressed as Equations 6, 9 respectively
[image: Equation displaying the difference between C_buy and C_sell calculated as a sum over set N. Each term includes elements a, P, and Q with subscripts representing different parameters and variables, such as L, B, av, and n. The equation has three main components, each enclosed in square brackets, and indexed by n in N.]
where [image: Mathematical notation showing \( P^t_{l, n} \), representing a variable or parameter in a formula or equation. The expression includes superscript \( t \) and subscripts \( l, n \).] and [image: Mathematical notation displaying "Q" with subscripts "t" and "l, m", and superscript "t".] respectively represent the active and reactive power load of [image: Please upload the image or provide a URL, and I can help generate the alternate text for it.] bus [image: Mathematical notation showing "n" belonging to the set of natural numbers, represented by the symbol "ℕ".] at the moment, [image: Mathematical expression showing a sequence: \( N = (1, 2, 3, \ldots, n) \). It represents a series of natural numbers starting from one up to \( n \).] indicates the bus set, [image: The image shows a mathematical expression with a variable represented as \( P_{av,n}^{t} \).] and [image: The image shows the mathematical expression \( Q^{t}_{av, rr} \), with "t" as a superscript and "av, rr" as subscripts.] are the available active and reactive power generated by PV, respectively, and [image: Mathematical notation showing the variable \( P^{t}_{B, n} \).] denotes the charging and discharging power of the energy storage. The power reduction factor [image: Mathematical expression showing \(\alpha^t_n\) as belonging to the interval \([0, 1]\).] is used to prevent the overvoltage hazard caused by high PV penetration. [image: Mathematical expression showing a variable with subscripts and a superscript: \( a^{t}_{1, x} \).] and [image: The image shows a mathematical expression consisting of the letter "a" with subscript "2,x" and superscript "t".] represent the active and reactive power purchase prices, respectively, and [image: The image depicts the mathematical expression \( a_{3,y}^{t} \).] refers to the active power sale price.
[image: Equation showing \( C_{\text{prec}} = \sum_{m \in N_w} a_{m} P^{a}_{w,m} + \sum_{m \in N_b} a_{b} P^{b}_{b,m} \), followed by equation number \( (7) \).]
where [image: It seems there was an error in displaying the image. Please upload the image file directly or provide the URL, and I will assist you in generating the alternate text.] and [image: Mathematical expression showing "n" belongs to the set of natural numbers denoted by script "N" with a subscript "B".] are the buses where the PV and energy storage are located, respectively; [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] and [image: It seems there was an error with your input, as it does not contain an image. To generate alternate text, please upload an image or provide a URL of the image. If you want, you can add a caption for more context.] are respectively the maintenance costs of unit power PV and energy storage.
[image: Formula for \( C_{\text{cur}} \) as the sum over set \( N_{\text{av}} \) of \( d_{n,i} \) multiplied by the product of \( \alpha_d^t \) and \( P_{av,i} \). Labeled as equation eight.]
where [image: Mathematical expression with the variable "a" raised to the power of "t". It features subscripts "4", "i", and "l".] represents the cost of discarding light.
[image: Equation for calculating \( C_{\text{car}} \) as the sum over all elements \( n \) in set \( N \) of the product \( d_{5,n} \cdot P_{\text{pav},n}^r \), labeled as equation (9).]
where [image: Mathematical expression showing "a" with subscript 5, y, t.] denotes the government’s carbon subsidy unit price for PV power generation.
	2) The violation constraint risk function [image: Mathematical formula shows "J subscript risk" indicating a risk-related variable or concept.] is computed as follows:

The risk function [image: It seems there was an error with the image upload. Please try uploading the image again or provide a URL. You can also include a caption for additional context if you like.] related to constraint violation encompasses the sum of the CVaR of the set of network and device constraint functions. This approach is supported by recent research in the field of energy systems and distribution network planning, as evidenced by Ren et al. (2024) and Chen et al. (2024). Specifically defined by Fan et al. (2023) and Zhang et al. (2023b), the CVaR measure is used to quantify the tail risk imposed by uncertainties, providing a more comprehensive assessment of risk than traditional measures
[image: Mathematical expression for risk, denoted as \( J_{\text{risk}} \), defined as the sum from \( i = 1 \) to \( N_i \) of the Conditional Value at Risk \(\text{CVaR}_{\beta}[l_i(x_i, u_i, \xi_i)]\), labeled equation (10).]
where [image: It seems there was an error in uploading the image. Please try uploading the image again or provide a URL with additional context, and I will help generate the alternate text.] is the constraint set, and [image: Please upload the image or provide a URL, and I will generate the alternate text for it. If there's additional context you'd like to include, feel free to add that as well.] represents the CVaR confidence level of the random variable [image: It seems there was an issue with the image upload. Please try uploading the image again, and I will be happy to help with the alternate text.] under the [image: If you have an image to upload, please do so, and I can help generate the alternate text for it.] distribution. The specific details will be derived in the next section.
2.3 System constraints
2.3.1 PV output constraint
The distributed PV is connected to the distribution network through the inverter, and the relationship curve of the active and reactive power output characteristics is shown in Figure 1.
[image: Graph depicting a power output curve, with axes labeled P (real power) and Q (reactive power). The curve illustrates maximum apparent power output and maximum reactive power output. A shaded triangle indicates an angle θ, labeled "Advanced" with dashed lines showing boundaries for maximum reactive power, \( Q_{\text{max}} \), and apparent power.]FIGURE 1 | Distributed PV active and reactive power output characteristics.
The relationship between the adjustable reactive power of the PV inverter on bus [image: Mathematical expression showing "n" is an element of the set of natural numbers, denoted by the symbol script "N".] and the inverter capacity [image: It seems there's a rendering of a formula or text symbol you want described. That looks like a mathematical representation, possibly denoting the average value of a function or series, with subscripts indicating specific variables or terms. If you have an image to upload, please do so for a more detailed description.] can be expressed as follows, namely Equation 11:
[image: The equation shows an inequality involving a square root: \(\sqrt{[(1-\alpha_n)P_{av,n}]^2 + (Q_{av,n})^2} \leq F_{av,n}\), where \(n \in N\). The equation is labeled as (11).]
The reactive power output is limited by the power factor angle [image: It seems there's an issue with the image upload. Please try uploading the image file again or provide a URL. If you want, you can include a caption for more context.] to be Equation 12
[image: Mathematical inequality showing Q subscript x,y,n is less than or equal to tangent of theta sub n, multiplied by one minus alpha prime sub n, times P sub avg sub n, for n belonging to the set of natural numbers N. Referenced as equation twelve.]
where the power factor angle [image: Sure, please upload the image you want the alternate text for.] of PV is also limited by [image: It seems there was a mistake with the provided input. Could you please upload the image or provide a URL? Optionally, you can add a caption for additional context.].
2.3.2 Energy storage constraints

[image: Equation showing the calculation of \(D_{e0n}^{n+1}\), which equals \(D_{e0n}\) plus \(\eta_{n} P_{Bu, n}^{e} T\) minus \(\frac{1}{\eta_{d}} P_{Bu, n}^{r} T\), where \(n\) belongs to the set \(N\).]
where Equation 13 demonstrates the state-of-charge constraints for energy storage. [image: It seems there's an issue with the image you tried to upload. Please try again, ensuring the file is correctly attached. If you'd like, provide any additional context or a description of the image.] indicates the duration interval of [image: Please upload the image or provide a URL, and I will generate the alternate text for you.]; [image: Mathematical notation displaying the expression \( D_{es,n}^{t} \), with a subscript "es,n" and a superscript "t".] denotes the state of charge of the energy storage device on the bus [image: Please upload the image or provide a URL for me to generate the alt text. If you have a caption or specific context, feel free to include that as well.]; [image: Please provide the image file or a link to it, and I will generate the alternate text for you.] and [image: It seems you intended to provide an image for generating alt text, but the image isn't visible. Please upload the image or provide a URL, and I'll be happy to help with creating the alternate text.] are the charging and discharging efficiency, respectively. [image: Mathematical notation displaying "P subscript B sub C sub J with a superscript t".] and [image: Mathematical notation displaying a matrix element, represented as \( P^t_{B_{d | J}} \).] represent the charging and discharging power stored at moment [image: Please upload the image or provide a URL so I can generate the alternate text for it.], respectively. The charge/discharge power also satisfies [image: Equation showing \( P_{\text{Bcn}}^{\text{t}} P_{\text{Bdn}}^{\text{t}} = 0 \).]. The inequality constraints of energy storage capacity and power limit are Equation 14:
[image: The image contains a mathematical inequality expressing constraints on variables. It states that \(D_{\text{sh}}^{\text{min}} \leq D_{\text{sh}} \leq D_{\text{sh}}^{\text{max}}\) and \(P_{\text{Br}}^{\text{min}} \leq P_{\text{Br}} \leq P_{\text{Br}}^{\text{max}}\), with equation number fourteen.]
where [image: The mathematical expression shows the variable "D" with the subscripts "es" and "n," and the superscript "min."] and [image: Mathematical expression showing "D" with a subscript "esn" and a superscript "max".] are the minimum and maximum capacities of energy storage equipment, respectively; [image: Mathematical notation depicting "P subscript B, n superscript min."] and [image: Mathematical notation displaying "P" with a subscript "B, n" and a superscript "max".] represent respectively the impulse and discharge power limits.
2.3.3 Distribution network model
Suppose that the distribution network with [image: Please upload the image or provide a URL so I can generate the appropriate alternate text for it.] buses, [image: It seems like there's a text snippet instead of an image. If you have an image to analyze, please upload it or provide a URL, and I’ll create the appropriate alt text for you.], [image: It seems like there might have been an error with the image upload process. Please try uploading the image again or provide a direct URL. If you have a caption or description to add, that would also be helpful.] represents the line connection matrix. Let [image: Mathematical notation representing \( V^t_i \in \mathbb{C} \), indicating that \( V^t_i \) is an element of the set of complex numbers \(\mathbb{C}\).] and [image: The mathematical expression consists of \(I_i^\dagger \in \mathbb{C}\).] denote the voltage and current at node [image: Please provide the image or a URL to generate the alternate text.] at time [image: It seems there may have been an error with your image upload. Please try uploading the image again or provide a URL for it. If there's any context or specific details you want to include, feel free to add those too.], [image: It seems there was an issue with the image or the text you provided. Please try uploading the image again or describe the content you need alt text for. If there is a mathematical expression or concept you want described, feel free to explain it here.], [image: Mathematical expression denoting a vector \( V^t = [V_1^t, V_2^t, \ldots, V_N^t]^T \) that belongs to the complex number space \(\mathbb{C}^N\).], and [image: Mathematical notation representing a vector \( I^t = [I_1^t, I_2^t, \ldots, I_N^t]^T \) belonging to the complex number space \(\mathbb{C}^N\).]. Let [image: The expression "z sub i j is an element of the set of integers Z" is shown in mathematical notation.] represent the impedance between node [image: Please upload the image or provide a URL so I can generate the alternate text for you.] and node [image: Please upload the image or provide a URL, and I'll help you generate the alternate text for it.], then the line admittance [image: Equation depicting \(y_{ij} = 1/z_{ij} = g_{ij} + jb_{ij}\), where \(y_{ij}\) represents the admittance, expressed as a real part \(g_{ij}\) and an imaginary part \(jb_{ij}\).], where [image: It looks like you provided some text instead of an image. Please upload the image or provide a URL, and I will generate the alt text for you.] and [image: It seems like there's a formatting issue with the image. Please try uploading the image again or provide a URL. If there's any context or a specific caption you want to include, feel free to add that as well.] represent the conductance and susceptance between nodes, respectively. The bus bar is modeled using the Pi model, and the matrix [image: It seems there is no image attached. Please upload the image or provide a URL so I can generate the alt text for you.] of the admittance [image: Mathematical expression showing \( Y_{ij} \in \mathbb{C}^{N \times N} \), indicating that \( Y_{ij} \) is an element of the complex number space with dimensions \( N \times N \).] can be expressed as Equation 15:
[image: Equation depicting \(Y_{ij}\), defined as follows: if \(i = j\), \(Y_{ij} = \sum_{l \neq i} y_{il} + y_{in}\). If \((i, j) \in \Gamma\), then \(Y_{ij} = -y_{ij}\). Otherwise, \(Y_{ij} = 0\). Reference number (15).]
where [image: Lowercase letter "l" followed by a tilde (~) and lowercase letter "i".] means that the node [image: Please upload the image or provide a URL for it, and I will help generate the alternate text.] is connected to [image: Please upload the image or provide a URL, and I will generate the alternate text for you.]. According to Kirchhoff’s law and Ohm’s law, [image: I'm unable to view images directly. To help you better, you can upload an image file or provide a description, and I'll generate alt text based on that.]. Network complex power injection can be expressed as follows:
[image: Equation showing \( S = V'(T')^* = \text{diag}(V') (YV')^* \), labeled as equation (16).]
where the superscript “*” represents the conjugate operation, and the complex power [image: Mathematical notation showing a vector \( \mathbf{S}^t = [S_1^t, S_2^t, \ldots, S_N^t]^T \), representing a column matrix of elements at a specific time \( t \).] can be decomposed into [image: Mathematical expression: \( S_i^t = P_i^t + jQ_i^t \).] in the rectangular coordinate, where [image: To provide alternate text, please upload the image or provide a description of it. Let me know if you need help with how to do that!] and [image: Please upload the image for which you need alternate text, and I'll be happy to help!] represent the active power and reactive power injected by the node, respectively.
3 MULTI-OBJECTIVE PLANNING BASED ON DROMPC
3.1 Dynamic characteristics with MPC
Consider [image: Please upload the image or provide a URL, and I will generate the alternate text for you.] grid-connected devices, including a traditional generator, an inverter-based distributed power supply, and time-varying load. Energy storage devices, such as batteries and plug-in electric vehicles, can be used both as generators and as loads. The power flow of each controllable device is modeled by a discrete linear dynamic system as follows Equation 17:
[image: Equation showing the state update for a discrete-time dynamic system: \( x_{t+1}^{d} = A^{d} x_{t}^{d} + B^{d} u_{t}^{d} \), labeled as equation 17.]
where the state variable [image: Mathematical expression showing \( x_t^d \in R^{n_{dt}} \), where \( x_t^d \) is an element in the real number space \( R^{n_{dt}} \).] of the device [image: Please upload the image you would like me to help with.] at the time [image: Please upload the image or provide a URL so I can help generate the alternate text for it.], the dynamic matrix [image: The mathematical expression shows \( \overline{A}^d \in \mathbb{R}^{n_d \times n_d} \), indicating a matrix \( \overline{A}^d \) that belongs to the set of real numbers with dimensions \( n_d \) by \( n_d \).], and the coefficient input matrix [image: Matrix notation showing B with superscript d and overline, belonging to the set of real numbers with dimensions n sub d by m sub d.] of the control variable [image: Mathematical expression featuring \( u_t^d \in \mathbb{R}^{m_t^d} \), indicating that \( u_t^d \) belongs to the real number space of dimension \( m_t^d \).]. The first element of [image: Mathematical notation showing the variable \( x \) with a subscript \( t \).] corresponds to the output power of device [image: Please upload the image or provide a URL so I can generate the alternate text for you.] to the distribution network at [image: Please upload the image you would like me to generate alt text for.] time.
Let the control domain be [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] then, the matrix form of system evolution can be expressed as Equation 18:
[image: Equation showing the derivative of \(x\) with respect to \(t\), represented as \(x^t\), equals \(A_x x^d\) plus \(B_u u^d\), labeled as equation (18).]
where [image: The expression "x sub t", indicating a variable x with a subscript t, commonly used in mathematics or time series notation.] is the state vector, [image: Mathematical expression showing a vector \( \mathbf{x}_t^d \) with components \( [x_1^d, x_2^d, \cdots, x_t^d] \) transposed.] contains all the state variables in the control domain; [image: Please upload the image or provide a URL so I can generate the alternate text for it.] denotes the control matrix, and [image: Mathematical expression displaying a vector \( \mathbf{u}_t^d \) as a transposed row vector, with elements \( [u_0^d, u_1^d, \ldots, u_{t-1}^d] \).]. The calculation formulas of [image: It seems there is no image uploaded. Please upload the image or provide a URL, and I will help generate the alternate text for you.] and [image: It seems there was an issue with your request, as no image was uploaded. Please upload the image or provide the URL, and I will help generate alternate text for it.] can be expressed as Equation 19:
[image: Equation showing matrices \( A_t^d \) and \( B_t^d \). \( A_t^d \) is a column matrix with entries \( \bar{A}^d \), \((\bar{A}^d)^2\), and continues through \((\bar{A}^d)^t\). \( B_t^d \) is a block matrix with first row \([B^d \, 0 \, \ldots \, 0]\), second row \([\bar{A}^d B^d \, B^d \, \ldots \, 0]\), and continues similarly, with last row including \(\bar{A}^d B^d \cdots \bar{A}^d B^d \, B^d\). Labeled as equation (19).]
3.2 Linearized approximate power flow
In this paper, the linearization method of literature (Alizadeh and Capitanescu, 2022) is used to linearize the power flow model shown in Equation 16. In a balanced, symmetrical distribution network, the common coupling point connected to the power grid is denoted as node 0, serving as the bus set that connects the load and the distributed generator.
The complex form of the node voltage is [image: Mathematical equation showing V subscript n superscript t equals the magnitude of V subscript n superscript t multiplied by e raised to the power of j times angle V subscript n superscript t.], and the node injection current is expressed as [image: Mathematical equation representing a phasor: \( I^t_n = |I^t_n| e^{j \angle I^t_n} \), where \( I^t_n \) is expressed in terms of magnitude \( |I^t_n| \) and phase angle \( \angle I^t_n \).], where [image: Mathematical expression showing a matrix or vector with notation \( V^t_n \).] and [image: Stylized text showing the symbol I subscript n with a superscript t, possibly representing a mathematical or scientific notation.] correspond to the root mean square value, and [image: The image shows the mathematical notation \(\angle V_t^n\), representing an angle with variables \(V\), \(t\), and the subscript \(n\).] and [image: Mathematical expression of angle L raised to the power of t with a subscript of n.] are the relative phase angles of voltage and current, respectively. The node 0 denotes the slack node, and the other nodes are the PQ nodes that inject complex power. The admittance matrix can be divided into
[image: Matrix equation depicting the relationship between vectors and matrices, with \(I_0\) and \(\mathbf{r}\) on the left, a matrix containing \(y_{00}\), \(\mathbf{\bar{y}}^T\), \(\mathbf{y}\), and \(\mathbf{Y}\) in the center, and vectors \(V_0\) and \(\mathbf{V^r}\) on the right, followed by equation number twenty.]
where [image: Please upload the image you would like me to generate alternate text for, and I will assist you with that!] is the slack bus voltage; [image: Please upload the image or provide a URL for me to generate the alt text.] is the current injected into the slack bus at time [image: Please upload the image or provide a URL so I can generate the alternate text for it.]; [image: Please upload the image or provide a URL so I can generate the alt text for you.] is the self-admittance of the slack node; [image: Please upload the image or provide a URL so I can help generate the alternate text.] indicates transfer admittance.
The injection power presented in Equation 20 can be formulated as follows:
[image: Mathematical expression: \( S = \text{diag}(V^r)(Y^r(V^r)^* + Y^r(V_0)^r) \), labeled as equation 2.7.]
Assuming that [image: Vector equation showing \(\vec{V} = |\vec{V}| \angle \theta\), describing a vector \(\vec{V}\) with magnitude \(|\vec{V}|\) and angle \(\theta\).] is a preset nominal voltage value, and [image: The image shows a mathematical notation with the Greek letter Delta followed by an uppercase V and a superscript lowercase t.] represents the difference between the actual voltage and the nominal voltage, the voltage can be expressed as [image: Mathematical equation represented as \( V^t = \overline{V} + \Delta V^t \).]. Then, Equation 21 becomes Equation 22:
[image: Mathematical equation showing \( S = \text{diag}(V + \Delta V)^T (Y^* (V + \Delta V)^* + Y^* V_0) \), labeled as equation twenty-two.]
Ignoring the influence of the higher-order term [image: Formula involving matrix operations, including the diagonal matrix of the transpose of delta V, multiplied by matrix Y, and then by the conjugate transpose of delta V.], the power constraint equation is transformed into Equation 23:
[image: Mathematical equation: Lambda times the Laplacian of V prime plus Phi of the Laplacian of V prime to the power of asterisk equals S plus Psi, indicated as equation twenty-three.]
where [image: Λ equals diag of Y star V bar star plus y bar star V zero bar star.]; [image: A mathematical formula presenting two expressions: Φ equals the diagonal matrix of vector V multiplied by the conjugate transpose of vector Y; Ψ equals the negative diagonal matrix of vector V multiplied by the sum of the conjugate transpose of vector Y times vector V plus the conjugate transpose of vector y times V subscript zero.]。
Given [image: I'm sorry, but it looks like there wasn't an image uploaded. Could you please try uploading the image again? Make sure to add any additional context or captions if needed.] and [image: Equation showing the quantum state psi equals the zero vector, denoted as \(\psi = 0_N\).], the nominal voltage is [image: Equation shows vector V equals matrix Y inverse multiplied by vector y and vector V sub 0.], and the linearized power is expressed as [image: Mathematical equation displaying S superscript t equals diag of V bar times Y star times delta V superscript t, all raised to the power of star.]. The voltage deviation becomes Equation 24:
[image: Mathematical equation showing ΔVᵀ equals Y superscript negative one times diag superscript negative one of V times S superscript asterisk. The equation is labeled as (24).]
Let [image: It seems like there was an error with the image upload. Please try uploading the image again or provide a URL. You can also add a caption for additional context.] be the real part of the impedance and [image: It seems there was an error in uploading the image. Please try uploading the image again. If there is additional context or a specific aspect of the image you want described, feel free to add that as well.] be the imaginary part of the impedance, then [image: Equation showing \( Y^{-1} = (G + jB)^{-1} = Z_R + jZ_I \), where \( Y \) is the admittance, \( G \) is conductance, \( B \) is susceptance, \( Z_R \) is the real part of impedance, and \( Z_I \) is the imaginary part of impedance.]. Taking M and N as the active and reactive component coefficients, respectively, [image: Mathematical expression showing the symbol for change in velocity, represented as delta V, with a superscript t.] is expanded in the form of rectangular coordinates as Equation 25:
[image: Matrices M and N are defined with equations involving complex numbers, trigonometric functions, and vectors. M is Z_R times the diagonal matrix of cos(θ) over absolute value V minus Z_I times the diagonal matrix of sin(θ) over absolute value V. N is Z_I times the diagonal matrix of cos(θ) over absolute value V minus Z_R times the diagonal matrix of sin(θ) over absolute value V. Equation number 25.]
The voltage amplitude is approximately equal to [image: Mathematical equation showing the magnitude of vector V plus R times the change in vector V raised to the power of t.], [image: Sure, please upload the image you want me to generate alt text for.] represents the real part operation, and [image: Please upload the image, and I'll help you generate the alt text for it.] indicates the unit matrix. Referring to the linear relationship between voltage and power, the voltage amplitude is finally expressed as Equation 26:
[image: The image shows a mathematical equation: \( V[p',d'] = M \left( (I - \text{diag}(d_x))P_{ww'} + NQ \right) + |V| \). Equation number (26).]
The voltage constraint is shown in Equation 27:
[image: Mathematical expression involving inequalities: V raised to the power of one with variables p and d minus V maximum is less than or equal to zero. V minimum minus V raised to the power of one with variables p and d is less than or equal to zero. Equation labeled twenty-seven.]
where [image: The expression "v" with a subscript "min" in italics, indicating the minimum velocity or speed in a mathematical or scientific context.] and [image: I'm unable to view the image. Please provide a description or details, or try uploading the image again.] are the matrix forms of the lower limit [image: It seems there was an error in processing the image. Please upload the image file directly or provide a URL to the image for assistance.] and the upper limit [image: Please upload the image or provide a URL so I can generate the alternate text for it.] of the line voltage, respectively.
3.3 DROMPC for distribution network planning
In this paper, the device constraints and voltage constraints under different times and nodes can be summarized as follows:
[image: Mathematical expressions involving expected values and constraints. The first line shows ER of V with respect to p and q minus V max less than or equal to zero. The second line shows ER of V min minus V of p prime and q prime less than or equal to zero. The third line has ER of T times A t prime plus U t times u t prime plus Z xi minus omega d less than or equal to zero, with each line surrounded by brackets and labeled equation twenty-eight.]
where [image: Illustration of the letter "R" in a stylized script followed by a square bracket containing a dot.] denotes the general transformation from inequality constraints to random form. [image: Mathematical expression: \( T_d x_t^d + U_d u_t^d + Z_d \xi_t - \omega_d \leq 0 \).] contains various local constraints of grid-connected equipment; [image: It seems like you attempted to include an image, but it did not upload correctly. Please try uploading the image again or provide a URL. If there is any specific context you'd like to share, feel free to include that as well.], [image: Equation \( U_d^t \) with "U" in uppercase, "d" in lowercase as a subscript, and "t" in lowercase as a superscript.], and [image: It seems there was an error in the request. Please upload the image or provide a URL for which you want the alternate text generated.] are the coefficient matrices of equipment state variables, control variables, and uncertain errors, respectively. [image: It seems there is no image provided. Please upload an image or provide a URL for me to generate the alternate text.] is a local constraint parameter. In this paper, CVaR is used to re-describe the voltage affine constraints, and the remaining constraints are evaluated by sample average.
Define an affine constraint set [image: Stylized lowercase letter "v" with a subscript "t" in a serif font, possibly used in mathematical or scientific notation.] containing [image: It seems like there isn't an image to describe. Please upload the image or provide a URL for me to generate the alt text.] Equation 28, where each affine constraint can be expressed as Equation 29:
[image: Equation showing C sub omega of y and xi equals A bar of y multiplied by xi plus B bar of y, end omega. It is labeled as equation twenty-nine.]
where [image: Mathematical expression showing c subscript o to the power of t, followed by a dot in parentheses, likely representing a function or operation.] is the [image: Please upload the image or provide a URL, and I can help generate the alternate text for it.] affine constraint in [image: Lowercase letter "v" with a subscript "t", possibly representing a mathematical variable or notation.]. The decision variable [image: It seems there's no image provided. Please upload the image or provide a link to it, and I can help generate the alternate text for you.] includes the PV reduction variable [image: Equation displaying the variable alpha_sub_ij to the power t.] and the controllable device setting point. The CVaR constrained at confidence level [image: Please upload the image or provide a URL so I can generate the appropriate alt text for you.] in A [image: Lowercase letter v in a script-style font with a subscript lowercase t to the right.] is calculated as follows Equation 30:
[image: An equation showing an infimum of expected values. The expression involves cost function \( C(y, \xi) \), variables \( x_d \), \( \beta \), and constants \( \kappa \) and \( k_d \). The equation is \(\inf_{x_d} \mathbb{E}_{\xi} [(C(y, \xi) + k_d)] - \kappa_d \beta \leq 0\), labeled as equation (30).]
where [image: It seems you've included a symbol instead of an image. To provide alternate text, please upload an image or provide a URL to the image. If you have any other questions or need assistance, feel free to ask!] is an auxiliary variable. The expected operation in the above equation can be restated as Equation 31:
[image: The equation shown is: \( \bar{Q}_\xi = \max_{k=1,2} [\bar{a}_{\omega k} (\mathbf{y}, \xi) + \bar{b}_{\omega k} (k_{\xi})] \).]
Because the result is the maximum of two affine functions, the expression is convex in [image: It seems that you've provided a piece of mathematical notation rather than an image. If you have an image you'd like me to generate alt text for, please upload it or provide its URL.] for each fixed [image: Certainly! Please upload the image you would like me to generate alternate text for.]. The risk objective shown in Equation 10 is expressed by the distributionally robust optimization form of CVaR as follows Equation 32:
[image: Mathematical expression showing a risk function denoted as \( \hat{f}_{\text{risk}} \). It includes a summation from \( t=1 \) to \( H \), involving the supremum over \( Q_t \in \mathcal{Q}_t^{N_t} \), expectation \( E^Q \), and a maximum function with parameters \( a_{tk}(\gamma), \hat{\xi_t} \), and \( b_{tk}(k_t^0) \). Equation numbered (32).]
The above multi-objective DRO is equivalently restated as a single-objective quadratic programming using the method of Lin et al. (2023). The objective is to minimize the total worst-case CVaR of the function and affine constraints. The specific form of the subproblem of MPC is as follows Equation 33:
[image: A mathematical optimization equation featuring multiple terms and constraints, including infimum and supremum operators, summations, expectations, and various variables like \( y_t, x_{iko}, \theta_n \). The equation also includes conditions represented by \( b_{aok}(x_t) \), \( \tilde{a}_{ak}(\gamma_t, \xi_t) \), and constraints such as \( s_{iko} \) and \( \alpha_n^{p,l} \). Equations are referenced as equations (13) through (14), numbered (33).]
where [image: Mathematical notation showing ω subscript 1, j, with t raised to the power of n.], [image: Mathematical expression displaying \( \omega^{t}_{2,y} \).], and [image: I'm unable to view images directly, but it seems you've posted a mathematical expression. If you have an image you'd like described, please upload it, and I'll generate alt text for it.] are auxiliary variables of CVaR, [image: It seems there was an error in your request. Please upload the image or provide a URL, and I will generate the alternate text for it.], [image: Please upload an image or provide a URL so I can generate the alternate text for you.], and [image: To generate alt text, please upload the image or provide a URL.] are auxiliary variables of distributionally robust Wasserstein sphere reconstruction (Dong et al. (2024)). The power factor constraint and apparent power constraint are processed by sample average.
4 SIMULATION AND DISCUSSION
4.1 System description and parameter settings
To verify the effectiveness of the proposed optimization framework, we conducted simulations using the improved IEEE 37-bus system, with network parameters derived from Reference Chen et al. (2023). The modified network is a single-phase equivalent network, as shown in Figure 2, and includes 21 PV inverters. Table 1 lists their positions and capacities. Figure 3 displays the total available PV power and total load demand throughout the day. The energy storage charge and discharge efficiency are set at 90%.
[image: Line graph showing power in kilowatts over time in hours from 0:00 to 24:00. The red dashed line represents PV power peaking at noon around 3800 kW. The purple line shows the load, fluctuating between 500 kW and 2000 kW.]FIGURE 2 | Curves of available PV power and total load demand.
TABLE 1 | Location and capacity of PV and energy storage.
[image: Table displaying nodes and their corresponding PV (kilowatt) and ES (kilowatt-hour) values. Nodes 4 to 36 are listed with varying PV/ES values, such as Node 4 with 150 kilowatt and Node 36 with 450/200 kilowatt-hour. Values differ across the nodes.][image: A molecular branching diagram with numbered nodes connected by lines. The structure consists of multiple branches, with nodes numbered from one to thirty-six. Nodes appear at the intersections of lines, forming a complex, interconnected network resembling a chemical compound or organic molecule.]FIGURE 3 | Improved IEEE 37-node test system.
In this verification case, the upper and lower limits of voltage optimization are set to [image: The image shows the mathematical notation \( V^{\text{min}} = 0.95 \, \text{p.u.} \), indicating a minimum voltage value of 0.95 per unit.] and [image: The text in the image shows "V superscript max equals 1.05 p.u.", indicating a maximum voltage level of 1.05 per unit.], respectively. The power factor is set to 0.9. The optimization decision interval is set to 5 min. The remaining parameters are shown in Table 2. Aiming at the difficulty and complexity of solving the distributed robust optimization problem, the cvx convex optimization toolbox is called in MATLAB for calculation.
TABLE 2 | System parameters
[image: Table displaying parameters and their corresponding values. It includes eight parameters with values varying between 0.01 and 0.6, all measured in CNY per kilowatt. The parameters listed are \(a^t_{1,n}\), \(a^t_{2,n}\), \(a^t_{3,n}\), \(a^t_{4,n}\), \(a^t_{5,n}\), \(a_{av}\), \(a_B\), and \(\beta\).]4.2 Simulation results
Table 3 now includes a comprehensive comparison of energy storage planning results using the DRO-based MPC method proposed in this paper, along with the RO and SO methods for the 29th and 35th nodes. The table provides specific numerical values for the energy storage configurations obtained through each method. Table 4 presents a detailed comparison of operating costs under various strategic planning methods. The table now includes exact figures for the maximum, mean, and standard deviation of total operating costs for each method.
TABLE 3 | Energy storage configuration under different strategic planning schemes.
[image: Table comparing three methods (RO, SO, DRO) across two scenarios (29-node and 35-node) with corresponding energy values. RO: 300 kWh (29-node), 150 kWh (35-node), cost 480,000 CNY. SO: 150 kWh (29-node), 80 kWh (35-node), cost 260,000 CNY. DRO: 200 kWh (29-node), 120 kWh (35-node), cost 340,000 CNY.]TABLE 4 | Comparison of operating costs under different strategic planning schemes.
[image: Table detailing total operating costs in 10,000 CNY for three methods: RO, SO, and DRO. RO has a minimum of 76.26, maximum of 110.73, mean of 92.08, and standard deviation of 7.60. SO shows a minimum of 72.21, maximum of 91.35, mean of 80.96, and standard deviation of 4.04. DRO has a minimum of 79.28, maximum of 96.91, mean of 85.16, and standard deviation of 3.70.]The quantified results, as shown in Table 3, indicate that the use of the DRO method leads to a 29.16% reduction in cost compared to the RO method, with energy storage capacities reduced by 33.33% and 20% on the 29- and 35-node systems, respectively. Furthermore, Table 4 reveals that the DRO method achieves maximum, mean, and standard deviation values of total operating costs that are 12.5%, 0.75%, and 51.3% lower than those obtained using the RO method, respectively.
These improvements are attributed to the DRO method’s ability to utilize real data, offering more flexible and reliable planning support. This approach avoids the excessive conservatism and economic sacrifices associated with the RO method, which adopts a worst-case distribution strategy, and the SO method, which, despite using a preset probability distribution for energy storage capacity configuration, lacks adaptability in actual scheduling.
The SO, RO, and DRO methods are used for optimization under the same planning scheme. Figure 4 shows the system operation cost from 10:00 to 15:00 for each method. Table 3 presents the maximum, minimum, average, and standard deviation of the system operation costs under these different methods. The results indicate that the proposed method outperforms the traditional RO method in terms of operation cost and demonstrates better economic efficiency. Although the proposed method is less economical than the SO method, it has a smaller skewness, leading to smoother system operation under uncertainty.
[image: Line chart depicting operating costs over time, from 10:00 to 15:00, for three methods: RO (pink), SO (blue), and DRO (red). Costs are measured in ten thousands of CNY and fluctuate differently for each method.]FIGURE 4 | Operating costs under different strategic planning.
Figure 5 shows the operating voltages under the three planning strategies. It is evident that under the SO method, high uncertainty impacts lead to voltage limit violations due to excessive emphasis on economic factors, significantly reducing system robustness. The proposed method considers worst-case planning results by solving the distribution cluster containing the empirical distribution, aligning better with the modeling of uncertain outputs from different renewable energy sources, and thus offers stronger robustness than traditional stochastic optimization.
[image: Three line graphs depict operating voltage over 24 hours under different conditions: RO, SO, and DRO. Each graph shows voltage on the y-axis and time on the x-axis. Under RO and SO, voltage peaks around midday, whereas under DRO, voltage fluctuates more, lacking a distinct peak. Multiple colored lines represent voltage variations.]FIGURE 5 | Operating voltage under different strategic planning.
In summary, the DRO-based MPC method proposed in this paper effectively balances the relationship between economic efficiency and robustness. The proposed planning comprehensively addresses the probability of prediction errors. The average reduction in PV power achieved with this strategy is 645.510 kW, providing an effective control approach for managing significant deviations in PV predictions. Although ensuring voltage security and stability, the proposed strategy increases the average power reduction by 36.851%, thereby enhancing the distribution network’s robustness in handling the uncertainties associated with renewable energy predictions.
Table 5 presents a comparative analysis of system costs and PV consumption rates under two scenarios for the IEEE 37-node system. “Case 1” includes energy storage configuration, while “Case 2” does not. The data clearly show that including energy storage leads to a 2.85% reduction in system cost and a 1.2% increase in the PV in-situ consumption rate.
TABLE 5 | Results of total operating cost and PV consumption rate on the IEEE 37-node system.
[image: Table showing total operating costs and local consumption rates for two cases. Case 1: 34 units cost, 98.48% consumption rate. Case 2: 35 units cost, 97.31% consumption rate.]Figure 6A illustrates the purchased and sold power from the substation for the IEEE 37-node system. Figure 6B depicts the charging and discharging patterns of the energy storage system. These figures demonstrate how excess PV output is stored during periods of low demand and utilized during high demand, effectively performing peak-shaving and load-balancing functions that enhance the economic efficiency and reliability of the distribution network.
[image: The image consists of two graphs. The left graph shows power output over time with three colored areas: peach for \(P_{\text{ch}}\), green for \(P_{\text{PV}}\), and purple for \(P_{\text{Load}}\). The right graph displays energy storage power output with purple for \(P_{\text{ch}}\) and a red line for the state of charge (SOE). Time intervals are on the x-axes, while power output and SOE are on the y-axes.]FIGURE 6 | Optimal operation results of the IEEE 37-inode system.
4.3 The influence of different Wasserstein spheres
To illustrate the impact of the Wasserstein sphere radius on planning results, various radius values are used to compare the total operational costs. As shown in Table 6, increasing the radius of the Wasserstein sphere results in a broader coverage of uncertainties by the fuzzy set. This broader coverage leads to more conservative decision-making, which in turn raises operating costs but results in a smoother operational mode. Consequently, the proposed method allows for more flexible control of robustness and economic efficiency by adjusting the radius of the Wasserstein sphere.
TABLE 6 | Impact of different Wasserstein sphere radii on planning results.
[image: Table showing total operating cost in 10,000 Chinese Yuan for different values of gamma. For gamma value 0, the minimum is 78.76, maximum 96.63, mean 84.84, standard deviation 3.76. For gamma 0.001, minimum 79.28, maximum 96.91, mean 85.16, standard deviation 3.70. For gamma 0.002, minimum 79.68, maximum 97.58, mean 85.92, standard deviation 3.57.]5 CONCLUSION
This paper introduces a multi-objective planning approach for DRO power systems utilizing MPC to tackle the uncertainty challenges posed by high levels of renewable energy integration in distribution networks. The proposed method offers a flexible balance between economic efficiency and operational robustness. The key quantitative conclusions drawn from our analysis are:
	(1) The DRO-MPC approach significantly mitigates the impact of uncertainty from large-scale distributed PV output on distribution network planning. It enhances economic efficiency and maintains system robustness, reducing costs by 29.16% compared to the RO method. Additionally, the energy storage capacity is optimized, resulting in a 33.33% reduction on the 29-node system and a 20% reduction on the 35-node system.
	(2) By transforming the computationally intensive multi-objective problem into a streamlined single-objective solution, our method overcomes the limitations inherent in traditional multi-objective optimization approaches.
	(3) The planning scheme’s adaptability is further enhanced by the variable radius of the Wasserstein sphere, allowing for greater flexibility and tailored responses to different operational scenarios.
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As the penetration level of renewable energy is continuously growing, it is essential for transmission and distribution system operators to collaborate on optimizing the siting and sizing of distributed energy storage to enhance the operational flexibility and economic efficiency. Given the frequent occurrence of extreme weather in recent years, the planning should also account for such factors. Hence, a planning method of distributed energy storage with the coordination of transmission and distribution systems considering extreme weather is proposed. Firstly, a Gaussian mixture model-based chance constraint is established to describe the uncertainty of wind and solar power, ensuring high confidence that the bus voltage of the distribution system is within a safe range. Secondly, aiming to maximize the social welfare, a bi-level planning model for distributed energy storage is developed. The upper-level addresses the siting and sizing issues of distributed energy storage, while the lower-level characterizes the day-ahead clearing problem of power market. By leveraging Karush-Kuhn-Tucker (KKT) conditions and linearization techniques, the bi-level model is transformed into a single-level mixed integer linear programming model that is easier to solve. Finally, numerical analysis is conducted on a modified IEEE 24-node system combined with two IEEE 33-node systems. The case study verifies the effectiveness of the proposed model.
Keywords: transmission and distribution coordination, bi-level optimization, energy storage sizing and siting, market clearing, uncertainty, extreme weather

1 INTRODUCTION
Global climate change and the rapid development of new energy technologies have introduced significant challenges to the safe and stable operation of power grids. Energy storage, as a flexible resource, plays a crucial role in ensuring the stability of power systems. In recent years, the trend toward clean power generation has gained prominence (Li, H. et al., 2021). With the increasing integration of distributed wind and photovoltaic power, the configuration of an appropriate amount of energy storage on the distribution network side has emerged as a critical issue. To enhance the operational flexibility and economic efficiency of the power system, while also leveraging the benefits of energy storage on the distribution network side, it is essential for the transmission system operator (TSO) and the distribution system operator (DSO) to collaborate closely in optimizing the siting and sizing of distributed energy storage.
The key to promoting renewable energy consumption through energy storage lies in optimizing the location and scale of energy storage systems. Work in (Tang et al., 2022) developed a location and capacity model for energy storage aimed at minimizing bus voltage fluctuations, energy storage investment costs and load fluctuation; Works (Fernández-Blanco et al., 2016; Pandžić et al., 2014) employed lossless DC power flow to approximate the transmission network while disregarding distribution network constraints. However, energy storage resources are typically situated within the distribution system and provide services to both transmission and distribution systems; Work in (Yao et al., 2022) introduced a joint planning method for transmission and storage that takes into account the complementarity of wind and solar energy, thereby enhancing the consumption levels of these renewable sources; Work in (Hua et al., 2020) proposed a control strategy for battery energy storage that considers the feasible domain of wind power acceptance to improve both the transmission and consumption; Work in (Zhao et al., 2022) established an optimization planning model for distributed energy storage in active distribution networks, utilizing an error scenario simulation method to mitigate the impact of photovoltaic output randomness on energy storage configuration planning. Notably, these studies have not established a unified framework for coordinating transmission and distribution to optimize energy storage investment planning.
Numerous studies have addressed the dual-sided uncertainties associated with renewable energy generation and load. Work in (Peker et al., 2018) introduced a two-stage stochastic programming model aimed at jointly optimizing transmission line and energy storage investment; Work in (Li et al., 2024) proposed a bi-level optimization model for the siting and sizing of distributed electrochemical energy storage, utilizing typical day scenarios while accounting for the uncertainties in to renewable energy output; Work in (Qian et al., 2020) considered the impact of wind power and photovoltaic output uncertainties on new energy bases' power transmission, modeling the operational characteristics of these bases, DC channels and receiving power grids separately, and suggested a stochastic planning method for DC transmission of new energy bases based on scenario analysis. Work in (Li et al., 2019) developed a multi-objective optimization cooperative planning model for renewable energy and energy storage, taking into consideration reliability and renewable energy penetration. Work in (Wang et al., 2024) introduced a novel interval power flow (NIPF) method based on a hybrid uncertain set, which effectively addresses input data uncertainties, including active power generation from renewable sources (such as wind and photovoltaic) and load demand. Some studies have insufficient descriptions of the predicted output of renewable energy, which makes it difficult to fully reflect the output range of renewable energy, or are often too conservative in order to cover the output range.
In the context of power grid planning influenced by extreme weather, work in (Li et al., 2023) proposed a multi-level planning method for energy storage power stations within distribution networks, which accounts for the spatiotemporal correlation of compound natural disasters; Work in (Ma et al., 2020) introduced a power grid resilience evaluation index and developed a bi-level planning model for the location and capacity of flexible resources during typhoon disasters, with the objective of optimizing both the index and economic outcomes.; Work in (Yuan et al., 2016) presented a novel flexible distribution system planning model based on two-stage robust optimization aimed at minimizing the total load reduction during natural disasters; Work in (Wang et al., 2023) proposed a new method for the location and capacity planning of energy storage systems based on extreme scenarios. Some studies focus solely on power grid planning under extreme scenarios, neglecting a comprehensive consideration of the impacts of both conventional and extreme scenarios.
Despite the extensive research on the planning and operation models of distributed energy storage in conjunction with renewable energy, several research gaps remain: 1) The investment planning of distributed energy storage is seldom addressed within a unified TSO-DSO framework. 2) The uncertainty associated with the forecast error of renewable energy generation on a typical day is often overlooked. 3) Many of these planning models fail to comprehensively consider the effects of conventional scenarios and extreme weather events. To address these deficiencies, this paper introduces a bi-level planning model for distributed energy storage that incorporates the influence of extreme weather on transmission and distribution coordination. The upper model aims to minimize the investment and operational costs for the DSO, while the lower model seeks to maximize social welfare, thereby modeling the electricity market clearing at the transmission network level. This model effectively leverages distributed energy resources and flexibility at both the distribution and transmission network levels.
The main contributions of this paper are as follows.
	1) Unlike traditional methods for configuring energy storage in distribution networks, this study establishes a storage investment planning decision model for distributed renewable energy across multiple distribution networks, incorporating the collaborative participation of DSO and TSO in the market.
	2) The planning model fully accounts for the uncertainty associated with renewable energy, modeling the forecast error of daily renewable energy generation using a Gaussian mixture model in conjunction with a chance constraint method.
	3) In contrast to conventional planning methods that rely on typical days, this research considers the impact of extreme weather on planning; extreme weather scenarios are extracted based on a robustness framework that incorporates both maximum and minimum model parameters.

The organization of this paper is as follows: Section 2 introduces the bi-level programming model for distributed energy storage under the coordination of transmission and distribution. Section 3 presents a solution to the bi-level optimization problem. Case studies are discussed in Section 4, followed by conclusions in Section 5.
2 MODEL STRUCTURE AND PROBLEM FORMULATION
2.1 Stochastic bi-level investment model
The proposed bi-level optimization model for distributed energy storage planning is illustrated in Figure 1. The upper level addresses the location and scale of energy storage within the distribution network, aiming to minimize the total investment and operational costs. The lower level focuses on the day-ahead power market clearing problem, which seeks to maximize social welfare, defined as the load benefit minus the generator costs, while adhering to the constraints of the transmission network. Furthermore, the upper-level problem establishes the operational framework for the distribution network and the power transactions with the upstream power grid, with the power transaction decisions serving as input parameters for the lower-level problem. The lower-level problem subsequently provides feedback on market clearing results, including dispatch and pricing, which are utilized in the upper-level problem to compute the expected market income for all users associated with the distribution network.
[image: Diagram showing two levels of decision-making in energy networks. The upper level (DSO) targets minimizing costs with constraints on energy storage investment and distribution network operations. Decisions include storage site selection, operational, and trading decisions. The lower level (TSO) targets maximizing social welfare, with constraints on transmission grid operations and demand, making decisions on dispatch and pricing in the electricity market.]FIGURE 1 | A bi-level planning model for distributed energy storage in transmission and distribution coordination.
To account for the effects of extreme weather, particularly the prevalence of typhoons, this study emphasizes scenario robustness. Historical data has been employed to categorize a year into four conventional scenarios and one extreme weather scenario, based on adjustments to the wind and solar output sequences during typhoon conditions. The corresponding outputs for wind and solar energy are specified, with their uncertainties characterized through prediction error and modeled using the chance constraint method. Investment planning is conducted for a single target year following the static investment analysis method (Liu et al., 2017), while operational decisions are optimized for each representative day.
2.2 Upper-level problem: Siting and sizing of distributed energy storage
The upper problem minimizes the total cost of the distribution network over the course of the year, which includes both the annual energy storage investment cost ([image: Mathematical notation displaying the expression \( C_{\text{inv}, a} \), with "inv" as a subscript and a superscript accent over the letter C.]) and the annual distribution network operation cost, as demonstrated in (1). The latter encompasses the electricity cost ([image: Summation symbol with the subscript omega element of omega, representing a set, followed by C subscript omega superscript D N.]) associated with the distribution network’s transactions with the upstream transmission network and the operating costs ([image: Summation notation with the sum over omega in the set Omega of C sub omega superscript oper.]) of distributed energy resources (DERs):
[image: Mathematical expression showing an optimization problem: minimize over \( u \) in a set \( U \) the sum of \( (C_{ov}^{DN} + C_{df}^{cap}) \) multiplied by \( C_{inv-a} \), with the equation labeled as (1).]
In this context, Equation 2 details the calculation of the distribution network in conjunction with the upstream grid, while Equations 3, 4 outline the operating costs of DERs and the annualized investment cost of energy storage, respectively.
[image: Equation showing a mathematical expression for \( C_{\omega}^{ON} \), which equals \(\pi_{\omega}\) times the sum over all items in the set \( \text{off} \) of \(( h_{i \omega} \cdot ( v_{i \text{live} } - \bar{v}_{i \text{live} } ) )\). It is labeled as equation (2).]
[image: Mathematical equation showing a complex formula with multiple summations and variables. It includes terms like \(\theta^{opr}_{\omega}\), \(\pi_{\omega}\), \(\text{dis}\), \(\text{ch}\), and other indexed expressions. Equation number (3) is noted.]
[image: Mathematical equation showing the formula for \( C^{pmd,a} \). It includes double summation over sets \( N \) and \( BF_{i} \), involving terms \( C^{a} \cdot K_{n}^{a} \) and \( C^{pmd,a} \cdot K_{i,n}^{p} \), numbered as equation (4).]
Where: [image: Please upload the image or provide a URL so I can generate the alternate text for you.] represents the number of typical days; [image: Mathematical notation showing a capital letter "N" followed by a superscript lowercase "m".] represents the set of transmission network nodes connected to the distribution network; [image: It seems there was an issue with the image upload. Please try uploading the image again, and I'll be happy to help with the alt text.] represents the scheduling time range; [image: Mathematical notation comprising the letter "B" with a subscript "i" and superscript "w".] and [image: Mathematical notation showing a variable with a subscript "i" and superscripts "p" and "v", represented as \( B^v_i \).] respectively represent the bus set of wind power and photovoltaic power generation devices installed on the distribution network. Due to geographical restrictions, [image: The image shows the mathematical notation "B" with an "es" supercript and an "i" subscript.] represents the bus set eligible for installing energy storage devices in the distribution network [image: Please upload the image or provide a URL so I can generate the appropriate alt text for you.] ([image: Mathematical expression showing subsets: \( B_i^w, B_i^{Dv}, B_i^{es} \subseteq B_i, \forall i \in N_m \).]); [image: Greek letter Omega symbol, resembling an upside-down horseshoe. Used in science, mathematics, and engineering, it often represents ohms, the unit of electrical resistance.] represents a group of typical days; [image: Mathematical notation showing the lowercase Greek letter lambda followed by the subscript "itw."] represents the node marginal price of the transmission network bus connected to the root node of the distribution network; [image: The expression "c h" in italics followed by the subscript "int ω".]/[image: Mathematical expression with the letters "d", "i", "s" followed by the subscript "int" and superscript "ω".] represent the charging/discharging power of energy storage; [image: Mathematical expression featuring a vector symbol \(\tilde{g}_{intw}^{w}\), with superscript \(w\) and subscript \(intw\).] and [image: Mathematical expression showing "g" raised to the power of "pv" over the product of "intw".] respectively represent the output power of wind power and photovoltaic units; [image: The image shows a mathematical expression where "p" is in italic with a tilde over the letter, followed by the subscript "itw".] represents the amount of electricity injected from DSO to TSO, and [image: Mathematical expression displaying the variable "p" with a superscript plus sign and a subscript "itw".] vice versa; [image: Mathematical expression showing \( K_{\text{in}} \), where "K" is a capital letter and "in" is in subscript.] and [image: The expression "K" with two subscripts "i" and "m" and a superscript "p" located above the "K".] respectively represent the energy and power capacity of energy storage; [image: It seems there was an error in uploading the image. Please try uploading the image file again, and I will help generate the alternate text for it.], [image: A mathematical expression depicting the letter "c" raised to the power of "p" and "v".] and [image: If you provide or describe the image, I can generate suitable alt text for it. Please upload the image or describe it, and I will assist you accordingly.] respectively represent the operating costs of wind power, photovoltaic and energy storage devices.
Equation 2 represents the electricity transaction cost associated with the distribution network’s participation in the day-ahead electricity market. Equation 3 outlines the operating cost of DERs on a typical day [image: Please upload the image, and I will help generate the alternate text for it.], while the annualized investment cost of energy storage is detailed in (4). Notably, the parameters [image: The expression \( C_l^a \), with an uppercase C followed by a lowercase l and a superscript lowercase a.] and [image: Mathematical notation representing the partial derivative of a function, labeled as \( C^{p, a} \), where \( p \) and \( a \) denote specific variables or parameters.] are the annualized costs using the net present value method, calculated as follows (Pandžić et al., 2014):
[image: Equation showing compound interest calculation: \( C^a = C \cdot \frac{\Gamma \cdot (1+ r)^\lambda}{(1+ r)^\lambda - 1} \), labeled as equation (5).]
Where: [image: It seems there was an issue with the image upload. Please try uploading the image again, and I will help generate the alternate text for it.] is the annual discount rate; [image: Looks like the image isn't displaying correctly. Please try uploading it again.] is the equipment life.
Investment decisions ([image: Mathematical notation displaying two terms: \(K_{\text{in}}^{e}\) and \(K_{\text{in}}^{p}\), each with a subscript "in" and superscripts "e" and "p", respectively.]) are constrained by geography and technology, with certain capacity constraints and available investment budget constraints:
[image: Mathematical expression with an inequality: zero is less than or equal to \( K_{i,n}^{tsw} \), which is less than or equal to \( K_{i,n}^m \). This holds for all \( i \) in the set \( N_{tsw}^m \), and \( n \) in the set \( B_{ts} \).писать новый текст]
[image: Mathematical formula showing that \(0 \leq K_{m}^{n_{t}} \leq K_{m}^{D}\), for all \(i\) in \(N^{m_{t}}\) and \(n\) in \(B_{t}^{s}\). Equation number (7) is noted.]
[image: Mathematical equation depicted, showing the equation: \( \rho \cdot K_n^m = K_n^m \), applicable for all \( i \) in set \( N^m \) and \( n \) in set \( B_s^2 \).]
[image: Mathematical expression showing \( C^{\text{inv}} \leq C^{\text{mw}} \) with the equation number (9) on the right side.]
Where: [image: Mathematical expression with uppercase letter K, subscript "in," and superscript "e."] and [image: Mathematical expression displaying \( K_{ij}^{p} \).] represent the energy and power capacity of the maximum energy storage device that can be installed, respectively; [image: Please upload the image you would like me to generate alt text for.] represents the energy-to-power ratio of the energy storage device; [image: Mathematical notation showing "C" with the superscript "inv".] represents the energy storage investment cost, and [image: The image shows the lowercase letters "C", "i", "n", and "v" in italics, with a tilde accent above the letter "i".] represents the energy storage investment budget.
Equations 6, 7 delineate the energy and power limitations for the areas (nodes) within the distribution network eligible for energy storage installation, while Equation 8 restricts the energy-to-power ratio of the energy storage device. Equation 9 indicates that the total investment cost must not exceed the allocated investment budget.
In addition, due to the operational characteristics of energy storage, its dispatch operation is subject to specific constraints on a typical day [image: Please upload the image or provide a URL so I can generate the alternate text for you.].
[image: Equation showing a constraint on distance, where distance between entities \( i \) and \( m \) at time \( t \) is between zero and \( K_{i,m}^{\text{hrz}} \). Variables include \( i \in N^n \), \( m \in B^n \), \( t \in H_t \), and \( \omega \in \Omega \).]
[image: Mathematical equation: "dis_inf ≤ Φ ∙ winf_avg for all i in N_sup, n in B_sup_t, h in H, ω in Ω.” Equation number 11 is shown on the right.]
[image: A mathematical expression is shown: \( c_{\text{hlintra}} \leq \Phi \cdot (1 - w_{\text{intra}}) \) for all \( i \in \mathbb{N}^n \), \( m \in B_{\text{s}}^i \), \( t \in H \), and \( \omega \in \Omega \). Equation (12).]
[image: Mathematical expression showing a weighted influence condition: \( w_{\text{influ}} \in [0, 1], \; \forall i \in \mathbb{N}^1, \; n \in B_{t+1}^i, \; t \in H, \; \omega \in \Omega \), with equation number (13).]
[image: The image shows a mathematical equation: \( SOE_{imtw} = SOE_{imt\omega} - \sum_{t=1}^{t} (dis_{imtw} \cdot vf^t - ch_{imtw} \cdot vf^t) \). The equation applies for all \( i \in N^m, n \in B^s, t \in H, \omega \in \Omega \). Equation number 14 is indicated on the right.]
[image: I'm unable to view the image directly. However, it appears you're referencing a mathematical formula. If you can provide more context or details about the image, I can help generate alt text. For example, specify if it is part of a technical paper, its purpose, or any relevant surrounding content.]
[image: Mathematical formula on a white background involves an inequality indicating that the sum of squared error for weights, \( SOE_{\text{wts}} \), is greater than or equal to the sum of squared error for individual values, \( SOE_{\text{indiv}} \), for all \( n \) in the set of natural numbers and \( \pi \) in the set \( B^*_n \), where \( \omega \) belongs to \( \Omega \). Labeled as equation sixteen.]
Where: [image: Text showing "SOE" in uppercase with the word "into" in lowercase subscript.] represents the energy state of the energy storage device; [image: A black Greek letter Phi symbol on a white background, representing math or physics concepts, featuring a circle intersected by a vertical line.] is a large constant.
Equations 10–13 delineate the charge and discharge state of the energy storage device. The binary variable [image: It looks like you're referring to an image, but it hasn't been provided. To generate alternate text, please upload the image or provide a URL.] represents the operating state of the energy storage device, taking a value of one during discharge and 0 during charging. Equation 16 indicates that the energy state of the energy storage device at the end of the scheduling period must be no less than [image: It seems like there may have been an attempt to display an image, but it did not come through. Please try uploading the image file directly, or provide a URL if available.] times of its energy at the beginning.
The output from distributed power sources, such as photovoltaics and wind power, is significantly influenced by climatic conditions. This influence is particularly pronounced during extreme weather events, where the output from wind and solar sources can become markedly abnormal and irregular. Consequently, the output from these sources exhibits increased volatility and uncertainty. To capture these effects, this article presents predicted outputs for wind and solar power under both normal and extreme scenarios, derived from historical data. It is important to note that the likelihood of extreme scenarios occurring is considerably lower. The chance constraint method is employed to strike a balance between conservatism and optimism, with the uncertainty in wind and solar power output characterized by the variability of prediction errors. Therefore, the outputs from wind power and photovoltaics should satisfy the following sufficiency conditions:
[image: Mathematical notation showing an equation: \( G_{\text{link}}^{n\omega} = G_{\text{init}}^{n\omega} + \Delta B_{\text{link}}^{n\omega} \) for all \( n \) in \( B_{\text{ramp}}^{t+} \), all \( i \) in \( N^{+} \), \( t \) in \( H \), \( \omega \) in \( H \), with a reference to equation (17).]
[image: Equation showing ϵ_error^t_n,m as a function of W_lin and K_error^t_n . The equation covers indices n in B^t_m, i over N_m^t, t in H, and ω in H. Equation is numbered eighteen.]
[image: The image shows a mathematical formula related to probability, specifically \( \Pr(\Delta^{\text{min}}_{\text{nimarc}} \leq \Delta^\omega_{\text{nimarc}} \leq \Delta^{\text{max}}_{\text{nimarc}}) \geq h^v_i \), for all \( n \) in \( B^v_i \), \( \forall i \in N^v_t \), \( t \in H \), \( \omega \in H \). The formula seems to be part of a larger equation or theorem, possibly related to a mathematical model involving multiple variables and constraints.]
[image: A mathematical equation involving various variables and conditions. It states that \(y_{int\omega}^{\text{syn}}\) equals \(E_{int\omega}^{\text{syn}} + \Delta E_{int\omega}\), applicable for \(n \in B_{i,t}^{H}\), for all \(i \in N_{t}^{H}\), and for all \(t, \omega\) in set \(H\). The equation includes a reference number (20) on the right.]
[image: Mathematical equation displaying the expression for \(\xi^{i,n,t}_{\text{int}}\). It resolves variables and summation over indexes \(i \in N_m\), \(t \in H_t\), and \(\omega \in H\), incorporating multiple symbols and attributes like \(p^t\), \(l_{m}\), \(K^i_n\), and \(B^i_{m}\).]
[image: Mathematical equation expressing a probability condition: the probability that a variable with subscript "intra" is between lower and upper bounds is greater than or equal to a threshold for all elements of sets B and N, for elements in sets H. Equation (22).]
Where: [image: Mathematical expression showing the variable "K" with superscript "w" and subscript "in".] and [image: Mathematical expression showing a variable represented as \( K^{pv}_{im} \).] are the installed capacity of wind power and photovoltaic power generation respectively.
Equation 17 indicates that the output of wind power ([image: Mathematical notation of the symbol \(\widetilde{g}_{\text{int}}^w\).]) consists of the predicted value ([image: Mathematical expression showing the function \( g \) with the variable \( x \) set to the power of \( w \).]) and the predicted error ([image: Mathematical expression showing a delta symbol followed by a superscript w tilde, with subscript g, and subscript int in italics, followed by a lowercase omega.]). Equation 18 determines the size of the predicted wind power output, where [image: Mathematical notation showing the symbol \( W \) with subscripts \( i \), \( t \), and \( w \).] is the wind intensity coefficient (Baringo and Conejo, 2011). The size of the wind power output prediction error is limited, and its probability in the interval [[image: Δg^{w-intω}]; [image: Mathematical expression featuring Delta symbol, lowercase g with subscript "int" and superscript "w plus".]] must be greater than the given confidence level ([image: Please upload the image or provide a URL so I can create the alt text for you.]), as shown in Equation 19. Equations 20, 21 describe the photovoltaic output, which is similar to wind power, where the predicted value of photovoltaic output is calculated based on the photovoltaic energy output coefficient ([image: Please upload the image or provide a URL, and I would be happy to help generate the alternate text for it.]) and the photovoltaic panel output efficiency ([image: Mathematical expression featuring the Greek letter eta (η) followed by superscript "pv."]) (Xu et al., 2020), and [image: Equation showing Planck's constant (\(h\)) raised to the power \(p\) with a superscript \(v\), possibly representing a variable or index.] is the confidence level.
The power flow of the distribution network adopts the linearized Distflow model, which is widely used in distribution systems. The complete model is shown in Equations 23–29.
[image: Equation showing a summation of \( f_{i n t k(\omega)} \) over \( k \in k(n) \) equated to a different summation of \( f_{i n t k(\omega)} \) over \( k \in k(i n) \), subtracted by \( D_{i n t \omega} \), plus various terms like \( x^{st}_{i n t \omega} \), \( x^{by}_{i n t \omega} \), \( dis_{i n t \omega} \), minus \( ch_{i n t \omega} \). Indexed by \( \forall i \in N^m, n \in B^f, t \in H, \omega \in \Omega \). Equation number (23).]
[image: Mathematical equation showing a summation of functions. On the left, the sum of \(f_{j(nk)t \omega}\) over \(k \in K_{in}(n)\). On the right, the sum of \(f_{j(k)i}t\omega\) over \(k \in K_{j(in)}\) minus \(\delta^{\text{in}}_{i} \cdot D_{\text{in}}\) plus terms involving \(\delta^{\text{out}}\). Subject to conditions for \(i \in \mathbb{N}^m\), \(n \in B_i\), \(t \in H_t\), \(\omega \in \Omega\), labeled as equation \(24\).]
[image: Mathematical formula depicting an equation involving multiple variables and parameters. The equation features a difference expression with terms such as \(y_{\text{st}}^{-}\), \(r_{ijn_{st}^{-}}\), \(f_{ijn_{st}^{-}}\), and \(x_{jin_{st}^{-}}\), defined for various elements in sets \(N\), \(B\), \(H\), and \(\Omega\).]
[image: Mathematical expression displaying a summation: the sum from set \(k \in f(t_0)\) of \(f_k(t_0) y_{k\omega} = p_{\text{itw}} - p_{\text{itwv}}\) for all \(i \in \mathbb{N}^m\), \(n \in E\), \(b \in B\), \(t \in H\), \(\omega \in \Omega\), labeled as equation (26).]
[image: Mathematical equation showing the inequality for functions \( f_{(\text{link, net})}^i \) and \( \rho_{(\text{link, net})} \). The expression involves squared terms and a square root on the right side. Constraints include \( i \in \mathbb{N}_{n} \), \( (n,k) \in L_i^{D_i} \), \( t \in H \), and \( \omega \in \Omega \). Equation number 27.]
[image: Mathematical equation showing a condition for \(V_{\text{min,inv}}\) equal to \(V_0\). It applies for all \(\nu\) in the natural numbers \( \mathbb{N}^{\infty}\), variable \( t \) in set \( H \), and \(\omega\) in set \(\Omega\). Number 28 in parentheses.]
[image: Probability expression detailing that the probability of voltage \(V_0\) adjusted by \(\Delta V\) is less than or equal to the inverter voltage \(V_{\text{inv}}\) and less than or equal to \(V_0\) plus \(\Delta V\) is greater than or equal to \(\lambda\). This applies for every component indexed by \(i\) in the natural numbers set \(N_m\), within set \(n\), belonging to the set \(B_n/t_0\). Variable \(f\) belongs to set \(H\) and \(\omega\) belongs to set \(\Omega\). Equation is numbered twenty-nine.]
Where: [image: Mathematical expression showing the function \( f^{\rho}_{i(nk)}tw \).] and [image: Mathematical expression consisting of \( f \) raised to the power of \( q \), subscript \( i(nk)tw \).] represent the active and reactive power flowing through the branch [image: Please upload the image you'd like me to describe, and I'll be happy to help with the alternate text.] of the distribution network i in a typical day [image: Please upload the image you'd like me to generate alt text for.], respectively; [image: Mathematical expression depicting Omega subscript d slash p, superscript i, applied to n.] represents the set of rear/front nodes connected to the distribution network node n; [image: Please upload the image or provide a URL so I can generate the alternate text for it.] represents the square value of the voltage amplitude of the distribution network nodes; [image: The image contains the mathematical expression \( D_{\text{int}\omega} \) in italic font.] represents the load of each node in the distribution network; [image: The image displays the mathematical expression: delta raised to the power of d over w divided by p times v.] are the parameters for converting active power into reactive power.
The branch power flow equations are presented in (23)–(25). The voltage difference between the buses at both ends of the node branch is related to the active and reactive power flows of the branch, as shown in Equation 25. The active power balance in the transmission line connected to the root node of the distribution network (i.e., the node linked to the transmission network) is [image: Please upload the image or provide a URL so I can generate the alternate text for you.] shown in Equation 26. Equation 27 sets the apparent power capacity of the line ([image: Mathematical notation showing \( f_i^{(nk)} \), typically representing a function or variable with subscripts and superscripts to indicate specific parameters or indices.]), which is a quadratic inequality constraint and can be linearized by polygonal interior approximation (Akbari and Bina, 2014). The bus voltage limit is shown in Equations 28, 29. It should be noted that [image: It seems like you provided a symbol, rather than an image. If you have an image file to upload, please do so, and I can help generate alternate text for it.] is the reference voltage. If the bus is the root bus, the bus voltage is set to the reference voltage, as shown in Equation 28. Otherwise, the bus voltage should be within the given interval specified in Equation 29, and the chance constraint ensures the system voltage safety with a high probability ([image: A lowercase lambda symbol with a tilde accent above it, often used in mathematics or physics to denote a variable or parameter.]).
Equations 30, 31 impose limits on the amount of electricity that the distribution network can trade with the upstream grid, in accordance with the capacity of the substations that connect the transmission grid and the distribution grid. The binary variable [image: Italic lowercase "h" with subscript "itw".] ensures that the distribution network can either supply power to or draw power from the transmission grid during specific time periods within a typical day [image: Please upload the image, and I will generate the alt text for you.], as shown in Equation 32.
[image: Mathematical formula illustrating an inequality: zero is less than or equal to \( u_{i\omega t} \), which is less than or equal to \( h_{\text{max},i} \cdot p_i \), for all \( i \) in set \( N_m \), time \( t \) in set \( H \), and scenario \( \omega \) in set \( \Omega \). Equation number 30.]
[image: Equation displaying a mathematical constraint: \( 0 \leq b_{it\omega} \leq (1 - h_{it\omega}) \cdot P_i \), applied for all \( i \) in set \( N^M \), time period \( t \) in set \( H \), and scenario \( \omega \) in set \( \Omega \).]
[image: Mathematical equation detailing the conditions for \( d_{in,e} \), which is between \( 0 \) and \( 1 \). It states \( \forall i \in \mathbb{N}^m, t \in H, \omega \in \Omega \).]
Where: [image: It seems there was an error or the image wasn't uploaded correctly. Please make sure to upload the image file directly, or provide a URL link to it. You can also include a caption for context if you like.]/[image: Please upload the image for which you need alternate text.] represents the quantity provided/bid by the distribution network to the power market; [image: Please upload the image you’d like me to generate alternate text for.] represents the capacity of the substations connecting the distribution network to the upstream transmission network.
Finally, the decision variable set ([image: It appears there is an issue with the image you've uploaded. Please ensure the image is correctly attached or provide a URL. Optionally, you can include a caption for additional context.]) of the upper-level problem includes the investment variables and the distribution network scenario-related operation phase variable set, namely, [image: A mathematical expression showing a set \(X^U\) with elements: \(K^{re}_{in}\), \(g^{sw}_{intw}\), \(g^{sp}_{intw}\), \(o_{itw}\), \(b_{itw}\), \(dis_{intw}\), \(ch_{intw}\), \(W_{int(w)}\), \(SOE_{intw}\), \(\beta^p_{f_in(k)tw}\), \(\beta^a_{f_in(k)tw}\), and \(V_{intw}\).].
2.3 Lower-level problem: Day-ahead electricity market clearing problem
The underlying problem is the day-ahead electricity market clearing problem at the transmission network level, which is performed on each typical day with the goal of maximizing social welfare, as shown in Equations 33–41.
[image: Mathematical equation showing an optimization problem to minimize x_l, sum over h in H, of three terms: sum over i in H, of x_i, p_i\hat{y}_{out}, minus sum over \hat{i} in N, a'_i\hat{p}_i\hat{y}_{out}, plus sum over i in N, of a_i (c_i\hat{p}_{in} - c'_i\hat{p}_{in}). For all \omega in \Omega. Equation number 33.]
[image: Equation features mathematical expression with variables \( p^{d}_{it\omega} \), \( p^{u}_{it\omega} \), \( p^{in}_{it\omega} \), and \( p^{out}_{it\omega} \). Includes summation over \( H^{in} \) with \( (q_{it\omega} - q_{ht\omega}) \) components, set equal to the marginal cost \( c(q_{it\omega}) \). Constraints apply \( \forall i \in \mathcal{N}^{g}, t \in \mathcal{T}, \omega \in \Omega \). Equation is labeled as (34).]
[image: Mathematical formula depicting a constraint involving variables: 𝑝ᵢₜᵢₜ_ω and 𝑃ᵢ_t𝑓_ω are bounded by a function 𝑓. It applies for all combinations of 𝑖, 𝑡, and ω within specified sets ℕₙ, 𝐻, and Ω.]
[image: An equation with constraints is shown, stating: \( RD_{i\omega} \leq p_{i\omega}^{\text{dlt-}\mu} - p_{i\omega}^{\text{dlt-}z0} \leq RU_{i}(\delta_{i\omega}^{\text{fast}} - \delta_{i\omega}^{\text{slow}}) \) for all \( i \) in \( \mathbb{N} \), \( t > 1 \), and \( \omega \) in \( \Omega \). Equation number [36].]
[image: Mathematical equation displaying constraints on energy usage with variables for power flow and limits. It includes indices for time and scenarios, with inequality relations setting upper and lower bounds for power flow.]
[image: A mathematical expression defining constraints for a variable \( p_{i,t,\omega}^{d,k} \), bounded between zero and a maximum function \( P_{\text{max}}^{d,k} \). This function depends on parameters \( \phi_{i,t,\omega}^{d,\text{to}} \) and \( \phi_{i,t,\omega}^{d,\text{ta}} \), applicable for all elements \( i \in N^d \), \( t \in H \), and \( \omega \in \Omega \), labeled as equation 38.]
[image: Mathematical expression showing constraints for ρ_it_ω, with inequality 0 ≤ ρ_it_ω ≤ σ_it_ω multiplied by (φ_it_ω^std + φ_it_ω^raw). Applicable for all i in natural numbers set N^m, time t in set H, and scenario ω in set Ω, labeled as equation 39.]
[image: An equation shows a constraint for a variable \( p_{it\omega} \). It states that \( s_{it\omega} \leq p_{it\omega} \leq b_{it\omega} \) where \( b_{it\omega} \) is expressed as the sum of \( \phi_{it\omega}^{p+} \) and \( \phi_{it\omega}^{p-} \). The condition holds for all \( i \) in a set \( \mathbb{N}^{m^t} \), \( t \) in set \( H \), and \( \omega \) in set \( \Omega \).]
[image: Mathematical expression depicting an inequality involving variables \(T_{ij}\), \(\theta\), \(\Psi\), and \(\omega\). It shows an equation with terms \((\theta_{iw} - \theta_{jw})\) and \(\left(\frac{\Psi_{ij}^{\max} \Psi_{ij}^{\min}}{\omega_{ij}}\right)\), constrained by indices \(i, j\), and a set \(\Omega\). Equation number (41) is shown.]
Where: [image: Mathematical expression showing a set \( X_{\omega}^{L} \) consisting of five elements: \( p_{i \omega}^{g} \), \( p_{i \omega}^{d} \), \( p_{i \omega}^{-} \), \( p_{i \omega}^{+} \), and \( \theta_{i \omega} \).] is the set of decision variables for the lower-level problem, mainly the scenario-related operation phase variables of the transmission network; [image: Stylized text representing "N raised to the power of d" with the letter N and a superscript d.] and [image: Stylized letter "N" with a superscript lowercase "g" on the right.] respectively represent the set of transmission network nodes connecting load aggregators and conventional generators; [image: It seems there might be an issue with the image upload or link. Please try uploading the image again or providing a URL.] represents the set of branches of the transmission network; [image: Mathematical notation depicting the variable \( c_{it} \) with a vertical downward arrow positioned above it, indicating possible directionality or transformation.] and [image: Mathematical expression showing the variable "c" with subscript "it" and an upward arrow above, possibly indicating an increase or derivative.] are the supply and demand quotations of the distribution network, respectively, [image: It seems there was an error uploading the image. Please try uploading the image again or describing it to help me generate the alternate text.] is the quotation of the generator, [image: A mathematical expression showing the variable \( c_{it} \), with the letter "c" followed by two subscripted variables "i" and "t".] is the quotation of the load aggregator; [image: The image shows a mathematical term represented as "p" with subscript "itw" and superscript "g".] represents the active output power of the conventional generator; [image: Mathematical notation depicting the variable \( p \) with superscript \( g \) and subscript \( itw \).] represents the active power required by the load aggregator.
TSO clears the day-ahead electricity market for each typical day by minimizing social costs, as shown in Equation 33. The power flow of the transmission network adopts the DC power flow model. Equation 34 represents the power balance of the distribution network node. Equation 35 imposes a limit on the maximum output active power of conventional generators, while Equation 38 restricts the maximum active power required by the load aggregator. Equations 36, 37 detail the ramping capabilities of conventional generators. The power trading volume between the transmission and distribution networks is constrained to a specific range, as indicated in Equations 39, 40. Equation 41 establishes a limit on the active power flow within the transmission line. Additionally, the dual variables associated with each constraint are presented after the semicolon, with the voltage phase angle of the reference bus set to zero.
In summary, the upper model transfers the power trading decision between the transmission and distribution networks to the lower model, which in turn provides feedback on the node prices for each time period of the day. Based on these node prices at the boundary of the transmission and distribution networks, energy storage systems optimize their charging and discharging strategies by purchasing electricity (charging) during low-price periods and selling electricity (discharging) during high-price periods. This approach enhances economic benefits and regulates the system, ultimately leading to a reduction in the operational costs of the distribution network.
2.4 Typical day scene generation of wind and solar output
2.4.1 Conventional typical day scene generation
The selection of scenarios in this paper is based on actual annual intra-day output data for wind and solar power, resulting in a total of 365 scenarios. The large number of scenarios can significantly increase computational load, leading to lower solution efficiency and reduced flexibility. Therefore, it is essential to reduce the original scenarios to obtain typical output scenario data for wind and solar, ensuring both the diversity of scenarios and the efficiency of model solving. This study employs the K-means clustering algorithm to achieve this reduction and obtain typical output scenarios for wind and solar.
The scenario reduction process based on the K-means clustering algorithm is as follows.
	1) Select K initial cluster centers from all samples;
	2) Assign data points: Calculate the distances from the remaining data points to each cluster center and assign each data point to the cluster center with the closest distance;
	3) Update the cluster center: Recalculate the cluster center point based on the assigned data points, establishing it as the new center of the cluster;
	4) Iteration: Repeat the above steps until the cluster center no longer changes.

2.4.2 Generation of typical daily scenarios for extreme weather considering robustness
Conventional scenarios may not adequately capture the impact of extreme weather on wind and solar output. Given the significant influence of typhoons on renewable energy generation and to reduce model complexity, it is necessary to establish a separate typical day scenario for typhoon extreme weather. Additionally, a single wind field model (Batts model) is used, without considering the coupling effects of typhoons with associated disasters, such as the coupling of typhoons with rainstorm events (Zhang et al., 2024).
Batts model is a relatively mature wind field model. This paper uses the Batts model to estimate the real-time maximum wind speed in the typhoon-affected area. The parameters of the initial pressure difference, typhoon moving speed and typhoon moving direction probability distribution in the model are estimated empirically in the literature (Liu et al., 2020). The typhoon center pressure difference and typhoon moving speed should obey the log-normal probability distribution, and the typhoon moving direction should obey the binormal distribution, as shown in Equations 42–44.
[image: The equation shown is a probability density function: \( f(\Delta H) = \frac{1}{\Delta H \sigma_i \sqrt{2\pi}} \exp\left(-\frac{(\ln \Delta H - \mu_i)^2}{2\sigma_i^2}\right) \), labeled as equation (42).]
[image: Mathematical formula for a probability density function: \( f(v_r) = \frac{1}{v_r \sigma \sqrt{2\pi}} \exp \left( -\frac{(\ln v_r - \mu)^2}{2\sigma^2} \right) \). Number 43 is located on the right.]
[image: Equation depicting a mixture of two Gaussian distributions. The function \( f(\theta) \) equals a weighted sum of two Gaussian functions, each with parameters \(\mu_1\), \(\sigma_1\), and \(\mu_2\), \(\sigma_2\), respectively. The weights are \(\alpha\) and \(1-\alpha\). Formula labeled as equation (44).]
Where: [image: Please upload an image or provide its URL so I can generate the alternate text.] is the initial pressure difference between the typhoon center and the periphery; [image: Please upload the image or provide a URL, and I will help generate the alternate text for it.] is the typhoon translation speed; [image: Please upload the image you'd like me to generate alternate text for.] is the typhoon translation direction angle; in this paper, set [image: Please upload the image or provide a URL for me to generate the alt text.] = 2.9001, [image: I'm sorry, I can't provide details about what's in the image.] = 0.627, [image: A mathematical symbol represented by the Greek letter mu, followed by the subscript number two.] = 2.6680, [image: It seems there was an issue with uploading the image. Could you please try uploading it again? If you have any specific context or details about the image, feel free to include them.] = 0.5185, [image: Could you please upload the image or provide a description or a link to it? This will help me generate the appropriate alt text for you.] = 73.3392; [image: It appears there is no image attached. Please upload the image so I can help generate the alternate text for it.] = 7.2084, [image: It seems there was an error in your request. Could you please upload the image or provide a URL? Additionally, you can add a caption for more context.] = 22.5891, [image: It seems there's no image attached or linked. Please upload the image or provide a URL for it, and if you'd like, include a caption for additional context.] = 70.3532, and [image: Please upload the image you'd like me to generate alt text for. You can do this by clicking the "Upload" button.] = 0.503.
The wind and solar output rules under typhoon weather are set as follows: when a typhoon occurs, the photovoltaic output level at each moment is randomly reduced to half or less than that in normal weather. The specific proportional coefficient ([image: Mathematical notation showing the variable \( R_t^T \) with a superscript T indicating a transformation or transpose.]) is obtained by sampling according to the uniform distribution, as shown in Equations 45, 46; the wind power output level at each moment is related to the real-time maximum wind speed in the area affected by the typhoon. When the maximum wind speed exceeds the set wind turbine cut-out wind speed, the wind power output is reduced to 0, as shown in Equation 47. If it does not exceed the cut-out wind speed, it will not be affected.
[image: It seems there might have been an issue with the image upload as no image was provided. Please try uploading the image again or use a different method to share it.]
[image: Equation in mathematical notation showing \(P^{\text{WT}}_{t} = P^{\text{PY}} \times R^{T}_{t}\), labeled equation 46.]
[image: Mathematical equation showing \( p_{\text{mf}_l} = 0 \), with the equation number (47) on the right.]
The calculation formula for the real-time maximum wind speed is shown in Equation 48. The derivation process can be found in (Liu et al., 2020) and will not be repeated here. After sampling the initial pressure difference [image: Mathematical symbol Delta (Δ) followed by the letter H, representing a change in enthalpy in a chemical reaction.], typhoon translation speed [image: If you upload the image or provide a URL, I can help generate the alt text for it.] and typhoon movement direction from Equations 42–44, the maximum wind speed at each moment can be calculated by substituting the coastline angle of the typhoon-affected area [image: Please upload the image or provide a URL so I can help generate the appropriate alternate text.] into (48).
[image: Equation showing a mathematical expression for velocity, \( v_{r,\text{min}}(t) = 6.029 \sqrt{0.75 H} - 0.508[1 + \sin(\varphi - \theta) t] + 0.5v_r \), with a reference number of (48).]
The wind and solar power output sequence correction method under typhoon weather described in Equations 45–47, the actual annual wind and solar power output data is corrected, and 365 possible wind and solar power output sequence data under typhoon weather can be obtained. In order to reflect the robustness of extreme scenarios, this paper takes the amount of electricity purchased by the distribution network to the transmission network as an indicator to find the worst scenario as a typical daily scenario of typhoon extreme weather.
The extreme scenario set is formed by a series of wind and solar output scenarios corrected by the wind and solar output sequence under typhoon weather, which is recorded as [image: Please upload the image you would like me to generate alternate text for.]. Auxiliary variables are introduced [image: If you have an image you'd like me to generate alternate text for, please upload it or provide a URL.] to represent the power purchased by the distribution network under the worst scenario, and the auxiliary problem is solved to obtain the worst scenario of wind and solar output under typhoon weather, which is as follows:
[image: Minimization expression for variable \(\xi_v\), involving the summation of terms \(b_{i\omega} - a_{i\omega}\) for \(i, \omega\) within set \(E\), with reference to equation 49.]
[image: It seems like you've provided a mathematical expression rather than an image. If you have an image you'd like me to describe, please upload it or provide a URL.]
Where: [image: Greek letters xi (ξ) and omega (ω) in italic.] is the auxiliary variable introduced for the auxiliary problem, which represents the minimum power purchase required for the normal operation of the distribution network based on the existing wind and solar installed capacity under the extreme scenario [image: Please upload the image, and I'll be happy to help generate the alternate text for it.].
The auxiliary problem is framed as a bi-level optimization problem in the form of max-min. The constraints governing this problem are the real-time operational constraints of the distribution network, specifically outlined in Equations 17–32, with Equation 23 requiring substitution with the following
[image: Mathematical equation showing a series of summations. The left side has beta \(_{k(t)i}\) summed over the set \(C(t,n)\). The right side equals a summation over the same set of beta \(_{k(t)i}\) multiplied by interaction, minus \(D_{\text{intro}}\), plus \(\xi_{\text{intro}}^{k \times}\), plus \(\delta_{\text{intro}}^{k \times}\). The equation is labeled as 51.]
In addition, it should be noted that the auxiliary problem constraints are a set of extreme scenarios [image: It seems there was an error and no actual image was provided. Please upload the image file directly or provide a URL.].
To summarize, the steps to ascertain the worst-case scenario for wind and solar power output during typhoon weather are as follows.
	1) The actual annual data is processed using the wind and solar power output sequence correction method tailored for typhoon weather, resulting in an initial set of extreme scenarios for wind and solar power output.
	2) By substituting this set of extreme scenarios into the auxiliary problem, we can derive the auxiliary variable corresponding to these extreme scenarios and subsequently identify the worst scenario associated with the auxiliary variable.

2.5 Overall model structure
In summary, the proposed complete model is as follows:
[image: Minimization equation showing the sum over all elements in set $\mathcal{Q}$ of the total cost, which is the combination of costs $C_{\text{DN}}, C_{\text{oper}}$, and $C^{\text{inv},a}$. Equation labeled as (52a).]
[image: Please upload the image you'd like me to generate alt text for.]
Where: [image: Mathematical expression displaying a set denoted as \( X^U \). The set includes the elements \( K_{in}^\text{re} \), \( S_{in\omega}^\text{gr} \), \( S_{in\omega}^\text{pr} \), \( o_{ito\omega} \), \( b_{ito\omega} \), \( dis_{into\omega} \), \( ch_{int\omega} \), \( W_{int\omega} \), \( SOE_{int\omega} \), \( \beta_{f(in)k\omega} \), \( f_{(in)k\omega}^b \), \( f_{(in)k\omega}^a \), and \( V_{into} \).] represents the set of decision variables of the upper optimization model, including investment variables and distribution network scenario-related operation phase variables; [image: Mathematical expression showing a set denoted as \(X^L\) which includes elements \(p_{it\omega}^g\), \(p_{it\omega}^d\), \(p_{it\omega}^{\bar{o}}\), \(p_{it\omega}^{+\bar{o}}\), \(\theta_{it\omega}\) for all \(\omega\).] represents the decision variables of the lower optimization model, which are the scenario-related operation phase variables of the transmission network.
The upper optimization goal is to minimize the total investment and operation cost of the distribution network, and the participating entity is the distribution network; the lower optimization goal is to maximize social welfare, and the participating entities are power generators, load aggregators and distribution networks. The power transactions and capital transactions between the upper and lower participating entities are shown in Figure 2:
[image: Diagram titled "Power trading and capital trading diagram" showing entities and flows. It includes Power Generators, Electricity Market, Load Aggregator, and Distribution System Operators. Arrows indicate fund flow (yellow) and power flow (blue) between these entities.]FIGURE 2 | Electricity trading and capital trading chart.
Obviously, the proposed model represents a bi-level optimization problem that cannot be solved directly. Additionally, the chance constraint poses significant challenges. Consequently, the subsequent section will demonstrate how to convert the chance constraint and the objective function into a tractable mixed-integer linear programming (MILP) formulation. This transformation will allow the bi-level optimization problem to be reformulated as a single-level optimization problem, effectively handling its nonlinear terms and yielding a directly solvable MILP problem.
3 SOLUTIONS
The original problem cannot be addressed directly. This section will outline the methodology for transforming the bi-level optimization problem into a MILP problem. First, a Gaussian mixture model will be employed to express the opportunity constraints associated with renewable energy as deterministic constraints. Second, voltage will be articulated as a function of random power injection, with the inherent uncertainty in voltage being characterized by the output of renewable energy. This approach will convert the voltage-related opportunity constraints into deterministic constraints. Finally, the KKT optimality condition will be utilized to reformulate the bi-level optimization problem into a single-level problem. Subsequently, the complementary relaxation conditions and the remaining bilinear terms will be linearized into linear terms using the Big M method and duality relations, ultimately resulting in the transformation of the model into a single-layer MILP framework.
3.1 Chance-constrained deterministic representation
3.1.1 Opportunity-constrained conversion of renewable energy output based on GMM
3.1.1.1 Forecasted output distribution of renewable energy
As mentioned above, the uncertainty of wind and solar power output can be characterized by the uncertainty of prediction error. Affected by the central limit theorem, the prediction error is described by Gauss Mixed Model (GMM). The random vector [image: Please provide the image or a link to it, and I can help generate the alt text for you.] = [image: Matrix representation of a column vector consisting of elements \(X_{1,t}, X_{2,t}, \ldots, X_{k,t}\) transposed.] is used to represent the output power prediction error of k renewable energy sources at time t. Then the probability density function (PDF) of [image: Please upload the image you would like me to describe.] can be expressed by GMM (Wang et al., 2016):
[image: Mathematical equation showing a mixture model: \( f(x) = \sum_{m=1}^{M} \pi_m N_m(x|\mu_m, \sigma_m) \), labeled as equation 53.]
[image: Summation notation showing from m equals one to M of pi sub m equals one. Pi sub m is greater than zero. Equation number fifty-six.]
[image: The image displays a mathematical equation representing a Gaussian or normal distribution function. It describes the probability density function, involving variables \( x \), \( \mu_m \), and \( \sigma_m \). The expression includes an exponential function with a matrix operation in the numerator and a normalization term involving the determinant of the covariance matrix in the denominator. The equation is labeled with reference number 55 on the right.]
Where: [image: Mathematical expression describing a set \( \Sigma \) that includes elements \( \pi_m, \mu_m, \sigma_m \) for \( m = 1, 2, \ldots, M \).] represents the parameter set of the Gaussian mixture model, where the Gaussian mixture model is composed of Gaussian components; [image: It seems there might have been an error in displaying the image or obtaining its details. Please upload the image file or provide a URL for me to assist you further.] represents the weight of each Gaussian distribution; [image: Mathematical notation for the Gaussian distribution \(N_m(\mathbf{x} \mid \mu_m, \sigma_m)\), where \(N_m\) represents the normal distribution, \(\mathbf{x}\) is the variable, \(\mu_m\) is the mean, and \(\sigma_m\) is the standard deviation.] represents the mth multivariate Gaussian component, whose mean vector is [image: Stylized Greek letter "mu" with a subscript "m".] and the covariance matrix is [image: The image shows the Greek letter sigma, denoted as "σ", with a subscript "m".].
By adjusting the parameter set [image: A large black sigma symbol, commonly used in mathematics to represent summation.], GMM can characterize different types of non-Gaussian correlated random variables. Therefore, GMM is suitable for modeling the uncertainty in the output distribution of renewable energy. Specifically, based on the historical data of the prediction error of the active output of wind power and photovoltaic power, the parameter set [image: A large, bold Greek capital letter Sigma, typically used in mathematics to denote summation.] can be obtained, and then the Gaussian mixture distribution of the prediction error can be obtained.
3.1.1.2 Opportunity-constrained conversion of wind and solar output
Assume that the random variable [image: Please upload the image or provide a URL so I can generate the alt text for you.] = [image: Please upload the image for me to generate the alternate text.] = [image: Matrix expression with elements in the form of a row vector \([a_1, \ldots, a_r, \ldots, a_k]\) multiplied by the matrix \(X\).], if [image: It looks like there was an error with the image upload. Please try uploading the image again, and I will help you generate the alternate text.] = [image: If you are trying to upload an image, please use the image upload feature. Once the image is uploaded, I can help generate the alternative text for it.] ([image: It seems like there's a mix of text and perhaps an incomplete image reference. To generate the alternate text for an image, please upload the image file, or provide a URL where the image is located. If there are any specific details or context about the image, feel free to include those as well.]), then [image: Please upload the image or provide a URL, and I can generate alt text for it.] = [image: Please upload the image you would like me to describe.] represents the output power of the rth renewable energy source. Generally speaking, the linear combination of multivariate Gaussian distribution variables also obeys Gaussian distribution. Therefore, the probability density function of the random variable [image: Please upload the image or provide a URL, and I can help generate the alternate text for it.] is:
[image: The image displays a mathematical equation representing a function \( f(y) \). It is expressed as a summation from \( m = 1 \) to \( M \) of the product of \( \pi_m \), \( N_m \), and another function with the parameters \( q|a_m, aa^n, a^T \), followed by the equation number 56 in parentheses.]
The cumulative distribution function (CDF) of the Gaussian distribution can be calculated as follows:
[image: Cumulative distribution function \( CDF_Y(y) \) is shown as an equation involving integration of \( f_Y(\zeta) \) over a range, equal to the sum from \( m = 1 \) to \( M \) of the product of \( \omega_m \) and \( \text{norm.cdf}(f_m(y)) \). The equation is labeled (57).]
[image: Text showing the acronym "CDF" followed by an open parenthesis and a dot, symbolizing the cumulative distribution function notation.] in the interval [−∞, ∞], so it can be calculated using the binary search method [image: Inverse of the cumulative distribution function, denoted as \( \text{CDF}^{-1}(\cdot) \).]. On this basis, the equivalent transformation of the chance constraints Equations 19, 22 is given:
[image: The image shows a mathematical expression involving the inverse cumulative distribution function (CDF) notation: \( CDF^{-1}_{d_{elec}} \left( \frac{1-h^n}{2} \right) \leq \Delta g^{time}_m \leq CDF^{-1}_{d_{elec}} \left( \frac{1+h^n}{2} \right) \), for all \( i \in \mathbb{N}^m, n \in B^t_i, t \in H, \omega \in \Omega \). It is labeled as equation 58.]
[image: Inverse cumulative distribution functions bound the term \(\Delta g^{pv}_{itm\omega}\) between two expressions involving \(h^r\), \(CDF^{-1}_{\Delta d^{slmx}}\), and constants. This inequality applies for all given indices \(i\), \(m\), \(t\), and \(\omega\). The equation is numbered (59).]
Therefore, the opportunity constraints related to renewable energy output are transformed into deterministic constraints through the Gaussian mixture model.
3.1.2 Opportunity-constrained conversion of voltage
3.1.2.1 Node injection power represents node voltage
Equation 29 implicitly relies on uncertainty. In order to interpret (29) in a straightforward way, the voltage should be reformulated as an expression related to the random injected power. Existing studies have shown that in the LinDistFlow model, the node voltage of the radial distribution system is linearly related to the injected power of all nodes.
The amount of active/reactive power ([image: Mathematical notation showing the variable \( p \) with superscript \( \text{int} \) and subscript \( \text{int} \omega \).]/[image: Mathematical expression showing a fraction with \( q^{in} \) as the numerator and \( q_{\text{int}\omega} \) as the denominator.]) injected into each node of the distribution network is equal to the total output power of local renewable energy minus the load, and the injected active (or reactive) power is equal to the power outflow of the node. For this purpose, Equations 23, 24, 26 are restated as shown in Equations 60–64:
[image: Mathematical equation depicting an expression for \( p_{\text{imp},n,t,\omega}^{i} \). It equals \(\bar{p}_{n,t,\omega}^{i} - p_{\text{itw}} - t_{\text{itw}}^{i} + \tilde{p}_{\text{itw}}^{i} + t_{\text{itw}}^{i} + \text{dis}_{\text{imp},n,\omega}^{i} - \text{ch}_{n,t,\omega} \) minus \( D_{imp,t,\omega} \). Variables are defined for \( \forall i \in \mathbb{N}^m, t \in H, \omega \in \Omega \). Equation number (60) is at the bottom right.]
[image: Mathematical expression showing a formula with variables \( p_{\text{intwo}}^n \), \( x_{\text{intwo}}^* \), \( x_{\text{intwo}}^{ft} \), and others, along with given conditions: \( i \in N^{im} \), \( n \in B_f \cap I_{\eta} \), \( t \in H \), \( \omega \in \Omega \).]
[image: Mathematical equation describing a formula for \( x^{i}_{\text{dint,o}} \), involving several variables and parameters such as \( \delta^{\omega}_{n} \), \( r_{\text{dint,o}} \), \( \gamma^{\delta}_{\text{dint,o}} \), \( \epsilon^{p}_{\text{dint,o}} \), and \( D_{\text{dint,o}} \). It specifies conditions for \( n \), \( t \), and \( \omega \) within sets \( B_{t} \), \( H \), and \( \Omega \), respectively, applying to all \( i \) in \( N^{m} \).]
[image: Mathematical equation showing the flow balance constraint: \( p^{m}_{\text{intr}} = \sum_{k \in \gamma_{f}(n)} f^{j}_{(k)t\omega} - \sum_{k \in \gamma_{f}(n)} f^{j}_{(nk)t\omega} \) for all \( j \in \mathbb{N}^{r}, m \in B_{r}, \ell \in H, \omega \in \Omega \), labeled as equation 63.]
[image: Equation showing the difference between two summations of functions: one with variables representing indices \(k\), components \(i\), parameters \(nto\), \(jn\), and \(nt\), and the other with similar variables. Conditions specify \(i\), \(m\), \(t\), and \(\omega\) within certain sets. Indicated as equation (64).]
The injected power of the distribution network also considers the root node ([image: Please upload the image or provide the URL, and I can help generate the alternate text for it.]). Therefore, the voltage can be restated as an expression related to the random injected power, as shown in Equation 65.
[image: Mathematical equation with variables \(V_{route}\), \(V_0\), and summations involving indices \(k, m, j, r, s, t\). It includes terms \(dist\), \(Ch\), \(inv\), \(time\), and \(dev\), with constraints for \(i\), \(n\), \(ω\), and \(Ω\). It is labeled equation (65).]
Where: [image: Mathematical notation showing the variable \( z \) with subscript \( jintw \) and superscript \( w \).], [image: Mathematical expression with z in the denominator and pv in the numerator, raised to the power of jintw.] and [image: The expression shows a mathematical notation: \( z^{d}_{jintw} \).] are distribution coefficients related to the distribution network structure and power flow.
Therefore, the voltage safety constraint directly related to uncertainty is expressed as shown in Equation 66.
[image: A mathematical equation representing constraints in an optimization problem. It involves summations, variables, and parameters like \( \Delta V \), \( S_{pstu} \), distances, costs, and limits. Equation number is (66).]
3.1.2.2 Voltage opportunity constrained conversion
As shown in Equation 66, voltage can be expressed by node injection power. Equations 58, 59 show that the opportunity constraints related to renewable energy output can be transformed into deterministic constraints, and the uncertainty implicit in node injection power comes from the output of renewable energy. Therefore, in order to ensure that the probability of the voltage amplitude within the safety interval is greater than the given confidence level ([image: Sorry, I cannot view the image directly. Please upload an image or provide more context, and I would be happy to help with the alternate text.]), it is only necessary to ensure that the output of renewable energy meets the requirements of the confidence level, and Equation 66 can be restated as Equation 67.
[image: Mathematical expression with a sum of terms incorporating variables, indices, and constraints. It includes summations over sets with variables like \( \delta^{\text{init}}_{int,e} \), \( \delta^{\text{final}}_{int,e} \), \( \sigma_{ij,e} \), \( \text{CDF}^{-1} \), and constraints such as \( s \leq \Delta \bar{V}_i \), conditional on multiple indices and sets. The equation is labeled as (67).]
Therefore, the chance constraint Equation 29 is transformed into a deterministic constraint.
3.2 KKT optimality condition
KKT conditions are widely used to solve nonlinear models. The lower-level market clearing problem is a linear programming problem, in which the stationary condition is obtained by taking the first order derivative of the lower-level decision variables based on the Lagrangian function of the lower-level problem. For example, ([image: Mathematical expression "p subscript i, t superscript d, w" in italics.]):
[image: Equation showing \( C_{it}^d + \lambda_{it \omega} - \phi_{it \omega}^{d^-} + \phi_{it \omega}^{d^+} = 0 \) for all \( i \) in \( N^d \), \( t \) in \( H \), and \( \omega \) in \( \Omega \), labeled 68.]
The same is true for the remaining variables, with Equation 68 representing all stationary conditions. Similarly, the feasibility condition and complementary slack condition are obtained by taking constraint Equation 38 as an example:
[image: An equation is shown: \(0 \leq q_{itdw} - P_{itdw} \cong 0, \forall i \in N^t, t \in H, \omega \in \Omega\). It is labeled as equation 69a.]
[image: Mathematical expression depicting constraints: zero is less than or equal to \( q_{i}^{d} - l_{i}^{f} \cdot p_{int}^{d} + p_{line}^d \) which is greater than or equal to zero, for all \( i \) in set \( N_i^f \), time \( t \) in set \( H_i \), and scenario \( \omega \) in set \( \Omega \), referenced as equation (69b).]
The symbol [image: Please upload the image or provide a URL so I can generate the alternate text for you.] represents complementarity. The same is true for the other constraints. Equation 69 refers to all complementary relaxation conditions.
The nonlinearity caused by the complementary relaxation condition is linearized using the large M method (Wang et al., 2011). Taking Equations 69a, 69b as an example, they can be restated as the following constraints:
[image: Mathematical equation showing an inequality: The variable phi sub h,u,b,s is greater than or equal to zero and less than or equal to M times b sub h,u,b,t for all h in N_h, t in H, and omega in Omega.]
[image: Mathematical constraint shown with an inequality involving variables \( p^{nd} \), \( M \), \( b^{nd} \), and indices \( i \), \( t \), \( \omega \). It represents a conditional bound constraint incorporating sets \( N \), \( H \), \( \Omega \).]
[image: Mathematical inequality expression showing zero is less than or equal to \(q^{\text{disp}}_{i,t,\omega}\), which is less than or equal to \(M \cdot b^{\text{U2}}\), for all \(i\) in \(N_t\), \(t\) in \(H\), and \(\omega\) in \(\Omega\).]
[image: Mathematical expression showing an inequality: \(0 \le -\rho^d_{iluv} + p^d_{iluv} \le M \cdot (1 - b^d_{iluv})\) for all \(i \in N^t\), \(t \in H\), \(\omega \in \Omega\), labeled equation (70d).]
Where: [image: Mathematical expression showing the variable \( b \) in italic font with subscript "itw" and superscript "d" and "l".] and [image: Mathematical expression showing "b subscript italic a, superscript d superscript squared".] are binary variables; [image: Please upload the image or provide a URL so I can generate the alternate text for you.] is a large constant.
For simplicity, Equation 70 is used to refer to the constraints after all feasibility conditions and complementary slack conditions are processed by the big M method.
In order to deal with the nonlinearity in the objective function related to the expression of (2), the linear programming duality theorem can be used to obtain the following expression, as shown in (71):
[image: A mathematical expression involving summations and subscripts, labeled as equation 71. The equation includes variables, parameters, and indices such as \(C^{DN}_{i\omega} = \pi_{i\omega}\), nested summations over variables like \(\xi_{it}\), \(\phi_{i\omega}^*\), and terms involving cost or pricing elements like \(P^*_{it}\), \(RD\), \(RU\), and \(\phi_{ij}^{dl}\). The equation appears complex, focusing on modeling or calculation in an advanced mathematical or scientific context.]
The final model is as follows:
[image: Mathematical expression showing an optimization problem. The objective is to minimize the sum over the variable \( x \) in the set \(\mathcal{Q}\). The sum includes the terms \( C_o^N + C_o^{oper} \) and \( C^{inv,a} \). Labeled as equation (72a).]
[image: Mathematical expression showing parentheses and inequalities, with variables and numbers: \( s.t.(6) = (18),(20)-(21),(23)-(28), (30)-(32),(34),(58)-(59),(67)-(68),(70) \). Number \( (72b) \) is placed separately on the right.]
4 CASE STUDY
4.1 Example setup
The modified IEEE 24 node transmission network was combined with two IEEE 33 node distribution networks for testing. The root nodes of the two distribution networks were connected to nodes 4 and 9 of the transmission network respectively. The distribution system is shown in Figure 3. The energy storage investment occurs in the two distribution networks, and renewable energy is also distributed on the distribution networks.
[image: Diagram of a transmission network divided into two sections, DN1 and DN2. Each section contains a grid of interconnected nodes, numbered from 1 to 33. Nodes are marked with either blue or yellow, possibly indicating different statuses or functions. DN1 features nodes 1 to 16, and DN2 includes nodes 17 to 32.]FIGURE 3 | Schematic diagram of the dual IEEE 33-node power distribution test system (yellow indicates photovoltaic resources and blue indicates wind power resources).
Table 1 lists the distribution network nodes suitable for energy storage investment. The distribution profile of renewable energy is shown in Table 2. The load and renewable energy generation profile is based on the actual annual data of a certain place. Wind power and photovoltaic are located in two different locations of the place. Based on the K-means clustering algorithm, the annual wind and solar power output data are processed to obtain 4 typical days of conventional scenarios. Figure 4 describes the weighted average of the conventional scenario of load, wind power and photovoltaic output. Let the maximum wind speed of the wind turbine be 30 m/s. Based on the typhoon model, the maximum wind speed change in the typhoon-affected area is obtained, as shown in Figure 5. It can be seen that the wind turbine was in a shutdown state in the first 14 h. Then, based on the wind and solar power output sequence correction method under typhoon weather, the worst scenario under typhoon weather is obtained with the maximum power purchase of the distribution network as the indicator, as shown by the solid line in Figure 7.
TABLE 1 | Nodes suitable for energy storage installation.
[image: Table listing suitable distribution network nodes. Distribution network 1 includes nodes 5, 8, 16, 21, 22, and 28. Distribution network 2 includes nodes 1, 2, 8, 15, 25, and 30.]TABLE 2 | Distribution overview of renewable energy (MW).
[image: Table showing node and capacity data for wind and photovoltaic power across two distribution networks. Wind power nodes: 11, 16, 18, 19, 21, 6, 25, 27, 29, 31. Capacities: 10.5, 0, 0, 0, 10, 20, 20, 0, 0, 4. Photovoltaic power nodes: 16, 22, 24, 26, 30, 1, 2, 7, 17, 25. Capacities: 0, 2, 8, 20, 8, 10, 10, 4, 10, 4.][image: Three graphs display energy data over 24 hours. The first graph shows wind intensity fluctuating with two peaks. The second graph presents PV energy output peaking around midday. The third graph depicts load demand peaking twice during the day.]FIGURE 4 | Weighted average of load, predicted wind power and PV intensity under conventional scenarios.
[image: Line graph showing the maximum wind speed in a typhoon-affected area over 36 hours, starting at 34 meters per second and decreasing to 22 meters per second. A red dashed line indicates a constant wind turbine cut-out speed at 25 meters per second.]FIGURE 5 | Changes of maximum wind speed in typhoon-affected areas.
The prediction output error is simulated based on the Gaussian mixture model, and 1,000 samples are analyzed for each prediction value. The predicted wind power and photovoltaic output power and their confidence intervals under a conventional scenario and an extreme scenario are shown in Figures 6, 7, respectively. In the case studied, the confidence level [image: Please upload the image or provide a URL, and I can help generate the alternate text for it.] and [image: A lowercase Greek letter lambda with a vector arrow above it.] are set to 90%. The safety interval of the square of the voltage amplitude is [0.81, 1.21].
[image: Two line graphs labeled DN1 and DN2 show power output (p.u.) versus time (h) for wind and photovoltaic (PV) sources. Both graphs display wind power with a blue line and PV power with orange dots. The 95% confidence intervals are shaded in blue. Both graphs show a similar trend, with peaks for wind and PV power occurring around midday.]FIGURE 6 | Predicted wind and solar power output power and its confidence interval under nor-mal circumstances.
[image: Two line graphs compare wind and photovoltaic (PV) power output over a 24-hour period for days DN1 and DN2. Each plot shows wind power with a solid blue line, PV power with an orange dotted line, and a 90% confidence interval with a dotted blue line. Peaks are visible between 8 to 12 hours and again around 18 to 20 hours.]FIGURE 7 | Predicted wind and solar output power along with their confidence intervals under extreme weather conditions.
Assume that the investment cost of energy storage is [image: Please upload the image you would like me to generate alternate text for.] = 20€/kW and [image: Please upload the image or provide a URL for it, and I will help generate the alternate text.] = 500€/kW, the operating costs of wind power, photovoltaic power and energy storage are = 3.5€/MW, = 2.5€/MW, = 0.5€/MW respectively, [image: Please upload the image or provide a URL so I can generate the alternate text for it.] the service [image: The image displays the mathematical notation "c raised to the power of v" in stylized text.] life of energy [image: Sure, please upload the image you'd like me to describe.] storage is 15 years, and the annual discount rate is 5% ([image: Please upload the image you want to generate alternate text for. If you have a URL, you can provide that as well.] = 15, [image: Please upload the image or provide a URL so I can generate the alternate text for you.] = 0.05). For each distribution network node eligible for energy storage installation, the maximum installed capacity is set to [image: Mathematical expression showing "K" with a superscript "e" and subscript "in".] = 20 MW h. The charging and discharging efficiency of the energy storage device is [image: The image displays an equation: \( \eta^c = \eta^d = 0.93 \), indicating equal efficiencies of 0.93 for both variables \( \eta^c \) and \( \eta^d \).]. The initial charging state of the energy storage device is assumed to be 50%, and at the end of the day, the charging state is at least 10% ([image: The image shows the mathematical notation for beta equals 0.1.]). The technical parameters and cost parameters of the conventional unit are shown in Table 3. The power factor of wind power and photovoltaic power generation is assumed to be 0.95, and the efficiency of photovoltaic panel output is. [image: Equation showing photovoltaic efficiency with Greek letter eta superscript "pv" equals zero point nine five.] The maximum power that can pass through the connection point [image: Please upload the image or provide a URL so I can generate the appropriate alt text for it.] (substation) between the transmission network and the distribution network is = 46 MW. The purchase price of renewable energy on the distribution network when participating in the market is [image: Certainly! Please upload the image or provide more information so I can generate the appropriate alt text.] = 450 €/MW, otherwise [image: It seems there's no image uploaded. Please upload the image or provide a URL, and I will generate the alternate text for you.] = 0 €/MW to ensure that it can always be cleared in the day-ahead electricity market. Finally, the total budget for energy storage investment is set to [image: The mathematical expression "C" with a subscript of "inv" is shown in italicized font.] = [image: It seems like you might be referring to a mathematical expression, "20 times 10 to the power of 6". If you need help with image alt text, please upload an image or provide its URL.] €, and the locational marginal price (LMP) is calculated by the market clearing model.
TABLE 3 | Technical parameters and cost parameters of conventional units.
[image: Table displaying power generator details including generator number, transmission network node, maximum output in megawatts, maximum up and down ramp rates, initial output in megawatts, and price in euros per megawatt-hour.]4.2 Siting and sizing decisions
The planning results of energy storage site selection and scale are shown in Figure 8, and the specific configuration is shown in Table 4. It can be seen that the energy storage investment on distribution network 2 is higher than that on distribution network 1. This is mainly because distribution network 2 has better wind resources (see Figure 4) and has larger wind power and photovoltaic installed capacity. Therefore, its renewable energy generation is much larger than that of distribution network 1, and the corresponding energy storage investment will also be larger.
[image: Two bar charts display ES size in MWh against the number of DN1 and DN2 nodes. The left chart shows bars at five and eight nodes with an ES size of ten MWh. The right chart shows bars for two, eight, fifteen, and thirty nodes with an ES size of twenty MWh.]FIGURE 8 | Sitting and sizing of energy storage.
TABLE 4 | Specific configuration of energy storage.
[image: Table comparing energy storage capacity for two distribution networks. Distribution Network 1: Node 5 has 10 MWh, Nodes 8, 16, 21, 22, and 28 have 0 MWh. Distribution Network 2: Node 1 has 0 MWh, Nodes 2 has 0 MWh, Node 8 has 20 MWh, Nodes 15 and 25 have 20 MWh, and Node 30 has 17.65 MWh.]The energy storage investment on distribution network one is only distributed in node 5, because node 5 is the intersection of the branches where nodes 11, 26 and 40 are located, and it is also the only branch flowing to the root node. Installing energy storage here can effectively alleviate the congestion of the line. The energy storage investment in Distribution Network 2 is solely distributed at nodes 8, 15, 25, and 30, with no energy storage investment at nodes one and 2. This planning combination is mainly determined by the distribution of renewable energy generation, load distribution and grid structure. Node 25 has the largest wind power installed capacity and a lot of photovoltaic capacity, which determines that the energy storage investment of node 25 should be large. The nodes near nodes 8 and 15 are equipped with large-capacity wind power or photovoltaic units, and node 31 adjacent to node 30 has a large load. Therefore, it is reasonable to invest a lot of energy storage in these three nodes, which can effectively alleviate the congestion of adjacent nodes and lines. Nodes one and 2 are adjacent to the root node of the distribution network, which are mainly responsible for receiving or sending the transaction electricity between the distribution network and the upstream power grid, so there is no urgent need for energy storage.
The investment cost of the energy storage decision is [image: Certainly! Please upload the image you would like me to describe.] €, the annualized investment and operating cost of the distribution network is [image: The expression "32.57 \times 10^{5}" is shown, representing the number 3,257,000 in scientific notation.] €, and the annualized generation cost of the thermal power units is [image: I'm sorry, I can't generate alternate text without seeing the image. Please upload an image or provide a description of it, and I'll be happy to help!] €. TSO benefit from renewable energy because expensive transmission-level electricity production is replaced by low-cost renewable energy units in the generation mix. More specifically, the annualized generation cost of the thermal power units (the generation cost without renewable energy is [image: Mathematical expression showing a number in scientific notation: one hundred fifty-eight point three times ten to the power of six.] €) has decreased by 2.72%, while it has decreased by 0.042% relative to the case without energy storage, because the capacity of energy storage is small relative to the load of the transmission network, so the degree of reduction is not very significant.
4.3 Overview of clearing electricity prices and system operation
The power balance of the distribution network in a normal scenario and extreme weather is shown in Figures 9, 10 respectively. Compared with the normal scenario, the output of photovoltaic and wind power is partially limited by extreme weather, and the distribution network needs to purchase more electricity to meet energy demand.
[image: Two bar graphs labeled DN1 and DN2 depict power distribution in kilowatts over a 24-hour period. Both graphs have colored bars for load, PV, generator, and storage, and a black line for power rating. DN1 shows a higher load and PV generation, while DN2 has more variable storage and generator contributions.]FIGURE 9 | Power balance of distribution networks under a typical day.
[image: Two bar graphs labeled DN1 and DN2 depict power (in kilowatt-hours) over a 24-hour period, with categories for load, wind, PV, average, and power trading. DN1 shows consistent power use with wind and PV contributions, while DN2 shows more variable contributions and trading. Both graphs include a trend line and time on the x-axis.]FIGURE 10 | Power balance of distribution network under extreme weather conditions.
The load demand intensity and average electricity price in the region on a typical day are shown in Figure 11. For the electricity market, at the clearing price level, the amount of electricity that users are willing and able to purchase is exactly equal to the amount of electricity that the power generation side is willing and able to supply. Generally speaking, the power generation costs of various thermal power units are different, and the bids participating in the bidding are also different.
[image: Graph showing load and mean price over 24 hours. The load (solid line) peaks around 6 and 18 hours, while the mean price (dashed line) also peaks at similar times. The load ranges from 0.7 to 1.0 and the mean price from 32 to 36 euros per megawatt-hour.]FIGURE 11 | Transmission network load intensity and average electricity price.
Therefore, when the user side demand is certain, the bids are usually won in order from small to large. When the load demand is small, the average electricity price in the area is also relatively small.
4.4 Impact of extreme weather scenarios on energy storage planning
In order to demonstrate the impact of extreme weather scenarios on energy storage planning, the following two scenarios are set up for analysis.
	1) Scenario 1: Extreme weather scenarios are not considered in energy storage planning;
	2) Scenario 2: Consider extreme weather scenarios in energy storage planning.

As shown in Figure 12, the energy storage planning under the two scenarios is shown. It can be seen from the figure that although the energy storage planning of the distribution network under the two scenarios is generally similar, in scenario 2, the energy storage capacity of node 30 in distribution network 2 is increased by 3.09 MW compared with scenario 1, that is, the total energy storage capacity of scenario 2 is greater than that of scenario 1. This is because considering the greater uncertainty and growth in electricity demand brought about by extreme weather scenarios, increasing energy storage capacity helps maintain power balance. However, due to the low probability of extreme weather scenarios, the increase in energy storage capacity is relatively small relative to the change in the overall energy storage plan.
[image: Two bar charts show the effect of extreme weather scenarios on energy storage (ES) size. The top chart (DN1) compares exclusion and inclusion of extreme weather scenarios at five, sixteen, and twenty-eight nodes, with ES sizes around ten megawatt-hours. The bottom chart (DN2) includes one, four, fifteen, twenty-five, and thirty nodes, with ES sizes ranging from twenty-five to thirty megawatt-hours. Orange bars represent exclusion, and blue bars represent inclusion of weather scenarios.]FIGURE 12 | Comparison of energy storage planning with and without considering extreme weather scenarios.
In addition, the investment cost of energy storage planning in scenario one is [image: The mathematical expression shows the number eighty-seven point three seven multiplied by ten raised to the power of five.] €, and scenario 2 increases by 3.66% compared to scenario 1. Therefore, in energy storage planning, if decision makers pay attention to the impact of extreme weather, this may lead to higher costs, but the increase in energy storage capacity will improve flexible adjustment capabilities, thereby ensuring power reliability.
4.5 Impact of transmission and distribution coordination on energy storage planning
In order to demonstrate the impact of transmission and distribution coordination on energy storage planning, the following two scenarios are set up for analysis.
	1) Scenario 1: The transmission and distribution grid conducts electricity trading at a fixed price;
	2) Scenario 2: Determine the transaction price of transmission and distribution network based on the proposed model.

By comparing scenarios with fixed transmission and distribution network transaction prices, it demonstrates the role of transmission-distribution coordination mechanisms in dynamically changing transaction prices, thereby affecting the investment planning for energy storage. Figure 13 compares the energy storage planning under the two scenarios. The results show that the energy storage scale increases by 3.47 MW when the distribution network participates in the market bidding mechanism under the transmission and distribution coordination compared with the fixed transaction electricity price. This is mainly because under the transmission and distribution coordination mechanism, the electricity price will change dynamically according to market demand and supply conditions. This potential economic return encourages more energy storage investment, resulting in an increase in the scale of energy storage.
[image: Two bar charts labeled DN1 and DN2 compare ES size in megabytes across DN nodes. DN1 shows two nodes with fixed packet size and collaborative transmission. DN2 displays variable results across multiple nodes. Green represents fixed size, blue represents collaborative approach.]FIGURE 13 | Comparison of energy storage planning with and without extreme weather scenarios.
For example, under a fixed electricity price, the total investment and operating cost of the distribution network is [image: The expression "32.70 times ten to the power of five" written in scientific notation.] €, which is 0.40% higher than that under the transmission and distribution coordination condition. It is precisely because under a fixed electricity price, energy storage cannot use electricity price fluctuations to optimize charging and discharging strategies, resulting in a slight increase in overall operating costs. On the contrary, under the transmission and distribution coordination mechanism, energy storage can dynamically adjust according to market demand and supply conditions to achieve higher economic benefits, thereby reducing the total operating cost of the distribution network.
4.6 Fluctuation of voltage at distribution network nodes
Figure 14 shows the variation of the square of the voltage amplitude at all nodes of distribution network one during a day.
[image: Three-dimensional surface plot showing voltage changes over time and bus number. The x-axis represents time in hours, the y-axis indicates bus numbers, and the z-axis reflects voltage in per unit. Voltage varies from 0.675 to 1.650.]FIGURE 14 | Voltage fluctuations at nodes (distribution network 1) throughout a typical day.
The square of the minimum and maximum voltage amplitudes during the day is 0.8744p.u. and 1.0691p.u. Since all voltages are within the safety range, network security is guaranteed. Therefore, in the case studied, the voltage security constraint has little effect on the planning and operation results.
5 CONCLUSION
Based on the TSO-DSO coordination framework, this paper establishes a distributed energy storage investment problem model considering extreme weather. Distributed energy storage power stations are installed in multiple distribution networks to obtain greater social welfare and renewable energy utilization. A stochastic bi-level investment planning model is established. The KKT condition, strong duality theory and linearization technology are used to transform the bi-level model into a single-level MILP model that is easy to solve. A chance constraint method based on a Gaussian mixture model is proposed to deal with the uncertainty of renewable energy power. This method can strike a balance between conservatism and optimism. A case study based on the transmission and distribution network system is carried out to verify the proposed model and method. The results show that the model considers the impact of extreme weather scenarios and optimizes the energy storage planning of the distribution network. Compared with not considering extreme weather, although the energy storage investment cost increases by 3.66%, it helps to improve the system’s flexible adjustment ability; considering the transmission and distribution collaborative conditions, the total investment and operation cost of the distribution network is reduced by 0.40%. In future research work, it is possible to consider adding system reliability indicators to improve the model, and consider studying more efficient solution methods to deal with the situation where the model is complex and difficult to solve due to the increase in extreme weather scenarios.
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The highly uncertain and uncontrollable power output of renewable energy sources (RES), when integrated into power systems at high penetration levels, reduces system inertia and introduces uncertain changes in system structure, parameters, and frequency response characteristics. This renders traditional frequency regulation analysis methods and frequency response models inapplicable, lacking a generalized model to describe renewable energy’s participation in frequency regulation. Thus, this paper proposes a method where RES utilize suitable means to reduce load, thereby contributing to frequency regulation. Furthermore, employing Virtual Synchronous Machine (VSM) technology, these renewable energy units emulate the inertia and droop characteristics of Synchronous Generators (SG), enabling their equivalent modeling alongside traditional generators within a single-machine aggregate model. An SFR (System Frequency Response) model integrating renewable energy’s frequency regulation has been established. This model enables the analysis of the relationships between the system’s equivalent droop coefficient and the frequency nadir, nadir time, and quasi-steady-state point. Furthermore, the required equivalent droop coefficients are proposed for various sending-end system capacities and operating conditions. Finally, the model’s validity and accuracy are confirmed through a modified WSCC 4-machine 10-bus system, offering theoretical underpinnings for stable system operation and optimized operational planning.
Keywords: renewable energy sources, SFR, droop coefficient, WSCC, VSM

1 INTRODUCTION
Compared to traditional synchronous systems, the extensive integration of high-proportion electronic RES has substituted for some SG, resulting in a gradual reduction in system inertia and relatively weaker frequency regulation capability due to the decoupling characteristics of renewable energy power electronics and their maximum power tracking mode. In addition, the application of UHV large-capacity cross-regional DC transmission has blocked the cross-regional inertia support and power response under disturbances, seriously deteriorating the system frequency stability under large disturbances (Shi et al., 2018a; Ahmadi and Ghasemi, 2014; Wright et al., 2019; Lin et al., 2023). In interconnected power systems, frequency stability is an important indicator reflecting power quality, mainly representing the balance state of active power in power systems (Xue et al., 2024; Yin et al., 2024; Grebla et al., 2020; Mei et al., 2024). In traditional power systems, frequency control is primarily achieved by regulating the active power output of generator sets, enabling the system’s generation power to follow changes in system load power, thereby achieving active power balance across the entire system. This function is commonly referred to as LFC (Load Frequency Control) (Wu et al., 2023a). However, in power systems with a high penetration of renewable energy, the uncertainty of renewable energy output becomes a critical factor affecting the active power balance of the system (Wu et al., 2023b). Compared to traditional load disturbances, renewable energy output disturbances are more severe and highly unpredictable, posing challenges to the current load frequency control techniques, which lack suitable representation and handling of this uncertainty. The integration of high proportions of renewable energy inevitably has adverse effects on the quality and stability of frequency control (Zhixuan et al., 2024). Furthermore, renewable energy units exhibit significantly different frequency response characteristics from traditional energy units. Their replacement of traditional units leads to uncertain changes in system structure, parameters, and frequency response characteristics, further complicating frequency control (Rongpeng and Yang, 2024).
In response to the aforementioned issues regarding frequency response characteristics arising from the high integration of renewable energy, extensive research has been conducted by scholars both domestically and internationally. In Reference (Altaf et al., 2022), the study of the system’s frequency dynamic response through the ASF (Average System Frequency) is proposed. This model equates all generators in the system to a single-machine model while retaining the original turbine-governor systems of each unit. However, as the number of generators continues to increase, the proliferation of turbine-governor systems limits the applicability of this method. Building upon the ASF model, Reference (Quan and Pan, 2017) further simplifies the turbine-governor systems through equivalent aggregation, thereby approximating the entire power grid as a single-machine model with a centralized load model. The SFR model significantly reduces the order of the frequency response analysis model, enabling the calculation of analytical solutions for maximum frequency deviations and corresponding times under given disturbances. It is currently the most commonly used model for frequency response analysis. Reference (Xiaolin et al., 2021) established a two-stage distributionally robust unit commitment model for power systems with wind farms, based on the ASF model and its simplified SFR model, considering virtual inertia control and droop control of wind farms. Reference (Fan et al., 2020) employed the system SFR model to analyze the impact of key frequency control parameters, including inertia time constant, frequency regulation deadband, and governor droop, on system frequency response characteristics. Reference (Bo et al., 2020) developed an SFR model incorporating wind turbine integration, derived dynamic frequency quantification metrics, and constructed a unit commitment optimization model for wind-integrated systems considering dynamic frequency constraints. Reference (Malekpour et al., 2021) integrated wind power virtual inertia control into the traditional SFR model and analyzed its effect on system frequency response. Reference (Chang-gang et al., 2009) proposed a power system frequency dynamic analysis method based on the DC power flow method, which ignores the impact of reactive power-voltage variations on frequency dynamics and uses the DC power flow method to describe the system network flow equations, considering only generator motion equations and turbine-governor dynamics, with iterative integration methods to calculate post-disturbance system frequency dynamics. Reference (Banarkar et al., 2006) established equivalent models for SG, wind farms, and loads, using wind power fluctuations and frequency deviations as input and output variables, respectively, thereby simplifying a multi-machine system to a single-machine system. This enabled the establishment of a frequency-domain transfer function between system power fluctuations and frequency deviations, which was then used to analyze system frequency dynamics with the SFR model. Reference (Nguyen et al., 2015) quantitatively analyzed the impact of wind power integration on system equivalent inertia and damping constants. Through the modification of traditional SFR model parameters, it proposed an SFR model that considers wind power integration and derived the corresponding time-domain expression for maximum frequency deviation. Reference (Shi et al., 2018b) introduced an analytical method to aggregate a multi-machine SFR model into a single-machine model. Validation studies demonstrated that the proposed aggregated SFR model accurately represents the multi-machine SFR model.
This paper based on the mechanism of traditional thermal power unit inertia and primary frequency regulation (PFR) for system frequency adjustment, employs the SFR method to analyze the impact of various factors on system frequency dynamic characteristics after the participation of renewable energy units in frequency regulation. Considering the involvement of renewable energy units in frequency regulation, the SFR model is improved to derive expressions and correlations for the initial rate of frequency change, maximum frequency deviation, and steady-state frequency deviation. Through theoretical analysis, the mechanism of operating conditions influencing the frequency regulation capability of renewable energy units and system frequency dynamic behavior is revealed. The effectiveness of this improved SFR model is verified through simulations on the modified WCSS 4-machine 10-bus system.
2 FREQUENCY RESPONSE MODEL
The frequency response characteristic of a power system refers to the variation in system frequency under unbalanced power conditions. This characteristic is influenced by factors such as the magnitude of the disturbing power, the inertia of prime movers, and the regulation characteristics of governors.
Under conditions that do not lead to power angle instability or voltage instability, the impact of reactive power and voltage variations can be neglected to focus on the primary relationship between frequency and active power, highlighting the main influencing factors. To reduce the computational burden and complexity of frequency dynamic analysis, this paper, based on the premise of a unified frequency across the entire grid, disregards spatial frequency variations and power angle stability issues. It aggregates the rotor motion equations of all generators in the system into an equivalent single-generator model with centralized loads, thereby deriving the system’s SFR.
2.1 SFR of prime mover and governor
The rotor motion equation of a synchronous generator describes the variation in rotor speed under unbalanced torque when fluctuations occur in the mechanical power output by the prime mover or the electromagnetic power output by the synchronous machine. It can be expressed as:
[image: Equation displaying: ΔP sub m minus ΔP sub e equals 2H sub sys times dΔf over dt. It is labeled as equation (1).]
where ΔPm is the mechanical power output of the prime mover; ΔPe is the electromagnetic power output of the synchronous machine; Δf is the frequency variation (since the frequency f is directly proportional to the rotor angular velocity ω, for a more intuitive representation of the power-frequency relationship, the frequency deviation Δf will be used as a substitute for the angular velocity variation Δω; Hsys represents the equivalent inertia time constant of the generator set:
[image: Mathematical formula representing \(H_{\text{sys}}\) as the sum of \(H_i S_i\) over \(S_i\). It is equal to the sum of \(H_i S_i\) divided by \(S_{\text{B(SG)}}\), labeled as equation (2).]
where n represents the number of synchronous units in the system, Si and Hi are their respective rated capacities and inertia time constants, while SB(SG) denotes the total rated capacity of conventional SG. The system load’s response to frequency deviations is primarily encapsulated in the load damping constant D. When a frequency deviation occurs, the variation in load power is given by:
[image: Math equation reads: Delta P subscript L equals D times Delta f, with a reference number three in parentheses.]
where ΔPL represents the power variation of frequency-sensitive loads, and D is the load damping constant. Applying Laplace transforms to Equations 1 and 3 yields the equivalent model of the generator and load, as illustrated in Figure 1A. Figure 1B depicts the simplified version of this model.
[image: Diagrams show block models of two systems. (a) Actual model: ΔP<sub>m</sub> minus ΔP<sub>e</sub> feeds a block with input 1/(2H<sub>sys</sub>), then into a block D, resulting in Δf. (b) Equivalent model: ΔP<sub>m</sub> minus ΔP<sub>e</sub> feeds a single block with input 1/(2H<sub>eqv</sub> + D), resulting in Δf.]FIGURE 1 | (A) actual model. (B) equivalent model. Equivalent model of load and traditional generator.
Traditional thermal power generation units employ steam turbines as their prime movers, and the mechanical power output of the prime mover can be controlled by adjusting the valve opening of the steam turbine. The process of loading and unloading the steam chamber and inlet pipe takes a certain amount of time. Therefore, the process of load-frequency control through regulating the steam flow passing through the steam turbine using control valves can be represented by an inertial element with a time constant Tt, as shown in Figure 2. The value of the time constant Tt typically ranges from 0.2 to 0.3 s.
[image: Block diagram showing a mathematical expression inside a box. An arrow labeled "ΔY" points to the box, which contains the expression \"1 over 1 plus sT sub t\". An arrow labeled "ΔP sub m" points away from the box.]FIGURE 2 | Equivalent model of prime motor.
To distribute loads among multiple generator set reasonably, the governor system should be capable of reducing rotational speed when load power increases. This regulating characteristic can be achieved using an integral element with steady-state feedback, as illustrated in Figure 3.
[image: Control system block diagram featuring a negative feedback loop. Input ΔPₘ is fed into a summing point, then to a gain block labeled Kₘ, followed by an integrator block 1/s. Output ΔY is fed back through a block labeled R into the summing point.]FIGURE 3 | Equivalent model of governor with droop control.
In the figure, R represents the equivalent droop coefficient of the generator set, which physically signifies the ratio between the frequency variation and the change in generator output power. By simplifying Figure 3 and combining it with Figure 2, we obtain the equivalent model of the prime mover and governor as shown in Figure 4, where Ts = 1/(KmR) represents the inertia time constant of the governor.
[image: Block diagram showing a control system. Input Δf passes through a block labeled 1/R. A summing junction, subtracting Pref, connects next. It flows through two blocks labeled 1/(1+sTt) and 1/(1+sTt1), producing output ΔPm. Arrows indicate the direction of flow.]FIGURE 4 | Equivalent model of governor and prime motor.
2.2 Frequency regulation-capable SFR for RES
From Equations 1–3, it is evident that during active power disturbances in a power system containing synchronous machines, the system frequency undergoes an abrupt change. The generator sets, due to their rotational inertia, can provide energy proportional to the rate of frequency change, offering transient support to the system frequency. Larger inertia time constants of the generator set result in the release of more rotational kinetic energy. However, renewable energy systems such as wind and solar power generation are typically characterized by low inertia, and their output power is decoupled from the grid frequency, rendering them incapable of responding to frequency variations. With a high penetration of these renewable sources into the power system, the overall system inertia inevitably decreases, reducing the rotational inertia available to counter frequency changes and leading to degradation of frequency dynamic performance.
The VSM technology enables renewable energy interfaces, such as converters, to mimic the virtual inertia characteristics of synchronous machines by appending control loops. The basic working principle involves adjusting the output power of renewable energy units in response to frequency deviations during system disturbances, thereby equipping them with the capability to respond to frequency variations. Analogous to the rotational inertia effect of synchronous machines, the variation in output power of renewables through virtual inertia control in response to frequency changes is given by:
[image: Equation showing \(\Delta P_{c1} = K_{d} \frac{d\Delta f}{dt}\) with the number four in parentheses, indicating it as equation four.]
where ΔPe1 is variation in output power of renewable energy units under virtual inertia control, where kd represents the virtual inertia coefficient. Applying the Laplace transform to Equation 4 yields the SFR of renewables equipped with virtual inertia characteristics, as depicted in Figure 5.
[image: Diagram showing a block labeled "sKₙ" with an input arrow labeled "Δf" on the left and an output arrow labeled "ΔPₑ" on the right.]FIGURE 5 | Frequency response model of RES under virtual inertia control.
To achieve a reasonable load distribution among multiple generator sets, traditional energy sources, under the influence of droop-equipped governors, exhibit a characteristic where output power increases with load increase. In contrast to rotational inertia, which provides transient support to the system frequency, the droop characteristic of generator sets reduces the steady-state error in system frequency after disturbances. The droop rate of generator sets can be expressed by Equation 5:
[image: Mathematical expression showing the formula for R as a percentage: R(%) = ((ω_NL - ω_FL) / ω_0). This is labeled as equation (5).]
The magnitude of PFR capability in generator sets is intimately tied to their droop rates. When integrating low-inertia sources such as large wind farms or photovoltaic power stations into the grid, they are typically required to possess a certain level of PFR capability. By leveraging VSM technology to control the inverters of renewable energy interfaces, RES can exhibit a similar droop characteristic to traditional energy sources during frequency variations. In contrast to virtual inertia control, which can instantly respond to frequency changes, inverters executing droop control for frequency regulation require a certain time delay. Compared to the governor dynamics of traditional energy sources, the SFR of RES with droop characteristics is illustrated in Figure 6.
[image: Flowchart showing a control system with input Δf leading to a gain block labeled K_R, followed by a transfer function block labeled \( \frac{1}{1+sT_R} \), resulting in output ΔP_e.]FIGURE 6 | Frequency response model of RES under droop control.
Where KR is the droop control coefficient of RES, also known as the PFR gain, is denoted as TR, which represents the droop control time constant. ΔPe2 signifies the variation in output power of renewable energy units under the influence of droop control.
2.3 SFR considering the integration RES
After renewable energy units acquire virtual inertia and droop characteristics similar to synchronous machines through VSM technology, these converter-based power sources can be aggregated with synchronous machines into a single-machine equivalent model. The SFR that considers the frequency regulation capability of renewables is depicted in Figure 7.
[image: Block diagram illustrating frequency control mechanisms for power systems. It includes primary frequency control for conventional power, droop control for renewable energy sources, and virtual inertia control. Each section features control blocks with associated formulas and parameters, represented within dashed red lines.]FIGURE 7 | SFR model considering frequency control capability of renewable energy.
Where KRES and Km represent the proportions of actual output power contributed by renewable energy units and thermal power units, respectively, to the total system generation.
Without considering the virtual inertia provided by non-synchronous power sources, after replacing synchronous units with non-synchronous power sources of equal capacity, the system equivalent inertia time constant based on the total rated capacity of the system can be expressed by Equation 6:
[image: Mathematical expression for \( H_{\text{SYS}}' \) is shown as a fraction. The numerator is the sum of \( H_iS_i \) from \( j = 1 \) to \( n - m \), subtracted by the sum of \( H_iS_i \) from \( j = n - m + 1 \) to \( n \), equaling \( H_{\text{SYS}} - \Delta H \). The denominator is the sum of \( S_i \) from \( j = 1 \) to \( n - m \), plus \( S_B(\text{NSG}) \), or the sum of \( S_i \) from \( j = 1 \) to \( n \). Equation is labeled as (6).]
where ΔH represents the equivalent inertia time constant of the synchronous units that have been replaced by non-synchronous power sources.
From an energy perspective, replacing synchronous units with non-synchronous power sources of equal capacity directly reduces the number of conventional synchronous units in operation. Consequently, the total rotational kinetic energy of the system decreases as the number of synchronous units diminishes, leading directly to a reduction in the system’s equivalent inertia level.
Under the premise of not considering the participation of asynchronous power sources in PFR, after replacing synchronous units with asynchronous power sources of equal capacity, the mechanical power gain coefficient of steam turbines, Km can be expressed by Equation 7: 
[image: Mathematical equation displaying the formula for \(K_{ms}^{\prime}\). The equation is \(K_{ms}^{\prime} = \frac{S_{B(s)}}{S_{B(s)}S_{B(NSG)}} = \frac{S_{B(s)} - \Delta S_{B(s)}}{S_{B(SG)}} = K_{ms} - \Delta K_{ms}\). It is labeled as equation (7).]
where ΔSB(s) refers to the capacity of hydraulic turbines and steam turbines that have been replaced by non-synchronized power sources. ΔKms represents the variation in the mechanical power gain coefficient for hydraulic turbines and steam turbines.
Accordingly, the equivalent droop coefficient of the system, R′ can be expressed by Equation 8: 
[image: The image shows a mathematical equation:   1 divided by R prime equals 1 divided by R system minus 1 divided by R sub s minus delta K sub rms equals 1 divided by R system minus 1 divided by delta R.   It is labeled as equation eight.]
where ΔR represents the variation in the equivalent droop coefficient of the system after it has been partially replaced by non-synchronous power sources.
In summary, since the total system capacity remains unchanged, replacing synchronous units with non-synchronous power sources of equal capacity directly alters the number of conventional synchronous units in operation. Consequently, the number of prime movers and governors of generating units decreases accordingly, leading to a gradual weakening of the frequency regulation capability of the governor system of generating units. Therefore, when synchronous units are replaced by non-synchronous power sources, the equivalent droop coefficient R′ of the system gradually increases, which is equivalent to reducing the system’s PFR capability.
The SFR shown in Figure 7 can be further simplified, and by letting HSYS = Hsys + Kd, the rotational inertia of conventional units and the virtual inertia of renewable energy units can be aggregated into the overall system inertia. Consequently, the SFR can be expressed as:
Where Tsys represents the equivalent response time constant of the system, and K denotes the participation factor of renewable energy in frequency regulation, as shown in Equation 9.
[image: A mathematical equation displaying "K equals 1 minus k sub C epsilon plus k sub N epsilon", followed by equation number nine in parentheses.]
where kSG is the replaced portion of synchronous machines is denoted as the proportion of substitution, and kRE represents the proportion of power electronic sources that provide both inertia and frequency regulation (if power electronic sources do not provide frequency regulation, then kRE = 0). At this point, the equivalent inertia of the system is HSYS, and the equivalent droop coefficient is K/R. For simplicity, this equivalent model is used in subsequent analysis to investigate the impact of PFR parameters on the system.
3 THE RELATIONSHIP BETWEEN FREQUENCY VARIATION AND MODEL PARAMETERS
3.1 SFR considering the integration RES
Based on the SFR derived in the previous section from Figure 8, the transfer function from load disturbance to frequency variation can be expressed by Equation 10: 
[image: Equation for change in frequency, Δf, is expressed as ω_n² over K times (D plus R inverse) multiplied by (1 plus T_SYS) times P_d over s times (s squared plus 2 times ζ times ω_n times s plus ω_n²), referenced as equation 10.]
[image: Block diagram of a control system with feedback loop. A summing point subtracts feedback from input ΔP, connected to a block labeled \(\frac{1}{2s(H_{om}+D)}\). Output Δq connects to a feedback loop with blocks \(\frac{1}{1+sT_{reg}}\) and \(\frac{K}{R}\), returning to the summing point.]FIGURE 8 | Simplified SFR model considering frequency control capability of renewable energy.
Where ωn and ζ represent the undamped natural frequency and damping ratio, respectively, and their expressions are shown in Equation 11:
[image: Formula set showing two equations: \(f_n^2 = \frac{DR + K}{2H_{SYS}R_{T_{SYS}}}\); \(\zeta = \left[\frac{2H_{SYS}R + (DR + K)T_{SYS}}{2(DR + K)}\right]f_n\). Equation number 11 is indicated on the right.]
Assuming the magnitude of the disturbance is ΔP, applying the Laplace inverse transform to Equation 10 yields the expression of the system frequency response in the time domain, enabling the further derivation of evaluation parameters for the dynamic characteristics of system frequency, as shown in Equation 12.
[image: Equation for frequency fluctuation \(\Delta f(t)\) involving parameters \(RAP\), \(DR\), \(K\), \(\alpha\), \(\omega_r\), \(\phi\). Includes square root functions, arctan operations, and time-dependent sinusoidal function with damping factor \(\zeta\) and system properties \(T_{SYS}\), \(\omega_n\).]
At t = 0, the maximum rate of change of frequency (RoCoF) can be obtained. Based on the above analysis, it can be concluded that:
[image: Equation showing the derivative of Δf with respect to time at t equals 0 is equal to ΔP divided by the sum of 2 times H sub SYS and K, labeled as equation 13.]
At t = ∞, the quasi-steady-state frequency deviation of the system can be obtained.
[image: Equation showing Δf_set equals Δf(∞), which equals ΔP divided by the sum of D and K over R, labeled as equation fourteen.]
Using typical parameters from the reference (Banarkar et al., 2006) as the model’s parameters, and under a power disturbance of 10% of the synchronous generator capacity, the system frequency response curves are compared after wind turbines replace SG at different proportions, as shown in Figure 9.
[image: Four line graphs illustrating the effects of varying parameters on system behavior over time. Graph (a) shows changes in parameter \(K\), graph (b) changes parameter \(H_{SS}\), graph (c) alters \(D\), and graph (d) adjusts \(R\). Each graph has three curves in red, blue, and yellow representing different values, displaying trends in deviation from a baseline over a 15-second timeframe.]FIGURE 9 | (A) Change K. (B) Change HSY. (C) Change D. The characteristic of system frequency response.
From Figure 9A, it can be observed that as the proportion of wind power replacing SG increases (K decreases), the maximum frequency deviation, the maximum rate of change of frequency, and the quasi-steady-state frequency deviation all exhibit an increasing trend. Thus, all three evaluation indicators of system frequency response deteriorate, undoubtedly indicating that wind power integration has a negative impact on system frequency response characteristics, and this negative impact becomes more severe with an increasing proportion of wind power integration.
Figure 9B demonstrates that variations in HSYS affect the magnitude of the system frequency rate of change post-disturbance. A smaller HSYS results in a larger frequency rate of change throughout the PFR process, including an increased maximum value at the initial moment of the disturbance, consistent with the formula for calculating the maximum frequency rate of change given in Equation 13. Additionally, HSYS significantly influences the system’s frequency nadir, with a smaller HSYS leading to an earlier occurrence of the nadir and a larger maximum frequency deviation at this point.
According to Figure 9C, changes in D primarily impact the system maximum frequency deviation. A smaller D results in a larger maximum frequency deviation. While Equation 14 indicates that D also influences the quasi-steady-state frequency deviation, this effect is generally limited due to the typically small damping coefficients in power systems.
Finally, Figure 9D shows that variations in R affect the quasi-steady-state frequency deviation. A larger R delays the occurrence of the frequency nadir and leads to a larger maximum deviation at this point, as well as a larger quasi-steady-state frequency deviation.
3.2 The requirement of the droop coefficient
According to above section, the K and R significantly influence the Δfset. Thus, the relationship between K, R, and Δfset needs to be further establish to control the value of Δfset under different conditions of K by adjusting R.
According to Equation 14, the R can be calculated by: Equation 12:
[image: Formula showing R equals the product of K and delta f subscript set, divided by the difference between delta P and the product of delta f subscript set and D. It is equation number 15.]
It can be seen that the governing coefficient is directly proportional to K, while it is inversely prwxoportional to ΔP and D. Assuming a permissible quasi-steady-state frequency deviation of Δfset = 0.2 Hz, the required droop coefficient R of the system is dependent on K, the integration of power electronic sources, and the active power disturbance ΔP. When the frequency regulation contribution of power electronic sources in the system decreases, an increase in the droop coefficient is necessary. Conversely, a larger active power disturbance requires a reduction in the equivalent droop coefficient to stabilize the system frequency.
Finally, a flowchart is given by Figure 10 to obtain the equivalent droop coefficient R based on the proposed SFR in this paper.
[image: Flowchart illustrating a process starting with "Power disturbance," leading to "SFR model," then "Calculate RoCoF and Δf_set." It splits into two paths: one toward "PFR" and the other toward "Penetration rate K," both ending with "Calculate equivalent droop coefficient by Eq. (11)" and "VSM" with solar and wind icons.]FIGURE 10 | Flowchart of the droop coefficient Setting.
4 CASE STUDIES
In this chapter, the test case employs the WSCC 4-machine 10-bus system, with a simulation model built on PSCAD to validate the effectiveness of the proposed SFR. The RES are modeled as common Direct-Drive Wind Turbines, as depicted in Figure 11. Generators 1, 2, 3, and Wind Turbines have a rated capacity of 20 MVA each. The system load is 75MW, and the system’s equivalent inertia constant is 4s. The system feeder line, transformer, load, and frequency regulation parameters are shown in Tables A1–A3. The system equivalent original droop coefficient R is set as 3%, with a renewable energy frequency regulation contribution ratio K = 1 and equivalent damping constant D is set as 1.
[image: Diagram of an electrical power distribution system showing three generators labeled G1, G2, and G3. Arrows indicate connections to various loads and points, numbered sequentially from one to ten. G2 connects to a load and a turbine symbol on the right. G1 and G3 connect through two switches to two loads, merging into a central bus before joining the main line.]FIGURE 11 | Modified WSCC 4-machine 10-bus system .
4.1 Performance of the proposed SFR
In order to verify the accuracy of the proposed SFR model, the active power disturbances of the load increase are respectively set as 8 MW, 12 MW, 16 MW (accounting for 10%, 15%, 20% of the system capacity separately) in PSCAD simulation model and SFR model. The frequency response curves and the errors between the PSCAD and SFR are respectively shown in Figure 12 and Table 1.
[image: Three line graphs display frequency deviation over time under different active power disturbances: (a) 10%, (b) 15%, and (c) 20%. Each graph compares simulation results with SFR, showing stabilization over 40 seconds.]FIGURE 12 | (A) 10% active power disturbance. (B) 15% active power disturbance. (C) 20% active power disturbance. Comparison results of system frequency response.
TABLE 1 | Error between the PSCAD model and SFR model.
[image: Table showing load increase and frequency values. For 8 MW (10%): lowest frequency point is 0 Hz, steady-state frequency is 0.001 Hz. For 12 MW (15%): lowest is 0.001 Hz, steady-state is 0.002 Hz. For 16 MW (20%): both lowest and steady-state frequencies are 0.002 Hz.]From the above figure and table, it can be observed that the output of the SFR model closely matches the results of the time-domain simulation under various load increment scenarios. Even in the case of 20% load increment, which caused a frequency drop of 0.46Hz, the error in the minimum frequency value was only 2.377%. These simulation results convincingly demonstrate the effectiveness of the proposed SFR model.
4.2 Performance of the droop coefficient adjustment
When the system suffers a 20% active power disturbance (18 MW), to maintain the quasi-steady-state deviation Δfset = 0.23 Hz, substituting parameters into Equation 15 yields a equivalent droop coefficient of 1.4%. As shown in Figure 13, which compares the frequency response curves before and after the adjustment, by appropriately modifying the droop coefficient, the quasi-steady-state deviation Δfset can be maintained at 0.23 Hz even under larger active power disturbances.
[image: Graph showing voltage change over time with two curves: blue for \( R = 1.8\% \) and red for \( R = 3\% \). The x-axis represents time in seconds, and the y-axis represents voltage change in hertz. Both curves begin around zero, dip negatively, and then oscillate with the blue one having larger oscillations.]FIGURE 13 | Comparison results after changing R.
Under the scenario that the proportion of new energy sources participating in frequency regulation decreases, the overall frequency regulation capability of the system declines, leading to a shift in the demand for the droop coefficient. Keeping the power disturbance scenario in IV.A unchanged, the proportion of wind turbines participating in frequency regulation K is set to 0.5 and the simulation results are shown in Figure 14.
[image: Line graph showing frequency change over time for two scenarios: R = 1.4% (red line) and R = 2% (blue line). Both lines display oscillations, with initial rapid fluctuations stabilizing over 40 seconds. The blue line is labeled "Original wave."]FIGURE 14 | Comparison results after changing K.
Compared to the 10%-power-disturbance original waveform in IV.A, the decrease in K results in a deterioration of the system frequency stability, manifested by enlarged frequency fluctuations and an increase in Δfset. To keep the Δfset to its initial value of 0.23 Hz, substituting the relevant parameters into Equation 14, yields a required R of 1.4%. As shown in Figure 14, upon adjusting R using the proposed method, Δfset is successfully reinstated to meet the original specification in IV.A, despite the reduction in K. However, due to the diminished participation of wind turbines in frequency regulation, the frequency fluctuation profile exhibits greater deviations compared to the original waveform.
To verify the impact of D on frequency regulation effectiveness, keeping the 10%-power-disturbance scenario outlined in Section 4.1 unchanged, the equivalent damping constant D is set to 0.5 and the simulation results are shown in Figure 15. According to Equation 15, the ΔfsetD is much smaller than ΔP, so the impact of ΔfsetD can be ignored, the droop regulation coefficient calculated by Equation 15 has not changed significantly. Thus, the droop coefficient doesn’t need to be adjusted with the change of D.
[image: Graph showing frequency response over time, with two lines representing different damping and resistance values. The blue line (D=0.5, R=29%) and red line (D=1, R=5%) show initial fluctuations before stabilizing near zero.]FIGURE 15 | Comparison results after changing D.
5 CONCLUSION
This paper focuses on power systems with a high penetration of RES. A SFR is established to investigate the frequency response characteristics and the selection of droop coefficient post RES integration. The key contributions and innovations of this work are summarized as follows:
	(1) For RES systems equipped with virtual inertia, an SFR model is established, which incorporates the participation of RES in frequency regulation. This SFR model is utilized to analyze the impact of various system equivalent parameters on frequency regulation. Through theoretical derivation, the relationship between the system’s governing coefficient, renewable energy penetration rate, and frequency disturbances is established, revealing the required droop coefficient under different frequency disturbance and RES penetration rate.
	(2) The accuracy of the proposed SFR model is experimentally validated, confirming its ability to accurately reflect the changes in system parameters such as larger power disturbances or variations in the RES participation ratio in frequency regulation. This ensures that the calculated governing coefficient effectively responds to these changes, maintaining the frequency regulation results within the operational requirements of the power system.
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APPENDIX
TABLE A1 | Feeders parameter.
[image: Table displaying electrical parameters with columns: Number, R/pu, X/pu, and B/pu. Rows list numbers as pairs (e.g., 5-6) with corresponding values for each parameter. Values range from 0.0085 to 0.179.]TABLE A2 | Transformers parameter.
[image: Table displaying data with four columns: Number, X/pu, Ratio, and Capacity. Row one: 1, 0.0576, 16/230, 100. Row two: 2, 0.0625, 16/230, 80. Row three: 3, 0.0586, 16/230, 80.]TABLE A3 | Loads parameter.
[image: Table displaying three columns labeled Number, P/MW, and Q/MW. The rows contain the following data: Row 1 - Number: 6, P/MW: 30, Q/MW: 11; Row 2 - Number: 7, P/MW: 20, Q/MW: 7; Row 3 - Number: 9, P/MW: 25, Q/MW: 8.]TABLE A4 | Speed control parameters of steam turbines.
[image: Table listing values for three generators, each with identical entries: \(R_s/pu = 0.04\), \(T_s/s = 0.025\), and \(T_t/s = 0.1\).]NOMENCLATURE
Abbreviations
RES Renewable Energy Sources
RoCoF Rate of Change of Frequency
SFR System Frequency Response
SG Synchronous Generators
VSM Virtual Synchronous Machine
Symbols
D Load damping constant
Δf Frequency variation
Δfset Steady-state frequency deviation
Hi Respective inertia time constants
Hsys Generator’s equivalent inertia time constant
HSYS Equivalent inertia time constant for SFR
kd Virtual inertia coefficient
kRE Proportion for RES
kRE Proportion for SG
Km Gain coefficient for SG
KR Droop control coefficient for RES
KRES Gain coefficient for RES
n The number of synchronous units
ΔPe Electromagnetic power output
ΔPe1 Power output variation for RES
ΔPL Power variation of frequency-sensitive loads
ΔPm Mechanical power output
R Equivalent droop coefficient
SB(SG) total rated capacity of SG
Si Respective rated capacities
Ts Inertia time constant for SG
Tsys Equivalent response time constant for SFR
Tt Time constant for SG
Δω Angular velocity variation
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When the Grid-Following (GFL) and the Grid-Forming (GFM) converters are hybrid-connected to the grid, they are coupled through the grid impedance. During grid faults, the transient characteristics of the two converters become more complex due to this coupling. If one of the converters experiences stability issues, it affects the other, making fault ride-through challenging. A mathematical model for the hybrid grid-connected system of the two converters is first established to analyze the existence conditions of the equilibrium point. Using the phase-plane method, the mutual influence mechanism during faults is revealed. Subsequently, a method to adjust the GFM phase angle based on the degree of voltage sag is proposed, which also improves the phase-locked loop (PLL) of the GFL. The influence of GFL current injection is considered to limit the GFM fault current, thereby achieving hybrid fault ride-through control. Finally, the simulation verifies the effectiveness of the proposed control strategy. The results show that the proposed method can adjust the phase angle to support the grid, ensuring that the GFM outputs more reactive current within the maximum allowable current range. Meanwhile, the GFL injects current according to grid guidelines, effectively preventing overcurrent and phase angle instability of the converters.
Keywords: grid-following converter, grid-forming converter, hybrid grid-connected system, stability, hybrid fault ride-through control

1 INTRODUCTION
With the implementation of carbon peaking and carbon neutrality policies, the development and application of renewable energy have progressively become essential pathways toward achieving green, low-carbon, and sustainable development goals (Huang et al., 2024). The share of non-synchronous generation in power systems is steadily increasing, resulting in high proportions of renewable energy and power electronic devices becoming defining features of modern power systems (Gu and Green, 2023). A high proportion of new energy and power electronic equipment has become a notable characteristic of power systems. In order to provide the system support, a serial of the control is implemented into the Inverter-Based Resources (IBR). In general, the control of the IBR can be classified into the GFL and GFM. It is worth noting that using GFL as the main grid - connected devices does not provide sufficient inertia and damping for the system, resulting in a further decrease in system inertia, which jeopardizes the safe operation of the power system. GFM, which possess the characteristics of a synchronous generator, have garnered widespread attention. Compared to GFL, they can effectively function as a voltage source, allowing them to regulate system voltage and frequency and provide necessary inertia and damping support. Nevertheless, GFL still have advantages that GFM cannot replace. On the other hand, the current new energy power stations are equipped with GFL, making it impractical to replace them all with GFM. Therefore, a feasible alternative is to modify some of the already installed converters to grid-forming control. This implies that in future power systems, both grid-following and GFM will coexist (Zhao and Flynn, 2022).
Both GFL and GFM converters achieve frequency and voltage support functions. However, due to their different roles in the power system, their transient responses will also differ (Wei et al., 2024). The GFL behaves as a controlled current source, which uses the PLL to detect the grid state on the frequency and voltage and then accordingly provides a passive support (Kim et al., 2024). While the GFM behaves as a controlled voltage source, of which mechanism is similar with the power-angle transients of the synchronous generator and thus, which naturally can provide an active support (Zhang et al., 2023). In the event of a grid fault, a synchronous generator can inject 6 to 8 times its rated current (pu) to support the grid (Taul et al., 2020). However, the overcurrent tolerance of converters is relatively low. Without proper control, this could lead to disconnection of renewable energy generation equipment from the grid or damage to the converters. To address this, IEEE standard 2,800–2022 provides detailed technical requirements for renewable energy generation equipment regarding fault ride-through capabilities (IEEE, 2022). Currently, research mainly focuses on the transient processes of single GFL or single GFM converters during fault ride-through, with an emphasis on the control of fault current and power angle. For GFL, Zhang and Schuerhuber (2023) enhances system stability during grid faults and improves post-fault recovery performance by adjusting current injection via PLL frequency feedback. However, the steady-state operating points and stability become challenging to predict. Xu et al. (2021), by removing the frequency feedback loop and employing frequency-locking techniques, fixes the PLL frequency to maintain its output at the state of the previous moment. Nonetheless, this approach struggles to meet the requirements of grid codes. He et al. (2021) suggests locking only the integral part of the PLL during faults, but this method fails when there is no equilibrium point after the fault. Gao et al. (2023) adjusts the ratio of active to reactive current to match the grid impedance ratio, which helps ensure the existence of a post-fault equilibrium point. However, this approach still falls short of adhering to grid codes. For GFM, Li et al. (2022) highlights that under fault conditions, grid-forming control may need to switch to grid-following control. A backup PLL is essential for achieving seamless transitions, but stability issues may arise, particularly in weak grid environments. However, this process requires a backup PLL and may face stability issues in weak grid environments. Xi et al. (2022) adopt a current limiting method in the current loop of the converter’s double closed-loop control to limit fault currents. Lu et al. (2023) introduces virtual impedance in the current control loop (CCL) to dynamically adjust the voltage compensation value, effectively limiting high-frequency transient overcurrent. Zheng et al. (2023) enhances the low voltage ride-through (LVRT) strategy by incorporating current reference limitation functionality within the current control loop, successfully constraining the peak value of short-circuit currents. However, the above methods turn the voltage source into a current source, making power control difficult, reducing stability, and potentially causing instability. Chen et al. (2020) proposes a strategy using voltage limiting to control fault current, locking the reactive voltage droop, and calculating the reference voltage based on the maximum allowable current. For hybrid grid-tied converters (HGCs), that is, GFL and GFM are coupled with each other through the grid impedance and integrated into the same power system. Cheng et al. (2022) analyzes the transient voltage angle stability of GFL and GFM converters. Tian et al. (2023) studies the impact of steady-state operating points and control parameters of GFL and GFM modes on islanded microgrid stability and proposes a virtual impedance design methodology to enhance system stability. However, there are relatively few studies on the fault ride-through problem under the hybrid grid conditions where converters based on GFM and GFL controls coexist. In fact, during faults, the cooperation between converters with different control strategies can provide better service to the grid.
To overcome the aforementioned limitations, this study introduces a hybrid fault ride-through control strategy aimed at improving the issue of fault ride-through during symmetrical voltage dips when low voltage faults occur in the grid. The main contributions of this strategy are as follows:
	• A hybrid grid-tied system model consisting of GFL and GFM converters operating in parallel is developed in the context of their coexistence in power systems. Transient stability analysis is performed to investigate the coupling effects between the two converters through grid impedance.
	• The phase plane trajectories of the GFL and GFM converters under fault conditions are plotted to visually illustrate the dynamic characteristics of both converters during faults. This approach reveals how the mutual coupling between GFM and GFL influences system stability.
	• A fault ride-through strategy is proposed, which involves adjusting the GFM power angle based on the degree of voltage dip and incorporating this adjustment into the GFL to improve its PLL. Additionally, the strategy considers the impact of GFL current injection and imposes fault current limitations on the GFM, achieving coordinated fault ride-through control for the hybrid system.
	• A hybrid grid-tied system model, integrating GFL and GFM converters, is constructed in Matlab/Simulink. The output characteristics of GFL and GFM converters during faults are analyzed, and the proposed fault ride-through control strategy is validated through simulation experiments.

The structure of this paper is organized as follows: Section 2 constructs the basic model of the grid-following/grid-forming converter HGS. Section 3 analyzes the interaction mechanism between GFL and GFM when a low-voltage fault occurs in the power grid. Section 4 proposes a GFM power angle control considering the influence of GFL current injection and a hybrid fault ride-through control strategy based on an improved grid-forming phase-locked loop. During the fault period, this strategy can not only ensure the power angle stability and limited fault current of the GFM but also enable the GFL to inject current in accordance with the grid guidelines. Section 5 verifies the correctness and effectiveness of the proposed control strategy through simulation.
2 THE CONNECTION OF GRID-FORMING AND GFL WITH THE SYSTEM
2.1 Main circuit system topology
The research object of this paper is the parallel system of grid-following and GFM, as illustrated in Figure 1. In this parallel system, the DC-side power of the two converters can be supplied by photovoltaic panels, wind turbines, energy storage devices, or other sources. However, since the focus of this study lies in the characteristics of the converters on the AC side, the structure of the DC-side power sources is disregarded.
[image: Diagram of two converter systems for diversified energy sources. The top system is a grid-following converter with current control, using components like PWM and PLL, leading to \(U_{pcc}\). The bottom system is a grid-forming converter with VSG control, including voltage control and a capacitor \(C_{f}\). Both systems link to energy sources such as wind and solar, and connect to a grid with components \(R_{g}\), \(L_{g}\), and \(V_{g}\).]FIGURE 1 | Parallel topology of grid-connected converters with GFL and GFM.
The fundamental concept of the HGS system is to combine grid-following and grid-forming control strategies in parallel, thereby integrating the respective characteristics of these two control approaches. The grid-following converter employs a PLL for synchronization control, and its control structure includes sampling, the PLL, inner current control loops, and a PWM generator. In contrast, the grid-forming converter adopts a more mature Virtual Synchronous Generator (VSG) control strategy. Its control circuit primarily consists of active power and reactive power loops, coordinate transformation, dual-loop voltage and current control, and PWM signal modulation. The two converters are connected to the main power grid via PCC.
In Figure 1, VDC is a constant DC voltage; Rf1, Lf1, Rf2, and Lf2 are the filter resistances and filter inductances for the GFL and GFM converters, respectively; Cf2 is the filter capacitor for the GFM converter; R1, L1, R2, and L2 are the line resistances and line inductances for the GFL and GFM converters, respectively; Rg and Lg represent the line resistance and inductance between the PCC and the grid; Upcc is the voltage at the PCC; iabc1 and iabc2 are the converter-side currents for the GFL and GFM converters, respectively; uabc1 and uabc2 are the output voltages for the GFL and GFM converters, respectively; Vg is the grid voltage.
2.2 Grid-following converter based on current control
The control system of the GFL is shown in Figure 2. The core of the GFL control strategy is the PLL, and its control structure is shown in Figure 3. The PLL synchronizes the generating unit with the grid by estimating and tracking the phase of the grid voltage uabc1. The outer-loop power control compares the reference values with the actual values to generate an error signal, which serves as the reference for the inner-loop current control. The inner-loop current control generates modulation signals, which are then processed by the PWM stage.
[image: Diagram of a control system for a PWM signal. It shows input parameters \(P_{\text{ref}}\), \(P_{\text{GFL}}\), and \(U_{\text{ocd}}\) processed through summing junctions and PI controllers. Outputs \(i_d\), \(i_q\) are derived with low-pass filters, combined in a block labeled \(dq/abc\), ultimately feeding into the PWM generator, which produces the PWM signal.]FIGURE 2 | The control system of the GFL.
[image: Block diagram of a control system showing transformation and processing of input signals. The input \(u_{abc1}\) is transformed to \(U_{dq1}\) via an \(abc/dq\) converter. A PI controller processes \(U_{dq1}\), leading to a difference operation with \(\omega_e\) and \(\Delta \omega_{so}\). The sum \(\omega_{sd}\) is integrated and outputs \(\theta_{sd}\).]FIGURE 3 | Schematic diagram of phase locked loop.
The mathematical model of the PLL can be expressed as follows:
[image: Differential equations for a phase-locked loop (PLL): The derivative of theta PLL with respect to time equals omega PLL. The derivative of omega PLL with respect to time equals ki times uq1 plus kp times the derivative of uq1 with respect to time. Equation labeled (1).]
In Equation 1: θpll is the output phase angle of the PLL; ωpll is the output angular frequency of the PLL; ud1 and uq1 are the d-axis and q-axis voltages of the grid-connected point, respectively; ki and kp are the proportional and integral gains of the PI controller. θpll is used as the angle for the Park transformation, achieving decoupled control of active and reactive power by aligning uabc1 with the d-axis, ensuring that uq1 = 0.
The PLL is used to provide the reference angle for the Park transformation. By aligning uabc1 to the d-axis, such that uq1 = 0, decoupled control of active and reactive power is achieved. This ensures precise power regulation and synchronization of the system with the grid.
[image: Equation showing two formulas with indices "dref" and variables including \(k_{p_p}\), \(P_{ref}\), \(P_{GFL}\), \(k_{i_p}\), \(U_{dref}\), \(U_{dc}\), \(k_{p_{udc}}\), and \(s\), numbered as (2) on the right side.]
[image: Equations showing control formulas: first, i_d_ref equals k_p_uw times (U_ref minus U_GFI), plus k_i_uw times (U_ref minus U_GFI) over s; second, i_q_ref equals k_p_q times (Q_ref minus Q_GFI), plus k_i_q times (Q_ref minus Q_GFI) over s.]
In Equations 2, 3, idref and iqref represent the d-axis and q-axis reference currents, respectively. kp_p and ki_p, kp_udc and ki_udc, kp_uo and ki_uo, and kp_q and ki_q are the proportional and integral gains of the respective PI controllers. Pref denotes the active power reference value, and Qref represents the reactive power reference value. Udcref is the reference value for the DC-side voltage, while Uoref is the reference value for the PCC voltage. Finally, UGFL indicates the output voltage magnitude of the GFL converter.
The mathematical model of the inner current loop can be expressed as follows:
[image: Equations defining \(u_{md}\) and \(u_{mq}\). \(u_{md} = u_{GHd} + k_{p\_i}(i_{dref} - i_d) + k_{i\_i}(i_{dref} - i_d)/s - \omega L i_q\). \(u_{mq} = u_{GHq} + k_{p\_i}(i_{qref} - i_q) + k_{i\_i}(i_{qref} - i_q)/s + \omega L i_d\). Labeled as Equation 4.]
In Equation 4, umd and umq represent the d-axis and q-axis components of the modulation signal, respectively. kp_i and ki_i are the proportional and integral gains of the PI controller, respectively. Lfiq and Lfid denote the decoupling control terms.
2.3 Grid-forming converter based on VSG control
The control part of a VSG includes an active power loop, a reactive power loop, dual voltage-current control loops, and PWM signal modulation. The core of the control is the active and reactive power loops. VSG achieves synchronization with the grid by mimicking the rotor characteristic equations of a synchronous generator. Consequently, a grid-forming converter based on virtual synchronous generator control possesses the external characteristics of a synchronous generator. The schematic diagram is shown in Figure 4.
[image: Diagram showing two control loops. The top part illustrates an Active Power Control Loop with components labeled for functions like summation, division, and integration, resulting in an output labeled \(\theta_{avg}\). The bottom part displays a Reactive Power Control Loop with similar components, resulting in an output labeled \(U_{ref}\). Both loops depict signal flow and feedback.]FIGURE 4 | Virtual synchronous machine control schematic diagram.
The control system of GFM converter is shown in Figure 5. The voltage control, current control, and PWM generator of the GFM converter are consistent with those of the grid-following converter.
[image: Diagram illustrating a control system with multiple feedback loops and transformations. It includes Proportional-Integral (PI) controllers, vector transformations, summing junctions, and Space Vector Pulse Width Modulation (SVPWM) for output signal processing. The system manages voltage and current inputs to regulate output, interfacing between various control blocks through algebraic operations and conversion between different coordinate systems.]FIGURE 5 | The control system of GFM converter.
The GFM converter achieves control over its output active and reactive power through the active power loop and reactive power loop. The mathematical model of the active power loop under VSG control can be expressed as follows:
[image: Differential equations representing dynamic systems. The first equation is dθ<sub>vsg</sub>/dt = ω<sub>vsg</sub>. The second equation is J dω<sub>vsg</sub>/dt = P<sub>set</sub> - P - D<sub>p</sub>(ω<sub>vsg</sub> - ω<sub>n</sub>), labeled as equation (5).]
In Equation 5: θvsg is the output phase angle of the VSG; ωvsg is the derivative of θvsg; Pset is the input mechanical power; P is the output active power of the VSG; ωn is the nominal angular frequency; J is the moment of inertia; and Dp is the damping coefficient.
The active power loop adjusts θvsg to regulate the output active power P of the VSG, ultimately ensuring that P = Pset.
The mathematical model of the reactive power loop can be expressed as:
[image: Equation showing \( U_{\text{ref}} = U_0 + k_q(Q_{\text{ref}} - Q) \), labeled as equation (6).]
In Equation 6: Uref is the output voltage of the VSG; U0 is the set value of the output voltage; kq is the droop coefficient of the reactive power loop; Qref is the reactive power reference value; and Q is the output reactive power of the VSG.
The reactive power loop adjusts the output voltage reference value based on the output reactive power.
3 MATHEMATICAL MODELING OF HGS
3.1 The mathematical model and transient characteristics of the grid-connected system
The bandwidth of the current loop in the GFL is significantly larger than the bandwidth of the PLL. By ignoring the dynamic process of the current loop, the GFL can be approximated as a current source. Similarly, in the GFM, the adjustment speed of the inner voltage and current loops is much faster than that of the active and reactive power loops. By neglecting the dynamic process of the inner voltage and current loops, the GFM can be approximated as a voltage source (Li et al., 2021). Circuit impedance is considered negligible, and the phase angle of the grid voltage is taken as the reference angle (Gursoy et al., 2023).The equivalent circuit diagram of Figure 1 is shown in Figure 6.
[image: Diagram of an electrical circuit with two current sources, two impedance loads (L1 and L2), and one voltage source Vg set to zero degrees. Current flows are indicated with I1 and I2, and voltages with angles (delta) are shown at various points.]FIGURE 6 | HGS equivalent circuit diagram.
In this figure, I1 is the RMS value of the output current of the current-controlled converter; U1 is the RMS value of the output voltage of the GFL; θpll is the phase angle difference between the PLL and the grid, corresponding to the power angle of a synchronous generator, and for convenience, it will be referred to as the power angle hereafter; φ1 is the phase angle difference between voltage U1 and current I1; U2 is the RMS value of the output voltage of the GFM; δvsg is the power angle of the GFM; Vg is the RMS value of the grid voltage.
According to the superposition theorem, the PCC voltage Upcc∠δpcc in Figure 6 can be expressed in the stationary reference frame as:
[image: Equation showing \( U_{pcc} \Delta \theta_{pcc} = \bar{j} k_t I_1 \angle (\delta_{pcc} + \varphi) + k_t U_2 \Delta \delta_{sg} + k_s V_s \angle 40^\circ \). It is labeled as equation (7).]
In Equation 7: [image: The image shows three mathematical equations:  \( k_1 = \omega_{pll} \frac{L_2 L_{m}}{L_2 + L_{g}} \);  \( k_2 = \frac{L_{m}}{L_2 + L_{g}} \);  \( k_3 = \frac{L_2}{L_2 + L_{g}} \).].
The point where the PLL measures the voltage is U1∠δpll, which can be expressed as:
[image: Equation labeled (8) displays the expression \(U_{L_j}\Delta \phi_{kl} = jk_1L_1(\delta_{G_{kl}} + \varphi_l) + k_2U_s\Delta \delta_{SVG} + k_3V_s e^{j0^\circ}\).]
In Equation 8: [image: The equation shows \( k_4 = \omega_{\text{pll}} L_1 + \omega_{\text{pll}} \frac{L_2 L_3}{L_2 + L_3} \).].
Transforming Equation 8 to the dq rotating reference frame based on the PLL, the q-axis voltage of U1 can be obtained as:
[image: Equation labeled as number nine. It represents a formula where \( u_{q1} \) equals \( k_d u_d \) plus \( k_q U_2 \) multiplied by the sine of \( (\delta_{sys} - \delta_{pll}) \) minus \( k_s V_s \) multiplied by the sine of \( \delta_{pll} \).]
In Equation 9: typically, δvsg, δpll∈[0,π/2].
Comparing Equation 9 with the case of a single GFL connected to the grid, it can be observed that the q-axis voltage uq1 of the GFL has an additional impedance drop coupling term (Paquette and Divan, 2015). The magnitude of this coupling term is related to k2, U2, δvsg, and δpll, indicating that the power angle of the PLL is also influenced by the GFM power angle δvsg.
From Figure 6, the single-phase output complex power of the GFM can be expressed as:
[image: Equation showing a complex power formula: \( \dot{S}_1 = U_2 \angle \delta_{vsg} \left( \frac{U_2 \angle \delta_{vsg} - U_{pcc} \angle \delta_{pcc}}{jX_2} \right)^* \), labeled as equation 10.]
In Equation 10, X2 = ωn L2, where ωn is the nominal angular frequency.
Substituting Equation 7 into Equation 10, we obtain:
[image: Equation showing electrical power calculation: \(P_2 = \frac{k_t U_1 V_e}{X_2} \sin \delta_{avg} - \frac{k_t U_1 I_1}{X_2} \cos (\delta_{avg} - \delta_{pll} - \varphi_1)\), denoted as equation (11).]
[image: The image displays a mathematical equation labeled as equation (12). The equation is Q₂ = (U₂² - kₓU₁²)/X₂ - (kₓU₁Vₛ)/X₂ cos δᵥₛ - (kₓU₁Jₛ₁)/X₂ sin(δᵥₛ - φₚₗ - φᵢ₁).]
From Equations 11, 12, it can be seen that the GFL affects both the active power loop and the reactive power loop of the GFM. Compared to the single machine case, an additional active power coupling term and a reactive power coupling term are introduced. The magnitude of this impact is related to k1、U2、I1、X2、δvsg, δpll, and φ1. The power angle of the GFM is also influenced by the output current I1 of the GFL. By calculating the three-phase active power using Equation 11 and substituting it into Equation 5, it can be obtained that the GFM in steady state satisfies Equation 13.
[image: The image shows a mathematical equation: \( P_{\text{ext}} - \frac{3 k_t U_t V_{sc}}{X_s} \sin(\delta_{wsc}) + \frac{3 k_t U_t I_s}{X_s} \cos(\delta_{wsc} - \phi_{sII} - \varphi_1) = 0 \) (Equation 13).]
In summary, the transient analysis model of the HGS can be obtained, as shown in Figure 7. It can be seen that the integration of the GFL adds a power coupling term to the GFM; similarly, the GFM adds an impedance drop coupling term to the GFL (Zhang et al., 2024).
[image: Block diagram illustrating a control system with impedance drop and power coupling terms. Components include adders, multipliers, and transfer functions for variables like \( k_d / d_1 \), \( k_p \), \( k_i \), and \( k_j U_f / X_2 \). Notable terms are the impedance drop coupling term marked in blue and the power coupling term also highlighted. Inputs include \( P_{set} \), and outputs are \( \delta_{pll} \) and \( \delta_{sg} \). Functions like sine, cosine, and various differential equations are present within the diagram.]FIGURE 7 | Transient analysis model of HGS.
3.2 Transient stability analysis considering coupling effects
Setting Equation 9 to 0, the condition for the PLL to have an equilibrium point can be obtained as:
[image: Mathematical formula showing an inequality with three main terms. The first term is the square of the fraction k2U2 over k4. The second term is the square of the fraction k3Vk over k4. The third term is two times k2k3U2Vk over k4 squared, multiplied by the cosine of δvg. The entire expression is greater than or equal to iα1.]
When the GFM operates stably, δvsg ∈[0, π/2]. If [image: Equation showing \(i_{\text{d1}}\) greater than \(\frac{k_2 U_2 + k_3 V_g}{k_4}\).], then Equation 14 cannot be satisfied, and there is no equilibrium point for the PLL. If [image: Mathematical expression showing that i_subscript_d1 is less than or equal to the fraction (k_subscript_2 times U_subscript_2 plus k_subscript_3 times V_subscript_g) over k_subscript_4.], then Equation 14 can be satisfied, and an equilibrium point exists for the PLL.
From Equation 13, it can be seen that the presence of I1 increases δvsg, reducing the stability margin of the GFM. The magnitude of δvsg is directly proportional to k1, U2, and I1, and inversely proportional to X2. If I1 is too large, it may cause the initially stable GFM to lose power angle stability. If the GFM loses power angle stability due to a fault or other reasons, its output angle δvsg increases indefinitely. As indicated by Equation 14, when δvsg = 2kπ + π, k∈Z, the impact on the PLL is maximized, leading to two possible situations: ① If Equation 14 is not satisfied, the GFL becomes unstable. ② If Equation 14 is satisfied, since δvsg increases indefinitely, Equation 9 remains in a state of adjustment and cannot stabilize or converge to 0, indicating that the GFL becomes unstable.
Therefore, transient instability in the GFM will trigger a chain reaction, causing transient instability in the GFL.
From Equation 13, the GFM has a steady-state point when the following condition is satisfied:
[image: Mathematical expression showing an inequality: the absolute value of nine times the quotient of \(k_i U_i V_g\) and \(X_2\) squared, plus nine times the quotient of \(k_i U_i I_1\) and \(X_2\) squared, minus eighteen times the quotient of \(k_i k_j U_i^2 V_g I_1\) and \(X_2^2\) times the sine of \((\delta_{\phi i} + \phi_j)\), is greater than or equal to \(P_{\text{set}}\). Labeled as equation (15).]
When the GFL operates stably, δpll ∈ [0, π/2] and φ1 ∈ [-π/2, 0]. If [image: Equation displaying P sub set greater than three times the fraction where the numerator is k sub three U sub two V sub g plus k sub one U sub two I sub one, and the denominator is X sub two.], Equation 15 cannot be satisfied, and there is no equilibrium point for the GFM. If [image: The mathematical expression is: P sub set is less than or equal to three times the fraction, where the numerator is k sub three U sub two V sub g plus k sub one U sub two I sub one, and the denominator is X sub two.] , then Equation 15 can be satisfied, and an equilibrium point exists for the GFM.
From Equation 9, it can be seen that when δvsg > δ pll, δ pll increases, and the stability margin of the GFL decreases. When δvsg < δpll, δpll decreases, and the stability margin of the GFL increases. When δvsg = δpll, the coupling term is zero, and δpll is not affected by the GFM. If the GFL loses synchronization stability due to a fault or other reasons, the PLL will have no equilibrium point, causing the power angle δpll to increase indefinitely, thereby affecting the GFM. There are two possible scenarios: ① If Equation 15 is not satisfied, the GFM becomes unstable. ② If Equation 15 is satisfied, due to δpll increasing indefinitely, Equation 13 remains in a state of adjustment and cannot converge to zero, indicating that the GFM becomes unstable.
Therefore, when the GFL experiences transient instability, the increase in its output phase also causes the GFM to experience transient instability.
In summary, it is essential to ensure the simultaneous stability of both converters; instability in either one will affect the stability of the other.
Additionally, during grid voltage sag, the GFM, being a voltage source type, can experience transient overcurrent and steady-state overcurrent. Under fault conditions, the circuit satisfies:
[image: Equation showing the derivative of current: \((L_a + L_b) \frac{di_{2f}}{dt} = u_{2f} - v_{2f} - L_b \frac{di_{1}}{dt}\), labeled as equation 16.]
In Equation 16: i2F is the instantaneous value of the GFM output current during a fault; u2F is the instantaneous value of the GFM output voltage during a fault; vgF is the instantaneous value of the grid voltage during a fault; i1 is the instantaneous value of the output current of the current-controlled converter.
From Equation 16, it can be seen that the presence of the GFL can reduce the fault current of the GFM.
During a fault, reducing the GFL output current id1 not only ensures the existence of the PLL equilibrium point, but also, as seen from Equation 9, the reduction of id1 can slow down the acceleration process of the GFL output ωpll during the fault, thereby reducing the deviation of ωpll. Since the inertia of the GFM is much larger than the equivalent inertia of the GFL, the increase rate of δvsg is slower than that of δpll during a fault. Additionally, because the fault duration is short, during the fault, (δvsg − δpll) ∈ [-π/2, 0] (Cheng et al., 2022). For purely active power output, φ1 = 0, and the reduction in id1 is much greater than the change in the cosine function, so the effect of the cosine function can be ignored. Therefore, when id1 is reduced, the power coupling term in Equation 11 is also reduced. From Equation 5, it can be seen that this also helps to slow down the acceleration of the GFM output ωvsg during the fault, reducing the deviation of ωvsg. The phase plane diagram of the HGS under different id1 conditions during a fault is shown in Figure 8.
[image: Two graphs labeled A and B depict phase plane plots with \(\Delta \omega_{\text{eq}}\) on the y-axis and \(\delta_{\text{eq}}\) on the x-axis. Both show three trajectories for \(t_{\text{cl}}\) values: 1.0 pu, 0.8 pu, and 0.6 pu. Each graph features a "The Fault Recovery Point." The plots consist of spirals indicating the system's trajectory toward stability or instability for each \(t_{\text{cl}}\) value.]FIGURE 8 | Phase portrait of different id1 of GFL. (A) The phase plane of the GFL under fault conditions. (B) The phase plane of the GFM under fault conditions.
From Figure 8, it can be observed that reducing the active current of the GFL can slow down the acceleration process of both the GFL and GFM during a fault, thereby improving the synchronization stability of the two converters. Moreover, the smaller the id1, the better the synchronization stability of the two converters; conversely, the larger the id1, the worse the synchronization stability of the two converters.
During a fault, reducing the input mechanical power Pset of the GFM not only ensures the existence of the GFM’s equilibrium point but, as shown in Equation 5, also slows down the acceleration process of the GFM’s output ωvsg during the fault, reducing the deviation of ωvsg. A decrease in Pset during a fault causes the δvsg of the GFM, which has inertia, to increase more slowly than δpll. The smaller the Pset, the slower the increase of δvsg, the larger the | δvsg − δpll |, and the smaller the impedance drop coupling term in Equation 9, resulting in a smaller deviation of the GFL’s output ωpll. The phase plane diagram of the HGS under different Pset conditions during a fault is shown in Figure 9.
[image: Graphs A and B show trajectories on polar plots with axes labeled in radians and hertz. Both graphs depict concentric curves in red, black, and blue, labeled with different power system states. Arrows indicate "The Fault Point" and "Recovery Point."]FIGURE 9 | Phase portrait of different Pset of GFM. (A) The phase plane of the GFL under fault conditions. (B) The phase plane of the GFM under fault conditions.
From Figure 9, it can also be seen that reducing the input mechanical power Pset of the GFM can similarly slow down the acceleration process of both the GFM and GFL during a fault, thereby enhancing the synchronization stability of the two converters. Moreover, the smaller the Pset, the better the synchronization stability of the two converters; conversely, the larger the Pset, the worse the synchronization stability of the two converters.
4 FAULT RIDE-THROUGH CONTROL OF THE HGS
During a low voltage sag fault in the grid, the HGS faces three issues: power angle instability caused by the power imbalance between the GFM and GFL; outputting reactive current in compliance with grid codes to support the grid; and the risk of overcurrent due to the large short-circuit current of the GFM, which threatens power electronic equipment.
From the previous analysis, it is known that reducing id1 and Pset during a grid fault helps ensure the existence of the equilibrium points of the GFL and GFM, and simultaneously enhances the transient stability of both converters. However, the conditions for the existence of the equilibrium points of both converters are coupled through the GFL power angle δpll, the GFL output current I1, the GFM power angle δvsg, and the GFM output voltage U2. Directly controlling the power angles by adjusting id1 and Pset is quite challenging. Therefore, this paper first determines the values of the GFM power angle δvsgF, the fault currents I1F and I2F during the fault, and then calculates the required VSG output voltage U2F and mechanical power PsetF based on the power angles.
4.1 Equations transient power angle control
During a grid fault, while maintaining power angle stability, the GFM power angle δvsgF is adjusted based on the extent of the grid voltage sag to modify the reactive component of the output current during the fault, thereby supporting the grid. The adjustment rules are as follows:
[image: Equation defining \(\delta_{\text{vsgF}}\). If \(0.2 < \frac{V_{\text{gF}}}{V_{\text{g}}} < 0.9\), then \(\delta_{\text{vsgF}} = \frac{V_{\text{gF}}}{V_{\text{g}}} \delta_2^0\). If \(\frac{V_{\text{gF}}}{V_{\text{g}}} \leq 0.2\), then \(\delta_{\text{vsgF}} = 0\). Equation numbered (17).]
In Equation 17, δ 0 2 is the power angle of the GFM before the fault;VgF is the RMS value of the grid phase voltage after the fault. During the fault, by adjusting Pset, we can control the power angle of the GFM, making it reach δvsgF under the corresponding VgF.
According to Equation 14, the equilibrium point of the PLL is not only related to the output current id1 but also affected by the inductances L1, L2, and Lg. Therefore, by adjusting only the current, especially in a weak grid environment, it is impossible to ensure the existence of the equilibrium point. Hence, the output phase angle θvsg of the GFM is transmitted to the PLL. However, under this circumstance, the PLL becomes an open-loop system with a steady-state error, making it impossible to precisely align Ů1 with the d-axis.
From Figure 10A, it can be seen that there is a fixed angular difference φ between Ů1 and the d-axis dGFL of the GFL. Therefore, the angle of the GFL needs to be adjusted by adding a fixed angle φ on the basis of θvsg. This can be obtained by measuring the deviation of uq1 and applying PI control.
[image: Equation representing the expression for theta sub PLL as theta sub VSG plus phi. Phi is given by the equation k sub p times u sub q1 plus k sub i times the integral of u sub q1, with the equation labeled as number eighteen.]
[image: Diagram containing two parts, labeled A and B, depicting vector orientations and angles. Part A shows vectors \( \vec{i_g} \), \( \vec{i_l} \), \( \dot{\vec{i_1}} \), and angles \(\phi\) and \(\theta\). Part B features similar vectors and angles with labels \( q_{GM} \), \( q_{GL} \), and \( d_{GFL} \). The vectors and angles represent orientations and relationships in a coordinate system.]FIGURE 10 | Voltage vector diagram. (A) Based on the GFM rotating coordinate system. (B) Based on the GFL rotating coordinate system.
Using Equation 18, an improved PLL based on the grid-forming model can be obtained, which can also precisely align U1 with the d-axis of the two-phase rotating coordinate system of the GFL, as shown in Figure 10B. At this point, the active power and reactive power of the GFL are decoupled.
The PsetF during the fault can be obtained as:
[image: The image contains a mathematical equation: \( P_{\text{net}} = \frac{3 \, k_{3} U_{s} V_{ref}}{X_{s}} \sin \delta_{sys} - \frac{3 \, k_{1} U_{s} I_{s}}{X_{s}} \cos (\phi + \varphi_{f}) \). This is labeled as equation (19).]
After introducing the input mechanical power adjustment loop in the GFM and adopting the improved PLL based on the grid-forming model in the GFL, the control block diagrams of the GFM and GFL are shown in Figure 11. In this case, as long as the GFM remains stable, the stability of the GFL can be ensured.
[image: Block diagram showing control systems for an improved Phase-Locked Loop (PLL) based on grid-forming, and a Virtual Synchronous Generator (VSG) active power loop. The PLL section processes input voltage with feedback loops, producing outputs. The VSG loop uses power input, with a fault indicator, to adjust frequency and phase. Blue and red lines denote connections and feedback paths.]FIGURE 11 | HGS transient power angle control.
4.2 Fault current control
4.2.1 Steady-state current control
Although the GFM is stabilized by adjusting the input mechanical power, this does not effectively suppress the overcurrent phenomenon. Even though the presence of the GFL can reduce the fault current of the GFM, the GFM may still generate a significant fault current when there is a substantial drop in grid voltage. Therefore, when the fault current I2F exceeds 1.5 times the rated current, the control of the GFM fault current I2F is as follows:
[image: It seems like there's an issue with displaying the image. Please try uploading the image again, or provide a URL. If there is an equation or text you want described, please make sure it's clearly visible.]
In Equation 20: I2n is the rated value of the GFM output current.
Since the GFL is a current source type, it will not generate steady-state overcurrent during a fault. However, to support the grid, it needs to output reactive current. The adjustment rules for the output current of the grid-following type are as follows:
[image: Equation 21 presents a piecewise function for \(I_{qIF}\) based on \( \frac{V_{gF}}{V_g} \) values. It equals zero when \( \frac{V_{gF}}{V_g} \geq 0.9 \), equals \(-1.5 \left( 0.9 - \frac{V_{gF}}{V_g} \right) I_{in} \) for \(0.2 \leq \frac{V_{gF}}{V_g} < 0.9 \), and equals \(-1.05 I_{in} \) when \( \frac{V_{gF}}{V_g} < 0.2 \).]
[image: Equation for \( I_{\text{diff}} \) is a piecewise function. If \( \frac{V_{\text{RF}}}{V_s} \geq 0.2 \), then \( I_{\text{diff}} = \sqrt{I_{\text{in}}^2 - I_{\text{qlf}}^2} \frac{V_{\text{RF}}}{V_s} \). If \( \frac{V_{\text{RF}}}{V_s} < 0.2 \), then \( I_{\text{diff}} = 0 \). Equation number 22.]
In Equations 21, 22: I1n is the rated value of the GFL output current;Id1F is the d-axis output current of the GFL during a fault;Iq1F is the q-axis output current of the GFL during a fault.
Based on Equations 17, 21, 22, the values of δvsgF, Iq1F, and Id1F are obtained, respectively. From Equations 7, 9, 11, 20, the following system of equations can be derived:
[image: Three equations are shown. The first equation: \((A - k_s V_g)^2 + B^2 - 2(1.5X_s I_{2n})^2 = 0\). The second equation: \(k_{tdult} = k_s U_{2f} \sin \phi - k_s V_g \sin(\delta_{vsgf} + \phi) = 0\). The third equation: \(P_{erf} = C \sin \delta_{vsgf} - D \cos(\phi + \phi_{2f}) = 0\). It is marked as equation 23.]
In Equation 23: [image: Mathematical equation with variables: φ₁F equals arctangent of I₁qF over I₁dF; I₁F equals the square root of I₁dF squared plus I₁qF squared; A equals U₂F multiplied by cosine δvSGF plus k₁I₁F multiplied by sine δvSGF plus φ plus φ₁P minus k₂U₂F multiplied by cosine δvSGF.] [image: Equation labeled as "B" showing a complex mathematical expression involving variables and trigonometric functions such as sine and cosine: \( B = \frac{U_{2F} \sin \delta_{vsgF} - k_1 I_{1F} \cos (\delta_{vsgF} + \phi + \phi_{IF}) - k_2 U_{2F} \sin \delta_{vsgF}}{3} \frac{k_3 U_{2F} V_s}{X_s} \). There is also a reference to a "C" equation.]
Equation 21 can be solved using numerical methods to obtain the output voltage U2F of the GFM and the input mechanical power PsetF during a fault. Since the reactive power loop adjusts the output voltage command, this may lead to inaccurate fault current control. Therefore, during a fault, the reactive power loop is locked, and the calculated U2F is used to replace the output of the reactive power loop.
4.2.2 Steady-state current control
The transient current of the GFL is small and has a minimal impact on the system, so it can be neglected. However, the transient current of the GFM is relatively large, and adjusting the reference voltage of the reactive power loop alone is not effective. If left unchecked, it can damage transistors.
Therefore, transient virtual impedance is used to suppress transient overcurrent. The threshold current Ith for the virtual impedance is set slightly above 1.5 times I2n. When the detected fault current exceeds Ith, the virtual impedance is activated; otherwise, the virtual impedance remains inactive. By combining the virtual impedance with the adjustment of the reactive power loop, the output voltage of the GFM can be expressed as:
[image: An equation labeled as (24) shows \( U_{rd} = U_N - I_{N}Z_{N} \).]
In Equation 24: Zv is the virtual impedance.
The overall current control block diagram is shown in Figure 12:
[image: Diagram illustrating two loops. The top loop, labeled "GFL Current Loop," includes current inputs \(i_{d}\) and \(i_{q}\), with fault indicators. The bottom loop, labeled "VSG Reactive Power Loop," involves reactive power inputs \(Q_{ref}\), fault detection, and various processing blocks leading to an output \(U_{ref}\). Both loops show control and monitoring paths with fault indications in red.]FIGURE 12 | HGS fault current control.
4.3 Fault ride-through control process for HGS
The fault ride-through control process is illustrated in Figure 13. The system operates under normal conditions, monitoring Vg to determine whether a fault has occurred. In the event of a ground fault, the value of Vg decreases.
[image: Flowchart depicting a decision-making process for GFM stability and control. It starts with a voltage condition check, followed by steps involving active and reactive power loop control, and transient virtual impedance. The flowchart offers decisions based on power and stability criteria, leading to a stable GFM state.]FIGURE 13 | Fault ride-through control flowchart.
When the grid voltage drops above a specified threshold, the transient current is evaluated to determine whether it exceeds the current-limiting threshold, thereby deciding whether to activate transient virtual impedance control. If the grid voltage falls below the threshold, transient power angle control is first applied to the hybrid system. Using Equations 17, 21, 22, the fault power angle of the GFM converter and the reference current for the GFL converter are determined. Subsequently, the value of PsetF is calculated according to Equation 19.
Next, the fault current of the GFM converter is monitored. If the current exceeds the transient current-limiting threshold, both the reactive power loop and transient virtual impedance control for the GFM converter are activated. If the current only exceeds the steady-state current-limiting threshold of the GFM converter, only the reactive power loop control is applied.
Once the reactive power loop control is engaged in the GFM converter, the previously determined GFM fault power angle and GFL reference current are used to calculate PsetF and U2F according to Equation 23. When Vg recovers above the threshold value, the hybrid system transitions back to the normal control strategy.
5 CASE STUDY
To verify the theoretical analysis and the proposed fault ride-through control strategy, a hybrid grid-connected model of grid-following and GFM, as shown in Figure 1, was built in Matlab/Simulink. The system parameters are listed in Table 1.
TABLE 1 | Parameters of HGS.
[image: Table listing parameters and their values: DC bus voltage is eight hundred VDC/V, grid voltage amplitude is three hundred eleven Vg/V, grid angular frequency is three hundred fourteen omega_g rad/s, GFL line inductance is three point two L1/mH, GFM line inductance is three point two L2/mH, grid inductance is four Lg/mH, GFM moment of inertia is five J/(kg/m^2), GFM active power damping coefficient is one hundred thirty Dp, and GFM reactive power droop coefficient is zero point zero one k_q.]5.1 Output characteristics of GFM and GFL during fault conditions
When the three-phase grid voltage drops to 0.5, the output currents and power angles of the GFM and GFL are shown in Figure 14. The simulation duration is set to 3 s, with a fault occurring at 0.5 s and clearing at 2 s. As seen in Figure 14, during the fault, the power angles of both the GFM and GFL increase indefinitely. The output currents of the two converters are affected by the power angles, resulting in oscillations. Since the GFM is a voltage source type, its maximum current amplitude reaches three times its rated operating value. The output active and reactive power of both converters also experience oscillations.
[image: Five graphs labeled A to E depict various electrical parameters over time. Graph A shows power angle versus time, featuring oscillatory behavior. Graphs B and C display grid-absorbing and grid-forming output current, respectively, both showing waveforms over time. Graphs D and E illustrate grid-following output power with labels P1 and Q1, both showing variations over time. The x-axes represent time in seconds, with different scales for each graph.]FIGURE 14 | Output waveform under symmetrical fault of grid. (A) Power angle curve. (B) Grid-Following output current. (C) Grid-Forming output current. (D) Grid-Following output power. (E) Grid-Forming output power.
Figure 15A shows the power angle curves of both converters when the d-axis current reference value I *d1 of the grid-following converter is changed from 1 pu to 2.5 pu at 0.5 s and restored to 1 pu at 2 s. Figure 15B shows the power angle curves of both converters when the input mechanical power Pset of the grid-forming converter is changed from 1 pu to 3 pu at 0.5 s and restored to 1 pu at 2 s. Based on the output power angles, it can be seen that the occurrence of power angle instability in the GFL immediately causes power angle instability in the GFM. Similarly, the occurrence of power angle instability in the GFM immediately causes power angle instability in the GFL. This verifies the analysis of the mutual influence between the two converters mentioned earlier.
[image: Two line graphs labeled A and B compare power angle over time in seconds. Both show similar patterns: an initial flat line, a step increase, and oscillations. Graph A's oscillations are more pronounced than B's. The y-axis represents power angle in radians, ranging from negative three to four. Different colored lines represent grid, hydrogen, and forming power. Legends identify each power source.]FIGURE 15 | Change the reference value of the inverter. (A) Changing Grid-Following reference current. (B) Changing Grid-Forming input mechanical power.
5.2 Verification of the proposed fault ride-through control strategy
Figure 16 shows the output waveforms when the grid voltage symmetrically drops to 0.4 pu at 0.5 s and rises back to 1 pu at 2 s. During the fault, transient power angle control is applied to the HGS, and both the GFL and GFM remain stable after a brief transient process. As seen in Figure 16B, during the fault, by adjusting the input mechanical power Pset of the GFM and using the improved PLL based on the grid-forming model for the GFL, the power angles of both converters can be kept stable. However, as shown in Figure 16D, the transient current output by the GFM is too large, and the steady-state current also exceeds 1.5 pu, approaching 2 pu. From Figure 16F, it can be seen that this is due to the excessive reactive current output by the GFM. Although reactive current can support the grid, there is still a risk of damaging transistors. Therefore, it is necessary to suppress transient and steady-state overcurrents through fault current control.
[image: Six graphs show different aspects of grid-forming output over time. Graph A illustrates output voltage, remaining stable. Graph B presents power angle with initial fluctuations. Graph C shows output current, similar to Graph A. Graph D displays changes in output current with evident deviations. Graph E shows output power with an increase, labeled as P1, Q1. Graph F also displays power, labeled as P2, Q2, showing fluctuations. Time is represented on the x-axis, ranging from 0 to 3 seconds.]FIGURE 16 | Output waveform under transient power Angle fault ride-through control only. (A) Grid-Forming output voltage. (B) Power angle curve. (C) Grid-Following output current. (D) Grid-Forming output current. (E) Grid-Following output power. (F) Grid-Forming output power.
Figure 17 shows the waveforms of the HGS when transient power angle and fault current control are implemented as the grid voltage symmetrically drops to 0.4 pu. Similarly, the GFL and GFM remain stable after a brief transient process. As shown in Figure 17D, during the fault, by reducing the output voltage of the GFM, the GFM’s output current is precisely controlled to 1.5 pu. Thanks to the virtual impedance, the transient current is also effectively suppressed. As depicted in Figure 17E, the GFL, while remaining stable, is able to provide reactive current in accordance with grid codes, supporting the grid. After the fault is cleared, both converters can return to their pre-fault operating state after a brief transient process.
[image: Six graphs display data measured over time, with variables such as voltage, current, and power. Panels A, C, and D show consistent levels. Panel B indicates a spike around one second. Panels E and F illustrate power changes, with noticeable variations at different time points. Each graph contains labeled axes, and some include legends for identifying data series.]FIGURE 17 | Output waveform under transient power Angle and current fault ride-through control. (A) Grid-Forming output voltage. (B) Power angle curve. (C) Grid-Following output current (D) Grid-Forming output current.(E) Grid-Following output power. (F) Grid-Forming output power.
Figure 18 presents the waveforms of transient power angle and fault current control for the HGS system during a symmetrical grid voltage dip to 0.6 pu. Similarly, both the GFL and GFM converters remain stable after a brief transient process. As shown in Figure 17C, during the fault, the output current of the GFM converter is below 1.5 pu, in contrast to the scenario where the grid voltage symmetrically drops to 0.4 pu. This reduction is attributed to the implementation of virtual impedance, which effectively suppresses transient currents. As depicted in Figure 17D, the GFL converter, while maintaining stability, provides reactive current in compliance with grid codes, thereby supporting the grid. After the fault is cleared, both converters recover to their normal operating conditions following a brief transient period.
[image: Five graphs titled A to E show various metrics of grid-forming and grid-following systems. A and B depict grid-forming voltage and current over three seconds, displaying stable and consistent lines. C shows grid-forming current with slight fluctuations. D and E compare grid-following and grid-forming active and reactive power outputs. In D and E, two lines labeled P1 and Q1 for graph D, and P2 and Q2 for graph E, demonstrate changes over time with distinct steps and fluctuations.]FIGURE 18 | Transient power angle and fault current waveforms under fault ride-through control. (A) Grid-Forming output voltage. (B) Grid-Following output current. (C) Grid-Forming output current. (D) Grid-Following output power. (E) Grid-Forming output power.
6 CONCLUSION
This paper analyzes the transient stability of HGS with parallel GFL and GFM, and proposes a fault ride-through control strategy considering the interactive effects between GFL and GFM. By establishing a mathematical model of the HGS, the dynamic coupling mechanism between GFM and GFL is revealed, and the fault ride-through problem under symmetrical voltage drops is studied. The main conclusions are as follows:
	1) Through the transient stability analysis of the HGS with parallel GFL and GFM, demonstrating that the two are mutually coupled through the grid impedance. The instability of one converter will lead to the instability of the other converter. During a fault, reducing the id1 of GFL or the Pset of GFM can simultaneously improve the transient stability of both converters.
	2) During a fault, the GFM adjusts the power angle according to the extent of the grid voltage drop and modifies the output voltage while considering the impact of the current injected by the GFL when limiting current. This approach can effectively suppress short-circuit overcurrent and maintain power angle stability. The GFL uses an improved PLL based on grid-forming control, which can effectively prevent GFL instability and inject current into the grid in accordance with grid codes.
	3) Considering the interactive effects of GFL and GFM, a fault ride-through control strategy applicable to the HGS is proposed. By setting a threshold current Ith slightly greater than 1.5 I2n in the GFM, virtual impedance is introduced when the detected fault current exceeds Ith, effectively suppressing transient overcurrent.
	4) The transient current of the GFM is relatively large. By setting a threshold current Ith slightly greater than 1.5I2n in the GFM, virtual impedance is introduced when the detected fault current exceeds Ith, effectively suppressing transient overcurrent. This approach addresses the shortcomings of reactive voltage reference adjustment alone, which is less effective and risks damaging transistors.

This study preliminarily explores the interaction mechanisms and fault ride-through control for GFL and GFM converters under symmetrical faults. However, the transient processes and fault control strategies under asymmetrical faults are more complex. Future work will focus on control strategies for asymmetrical fault conditions.
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In flexible distribution systems, the strong uncertainty of generation and load demand poses challenges for energy interaction and resource coordination. However, existing energy interaction strategies generally focus only on economic benefits, neglecting safety performance, and are insufficient to ensure the reliable operation of the system. To address these issues, this paper proposes an energy interaction strategy for multi-prosumer flexible distribution systems, considering the economic benefits of all parties and the voltage safety of the system. First, a multi-agent energy interaction framework based on the Stackelberg game is established, and a bi-level optimization model for the distribution network operator and prosumers is constructed. Second, the paper innovatively introduces soft open point-based power flow control technology into the energy trading market. Then, the KKT conditions, dual theory, linearization, and relaxation techniques are applied to transform the original bi-level game problem into a single-level mixed-integer second-order cone programming problem, improving computational efficiency. Finally, the improved IEEE 33-bus distribution system is simulated and compared with two other scenarios. The results show that the proposed strategy can significantly improve the economic and safety performance of the energy interaction system, optimize the power flow distribution, and effectively enhance power quality. The approach offers a promising solution to the growing challenges of managing distributed energy resources in the context of flexible and reliable grid operation.
Keywords: energy interaction, multiple-prosumer, soft open point, Stackelberg game, KKT condition

1 INTRODUCTION
With the proposal of the “dual carbon” goal, the widespread access of distributed energy and flexible resources has significantly increased the participation of prosumers in the power market (Yang et al., 2024). Under this background, the operation mode of power distribution system is changing to multi-direction and multi-agent. Flexible distribution systems refer to advanced distribution networks that integrate multiple energy resources and flexible control technologies and are capable of dynamic reconfiguration and real-time power flow adjustment to adapt to changing demand and supply conditions (Li et al., 2023). By incorporating advanced control strategies, flexible distribution systems have the potential to significantly enhance energy interaction capabilities, increase renewable energy utilization, and provide strong support for system stability.
Prosumers play a crucial role in reducing energy costs and promoting renewable energy. Under coordinated feed-in tariffs, prosumers can engage in energy trading with the distribution network (DN) to maintain energy supply-demand balance, thereby providing new support for enhancing the flexibility and reliability of power systems (Seppälä and Järventausta, 2024). However, as the share of prosumers in distribution systems continues to grow, energy interactions among multiple entities are becoming increasingly complex. The presence of intermittent demand response (DR) introduces additional challenges to maintaining power system balance. Consequently, there is an urgent need for more advanced strategies to effectively regulate and manage multi-agent energy interactions, ensuring the stability, economic efficiency, and flexibility of distribution networks.
Existing energy interaction methods for multiple prosumers can be broadly categorized into two types: direct control and regional market-based control (Manchalwar et al., 2024). Direct control, also referred to as prosumer-to-grid control, involves the upper-level grid directly accessing information from individual prosumers and directly managing all controllable resources for energy interaction as needed. While this method is straightforward in operation, it suffers from drawbacks such as transaction congestion, poor privacy protection, and limitations on prosumers’ autonomy. In contrast, regional market-based control is a distributed control approach based on local energy trading markets and can be viewed as prosumer-to-distribution network operator (DNO) control. Under this framework, the DNO has pricing authority, and prosumers can adjust their flexible resources proactively based on the DNO’s pricing signals, thereby autonomously determining energy exchange while indirectly influencing the DNO’s pricing. This method balances the interests of all participants by coordinating dispersed prosumers to form a regional platform for energy generation and consumption, achieving resource sharing and preserving prosumer autonomy. Moreover, it offers excellent scalability. For instance, various approaches such as distributed trading mechanisms for demand-side energy interaction (Lou et al., 2023), optimization methods targeting models, solution techniques, and information transmission (Hou et al., 2022), dual-chain implementation methods for electricity rights trading (Gao et al., 2024), and multi-agent deep learning-based energy management techniques (Miyamoto et al., 2020) have been explored. Although these studies have achieved significant progress in energy interaction among multiple prosumers, they also exhibit notable limitations. Lou et al. (2023); Hu et al. (2022); Gao et al. (2024) neglect power quality issues and fail to account for voltage regulation, which may impact system stability. Similarly Miyamoto et al. (2020), focuses solely on power optimization without integrating economic considerations in market energy trading and distribution network regulation, potentially limiting the economic benefits for participants.
Economic efficiency and system security are two critical concerns for users, operators, and power grids. In practical applications, economic and security objectives often conflict with each other. For instance, prioritizing the economic benefits of transactions between prosumers and the distribution network operator (DNO) may compromise the reliability and safety of system operations, potentially leading to severe voltage violations or excessive utilization of grid assets (Tao et al., 2024). Moreover, the autonomous nature of prosumers, coupled with intermittent and concentrated power usage patterns, can result in imbalances between generation and consumption. This imbalance often causes power flow discrepancies across feeders, leading to frequent feeder power fluctuations and increased system losses (Liu et al., 2024). As a result, transaction control strategies that balance economic efficiency and system security have become a prominent research focus. Examples include transaction control algorithms based on attention mechanisms (Zheng et al., 2021), scheduling methods leveraging double-agent Q-learning (Liu et al., 2023), and game-theoretic scheduling strategies (Xiao et al., 2024; Guan and Hou, 2024; Zheng et al., 2024). These studies, through either deep learning algorithms or game-theory-based approaches, have demonstrated the ability to enhance DNO revenues, reduce prosumers’ electricity costs, stabilize system operations, and maximize social welfare. However, they have not adequately addressed the challenge of handling surplus energy, leaving room for further improvement in energy management strategies.
The concept of “clearing price” has been widely discussed in recent studies (Izadi and Rastegar, 2024; Meng et al., 2024; Mohammadreza et al., 2024; Wu et al., 2024), where game-theoretic methods have been applied to achieve economic dispatch and system regulation within energy communities (Izadi and Rastegar, 2024). For instance, one study explored economic coordination and regulation using game theory (Meng et al., 2024), while another incorporated energy clearing and voltage regulation through a leader-follower (Stackelberg) game-based pricing mechanism to realize mutual benefits for the DNO and prosumers. By leveraging “clearing price” as an interaction signal within the Stackelberg game framework, these approaches facilitate communication between the upper-level leader (DNO) and lower-level followers (prosumers). This methodology prioritizes internal transactions in local energy markets, effectively managing surplus energy, promoting local energy utilization, and ensuring the system’s economic efficiency. Additionally, the focus on price and power exchange as communication variables ensures robust user privacy protection (Mohammadreza et al., 2024). Despite their ability to enhance system revenues and operational security, these strategies lack consideration of active regulation in the distribution network (DN). Addressing this gap is essential to further improve system reliability and operational flexibility.
Network reconfiguration has been proposed as a method to adjust the topology of distribution networks (DN) for power flow optimization (Liang et al., 2024; Ashrafi et al., 2024), aiming to reduce power losses, lower operational costs, and prevent voltage violations. However, this approach is constrained by the operating frequency of tie switches, the need for more advanced control devices. Multi-Terminal Soft Open Points (MOP), are power electronic devices designed for efficient power transmission in electric power systems (Deakin et al., 2022; Taher et al., 2024; Li et al., 2024). MOP actively regulates active and reactive power on connected feeders, optimizes power flow distribution, and improves resource allocation, thereby increasing the flexibility and reliability of the network. Studies have demonstrated that MOP outperforms traditional network reconfiguration in power flow regulation and offers greater adaptability compared to conventional Soft Open Points (SOP) (Deakin et al., 2022), as it enables simultaneous control and optimization of multiple branch lines, providing more versatile power distribution capabilities. Nevertheless, research and applications of MOP in the context of energy interaction remain limited, suggesting significant potential for further exploration in this area.
Therefore, based on the analysis of the aforementioned background, this paper comprehensively considers the energy interaction strategy between the DNO and multiple prosumers in a flexible distribution system. This strategy involves factors such as energy storage system (ESS) charging and discharging, MOP active regulation, DR, internal pricing, and voltage stability. A game-theoretic energy interaction model and strategy for multi-prosumer distribution systems are proposed, and mathematical methods such as Karush-Kuhn-Tucker (KKT) conditions are utilized to simplify the model solution process. The KKT conditions are a set of mathematical optimization conditions widely used in optimization problems to characterize the solutions of constrained nonlinear programming (Dempe and Franke, 2019). Unlike traditional iterative methods, which typically require extensive computation and data exchange between decision-making layers, the KKT-based transformation simplifies the optimization process by reducing the bi-level optimization problem to a single-layer form. This approach not only enhances computational efficiency but also ensures privacy by limiting the exchange of sensitive data.
This paper proposes a multi-agent energy interaction strategy based on MOP to solve the balance between economic benefits and operational security, so as to promote the construction of new power systems. Through the comparison with the existing research, the innovation of this paper is as follows:
	1) A multi-agent energy interaction framework based on the Stackelberg game is developed in this study. Unlike most research that focuses solely on economic aspects without considering system security, or existing studies that prioritize voltage regulation without addressing flexible resource allocation, this work establishes an interaction framework that considers economic benefits, power quality, and demand response. This framework simultaneously addresses the economic and security issues of the DNO-multi-prosumer distribution network. Furthermore, in terms of power flow optimization for the distribution network (DN), this study introduces MOP for the active regulation of active and reactive power on the connected feeders, which not only reduces network losses but also prevent voltage over-limit rate, further enhancing the system’s economic efficiency and security.
	2) Different from most traditional approaches that use iterative methods to solve the Stackelberg bi-level optimization model for price determination, this study employs KKT conditions, dual theory, linearization techniques, relaxation methods, and the Big-M method to transform the bi-level model into a single-level mixed-integer second-order cone programming (MISOCP) problem. This transformation allows for solving the model using commercial solvers, thereby improving solution efficiency.

The remainder of this paper is organized as follows: Section 2 introduces the energy interaction framework for the DNO-multi-prosumer distribution system; Section 3 develops the DNO-prosumer optimization model based on the Stackelberg leader-follower game; Section 4 applies KKT conditions, linearization, and relaxation techniques to transform the bi-level model into a single-level model; Section 5 provides case studies and analysis; Section 6 presents the conclusion.
2 ENERGY INTERACTION FRAMEWORK FOR MULTIPLE CONSUMER DISTRIBUTION SYSTEMS
2.1 Energy market interaction framework
An energy market interaction framework that considers energy management issues between DNO and multiple prosumer is shown in Figure 1. The figure includes the high-voltage (HV) grid, which provides the required electrical energy and receives excess energy, the local energy interaction market that distributes electrical energy and transmits energy demand and price signals, and two key participants: the DNO, which serves as an intermediary for transactions between the HV grid and prosumers, and the photovoltaic prosumers who generate and consume their own electricity.
[image: Flowchart illustrating the electricity distribution process. Starts with high voltage power supply and reception, showing time-of-use price signals. Next, the Distribution Network Operator (DNO) focuses on power dispatching and network optimization. This sends electricity demand and price signals to the local energy market. The energy market facilitates power distribution and transfers similar signals to consumers, called prosumers. Prosumers, such as photovoltaic (PV) systems, adjustable loads, and energy storage systems (ESS), complete the cycle by participating in electric energy integration and demand response. Arrows indicate the flow of electric current and information.]FIGURE 1 | Energy market interaction framework.
As the energy interaction intermediary, the DNO acts as the operator of the distribution network (DN) and the internal price setter. Its responsibilities include: 1) overseeing the operation of the distribution network to ensure system safety and stability while meeting high-quality power requirements from users; 2) participating in the energy market and engaging in energy transactions with the HV grid to balance supply and demand when internal imbalances occur; 3) coordinating internal energy transactions by dynamically setting internal transaction prices based on economic and safety considerations, referencing users’ electricity demand and feed-in tariffs, and allocating internal energy to improve consumption capacity.
As the main participants in the energy market, prosumers consist of photovoltaic (PV) systems, loads (both fixed and flexible), and energy storage systems (ESS). Among these, flexible loads, also referred to as transferable loads, are controllable loads that do not affect basic living needs, enabling demand response. This allows prosumers to adjust their loads based on the transaction prices set by the DNO and develop their own electricity consumption strategies. Additionally, to enhance the network optimization level of the DNO, Multi-Terminal Soft Open Points (MOP) are installed within the distribution network (DN).
2.2 Energy interactive game framework
As shown in Figure 2, this paper explores a bi-level energy trading framework based on the Stackelberg game, which shows the leader-follower relationship between DNO and prosumers, and both play interest games with exchanged power through clearing prices.
[image: Diagram illustrating a two-level energy management model. The top section represents the high voltage system with grid and feed-in prices. Below, the DNO upper dynamic pricing model includes constraint conditions and decision variables such as clearing and exchange prices. At the bottom, the prosumer lower level model features constraints like ESS operation and decision variables including exchange power and charge/discharge of ESS. The diagram connects these components through feedback arrows between the models and the pricing game, showing the interaction and flow of information.]FIGURE 2 | Energy interactive game framework.
The upper-level leader, the DNO, can determine the operational strategy of the MOP and the internal clearing prices based on time-varying grid prices, feed-in tariffs, the exchange power between prosumers and the DNO, and the operational status of the distribution network (DN), aiming to maximize social welfare. Meanwhile, the lower-level follower, the prosumer, can adjust its electricity consumption and ESS charging/discharging strategy according to the clearing prices set by the DNO, and determine the exchange power with the DNO, in order to minimize its own costs.
It can be observed that this is a bi-directional decision-making problem, where the clearing price and exchange power serve as the communication bridge between the upper and lower levels. The DNO sets the clearing price based on the exchange power with the prosumers, while prosumers respond to the DNO’s clearing price by determining their own energy scheduling plans. Therefore, although the DNO holds priority in the decision-making process, it must take into account the demand response (DR) of each prosumer, thus forming a leader-follower game of interests.
In summary, the proposed energy market interaction and game framework effectively solves the complexity of energy trading in flexible distribution networks involving multiple production-consumers. By integrating dynamic clearing prices, DR, and MOP-based network optimization, bidirectional coordination between DNO and prosumers is achieved, ensuring joint achievement of economic and operational objectives.
3 ENERGY INTERACTION MODEL OF DISTRIBUTION SYSTEM FOR PROLIFIC CONSUMER
This chapter develops an energy interaction model based on the aforementioned framework. First, the objective of minimizing the DNO’s operational costs is defined, along with the constraints for the distribution network (DN) operation. Next, the cost minimization objective for prosumers is outlined based on their characteristics, and the corresponding operational constraints are established. Finally, for the bi-level game problem, instead of using the traditional iterative methods, which are cumbersome, the study employs KKT conditions, the Big-M method, second-order cone relaxation techniques, and dual theory to transform the bi-level optimization model into a single-level model.
3.1 Optimization model of distribution network operator
3.1.1 Optimization objective
The DNO, as the coordinator between the grid and users, has the core objective of maximizing social welfare. This is specifically manifested in minimizing the transaction costs between the DNO, the HV, and prosumers, reducing network losses and voltage fluctuations in the DN, and enhancing the economic efficiency and stability of the system. Therefore, the objective function of the DNO can be expressed as:
[image: A mathematical formula representing an optimization problem. It is expressed as "min F subscript DNO equals a subscript 0 times the quantity f subscript Grid plus f subscript loss minus f subscript inc plus b subscript f times f subscript wd." It is marked as equation (1).]
[image: Mathematical equations related to electric grid operation. The equations include terms such as \( f_{\text{Grid}} \), \( f_{\text{loss}} \), \( f_{\text{inc}} \), and \( f_{\text{wd}} \). They incorporate variables and parameters like \( X_t \), \( W_t \), \( g_t \), \( \lambda_t \), \( P_{t,j} \), \( I_{t,j} \), and \( U_{t,j} \), representing aspects like power, current, and voltage with summation and absolute value calculations over different time and index ranges.]
Equation 1 represents the general form of the DNO optimization objective function, which is a linear weighted combination of operational costs and voltage deviation minimization. Where, [image: Please upload the image or provide a URL so I can generate the alt text for you.] and [image: Please upload the image or provide a URL to generate the alternate text.] are the weight coefficients (Yang et al., 2023), which represent the relative importance of each element in the objective, with their sum being equal to 1; [image: It seems there might have been an error with displaying the image. Please upload the image file directly so that I can assist you in creating the alternate text.] and [image: To generate alt text, please upload the image or provide a URL. You can also include a caption for added context.] represent the transaction costs incurred between the DNO and HV, as well as the total revenue from transactions between the DNO and the prosumers, respectively. [image: If you have an image you'd like me to describe, please upload it directly, and I can help generate alt text for you.] refers to the network loss cost of the DN, while [image: Please upload the image or provide a URL for me to generate the alternate text.] represents the total voltage deviation. Equation 2 provides detailed expressions for each component, where [image: Please upload the image or provide a URL so I can help generate the alt text for it.] and [image: It seems like there's an issue with displaying the image. If you're trying to share an image, please upload it, and I'll be happy to help with the alt text.] denote the purchase and sale prices of electrical energy between the DN and the HV grid, respectively; [image: Please upload the image or provide a URL, and I'll generate the alt text for you.] represents the net load of the DN, with [image: Please upload the image or provide a URL for me to generate the alternate text.] indicating a positive value when the DN purchases energy from the HV grid and [image: It seems there was an error in your request, as there is no image uploaded. Please try uploading the image again, and I will help generate the alternate text for you.] indicating a negative value when the DN sells energy to the HV grid; [image: Please upload the image or provide a URL, and I'll generate the appropriate alt text for it.] refers to the cost coefficient associated with network losses; [image: It seems like there was a misunderstanding. To generate alternate text, please upload an image or provide a URL to an image. If you have a specific caption or context, feel free to include that as well!] and [image: Please upload the image file or provide a URL for the image.] represent the resistance and reactance of branch; [image: Please upload the image or provide a URL for me to generate the alternate text.] denotes the current flowing through branch [image: Please upload the image or provide a URL, and I’ll generate the alternate text for you.] at period t; [image: The image shows the mathematical expression "P" with subscript "t, i" and superscripts "mo" and "loss".] accounts for the active power loss generated by the MOP during period t; [image: Please upload the image or provide a URL so I can generate the alternate text for you.], [image: Please upload the image or provide a URL for me to create the alternate text.], and [image: Please upload the image or provide a URL so I can generate the alt text for you.] represent the total time periods, total nodes, and total number of prosumers in the DN, respectively; [image: It seems there was an issue with the image upload. Please try uploading the image again or provide a URL if it's hosted online. You can also add a caption for additional context.] denotes the time interval; [image: To generate alt text, please upload an image or provide a URL. If you have any additional context or a caption, feel free to include that as well.] refers to the set of all branches; [image: It seems there is a mistake in the input or a missing image. Please upload the image or provide a URL, and I can help generate the alternate text for it.] represents the clearing price in the internal energy trading market at period t; [image: The image shows a mathematical expression with the variables \( P^p_{t,n} \).] denotes the net load of the nth prosumer at period t, which corresponds to its exchange power with the DN; [image: It seems like you've referenced an image using LaTeX for a mathematical expression, specifically \( U_{t,i} \). Could you please upload the image or provide more details so I can generate accurate alt text?] is the voltage of bus i at period t; [image: The image shows a mathematical notation with a letter "U" in italics, subscript "ref," and a tilde accent above the letter "U".] is the reference voltage of the buses.
3.1.2 Constraint condition
3.1.2.1 Network constraints of the DN
The DN is modeled using the widely adopted Distflow branch model.
[image: Summation equation displaying \(\sum_{j \in \Omega_{i,a}} (P_{i,j} - r_{j} I_{i,H}) + P_{i,d} = \sum_{k \in \chi_{i,a}} P_{i,k}\), labeled as equation (3).]
[image: Mathematical equation depicting a summation: the sum over \( j \) in \( \Omega_i \) of \((Q_{d,ij} - x_{jl} \hat{L}'_{i,j}) + Q_{d,ij}\), equals the sum over \( k \) in \( \Omega_j \) of \( Q_{d,jk} \). Equation is labeled as (4).]
[image: Equation showing: \( U_{i}^{2} - U_{j}^{2} - 2(v_{ij}P_{ij} + x_{ij}Q_{ij}) + (r_{ij}^{2} + x_{ij}^{2})I_{i}I_{j} = 0 \).]
[image: The equation \( I_{ij} U_{ij}^* = P_{ij}^2 + Q_{ij}^2 \) is displayed with reference number six on the right.]
[image: Equation labeled as equation seven. It shows \( P_{t,i} = P_{t,i}^{PU} + P_{t,i}^{MOP} - P_{t,i}^{L} + P_{t,i}^{E,move} + (p_{t,i}^{poss,c} - p_{t,i}^{poss,d}) \).]
[image: Equation showing the calculation of \( Q_t \): \( Q_t = Q^{\text{MDP}}_{idt} - Q^L_{idt} \).]
Equations 3, 4 represent the active and reactive power balance for the branch, where [image: An equation displaying a mathematical expression with the letter P, subscript t, and subscript ji, all in italics.] and [image: Please upload the image or provide a URL for me to generate the alternate text.] are the active and reactive power flowing through branch ij at time t, [image: Please upload the image or provide a URL for me to generate the alt text.] and [image: It seems there was an error or missing information. Please upload the image or provide a URL for me to generate the alternate text.] are the active and reactive power injected at bus i at time t. Equations 5, 6 represent the voltage and branch current level constraints at bus i at period t. Equations 7, 8 represent the active and reactive power balance at the bus, where [image: Mathematical notation showing \( P_{t,i}^{PV} \), indicating a variable or parameter with subscripts \( t \) and \( i \) and a superscript \( PV \).], [image: The text shows the mathematical notation "P subscript t comma i superscript VSC."], [image: The image shows a mathematical expression: \( Q_{t, i}^{VSC} \).] are the active and reactive power injected into bus i at period t by the PV and MOP, respectively. [image: Mathematical notation showing \( P_{t,i}^L \), typically representing a parameter indexed by \( t \) and \( i \) with a superscript \( L \).] and [image: Mathematical expression showing a variable \( p^{L, move}_{t, i} \), where the superscript and subscript indicate additional parameters or conditions related to the variable \( p \).] are the fixed and transferable loads of the prosumer at period t, with a positive value indicating an increase in load demand and a negative value indicating a decrease. [image: Mathematical notation showing the expression \( p^{\text{ess},c}_{t,i} \).] and [image: Mathematical expression: \( p^{ess, d}_{t, i} \).] represent the charging and discharging power of the ESS at period t at bus i.
3.1.2.2 Security constraints of the DN
DN During normal operation, the bus voltage and branch current cannot exceed the safety limit.
[image: Mathematical inequality showing U squared is less than or equal to U sub i squared, which is less than or equal to U bar squared, with equation number nine in parentheses.]
[image: The mathematical expression shows the inequality \( t_{ij}^2 \leq \bar{r}^2 \), labeled as equation (10).]
where, [image: Please upload the image or provide a URL so I can generate the alternate text for it.] and [image: It seems like there was an attempt to include an image, but it did not come through. Please try uploading the image again or provide a URL.] are the upper and lower limits of voltage of buses respectively; [image: Please upload the image or provide its URL to generate the alternate text.] is the maximum current limit of the branch.
3.1.2.3 Operation constraints of MOP
The ideal MOP of 4 feeder lines is shown in Figure 3, and [image: Mathematical notation displaying "P" with subscript "t,i" and superscript "VSC".] in the figure is the power of the feeder connected to MOP flowing to MOP. It can be seen that it is determined by the feeder selection switch state [image: It seems like there is no image uploaded or linked. Please provide an image by uploading it or sharing a URL, and I will help you generate the alt text.] and the active power [image: Mathematical notation displaying the variable "P" with subscripts "t, i" and superscript "VSC".] transmitted by [image: Please upload the image or provide a URL so I can help generate the alt text for it.], that is, MOP controls [image: Mathematical notation displaying "P" with "t, i" as subscripts and "VSC" as superscript.] and [image: Mathematical notation showing "Q subscript t, i superscript V, S, C".] by controlling these two variables, and then controls the active and reactive power of the connected feeder.
[image: Equation showing negative power flow balance: \(P_{i,t}^{-\text{NSC}} + P_{i,t}^{\text{imp,loss}} = P_{i,t}^{\text{NSC}}\), applicable for all \(t, i \in \Omega_{\text{NSC}}\).]
[image: Mathematical equation showing a summation. The equation is the sum from \(j=1\) to \(N_{\text{in}}\) of \(P_{i,j}^{\text{VSC}}\) equals zero, for all \(t\) and \(i\) in the set \(\Omega_{\text{VSC}}\), with the equation number (12) to the right.]
[image: Mathematical equation showing power losses, denoted as \(P_{i,t}^{\text{pploss}}\), equals \(A_{i}^{\text{VSC}}S_{i}^{L}\). It applies for all elements in set \(\Omega_{\text{VSC}}\). The equation is labeled as (13).]
[image: The equation shows the square root of the sum of the squares of \(P_{i,t}^{\text{VSC}}\) and \(Q_{i,t}^{\text{VSC}}\) is less than or equal to \(S_i^{\text{VSC}}\), for all \(t, i\) in the set \(\Omega_{\text{VSC}}\). This is labeled as equation 14.]
[image: Mathematical expression depicting an inequality: \( S_n^k \leq B_{\text{vsc}}^{k,i} \) for all \( k, i \) in \( \Omega_{\text{vsc}} \), and \( n \) in the set \( \{1, 2, 3, \ldots, N_m\} \). It is labeled as equation (15).]
[image: Mathematical expression displaying a summation from p equals one to N of B subscript i p equals one, for all i in the set Omega subscript v s c, labeled as equation sixteen.]
[image: \[\underline{Q}^{\text{VSC}} \leq Q^{\text{VSC}}_{it} \leq \overline{Q}^{\text{VSC}}, \, \forall t, i \in \Omega^{\text{VSC}} \quad (17)\]]
[image: Diagram illustrating a power conversion system with four separate circuits labeled \( P_{\text{MOP}} \) for inputs and \( P_{\text{VSC}} \) for outputs. Each circuit includes symbols for switches, connections, and AC/DC converters, depicting the process of electricity transfer and conversion. Each circuit has labeled components for input, AC/DC conversion, and output, connected to a common central node.]FIGURE 3 | MOP Topology view.
Equations 11–13 represent the power balance constraints, where [image: Mathematical notation displaying a variable with subscripts and a superscript: an uppercase italic P with two subscripts t and i, and a superscript VSC, all with a bar over the entire expression.] denotes the active power on the DC side of the VSC at bus i at period t, [image: Mathematical notation showing "P" with superscript "VSC" and subscript "t, i".] represents the actual transmitted active power of [image: It seems there was an issue with your request. Please upload the image or provide a URL so I can generate the alternate text for it.] at period t, [image: Mathematical expression showing \( P^{\text{mop, loss}}_{t_j} \).] is the active power loss of [image: Please upload the image or provide a URL to generate the alternate text.] at period t, [image: The text shows the mathematical notation for \( A_i^{\text{VSC}} \), typically used in equations to represent a variable or coefficient with specific subscripts and superscripts.] represents the loss coefficient of [image: It seems like there might have been a mistake. To generate alternate text for an image, please upload the image or provide a URL. If you have additional context, feel free to include that as well.], and [image: Greek letter Omega followed by the letters VSC in italic font.] denotes the set of VSCs. Equations 14–17 describe the MOP capacity constraints, where [image: It seems there's been an error in your request. Please upload the image or provide a link to it, and I'll generate the alternate text for you.] represents the power transmission capacity of the branch n connected to the MOP, [image: Mathematical notation image displaying the variable \(s_i^{sc}\), indicating a subscript \(i\) and a superscript \(sc\).] denotes the capacity of [image: Please upload the image or provide a URL so I can generate the alt text for you.], [image: Mathematical expression displaying "Q, V, S, C" in the numerator and "t, f, i" in the subscript of "Q".] is the actual reactive power transmitted by [image: Please upload the image or provide a URL to generate the alternate text.] at period t, [image: Mathematical expression showing \( \overline{Q}_{i}^{VSC} \), indicating a variable or quantity named Q with a bar over it. The subscripts i and superscript VSC could denote specific conditions or contexts.] denotes the reactive power output limit of [image: It seems there was an error in uploading the image. Please try uploading the image again or provide a URL if it is from a website.], and [image: Please upload the image or provide a URL for me to generate the alternate text.] represents the total number of branches connected to the MOP.
3.1.2.4 Price constraint
When determining the clearing price, the DNO must consider the responses of the prosumers. To encourage prosumers to actively participate in the internal energy market and ensure that they do not bypass the DNO to trade directly with the HV grid, the clearing price must satisfy certain constraints.
[image: Equation displaying a range constraint: lambda sub p to the power of min is less than or equal to lambda sub p is less than or equal to lambda sub p to the power of max, labeled as equation eighteen.]
[image: Mathematical expression showing an inequality: one over T times the sum of lambda sub t from t equals one to T is less than or equal to one over T times the sum of X sub t from t equals one to T, labeled as equation nineteen.]
Equation 18 specifies that [image: Upload the image or provide a URL, and I can help generate the alt text for it.] must remain within the upper and lower bounds [image: Mathematical notation showing the Greek letter lambda with a subscript t and a superscript "max".] and [image: The image shows the mathematical symbol λ subscript t with a superscript indicating minimum, written as min.] to prevent excessive pricing, which could discourage prosumers from purchasing electricity and thereby affect their normal daily activities. Equation 19 ensures that the average clearing price does not exceed the average price of purchasing electricity from the HV grid, thereby protecting the interests of users.
3.2 Optimization model of prosumer
3.2.1 Optimization objective
Prosumers can respond to the clearing price set by the DNO by adjusting their electricity usage plans and energy storage utilization in the internal energy trading market, with the objective of minimizing their operational costs. Accordingly, the objective function for an individual prosumer is formulated as follows:
[image: An equation is shown for minimizing \( J_n \). It includes the summation of multiple terms involving variables \( P_{t,n}^P \), \( P_{t,i}^{\text{move}} \), \( P_{t,i}^{\text{ess,c}} \), and \( P_{t,i}^{\text{ess,d}} \), with coefficients \(\lambda_t\), \(\nu_n^{\text{Disc}}\), and \(\eta_{t,i}^{\text{ess,d}}\). The terms are summed over time \( t \) from \( 1 \) to \( T \) and multiplied by a time increment \(\Delta t\).]
[image: Equation depicting \( P^{D^n}_{tij} = P^l_{tij} + P^{l,\text{move}}_{tij} - P^{PV}_{tij} + \sum_{n=1}^{N^e} (P^{issc}_{tij} - P^{issd}_{tij}) \).]
Equation 20 represents the general formulation of the prosumer’s optimization objective. The first term corresponds to the cost of participating in energy transactions, the second term represents the utility cost associated with load adjustments, and the third term accounts for the degradation cost of ESS operation. where [image: Mathematical notation showing \( v_{n}^{Disc} \), where "Disc" is a superscript and "n" is a subscript.] denotes the sensitivity coefficient of the prosumer n to load variation discomfort, [image: The image shows the Greek letter eta (η) followed by the subscript "essc" in cursive style.] and [image: The image shows a mathematical expression with the Greek letter eta, subscript "ess," and superscript "d."] represent the charging and discharging efficiencies of the ESS, respectively, and [image: The image contains the mathematical expression \( l_{\text{deg}} \), likely representing a symbol or notation specific to a particular context or formula.] indicates the degradation coefficient of the ESS. Equation 21 is the exchanged power between the prosumer and DNO, where a positive value represents the transmission power from DNO to the prosumer.
3.2.2 Constraint condition
3.2.2.1 Constraints of ESS
ESS must meet the relevant constraints of energy storage, charge and discharge power
[image: Mathematical expressions defining constraints on power generation. The first line states zero is less than or equal to \( p_{\text{ij}}^{\text{dis}} \) which is less than or equal to \( u_{\text{fe}}^{\text{ess}} \times p_{\text{e}}^{\text{rat}} \). The second line states zero is less than or equal to \( p_{\text{ij}}^{\text{dss}} \) which is less than or equal to \( (1-u_{\text{fe}}^{\text{ess}}) \times p_{\text{e}}^{\text{rat}} \).]
[image: Equation (23) shows \(S_{i,t} = S_{t-1,i,t} + \left(\frac{p^{\text{ss,el}}_{i,t}\eta^{\text{ss,el}}}{\text{Cap}^{\text{ss}}} - \frac{p^{\text{ss,ld}}_{i,t}}{\text{Cap}^{\text{ss}}\eta^{\text{ss,ld}}}\right)\Delta t\).]
[image: The image shows a mathematical inequality: \( S_q^{\text{min}} \leq S_{t,k} \leq S_q^{\text{max}} \) with an equation number labeled as (24).]
[image: It seems there was no image uploaded. Please try uploading the image again or provide a URL. If you have any specific details about the image you'd like to share, feel free to include them.]
Equation 22 defines the charging and discharging power constraints of the ESS, where [image: Mathematical expression showing \( u_{t_e}^{ess} \).] represents the operational state of the ESS e at period t (1 for charging, 0 for discharging), [image: Mathematical notation depicting \( p^{\text{rat}}_e \).] and [image: Mathematical expression with base "p" and subscript "e" containing "d, rat" in the superscript.] are the maximum charging and discharging powers of the ESS e, respectively. The constraints Equations 23, 24 are expressed as the energy storage constraints of the ESS. where [image: Please upload the image or provide a URL so I can generate the alt text for you.] represents the current energy stored in the ESS e at period t, while [image: A mathematical expression displaying a stylized capital "S" followed by the subscript "t minus one" and another subscript "e".] represents its energy level at the previous period step, with the two having a recursive relationship. [image: The image shows the mathematical expression "s subscript e with a superscript min."] and [image: Mathematical notation of S subscript e with a superscript max.] denote the lower and upper bounds of the ESS’s energy storage, and [image: Stylized mathematical notation displaying "Cap" with a superscript "ess" and a subscript "e".] represents its maximum capacity. Constraint Equation 25 is expressed as the equality between the initial energy storage [image: It seems like there was a problem with the image upload. Could you please try uploading the image again? If you have a description or context for the image, feel free to include that as well.] and the final energy storage [image: Sorry, I can't assist with that as there is no image provided. Please upload an image or provide a URL for me to generate the alt text.] of the ESS.
3.2.2.2 Constraints on demand response
Prosumers can adjust their electricity demand based on the clearing price set by the DNO; however, to ensure their basic living needs, the following constraints must be satisfied:
[image: Mathematical expression displaying an inequality where L sub i super min is less than or equal to P sub i super new, which is less than or equal to L sub i super max, followed by equation number twenty-six.]
[image: Summation from \( t = 1 \) to \( N_T \) of \( p_{t,i}^{\text{move}} \) equals zero, shown as equation (27).]
Equation 26 indicates that the adjustment of the prosumer’s transferable load cannot exceed the specified range [image: Equation displaying the notation for a range with minimum value \( L_{\text{min}} \) and maximum value \( L_{\text{max}} \).]. Constraint Equation 27 shows that the total load demand of the prosumer remains constant throughout the day.
4 PROCESSING AND TRANSFORMATION OF THE MODEL
The optimization objective and constraints in the above model contain numerous nonlinear functions, which cannot be solved by existing commercial solvers. Therefore, in this section, linearization methods and second-order cone relaxation techniques are applied to process the model, converting it into a mixed-integer second-order cone programming (MISOCP) model. At the same period, to simplify the model’s solution process, the bi-level optimization model is converted into a single-level optimization model.
4.1 Linearization
4.1.1 Processing of quadratic terms
Due to the nonlinear forms, such as current and voltage squared, in Equations 2–6, 9, 10, [image: Appears to be mathematical notation representing a variable \( v_{t,i} \) with subscripts \( t \) and \( i \).] and [image: It seems there was an error displaying the image. Could you please provide an image or URL? Additionally, you can include a caption for context if you'd like.] are used to replace [image: The mathematical expression consists of the letter "U" with a superscript "2" and subscripts "t" and "i".] and [image: Please upload the image or provide a URL so I can generate the alt text for you.]. The transformed function looks like Equations 28–34:
[image: Equation showing the loss function: \(f_{\text{loss}} = C_{\text{loss}} \left( \sum_{n=1}^{N_T} \sum_{j \in \Omega_i} r_{i,j} I_{j} \Delta t + \sum_{n=1}^{N_T} \sum_{i=1}^{N_N} p_{i}^{\text{VSC,loss}} \Delta t \right)\) labeled as equation twenty-eight.]
[image: Summation equation with two main parts: the left side contains the sum of \(P_{t,j,k} - r_j \mu_{t,j}\) over index \(i\) in \(Q_{t,k}\), plus \(P_{t,j}\); the right side is the sum of \(P_{t,k}\) over index \(k\) in \(Q_{t,j}\), followed by equation number 29.]
[image: Equation showing a summation: the sum over i in Ω_ji of (Q_d,ji minus x_j μ_i,ij) plus Q_q,ji equals the sum over k in Ω_i of Q_d,ik. Equation numbered 30.]
[image: Mathematical formula involving variables \( v_{i,j} \), \( v_{i,j}^* \), and others, set equal to zero and labeled as equation (31).]
[image: The formula shown is \( I_{t,ij} = P_{t,ij}^2 + Q_{t,ij}^2 \), labeled as equation (32).]
[image: The image shows a mathematical inequality: \( U^2 \leq v_{i, t} \leq \bar{U}^2 \), followed by the number 33 in parentheses.]
[image: Mathematical equation displayed: \(L_{ij} \leq \bar{R}^2\) with reference number thirty-four on the right.]
4.1.2 Handling of absolute value terms
Due to the absolute value term of the voltage deviation in Equation 2, an auxiliary variable [image: The image shows the mathematical expression "Aux" with subscripts "t" and "i."] is introduced to linearize it. The converted function is shown in Equations 35–38:
[image: Mathematical equation representing \( f_{wi} = \sum_{r=1}^{N_r} \sum_{i=1}^{N_i} Au_{x,r,i} \), labeled as equation (35).]
[image: Please upload the image or provide a URL, and I will help generate the alternate text for you.]
[image: Mathematical inequality where A times U_x,i is greater than or equal to U_ref squared minus v_t,i, labeled as equation thirty-seven.]
[image: Mathematical equation showing \( A_{ux, i} \geq \nu_{i, f} - \bar{U}_{ref}^{2} \) labeled as equation 38.]
4.2 Second-order cone transformation
Even after linearization in Equation 32, quadratic nonlinear terms in the form of [image: Math equation with subscripts and superscripts, showing "l" with subscripts "t, i, j" and "v" with superscripts "t, i".] still exist. Therefore, further processing is required, and the convex relaxation of the function is expressed as follows:
[image: Mathematical expression showing a norm inequality: the two-norm of the vector with components \(2P_{ij}\), \(2Q_{ij}\), and \(l_{ij} - v_{ij}\) is less than or equal to \(l_{ij} + v_{eij,} t\), applicable for all \(t\). Equation number 39.]
Similarly, Equation 14 also contains quadratic nonlinear terms, and the transformed second-order cone constraint is as follows:
[image: Equation showing the squared terms \((P^{\text{VSC}}_i)^2 + (Q^{\text{VSC}}_i)^2\) less than or equal to 2, with \(S^{\text{VSC}}_{ti}/\sqrt{2}\) terms on the right side. Labeled as equation (40).]
Equation 41 is defined to verify the constraint effect. If the gap value is sufficiently small, it is considered that the accuracy after relaxation is reasonable, which also means that the initial model can be transformed into a model that can be solved by commercial solvers using the two processing methods described above.
[image: Mathematical equation showing the calculation of "gap" as the infinity norm of the absolute difference between \( l_{i,j} \) and the fraction \(\frac{{P^2_{i,j} + Q^2_{i,j}}}{{v_{i,j}}}\). It is labeled as equation (41).]
4.3 Transformation of two-layer model
Based on the Stackelberg leader-follower game, and combining the above framework and model, the following bi-level optimization problem is formulated:
	Upper level: [image: Mathematical expression showing "min F subscript DNO".];
	Subject to: Equations 7, 8, 11–13, 15–19, 29–31, 33, 34, 36–40;
	Variables: [image: Mathematical expression featuring variables: λᵢ, Pₜⁱˢᶜ, Qₜⁱˢᶜ, Iₜ,ᵢⱼ, vₜ,ᵢ, and Auxₓ,ₜ.]
	[image: It seems there was an issue with the image upload. Please try uploading the image again or provide a URL. If you have any additional context or a caption, feel free to include that as well.] [image: Mathematical expression with \( P \) raised to the power of \( p \), subscript \( t, n \), followed by two upward arrows.]
	Lower level: [image: Mathematical expression showing "min J subscript n".];
	Subject to: Equations 22–27;
	Variables: [image: Mathematical expression showing multiple variables: \( P^P_{t,n} \), \( P^{L, \text{move}}_{t,i} \), \( P^{\text{ess},c}_{t,i} \), \( P^{\text{ess},d}_{t,i} \), and \( S_{t,e} \).];

For the two-layer optimization model, the traditional iterative method is adopted, and the solving process is relatively complicated.
Furthermore, considering user privacy and security, and to avoid unnecessary information exchange between prosumers and the DNO, this paper applies the KKT conditions to transform the above bi-level model, thereby improving computational efficiency and protecting user privacy.
Let [image: Please upload the image or provide a URL so I can generate the alternate text for you.] be the dual variable for the inequality constraints of the lower-level optimization problem, and [image: Please upload the image you’d like me to describe.] be the dual variable for the equality constraints of the lower-level optimization problem. As shown in Equations 42, 43, the general form of the KKT condition obtained by the transformation is:
[image: Equation shown as \(\nabla L = (p_{\text{id}}^{\text{invm}}, p_{\text{u}}^{\text{esc}}, p_{\text{id}}^{\text{esc}}, S_{\text{c}}, \mu, \lambda) = 0\) with a reference to equation number 42.]
[image: Mathematical expression displaying a complementarity condition: zero is less than or equal to \( \mu \), perpendicular to \( g(x) \), which is greater than or equal to zero. It is equation number forty-three.]
where, [image: Please upload the image or provide a URL for me to generate the alt text.] is the Lagrange function written using the KKT conditions (Zhu et al., 2022), [image: The text shows an inequality: \(g(x) \geq 0\), indicating that the function \(g(x)\) is greater than or equal to zero.] representing the inequality constraints in the optimization problem. The specific expression is as follows:
1) Introduce the optimization objectives and constraints of the lower prosumers to write the Lagrange function:
[image: A complex mathematical formula involving summations and variables representing various parameters, likely related to an optimization or economic model. The equation includes terms with power prices, demand, and capacity constraints, denoted by different variables and summation indices. It references multiple time periods (T) and agents (N). The expression also includes terms for penalties or adjustments, indicated by subscripts and multipliers. The equation is labeled with number 44.]

	2) Taking the partial derivative with respect to [image: Mathematical representation of the gradient of a function \( L \), using the nabla symbol ∇ followed by \( L \).] yields the equality constraint:

[image: A mathematical equation detailing a derivative: partial derivative of L with respect to p_i,j^move equals λ_n Δt plus γ_n^Disc Δt minus μ_1_t,λ,n^move plus μ_2_t,λ,n^move plus λ_1,t equals zero. T belongs to the interval [1, t]. Equation number 45.]
[image: Partial derivative equation defining λ with respect to P_u^ij, showing mathematical expressions for different time periods, t ranging from one to T, including parameters λ, η, μ, and Δt. It references equation 46.]
[image: Mathematical equations are presented showing the derivative of L with respect to \( p_{\text{sw}^{\text{sd}}_{i,j}} \). Two separate cases are described: for \( t \) in the range \([1, T-1] \) and for \( t = T \). Both include terms involving \(\lambda_t\), \(\Delta t\), \( l_{i,j,t}\), and various powers and constants. Equation number \( (47) \) is noted below.]
[image: Partial derivative equation of L with respect to s at t, showing three lines: for t equals 1, t within the range of 2 to T minus 1, and t equals T. Each line sets an equation to zero, involving variables mu, lambda, and xi, over various subscripts with different terms for each t condition.]
[image: Partial derivative of L with respect to lambda sub L, M, equals the summation from t equals one to T of p sub L, comma, move, equals zero, equation number forty-nine.]
[image: Partial derivative of L with respect to lambda sub x is equal to S sub l x minus S sub r x equals zero, labeled as equation fifty.]
[image: Partial derivative equation showing the change in L with respect to lambda at time t and index j equals S at index j and time t minus S at index j and time t minus one. It includes terms with P raise to the power of poss divided by Ca times p raise to the power of ess for positive and negative time intervals, equated to zero for time t in the range from one to T minus one, equation 51.]
	3) The inequality constraint is constructed by large M method

Since the complementary slack variables in the KKT condition have nonlinear terms of the form [image: Mathematical expression showing mu sub i times g sub i of x equals zero.], a Boolean variable [image: It seems there's an issue with the image upload. Please try uploading the image again or provide a URL or a description so I can help generate the alt text.] and a maximum positive number M are introduced to construct the following linear inequalities:
[image: Mathematical expression containing two inequalities with parameters \( P^{\text{sssc}}_{t,i} \) and \( \mu^{\text{sssc}}_{t,j} \). The expression includes constants \( M \), \( \varepsilon^{\text{sssc}}_{t} \) and ranges over \( t \in [1, T] \). Labeled equation number (52).]
[image: Mathematical expression with two inequalities involving parameters \( u_{i,j}^t \), \( p_{i,j}^{ess,t} \), \( \text{ess}_{i,j}^e \), and \( M \). Both expressions have constraints that apply for \( t \) in the range \( [1, T] \). The first inequality is \( 0 \leq u_{i,j}^{ess,p,t,e} - p_{i,j}^{ess,t} \leq \text{ess}_{i,j}^e M \), and the second is \( 0 \leq u_{i,j}^{ess,c,t} \leq (1-\text{ess}_{i,j}^e)M \).]
[image: Inequalities show that zero is less than or equal to \( P^{\text{resid}}_{i,d} \) and \( U^{\text{resid}}_{i,j,d} \) is less than or equal to specified functions of \( M \), with \( t \) in the range from one to \( T \). Equation number 54 is shown.]
[image: Mathematical expression consisting of two inequalities within braces. The first inequality: zero is less than or equal to \((1 - u_{t,i}^{\text{{ch}}}) P_{i,\epsilon}^{\text{{dist}}} - P_{t,i}^{\text{{dis}}}\) which is less than or equal to \(\xi_{t,i}^{\text{{dis}}} M\). The second inequality: zero is less than or equal to \(\mu_{t,i}^{\text{{dis}}} (1 - \epsilon_{t,i}^{\text{{dis}}}) M\). The variable \(t\) belongs to \([1, T]\), labeled as equation fifty-five.]
[image: A mathematical expression showing constraints for two conditions within a given time interval. The first condition is zero less than or equal to S_{t} minus S_{t}^{min} less than or equal to epsilon_{t}^{i} multiplied by M. The second condition is zero less than or equal to mu_{t,i}^{in,s} less than or equal to (one minus epsilon_{t}^{i}) multiplied by M, for t belonging to the interval [1, T], labeled as equation 56.]
[image: Mathematical expression with two inequalities: \(0 \leq s_e \leq S_{\text{ref}} - s_e^M\) and \(0 \leq s_{u,l} \leq (1 - s_{l})M\). Variable \(t\) is in the range \(1\) to \(T\). Labeled equation (57).]
[image: Mathematical constraints involve two inequalities. First, zero is less than or equal to the difference between \( P_{\text{id}}^{\text{move}} - L^{\min} \) and \( \varepsilon_{t}^{\text{move}} M \). Second, zero is less than or equal to \( \mu_{1,n}^{\text{move}} \), which is less than or equal to \((1 - \varepsilon_{t}^{\text{move}}) M \). Here, \( t \) is in the range from one to \( T \). Equation number is fifty-eight.]
[image: Inequality set defining constraints for variables L and μ in a maximization problem. Constraints involve L maximum, P difference, ε terms, and scalar M for time t within interval [1, T]. Equation labeled as 59.]
	4) Single layer optimization model

Substituting Equations 45–51 into Equation 44 can be obtained as follows:
[image: The image shows a mathematical equation labeled equation sixty. It includes summation notation with variables such as \(\lambda_1\), \(p_{t,n}^r\), \(p_{t,n}^{PV}\), \(S_{1,n}^e\), and \(u_{t,n}^e\). The expression involves terms for energy production, constraints, and economic factors, with constants like \(\Delta t\) indicating time intervals.]
Equation 60 is combined with the upper DNO optimization objective Equation 1 to obtain the optimization objective of the single-layer optimization model as shown in Equation 61:
[image: Optimization equation labeled as Equation 61. It represents an objective function to minimize F, incorporating terms for grid, loss, and switch functions. The expression includes multiple summations over time periods T and units N, with variables such as power limits and constraints.]
Subject to: Equations 7, 8, 11–13, 15–19, 29–31, 33–34, 36–40, 45–59;
Variables: [image: Variables represented include lambda, P subscript r, t, i superscript VSC, Q subscript t, i superscript VSC, P subscript t, n superscript P, P subscript t, i superscript L move, P subscript t, i superscript ess, c, P subscript t, i superscript ess, d, and S subscript t, i.];
By the above methods, the two-layer game optimization problem has been transformed into a single-layer optimization problem.
5 SIMULATION AND ANALYSIS
To verify the accuracy and feasibility of the proposed model, programming was implemented using MATLAB R2021b software. The optimization was solved in a 64-bit Windows environment, utilizing the YALMIP toolbox and the Gurobi solver. The hardware environment for optimization calculations was an Intel(R) Core(TM) i9-13900 K @ 3.00 GHz processor with 128 GB of memory.
5.1 Parameter setting
In the simulation tests, the modified IEEE-33 bus distribution system is used for analysis, which includes five prosumers with PV systems. Among them, the prosumers at buses 10 and 29 are equipped with ESS, as shown in Figure 4. The whole DN contains five PVS, two ESS and one four-feeder MOP. The relevant parameters are shown in Table 1, and the other bus branch parameters are the standard IEEE-33 bus system.
[image: Diagram depicting an electrical network with numbers one to thirty-three. Green circles represent prosumers, and black circles indicate loads. The prosumers include photovoltaic (PV) and energy storage systems (ESS), connected to a main operation panel (MOP) on the right.]FIGURE 4 | Diagram of the improved IEEE 33-bus system.
TABLE 1 | IEEE 33-bus test system related parameters.
[image: Table listing entities with their respective devices, locations, and parameters. Prosumer 1 to 5 have PV devices at Buses 2, 10, 14, 21, and 29 with various power ratings. ESS devices are at Bus 10 and 29 with specific power, capacity, and efficiency. DN with MOP device is listed at Bus 12, 22, 18, and 33 with a capacity of 0.75 VVA.]The DNO is set from the HV power purchase price reference (Qiao et al., 2025), and the DNO selling price is set to 400 ¥/MWh, without considering the reactive power influence of renewable energy. Other parameter Settings are shown in Table 2 (Yang et al., 2023).
TABLE 2 | Parameter settings.
[image: Table displaying parameters and their values. The left side lists parameters like Δt, a_o, b_v, C_loss, l_deg with values 1 h, 0.833, 0.167, 0.08, and 2.7 $/MWh respectively. The right side lists parameters like \(\bar{U}\), U, \(\bar{U}_{ref}\), \(\lambda_{t}^{min}\), \(\lambda_{t}^{max}\), W_t, X_t with values 1.05 p.u, 0.95 p.u, 0.97 p.u to 1.03 p.u.]The PV output and load demand forecast of each prosumer are shown in Figures 5A, B.
[image: Two line graphs labeled A and B show data for five prosumers. Graph A displays PV output power in kilowatts peaking between 10 and 15 hours. Graph B shows load demand in kilowatts with a similar pattern, peaking slightly earlier. Each prosumer is represented by differently colored and shaped markers.]FIGURE 5 | Initial data of each prosumer: (A) PV output; (B) Load demand.
5.2 Results and analysis
In the energy trading market, DNO, as the leader, has the pricing power, and the settlement price determined is shown in Figure 6.
[image: Line graph showing maximum price in blue, minimum price in green, and clearing price in red over 24 hours. The maximum price fluctuates significantly, while the minimum price remains constant. Clearing price varies and aligns at times with the maximum price.]FIGURE 6 | Clearing price.
As followers, prosumer adjust their electricity consumption strategies according to the internal settlement price. The transferable load of each prosumer is shown in Figure 7A, and the total exchange power with DNO is shown in Figure 7B. The charging and discharging power of ESS1 connected to prosumer 2 is shown in Figure 8A, and the energy storage of each ESS is shown in Figure 8B.
[image: Line graphs depicting energy data over 24 hours. Graph A shows transferability load in kilowatts for five prosumers, with fluctuating lines indicating varying loads. Graph B displays exchange power in kilowatts, peaking around 5 and 20 hours.]FIGURE 7 | Load regulation strategies of prosumer: (A) Changes in transferable loads; (B) Exchange power.
[image: Two line graphs depict energy storage system data over time. Graph A shows ESS1 charge and discharge power, with red circles for charging and blue diamonds for discharging. Graph B shows ESS storage energy in percentage, with ESS1 in red circles and ESS2 in blue diamonds. Both graphs have a time axis from zero to twenty-five hours.]FIGURE 8 | ESS control strategy: (A) Charge and discharge power of ESS1; (B) Energy storage of each ESS.
As observed from Figures 5–8, the formulation of the electricity consumption strategy of the prosumer is affected by the clearing price set by the DNO, which is specifically shown as follows:
Between 0:00 and 5:00, with zero PV output and low prosumer loads, prosumers purchase electricity to maintain normal operations. Clearing prices remain high due to economic principles but are capped by time-of-use pricing. During this period, the ESS charges and the prosumer increases the transferable load. From 3:00 to 5:00, as the electricity price decreases, the ESS charging increases, resulting in a sharp rise in the exchanged power. Between 6:00 and 8:00, the PV generation and consumer load gradually rise, but the supply is still insufficient, leading to an increase in the clearing price. At the same time as the ESS discharges, the prosumer reduces the transferable load, which reduces the exchanged power. Between 9:00 and 10:00, higher PV generation and less load can achieve energy balance through energy interaction and resource adjustment without purchasing DNO, thus achieving price reduction and zero exchanged power. From 11:00 to 13:00, peak PV output exceeds demand, enabling prosumers to charge ESS, consume transferable loads, and sell surplus energy to the DNO. Exchange power becomes negative, and clearing prices drop to the minimum limit. Between 14:00 and 17:00, as PV generation and load are reduced, the supply temporarily meets the demand and maintains the minimum price. After that, the energy internal supply exceeds the demand leading to the clearing price increase, prompting the prosumer to reduce the load and the ESS discharge, so that the exchange power is positive. From 18:00 to 20:00, insufficient PV generation and gradually rising electricity demand lead to the maximum clearing price. The prosumer reduces the transferable load and the ESS discharges, at which point, the exchanged power reaches its peak. Between 21:00 and 24:00, demand remains high, but prices stabilize due to time-of-use pricing. Prosumers remaining transferable loads and discharge surplus ESS energy, reducing costs and exchange power as load demand declines.
The voltage situation of each bus within 24 h of the test system is shown in Figure 9. It can be seen that the per unit voltage value of each bus is within the expected range (0.96 p.u.–1.04p.u.), which meets the safety of the system operation.
[image: Three-dimensional surface plot showing voltage (p.u.) across different node indices and time (h). The surface displays variations in a range from approximately 0.97 to 1.01, with a color gradient from blue to yellow representing low to high voltage levels.]FIGURE 9 | Voltage profiles of all 33 nodes.
The gap value of 24 h is shown in Figure 10. Combined with the definition of Equation 41, it can be found that the gap value of each time period is at the level of 10-6, so it can be proved that convex relaxation is accurate.
[image: A 3D scatter plot illustrating data points distributed across three axes labeled as "branch," "timelis," and "data." Each axis contains numerical values, with blue circles representing individual data points.]FIGURE 10 | Gap value.
5.3 Scenario comparison and analysis
In order to verify the effectiveness and superiority of the proposed strategy, the following three scenarios are set in this section:
	Scenario 1: Only the economy of the system is considered, and safety issues such as MOP power flow optimization, power loss, and voltage deviation are not considered.
	Scenario 2: The adjustment of MOP is not considered in the proposed strategy.
	Scenario 3: The strategy presented in this article.

As can be seen in Figures 11A, B and Figures 12 A, B, the voltage quality of scenario 3 is better than that of the comparison scenario, indicating that the proposed strategy can improve the stability of the system. Moreover, the action of MOP is consistent with that of energy storage, which indicates that MOP can optimize the power flow distribution and improve power quality by adjusting the active and reactive power of the connected feeders.
[image: Two line graphs labeled A and B compare voltage per unit across 35 bus numbers under three scenarios: Scenario1 (blue circles), Scenario2 (green triangles), and Scenario3 (red squares). Both graphs show distinct voltage variations for each scenario, with notable dips in Scenario1 and Scenario2 around bus numbers 18 to 25. Scenario3 maintains relatively high, stable voltage levels in both graphs.]FIGURE 11 | Comparison of voltage per unit value: (A) Maximum voltage; (B) Minimum voltage.
[image: Two line graphs labeled A and B depict active and reactive output power over 24 hours. Graph A shows four lines (P1 to P4) with varying peaks and valleys. Graph B shows four lines (Q1 to Q4) with different amplitude fluctuations, highlighting variations over time, measured in kilowatts (kW) and kilovolt-amperes reactive (kVar), respectively.]FIGURE 12 | Power output of MOP: (A) The output of active power; (B) The output of reactive power.
The test results are compared as shown in Table 3, including the system power loss cost ([image: It seems there is an issue with the image upload or link. Please try again by uploading the image file directly or providing a valid URL to the image. Once you do, I can help generate the alternate text for it.], including line power loss and MOP power loss), the converted voltage deviation cost ([image: Please upload the image or provide a URL so I can generate the alternate text for it.]), the total operating cost of DNO ([image: It seems there was an error in displaying the image. Please upload the image file or provide a URL so I can create the alternate text for you.]), the total operating cost of the prosumer ([image: It seems you have posted a snippet of text: \( J_n \). If there's an image you would like me to describe, please upload it or provide a URL.]) and voltage over-limit rate. The voltage compliance range specified in this paper is 0.95p.u.–1.05p.u.
TABLE 3 | Test data comparison.
[image: Table showing test results for three scenarios. For \( f_{\text{loss}} \) (Line): Scenario 1 is \$9,560.51, Scenario 2 is \$209.19, Scenario 3 is \$72.00. For MOP: Scenario 1 and 2 are \$0, Scenario 3 is \$30.94. \( f_{\text{vd}} \): Scenario 1 is \$104.21, Scenario 2 is \$2.96, Scenario 3 is \$0.13. \( F_{\text{DNO}} \): Scenario 1 is \$13.95, Scenario 2 is \$193.04, Scenario 3 is \$86.72. \( J_n \): Scenario 1 is \$2,704.10, Scenario 2 is \$2,700.75, Scenario 3 is \$2,712.97. Voltage over-limit rate: Scenario 1 is 65.03%, Scenario 2 is 26.39%, Scenario 3 is 0%.]As shown in Table 3, the daily total operating cost of the DNO in Scenario 1, which considers only economic benefits, is $13.95, representing a reduction of approximately 83.9% compared to $86.72 in Scenario 3. However, the voltage deviation cost increases from $0.13 to $104.21, an increase of nearly 800 times, and the voltage over-limit rate increases from 0% to 26.39%. This indicates that in scenarios where safety performance is not considered, all controllable resources are allocated to maximize profits. While this approach effectively reduces system operating costs, it leads to significant grid fluctuations, poor power quality, and substantial safety risks, which are detrimental to the reliable operation of the system.
Compared to Scenario 2, Scenario 3 introduces the MOP, which increases the power loss cost of the MOP by $30.94. However, both network loss and voltage deviation costs are reduced, resulting in a decrease in the total operating cost of the DNO from $193.04 to $86.72, a reduction of approximately 55.1%. Moreover, the voltage over-limit rate is reduced from 65.03% to 0. This demonstrates a significant improvement in both economic efficiency and operational safety.
In summary, the proposed strategy not only addresses the energy transaction challenges in multi-prosumer distribution systems and ensures the economic benefits of all participants but also enhances the safety performance of the system. Additionally, it provides a novel solution for promoting local renewable energy utilization and optimizing energy interactions.
6 CONCLUSION
This study investigates the energy interaction challenges in flexible distribution systems with multiple prosumers. By analyzing the factors influencing the economic benefits of the DNO and prosumers, as well as the network security of the DN, a Stackelberg game-based energy interaction strategy for multi-prosumer distribution systems is proposed, considering both economic and safety aspects. Unlike previous studies, this strategy not only addresses the economic issues between the DNO and prosumers but also optimizes DN operation by regulating the MOP, ensuring system operational safety and improving power quality. Additionally, the original bi-level energy interaction model is transformed using KKT conditions, enhancing computational efficiency. The main conclusions are as follows:
	1) Different from traditional energy interaction models for multi-prosumer distribution systems, this paper proposes a novel energy interaction strategy based on game theory, considering the interests of all participants and the operational safety of the system. This strategy not only maximizes the benefits for all parties but also promotes the local utilization of PV energy while protecting user privacy.
	2) The influencing factors in the energy interaction process were analyzed, and the MOP was introduced into the energy trading market. Different from traditional interaction models that focus solely on the coordination between the DNO and prosumers, this strategy also considers power flow regulation in the DN. Although the introduction of MOP increases device costs, it significantly reduces power losses across the system, improves power quality, and ensures the long-term operation of the system.
	3) Different from traditional iterative methods for solving bi-level energy interaction game models to determine transaction prices, this paper employs KKT conditions, dual theory, linearization methods, and relaxation techniques to transform the bi-level optimization model, simplifying the solution process.

This study focuses on exploiting the potential of game theory in enhancing energy interaction in flexible distribution systems and innovating the introduction of interconnected devices to improve the regulation performance of distribution networks, but voltage overruns still exist. Therefore, future research should be oriented to dynamic uncertainty and real-time operation, and explore data-driven based intelligent control to further optimize energy trading, improve scalability, and ensure reliable grid operation.
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This paper proposes an investment efficiency-oriented strategy for power grid infrastructure planning with high penetration of renewable energy sources. First, a multi-objective investment portfolio optimization model based on data envelopment analysis is proposed to improve the cost efficiency of power grid infrastructure planning. Then, an evolutionary algorithm based on super-efficiency hyperplane projection transformation is developed to obtain the optimal Pareto frontier of the multi-objective investment portfolio. Furthermore, a super-efficiency envelope model with non-radial relaxation variables is formulated to identify an optimal investment efficiency-oriented solution from the Pareto frontier set. Comparative case studies have been implemented to demonstrate the superior performance of the proposed strategy for investment efficiency enhancement of power grid infrastructure planning.
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1 INTRODUCTION
Modern power grids are gradually being dominated by various renewable energy sources due to global low-carbon and environmental concerns (Yi et al., 2023). The integration of renewable energy into the grid will bring about an increase in the cost of various infrastructure investment categories because of its intermittent, volatile, and regional characteristics (Guo et al., 2023; Saxena and Shankar, 2024; Fu et al., 2022; Sha et al., 2023). Faced with mounting operational expenses and constrained investment capacities, power grids must devise portfolio optimization strategies to minimize costs while maximizing investment returns (Lu et al., 2022). The investment portfolio in power grid infrastructure is a dynamic, sequentially coupled, multi-objective discrete combinatorial optimization problem (Liu et al., 2023). Traditional infrastructure investment portfolio decisions that focus on maximizing a single benefit objective are inadequate for meeting the demands of high-quality development in power grids (Yan et al., 2022; Garifi et al., 2022; Ma et al., 2020; Guelpa et al., 2019). Therefore, this study provides practical models and algorithms for grid infrastructure investment planning oriented to maximize investment efficiency.
The main contributions of this work can be twofold, as follows: (1) a multi-objective cost efficiency-oriented investment portfolio optimization model based on data envelopment analysis is proposed for power grid infrastructure planning, and a transformation matrix based on the LASSO regression model is established with the goal of reducing the complexity of the portfolio optimization, representing the relationship between the amount of investment and benefits. (2) An evolutionary algorithm based on super-efficiency hyperplane projection transformation is developed to obtain the optimal Pareto frontier of the multi-objective investment portfolio, and a super-efficiency envelope model with non-radial relaxation variables is formulated to identify the optimal investment efficiency-oriented solution from the Pareto frontier set.
2 MULTI-OBJECTIVE COST EFFICIENCY-ORIENTED INVESTMENT PORTFOLIO OPTIMIZATION MODEL
With the increase in investment demand and the concurrent decrease in investment capacity, it has become crucial for grid operators to prioritize investment efficiency when developing annual investment plans (Wu et al., 2022). Thus, it is necessary to establish a multi-objective cost efficiency-oriented investment portfolio optimization model that considers constraints such as investment capacity, power supply reliability (Cao et al., 2024a), energy conservation, and emission reduction. An investment efficiency-oriented model is formulated based on data envelopment analysis (DEA) by mapping power grid investment portfolios to efficiency indicators (Lee and Chen, 2024; Xu et al., 2024). Then, three investment efficiency objective functions are formulated through this approach: safety investment efficiency, economic investment efficiency, and green investment efficiency of power grid infrastructure investment, as outlined in Equation 1:
[image: Mathematical optimization problem with three objective functions: \( F_1 = \max \frac{u_{\text{saf}} Y_{\text{saf}}}{v_{\text{saf}} X} \), \( F_2 = \max \frac{u_{\text{eco}} Y_{\text{eco}}}{v_{\text{eco}} X} \), \( F_3 = \max \frac{u_{\text{gre}} Y_{\text{gre}}}{v_{\text{gre}} X} \). Subject to constraints: \( \sum_{j=1}^{J} u_j Y_j \leq 1 \), \( \sum_{i=1}^{I} v_i X_i = 1 \), and non-negativity constraints \( u_j \geq 0 \), \( v_i \geq 0 \), \( X_i \geq 0 \).]
where [image: Mathematical notation displaying the variable "u" with the subscript "saf".], [image: The image contains the text "u" with a subscript "eco" in a stylized italic font.], and [image: Sorry, I cannot generate alt text for the image as it has not been provided. Please upload the image or provide a URL to it.], respectively, represent the output weight vector of infrastructure investment safety, economic, and green effectiveness indicators, which can be calculated by the combination of the analytic hierarchy process (Deng and Wang, 2020; Wang et al., 2017) and the entropy weighting method (Li et al., 2024; Qin et al., 2024); [image: The image shows a mathematical expression with the letter "v" followed by the subscript "saf".], [image: I'm unable to generate alt text for the image without seeing it. Please upload the image or provide a URL, and optionally add a caption for additional context.], and [image: Mathematical expression consisting of the variable "v" with the subscript "g" and superscript "r," represented in italic font.] represent the input weight vector of the investment scale of infrastructure portfolio categories; [image: Please upload the image or provide a URL so I can help generate the appropriate alternate text for it.] represents the vector of the investment scale of infrastructure portfolio categories, and [image: Row vector \( \mathbf{X} \) represented as \([X_{1}, X_{2}, \ldots, X_{p}, \ldots, X_{7}]\) transposed to a column vector.]; [image: Text displaying the variable \( Y_{\text{saf}} \) in a mathematical or scientific context.], [image: Mathematical notation showing the letter Y with a subscript "eco" in a formal font.], and [image: The image depicts a large, stylized letter "Y" with the subscript "gre" in a smaller font size, set against a white background.], respectively, represent the vector of the values of infrastructure investment safety, economic, and green effectiveness indicators, which can be calculated by the LASSO regression model (Tibshirani, 2011). The multi-objective cost efficiency-oriented investment portfolio optimization model is shown in Figure 1.
[image: Diagram of a power grid investment portfolio model and super-efficient evolutionary algorithm. The graphic details the DEA model with inputs like power supply capacity and emissions. It shows objective functions and constraints, including efficiency maximization and capacity constraints. A super-efficient evolutionary algorithm is depicted with feasible solutions and efficiency frontiers. Other elements include multiple linear equations, super-efficient selection strategy, and optimal investment efficiency solution extraction using 3D plots. Various annotations highlight key points and processes, such as genetic evolution, Pareto ordering, and projection screening.]FIGURE 1 | Multi-objective cost efficiency-oriented investment portfolio optimization model.
Several constraints have been introduced into the model to ensure that investments in grid infrastructure are rationalized (Yang et al., 2024). Constraint (2) stipulates that the total investment across all infrastructure drivers should not exceed the maximum investment capacity of the grid. The N-1 line passing rate [image: Mathematical notation showing the Greek letter xi with subscript L and N minus 1.] and heavy overload equipment reduction rate [image: Please upload the image or provide a URL for me to generate the alternate text.] are used to reflect the degree of improvement in power reliability. In addition, the capacity–load ratio [image: Please upload the image you'd like me to generate alt text for.] and average household power distribution capacity [image: Please upload the image or provide a URL to it, and I will help generate the alternate text for you.] are used to reflect the limitation to power supply capacity. Transmission and distribution cost per unit of electricity [image: Please upload the image or provide a URL so I can help generate the alternate text.] is selected to limit the profitability of the company. The amount of saved standard coal [image: It appears the image did not upload correctly. Please try uploading the image again, and I will help you generate the alternate text for it.] and pollutant emission reduction [image: Please upload the image you would like me to generate alternate text for.] are chosen to reflect the effect of energy saving and emission reduction. Constraints are shown in Equations 2–4:
[image: Summation notation showing the sum of X sub i, from i equals one to n, is less than or equal to X sub max. Equation is labeled as equation (2).]
[image: Matrix equation showing the transformation of variables \([X_1, X_2, X_3, X_4, X_5, X_6]\) using a six-by-six matrix with numerical values. The matrix contains decimals such as \(0.41, 0.12, 0.15\), and others, indicating the linear combinations applied to \([X_1, X_2, X_3, X_4, X_5, X_6]\).]
[image: Matrix equation showing a linear inequality. A matrix with rows [0, 0.15, 0.08, 0.12, 0] and [0.15, 0.10, 0.18, 0, 0.05] is multiplied by a column vector with elements X1, X2, X4, X5, X6. This product is greater than or equal to a column vector with elements \(r_a^{\text{max}}\) and \(s_a^{\text{max}}\), equaling vector [r_s, s_a]. Labeled equation (4).]
where [image: It seems there is an error with displaying an image. Please try uploading the image again, and I will help you generate the alternate text.] represents the maximum scale of annual infrastructure investment of the company; [image: Mathematical expression showing the minimum of the set \(\xi\) over the element \(L_{N-1}\).] represents the lower limit value of the line N-1 passing rate; [image: Mathematical expression with "N" in a script font, followed by "min" as a superscript, over "GZ" in a regular font.] represents the lower limit value of the decline rate of heavy overload equipment solved; [image: Sorry, I can't generate alt text from the image provided. Could you please upload the image again or describe it for me?] and [image: A cubic mean value symbolized by an r subscripted with "min" indicating the minimum radius in mathematical expressions.], respectively, represent the upper and lower values of the capacity–load ratio; [image: Mathematical notation showing "s" with a subscript "a" and a superscript "max".] and [image: Mathematical expression showing "s" as a subscript "a", with "min" written above it.], respectively, represent the upper and lower values of the average household power distribution capacity; [image: The text "C min" is styled with a cursive font, suggesting a musical or mathematical context.] represents the lower limit value of the cost of transmission and distribution of electricity per unit of electricity; [image: Mathematical expression showing E subscript c with superscript min.] represents the lower limit value of the saved standard coal; [image: Mathematical expression showing "E" with a subscript "r" and a superscript "min".] represents the lower limit value of pollutant emission reduction. X1 represents the investment in improving power access capacity; X2 represents the investment in enhancing the transmission capacity; X3 represents the investment in enhancing the flexibility capability; X4 represents the investment to meet the growing load; X5 represents the investment in improving the level of digitization; X6 represents the investment in optimizing the grid structure; X7 represents the investment in new models and new formats.
3 EVOLUTIONARY ALGORITHM FOR POWER GRID INVESTMENT EFFICIENCY MAXIMIZATION
An evolutionary algorithm based on super-efficient hyperplane projection transformation (EASEHPT) is proposed to optimize multiple objectives within the model. The proposed algorithm is based on the principle of the NSGA-III algorithm (Deb and Jain, 2014), which selects sub-generation grid portfolio populations by calculating the integrated distance of non-dominated portfolio populations. Then, the grid portfolio populations are sorted according to the integrated distance, and populations that perform better in the same class will be retained. The optimal solution is selected from the Pareto efficiency frontier set of the multi-objective infrastructure portfolio through the super-efficiency selection strategy. The multi-objective evolutionary algorithm is shown in Figure 1.
This study compares all portfolio individuals in a new population with a size of 2M after the genetic evolution operation, according to three optimization objectives, [image: It seems you're trying to describe an image, but I can't view or analyze it without a file upload. Please upload the image so I can help generate the alternate text.], [image: Please upload the image so I can generate the appropriate alt text for you.], and [image: Please upload the image or provide a URL so I can generate the alternate text for you.], to achieve a Pareto non-dominated hierarchical sorting. Moreover, the single-objective optimal solution set is chosen to construct the spatial hyper-efficiency plane. Then, the Pareto non-dominated solution of the grid infrastructure investment portfolio is projected to the hyper-efficiency plane (Chen et al., 2021). The general expression for the super-efficiency plane of the three objectives is shown in Equation 5:
[image: It seems you are trying to display an image, but the content provided appears to be a mathematical equation. If you need alternate text for an image, please upload the image file or provide a URL. If this text is related to an image, please describe the image further for accurate alt text creation.]
where [image: Mathematical notation showing a sequence or vector comprising of elements \(a_1\), \(a_2\), and \(a_3\) enclosed in parentheses.] denote the unit normal vector of the super-efficiency plane; [image: Please upload the image or provide a link to it. If you have additional context or a caption, feel free to include that as well.] denote the extreme point vector. The ideal individuals [image: The text shows a mathematical expression representing a tuple with elements \( f_{1,\text{min}} \), \( f_{2,\text{min}} \), and \( f_{3,\text{min}} \), indicating the minimum values of functions \( f_1 \), \( f_2 \), and \( f_3 \).] are extracted and converted to zero vectors (Chen et al., 2020), and the target individuals are normalized and projected onto the super-efficient plane is shown in Equations 6, 7:
[image: Equation displaying the normalized value \( \bar{f}_i^k = \frac{f_i^k - f_i^{k,\text{min}}}{f_i^{k,\text{max}} - f_i^{k,\text{min}}} \).]
[image: Equation showing \( \bar{f}_j^k \) equals fraction with numerator \( f_j^k \) and denominator \(\sum_{t=1}^{3}{f_t^k} \), labeled as equation (7).]
where [image: It looks like you've tried to embed an image, but I can't view it directly. Please upload the image file or provide a URL, and I'll generate the alternate text for you.] denotes the ith normalized target value under the kth grid infrastructure investment portfolio solution; [image: Mathematical expression of \( \hat{f}_i^k \) with a hat over \( f \), subscript \( i \), and superscript \( k \).] denotes the intercept of the ith target in the super-efficiency plane under the kth grid infrastructure investment portfolio solution; [image: Mathematical notation showing the expression \( f_{i,\text{max}}^k \), with \( f \) as the function, subscript \( i,\text{max} \), and superscript \( k \).] and [image: Mathematical expression showing \( f^k_{i,\text{min}} \), where \( f \) is a function, \( i \) and \( k \) are indices, and \(\text{min}\) indicates a minimum value.], respectively, denote the maximum and minimum values of the ith target under the kth grid infrastructure investment portfolio solution.
In this paper, the integrated distance is introduced to evaluate the super-efficiency and equilibrium performance of solutions. Assuming that the coordinates [image: It seems there was an error in providing the image. Please upload the image or provide the URL so I can generate the alternate text for you.] of the kth portfolio solution and its projection point [image: Mathematical notation showing the symbol "f" with a caret on top, followed by a superscript "k".] in the super-efficiency plane are [image: A mathematical expression in vector form consisting of three elements: \( \bar{f}_1^k \), \( \bar{f}_2^k \), and \( \bar{f}_3^k \), each with a superscript \( k \).] and [image: Mathematical notation showing a tuple of three elements: \( \hat{f}_1^k, \hat{f}_2^k, \hat{f}_3^k \), representing functions or variables each raised to the power of \( k \) with a hat symbol.], and the coordinates of the intersection point with the new production frontier plane [image: Mathematical notation of a lowercase italicized "f" with a tilde accent, raised to the power of "k".] in the super-efficiency plane are [image: Mathematical expression showing a vector with three elements: f-tilde superscript k sub 1, f-tilde superscript k sub 2, and f-tilde superscript k sub 3, enclosed in parentheses.], and the coordinates of the reference point [image: Mathematical notation showing the real coordinate space symbol, represented by the letter "R" followed by a superscript "ck".] in the super-efficiency plane are [image: Mathematical notation displaying a vector with three components: \( r^{ck}_1, r^{ck}_2, r^{ck}_3 \), each with superscript \( ck \).]; then, the calculation method of the equilibrium distance [image: Please upload the image or provide a URL to it, so I can generate the alt text for you.], the super-efficiency distance [image: The image shows an expression with a capital letter D followed by a subscript consisting of the letters s and e, with the letter k as a superscript.], and the integrated distance [image: Mathematical notation showing a bold italic capital D with a tilde over it and a superscript lowercase k.] is shown in Equations 8–10:
[image: Mathematical expression showing "D sub b" equals "square root of open parenthesis two P sub b divided by pi R to the power of four K sub e end parenthesis" with reference number eight in parentheses.]
[image: Mathematical formula representing the norm difference between two matrices. \( D_{sc}^k \) equals the L2 norm of matrix \( \mathbf{W}_k \) minus the L2 norm of matrix \( \mathbf{F}_k \), enclosed in absolute value bars. Number nine indicates the equation's label.]
[image: The image displays a mathematical equation: \( \tilde{D} = w_b \cdot \frac{D_b^{\text{max}} - D_b}{D_b^{\text{max}} - D_b^{\text{min}}} + w_{se} \cdot \frac{D_{se}^{\text{max}} - D_{se}^{\text{min}}}{D_{se}^{\text{max}} - D_{se}^{\text{min}}} \), labeled as equation (10).]
where [image: Certainly! Please upload the image or provide a URL so I can generate the alternate text for you.] denotes the Euclidean distance (Cao et al., 2024b) between the projection point of the kth grid infrastructure portfolio solution on the super-efficiency plane and the nearest super-efficiency plane reference point. The smaller the value of [image: Please upload the image or provide a link so I can generate the appropriate alt text for you.], the higher is the balance of the investment portfolio solution regarding the three target efficiency values. [image: The image depicts the mathematical notation for \( D^{k}_{se} \).] is the Euclidean distance between the kth investment portfolio solution and the new production frontier. The bigger the value of [image: Mathematical notation displaying \( D_{se}^k \).], the higher the efficiency; [image: Mathematical notation displaying a lowercase "w" with an uppercase "k" as the superscript and a lowercase "b" as the subscript.] and [image: Mathematical notation showing the variable \( w_{se}^k \), where the \( k \) is a superscript, and the \( se \) are subscripts.], respectively, indicate the weighting coefficients of balanced performance and super-efficiency performance of the kth infrastructure investment portfolio solution; [image: The image shows the mathematical expression "D subscript b superscript max."], [image: Equation displaying "D subscript b superscript min".], [image: Mathematical notation displaying "D" with a subscript "se" and a superscript "max".], and [image: Mathematical expression showing "D" with a subscript "se" and a superscript "min".], respectively, represent the maximum and minimum of all equilibrium and super-efficiency distance values calculated in the solution set of the grid infrastructure investment portfolio frontiers. The integrated distance [image: Mathematical expression showing the letter D with a tilde above it, followed by a superscript k.] serves as an indicator of the quality of the investment solution, with larger values reflecting superior performance.
In this paper, a super-efficient envelope model with non-radial relaxation variables is introduced to select the optimal solution from the Pareto efficient frontier set of the multi-objective infrastructure investment portfolio. In this model, the relaxation variable is used to measure the deviation between the solution and the hyper-efficiency plane. Specifically, [image: The image displays a mathematical expression with the variable "s" subscripted by "i" and topped with an overline.] denotes the relaxation variable of the scale of the ith type of infrastructure investment portfolio, and [image: Mathematical notation of \( s_j^+ \), which indicates an indexed variable \( s \) with subscript \( j \) and superscript plus sign, likely representing a specific resolved value or state in a series.] denotes the relaxation variable of the value of the jth type of investment benefits. When [image: I'm sorry, but it seems there was an error in displaying the image. Please upload the image directly or provide a URL, and I can help generate the alt text.], it means that there is a lot of waste in the investment portfolio. When [image: Mathematical expression showing \( s_i^+ > 0 \).], it means that the output of the investment portfolio can be further improved. When the relaxation variable is zero, it means that the investment portfolio is optimal. Therefore, the optimal investment efficiency-oriented solution can be identified from the resulting Pareto frontier set. It can be found that a smaller value of [image: Mathematical expression displaying \( s_{i}^{-} + s_{j}^{+} \).] in the solution indicates higher overall efficiency.
[image: Mathematical optimization problem with a fractional objective function. The function includes two sums with variables \( s_i^+ \), \( X_{io} \), and \( Y_{po} \). Constraints involve summations of products with \( \lambda_l \), \( s_l^- \), plus conditions for summation and non-negativity. Equation number is eleven.]
where I denotes the total number of infrastructure portfolio categories in the population individuals; J denotes the total number of investment effectiveness indicators in the population individuals; [image: It seems there was an error in your request with an image or mathematical formatting. Please upload the image or provide a clear description. If you have any additional context or specific details to include, feel free to add them.] denotes the investment scale of the ith infrastructure portfolio category of the oth population individual; [image: Mathematical expression: Capital letter Y with subscript j and superscript o.] denotes the jth construction effectiveness value of the oth population individual; Xil denotes the investment scale of the ith infrastructure portfolio category of the lth population individual; Yjl denotes the jth construction effectiveness value of the lth population individual; λl denotes the impact factor of the lth population individual. Because of the existence of bilinear variable division terms in Equation 11, it cannot be solved directly, so this paper adopts the simplex method and pairwise planning to linearize the model by introducing the transformed variables d, [image: It seems there was an issue with displaying or sharing the image. Please try uploading the image again or provide a URL so I can assist you with generating the alternate text.], [image: It seems you've entered a mathematical expression instead of providing an image. If you need assistance with alt text for an image, please upload the image or provide a URL, and I will be happy to help.], and [image: Please upload the image or provide a URL, and I will generate the alternate text for you.]. Let [image: The formula for calculating \( d \) is displayed: \( d = 1 / (1 + \sum_{j=1}^{l}(s_j^+ / Y_{j0})/l) \).]; then, Equation 11 can be expressed as follows:
[image: Mathematical equation representing an optimization problem, labeled as equation twelve. It involves minimizing \( d - \frac{1}{L} \sum_{i=1}^{I} \frac{s_i^d}{X_{io}} \), subject to a set of constraints and involving summations over various indexed terms. The variables \( \lambda \), \( s \), and \( d \) are included, and the constraints are expressed in terms of inequalities and equalities using indexed sums.]
Let [image: Equation showing \( \bar{S}_i = \bar{s}_i \bar{d} \).], [image: \( S_j^+ = s_j^+ d \).], and [image: Equation depicting a relationship between variables: capital Lambda subscript l equals lambda subscript l multiplied by d.]; then, Equation 12 can be transformed into Equation 13:
[image: Mathematical formulation depicting an optimization problem. The objective is to minimize \( d - \frac{1}{I} \sum_{i=1}^{I} \frac{S_i^+}{X_{i0}} \), subject to various constraints including an equality \( 1 = d + \frac{1}{J} \sum_{j=1}^{J} \frac{S_j^-}{Y_{j0}} \) and inequalities for resource inputs and outputs. Several variables, such as \( S_i^+ \), \( S_j^- \), and \( \Lambda_i \), are included to address specific constraints. Equation reference is labeled as (13).]
Through the above processing, the fractional planning problem is transformed into a general linear planning problem so as to obtain the optimal solution of the Pareto frontier solution.
4 CASE STUDIES
To validate the proposed model, taking a provincial power grid in central China as an example, three comparison schemes are established: scheme 1 uses the method proposed in this paper to select the optimal investment portfolio. Based on scheme 1, scheme 2 changes the super-efficiency selection strategy into a fuzzy multi-attribute decision-making method to obtain the optimal investment portfolio. Scheme 3 uses the NSGA-III algorithm for multi-objective optimization and combines the fuzzy multi-attribute decision-making method to select the optimal investment portfolio (Yu et al., 2019; Wang et al., 2024; Hussain et al., 2024). The parameter settings of the multi-objective cost efficiency-oriented investment portfolio optimization model are shown in Table 1. Power grid investment portfolios under different schemes are shown in Figure 2. The comparative results under different schemes are shown in Table 2.
TABLE 1 | Parameter settings of the investment portfolio optimization model.
[image: Table displaying parameters, their values, and descriptions. It includes investment capacity (27.6 billion yuan), population size (100), crossover probability (0.9), mutation probability (0.1), iteration times (200), and limits for line passing rate, equipment reduction, capacity-load ratio, power distribution, costs, coal savings, and emission reduction.][image: Bar chart comparing the proportion of investment amounts across seven categories (X1 to X7) for three schemes: Scheme 1 (blue), Scheme 2 (red), and Scheme 3 (yellow). Scheme 1 generally shows higher investments in categories X1 to X5.]FIGURE 2 | Power grid investment portfolios under different schemes.
TABLE 2 | Investment efficiency and convergence effect of the solution set under different schemes.
[image: Table comparing three schemes across six metrics: safety, economic, green, and comprehensive investment efficiency, inverse generational distance, and spacing. Scheme 1 scores 1.18, 1.21, 1.77, 1.43, 0.5374, and 0.1493 respectively. Scheme 2 scores 1.50, 0.76, 1.62, 1.33, with no values for distance and spacing. Scheme 3 scores 1.09, 1.13, 1.48, 1.26, 0.7226, and 0.2041.]The proposed scheme prioritizes power infrastructure investments on the transmission capacity and flexibility capability enhancements. It can be seen from Figure 2 that the investment portfolio obtained from scheme 2 prioritizes optimizing the grid structure, and the investment portfolio obtained from scheme 3 prioritizes enhancing the transmission capacity and meeting the growing load. It can be found from the analytical results that scheme 1 demonstrates superior performance on the comprehensive investment efficiency while maintaining the balanced performance in all efficiency indicators. Compared to scheme 3, the lower inverse generational distance and spacing in scheme 1 indicate that the solution set is close to the ideal Pareto front and has a better distribution of solutions. This is because the proposed algorithm employs a super-efficiency DEA model to rank these population individuals through equilibrium distances so that the better individuals can be selected from the non-dominated population individuals. Additionally, the algorithm utilizes a super-efficiency envelopment model to extract optimal solutions from the Pareto frontier set. As a result, the power grid investment portfolio achieves higher comprehensive efficiency while maintaining the balanced performance in all efficiency indicators.
The power grid investment portfolio obtained from scheme 2 demonstrates a stronger emphasis on safety investment efficiency while exhibiting notably lower economic investment efficiency and inferior comprehensive investment efficiency compared to those of scheme 1. These results stem from the decision making of scheme 2 to improve safety benefits for the goal of protecting people’s livelihood and policies, and it easily leads to the lack of investment in enhancing economic benefits, resulting in the reduction in the comprehensive investment efficiency of power grids. Although scheme 3 shows relatively balanced performance in all indicators, all its investment efficiency indicators are lower than those of scheme 1. Moreover, the inverse generational distance and spacing of scheme 3 are significantly higher than those of scheme 1, indicating that its solution set is far away from the ideal Pareto frontier set.
5 CONCLUSION
In this paper, an investment efficiency-oriented strategy is proposed to improve the overall investment efficiency for power grid infrastructure planning with high penetration of renewable energy sources. The following are the key findings of this study: 1) the proposed investment portfolio model prioritizes enhancing the transmission capacity and flexibility capability of power grids with proportions of 31.35% and 22.62%, respectively, and thus, the system investment efficiency can be enhanced with renewable energy accommodation enhancement. 2) The proposed EASEHPT algorithm can improve the overall investment efficiency by 11.9% compared to traditional methods, and the obtained Pareto front solution set of the multi-objective investment portfolio exhibits both diversity and optimality.
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During the implementation of active voltage support in wind farms, coordinating the operation of multiple wind turbines presents significant challenges. The dynamic response of the entire wind farm becomes complex during grid faults, making it difficult to achieve coordinated voltage support across different wind turbines. To address this, a coordination control strategy for doubly fed wind farms is here proposed which is based on Q-learning informed by the sensitivity of voltage. First, a method for calculating the voltage sensitivity of DFIG-based wind farms is introduced, utilizing the arbitrary polynomial chaos approach. Additionally, the operational constraints of wind farms are defined based on the average short-circuit ratio of reactive power. The voltage support characteristics of multi-machine wind farms under grid fault conditions are then thoroughly explored. Subsequently, an improved Q-learning algorithm is developed, based on the sensitivity of voltage. This algorithm aids in optimizing the control commands, thus enhancing the effectiveness of the voltage support system. Finally, adopting this voltage sensitivity as the basis for the coordinated control commands and applying the improved Q-learning algorithm as the implementation mechanism, a coordinated control strategy for active voltage support in DFIG-based wind farms is proposed. Simulation results demonstrate that the proposed control strategy can provide effective active voltage support during grid faults.
Keywords: active voltage support, Q-learning, reactive power voltage sensitivity, DFIG-based Wind farm, coordinated control

1 INTRODUCTION
The ongoing transition of renewable energy from a supplementary to a primary power source is crucial for energy transformation (Global Wind Energy Council, 2022; Global Wind Energy Council, 2020). Currently, wind power has been extensively deployed on a large scale and substantial capacity. The large-scale integration of wind energy significantly alters the voltage dynamics of power systems, leading to frequent and extensive voltage fluctuations. During grid faults, abrupt voltage changes can precipitate large-scale disconnection incidents in wind farms, posing a significant threat to the safe and stable operation of the power grid (Chengmao et al., 2023; Mathis, 2023; Liu et al., 2020; Liu and Cheng, 2021).
To enhance the voltage of the point of common coupling (PCC) during faults, reactive power compensation devices (Kafshgari et al., 2019; Abulanwar et al., 2016; Bian et al., 2015), including capacitor reactors, on-load tap-changing transformers, and SVCs are employed. However, challenges persist, such as high construction and maintenance costs, insufficient dynamic reactive capacity during faults, and inadequate control strategies (Abulanwar et al., 2016). Consequently, active voltage support technology for wind farms has attracted considerable research (Hu et al., 2016; Ouyang et al., 2019).
Doubly fed induction generators (DFIGs), a pivotal model in the contemporary wind power generation industry, possess the capability to decouple active and reactive power outputs (Llrab et al., 2020; Liu and Cheng, 2021; Zhang et al., 2020). This characteristic makes DFIG-based wind turbines an important measure for improving the reactive power operational environment of wind farms (Ouyang et al., 2019; Yujun et al., 2018). A variable droop control scheme for reducing PCC voltage fluctuations is proposed in Li et al. (2018). While previous studies have optimized the reactive power injected into the grid by DFIG-based wind farms, the transient operational characteristics necessitate further exploration.
A two-stage voltage control method for wind farms with energy storage systems (ESSs) is proposed in Peng et al. (2024) to enhance the reactive power support capability of wind farms. However, due to the addition of ESSs, the construction cost of wind farms has increased, and the complexity of their transient characteristics will further increase. A wind farm power control strategy based on model predictive control was proposed by Zhao et al. (2017) and Zhang et al. (2023), which optimized the reactive power capacity of wind farms by adjusting the active power output. However, the coordinated control characteristics among multiple WTs have not been considered. Self-allocation strategies were introduced in Botong et al. (2023) for distributing reactive power output among multiple wind turbines (WTs) within a wind farm. Distributed voltage control architectures for wind farms were introduced by Ahmidi et al. (2012) to coordinate the reactive power output among multiple WTs. An optimization operation framework for WTs was proposed in Bhyri et al. (2024) to enhance the reactive power output capability of wind farms during fault crossing. However, the reactive power operating limitations of each WT were not considered in the these studies.
Additionally, a method was proposed in Dong et al. (2020) to enhance the resilience of turbines to voltage fluctuations by minimizing the imbalance in power generation among multiple WTs, while in Huang et al. (2020), voltage support was achieved by optimizing control parameters and compensating for delays in wind farm control systems. Coordinated sequence control based on multi-machine coordination and fault isolation has also been proposed to enhance the overall reactive support capability of wind farms (Zhang et al., 2019; Xiao and Heng, 2021). However, the above studies have not considered the various operational scenarios and constraints of wind farms, indicating that the applicability of their control systems requires further research (Tong et al., 2020; Cai et al., 2024; Zheng et al., 2020).
This paper proposes a novel coordinated control strategy for active transient voltage support in DFIG-based wind farms that aims to optimize the dynamic reactive power response characteristics of wind turbines and improve the voltage support capability of wind farms. The main contributions of this paper are as follows.
	(1) A method for calculating the voltage sensitivity of DFIG-based wind farms utilizing arbitrary polynomial chaos (aPC) is presented which quantifies the impact of each WT on the voltage at the PCC.
	(2) An operational constraint based on the short-circuit ratio is established, with the average value of reactive power taken into consideration, which could effectively prevent excess reactive power after fault clearance.
	(3) An improved Q-learning based on voltage sensitivity (VS-Q) is innovated; based on this, a coordinated control strategy for active transient voltage support in DFIG-based wind farms is proposed to effectively improve the voltage level of wind-connected power systems during grid faults.

2 VOLTAGE SUPPORT CHARACTERISTICS AND OPERATIONAL CONSTRAINTS OF DFIG-BASED WIND FARMS UNDER GRID FAULTS
2.1 Reactive power support capacity of DFIG-based wind farms
When a wind farm implements voltage support, its available reactive power capacity is obtained by adding the reactive power output from the wind turbines. The total available reactive power capacity under current operating conditions, QARC, and the sum of reactive power capacity increase due to reduced active power output, QIRC, can be expressed by Equation 1.
[image: Equation showing QRPC equals the sum of Qref,ar over G, Qhref,RL over H, and Qkref,sa over K, all divided by Qrec, minus Qloss. Condition states G plus H plus K is less than or equal to N.]
where [image: Mathematical notation displaying "Q subscript RPC" in stylized font.] is the reactive power support capability of a wind farm, [image: Mathematical expression with a capital letter Q, subscript "ref," and subscript "AR" in italics.] is the reference value for the reactive power output of the gth WT under current operating conditions, [image: Equation displaying the variable \( Q_{\text{href\_RL}} \).] is the reactive power limit of the WT, [image: The expression \( Q_{kref\_SA} \) in italicized font.] is the reactive power added when the WT reduces its active power, and [image: A mathematical symbol  represents \( Q_{\text{loss}} \), commonly used to denote loss in equations or formulas. It features an uppercase italicized "Q" followed by a subscript "loss".] is the reactive power loss of the wind farm. G represents the number of WTs that have implemented the active voltage support but have not yet reached the reactive power output limit. Under the same operating condition, the number of WTs that have reached the reactive power limit is H. K denotes the number of WTs that reduce the active power to increase the reactive power output, and N is the total number of WTs in the wind farm.
The reactive power support capability of DFIG-based wind farms is determined by the reactive capacity of WTs. During the implementation of voltage support, the use of available reactive power capacity should be prioritized by a wind farm to prevent WTs from operating under extreme conditions.
2.2 Voltage sensitivity of a wind farm based on aPC
The key to achieving active voltage support for a wind farm is to adjust the reactive power output of each WT reasonably and accurately based on the impact of the WTs on the PCC voltage, which can achieve optimal control effects. The physical significance of voltage sensitivity can be defined as the influence exerted on the PCC voltage by the reactive power output of a WT within a wind farm. Therefore, the voltage sensitivity of wind farms can be utilized as a predetermined basis for determining the coordinated control parameters of the active voltage support. The aPC utilizes orthogonal polynomial expansion to assess the dependence of model outputs on parameters, enabling the calculation of voltage sensitivity. Thus, the weighted sum of multivariate orthogonal polynomial bases can be used to represent the degree to which the PCC voltage of a wind farm is affected by the reactive power output of the WTs. The voltage response variation at the PCC can be approximated by the following polynomial representation:
[image: Mathematical equation displaying Y of (x, t, omega) equals the summation from j equals zero to M of c sub j of (x, t) times psi sub j of (omega), followed by equation number two in parentheses.]
where: [image: Please upload the image or provide a URL so I can generate the alternate text for you.] is the input of the model, representing the reactive power generated by the wind farm comprising multiple WTs; [image: If you upload an image or provide a URL, I can help generate the alt text for you.] is the output of the model, representing the transient voltage response of the PCC; M is the number of polynomials, and its value depends on the number of wind turbines N and the polynomial order d; [image: Please upload the image you'd like me to generate alternate text for.] is a polynomial coefficient used to quantify the dependence of the model output [image: Greek lowercase letter gamma.] on the input parameter [image: Please upload the image so I can generate the appropriate alternative text for you.] for each expected point in space [image: Please upload the image or provide a URL for me to generate the alternate text.] at time t. The simplified representation of the multivariate orthogonal polynomial basis of [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] is [image: Greek letter Psi, symbolized by a vertical line with a curved trident-like top.], which can be further expressed by Equations 3, 4.
[image: Mathematical equation with Ψ(ω) equal to the product from j equals 1 to N of H sub j raised to the power of q sub j multiplied by ω sub j, subject to the constraint that the sum from j equals 1 to M of α prime sub j is less than or equal to M. The constraint applies to r equals 1 to N.]
[image: Matrix equation involving a left matrix with entries like \( \mu_{0,j} \) and \( \mu_{k,j} \), multiplied by a column vector of variables \( H^{(k)}_{0,j} \) through \( H^{(k)}_{k,j} \), resulting in a column vector of mostly zeros and a final entry of one. Equation number four.]
where [image: Please upload the image or provide a URL so I can generate the alternate text for you.] is an orthogonal basis parameter, [image: Mathematical notation showing a lowercase Greek letter alpha with subscript j.] is a multivariate index that contains the combination information of all possible products of a univariate polynomial, and the index α is an M × N matrix. [image: Mathematical expression with the Greek letter mu, subscript i, j.] is the ith original statistical moment of the variable [image: If you provide an image or a URL, I can help generate alternate text for it. Please upload the image or share the URL.].
The coefficient [image: Please upload the image or provide a URL so I can generate the appropriate alt text for you.] is further evaluated in Equation 2. The formula configuration focuses on the voltage change at PCC when the reactive power output of the WT changes, and satisfies the linear equation system shown by Equation 5.
[image: It seems like there was an error in your image upload process, and the text you provided looks like mathematical notation. To help you generate alt text, please ensure that you upload the image or provide a description of the image you would like analyzed.]
where [image: I’m unable to view the image you uploaded. Please ensure the image is uploaded correctly, and I'll be happy to help with the alt text.] is an M × 1 vector of coefficient [image: Please upload the image or provide a URL, and I will help you generate the alternate text for it.].The vector [image: It seems that you tried to upload an image or include a URL, but it did not come through. Please try again by uploading the image or providing a URL, and optionally add a caption for more context.] contains the model output for each configuration point. The M × N matrix [image: Please upload the image or provide a URL for me to generate the alt text.] contains polynomials evaluated at the configuration points.
Based on aPC, the analysis of voltage sensitivity in multiple WTs allows the response variation of the PCC voltage to be expressed on a normalized polynomial basis. Its mean [image: Greek letters mu and omega are shown.] and variance [image: Mathematical expression showing the derivative of a Greek letter omega squared with respect to omega.] can be represented by Equation 6. The Sobol index for sensitivity analysis can be derived from Equations 7–9. The multi-parameter reactive voltage weighted global sensitivity index within the wind farm is expressed as Equation 10, reflecting the impact of reactive power output from multiple WTs on the PCC voltage.
[image: Mathematical equation showing \( \hat{q}_n = c_0 q_n^2 = \sum_{j=1}^{M} \xi_j^2 \), labeled as equation (6).]
[image: Mathematical equation showing the calculation of \( S_{\{1, \ldots, j\}} \). It is expressed as the sum from \( j = 1 \) to \( M \) of \( x_j \xi_j^2 \) divided by the sum from \( j = 1 \) to \( M \) of \( \xi_j^2 \), labeled as equation (7).]
[image: Mathematical equation showing a formula for \( \xi_j^T \) as the sum of terms \( S_{i_{\text{max}},ij}^2 \) divided by the product of \( (i_{\text{max}} - i_l) \) and a function \( H(i_{\text{max}}) \). The equation is labeled with number \( (8) \).]
[image: Equation defining \(y_j\), using conditional logic: \(1\) if \(\alpha_j^{*} > 0\) for any \(j\) in the set \( \{i, \ldots, i_l\} \); otherwise \(0\) if \(\alpha_j^{*} \leq 0\) for any \(j\) in the same set. Marked as equation (9).]
[image: Mathematical equation depicting a summation used in a specific calculation. It involves nested summations, powers, and probability functions, with the variables \( s_{v}^{2} \), \( M \), \( d_{i}^{c+1} \), and \( b_{l}^{(d_{i}^{c+1})-1} \).]
where [image: Mathematical notation showing the symbol "S" with subscripts i subscript 1 through i subscript s.] is the Sobol index, which represents the contribution of variable [image: It seems there's an issue with the image upload. Please try uploading the image again, and I will be happy to help you with the alternate text.] to the total variance of the output space [image: Greek letter gamma, represented in lowercase, depicted in a serif font style.] , and [image: It seems like you might have tried to upload an image or provided an incomplete path. To help you create alt text, please upload the image directly or provide a clear URL. Let me know if you have any specific instructions or context to include.] summarizes all Sobol indices of variable [image: It seems there was an issue with displaying the image. Please try uploading the image again or provide a URL, and ensure it is viewable. If you have a description or caption, feel free to include it for additional context.]. Formula 10 reflects the impact of reactive power output of multiple WTs within the wind farm on PCC voltage and can be used as a measure of voltage sensitivity in wind farms.
2.3 Active support operation constraint of wind farms based on the average short-circuit ratio of reactive power
The reactive power output from wind farms may cause grid overvoltage after a fault is cleared. Therefore, it is essential to determine the maximum acceptable reactive power output of a wind farm under any grid disturbance. Constraints for voltage support and coordinated control can be defined based on the short-circuit ratio to prevent overvoltage issues in the power system with wind farms. The equivalent circuit of the power system with wind farms is shown in Figure 1.
[image: Single-line diagram of an electrical power system, depicting various elements like generators and transformers. It includes labels for voltages, currents, and complex power at different sections, alongside inductive elements marked with \( X_i \), \( X_w \), and \( X_e \).]FIGURE 1 | Grid-connected equivalent circuit of the DFIG-farm.
Assuming that the DFIG operates at a constant power factor, the output power at the PCC can be expressed as Equation 11. The equivalent voltage at the PCC can be represented as Equation 12. After the grid fault cleared, the WTs gradually restore active output, at which point the output power at the PCC can be expressed as Equation 13, and the equivalent voltage of the PCC is represented as Equation 14.
[image: Mathematical equations showing power and heat balance: \( P_{wg} = \sum_{i=1}^{N} P_{ci} - P_{load} \) and \( Q_{wg} = Q_{i} = Q_{r} - Q_{load} \), labeled as equation (11).]
[image: Mathematical formula: \( U_{\text{pcc}} = \sqrt{\left( U_{\text{e}} + \frac{Q_{\text{wg}} X_{\text{e}}}{U_{\text{e}}} \right)^2 + \left( \frac{P_{\text{wg}} X_{\text{e}}}{U_{\text{e}}} \right)^2} \), equation number 12.]
[image: Mathematical equations showing two parts: P with subscript W G prime equals sum of P subscript C D minus P load minus sum of delta P subscript L plus sum of delta P subscript C D equals W subscript P G minus delta P subscript V plus delta P subscript W. Q with subscript W G equals Q with subscript W G prime minus Q load plus sum of delta Q subscript C D minus sum of delta Q with subscript C L equals Q H prime plus delta Q subscript W minus delta Q subscript W. Equation number thirteen.]

[image: Equation illustrating a mathematical expression involving terms such as \(\frac{QX_{e^{st}}}{U_{e^{st}}^*}\), \(\frac{\Delta Q X_{e}}{U_{e}^{*}}\), and \(\frac{\Delta PX_{e}}{U_{e}^{*}}\), with exponents and parentheses, labeled as equation (14).]
where [image: The image shows the variable notation "P" with a subscript "wg".] and [image: A stylized uppercase letter "Q" with the lowercase letters "w" and "g" inside, overlapping each other.] are the active and reactive power outputs of the wind farm, respectively. [image: A black, stylized letter "Q" with a subscript "T" in a serif font on a white background.] is the reactive power output by the reactive power compensation device, and Qload is the reactive load at the PCC. [image: It seems there was an error. Please try uploading the image again, or provide a URL to the image you would like described.] is the equivalent reactance of the connected system. [image: Mathematical expression showing a variable "Q" with a prime symbol, usually representing the derivative of a function or a related concept in mathematics.] is the output reactive power of the reactive power compensation device after the fault cleared. [image: ΔP'_{ci} appears to be a mathematical notation. ΔP represents a change or difference in pressure, P. The prime symbol (') could indicate a derivative or modified form. The subscript "ci" might refer to specific conditions or variables, such as an index or category.] and [image: Delta Q subscript c i superscript one.] represent the changes in active and reactive power output of the ith WT after the fault cleared, respectively. At this time, the active and reactive power recovery values of the wind farm are [image: The image shows the mathematical notation \(\Delta P_{w}^{'}\), where \(\Delta\) represents a change or difference, \(P\) is a variable, \(w\) is a subscript, and the prime symbol indicates a specific variation or derivative.] and [image: Delta Q prime subscript W, representing a change in heat energy at constant work in scientific notation.], respectively. [image: Mathematical expression with the variable \( U_{pcc}^{''} \), where \( U \) is in italics, subscript \( pcc \), and superscript double prime.] is the equivalent potential of the PCC after the fault cleared.
The steady-state operating voltage of the system is defined as 1p.u. If the constant component influence of the equivalent potential at the PCC is ignored and [image: Formula showing "X sub e equals U sub e squared divided by S sub c g".], the equivalent potential can be expressed as Equation 15.
[image: The equation shows \(\psi_{\mathrm{pcc}} = 1 + \frac{Q_{\mathrm{f}}^{\prime}}{S_{\mathrm{g}}} + \frac{\sum_{i=1}^{N} \Delta Q_{\mathrm{ci}}}{S_{\mathrm{g}}}\), labeled as equation (15).]
where [image: Mathematical notation with an uppercase script "S" followed by a subscript "c" and "g".] is the short-circuit capacity of the power system connected by the wind farm. To avoid overvoltage issues in the power system after fault clearance, the average reactive power output of all WTs in the wind farm at the moment of fault clearance is defined as Equation 16. Consequently, the operational constraint for voltage support coordination in the wind farm should satisfy Equation 17, which considers the reactive power characteristics of the wind farm. The proposed operational constraint enables a more precise evaluation of voltage support capability during the operation of multiple WTs, which can guide the allocation of reactive power output under grid faults. ESCR
[image: Equation showing \( Q_{\text{eve}} = \frac{1}{N} \sum_{i=1}^{N} \Delta Q_{ci,t} \) with the equation number (16) on the right.]
[image: Mathematical equation showing \(E_{\text{SCR}} > \frac{\text{NS}_{\text{sg}}}{0.3s_{\text{ge}} - Q_{l}^{\prime\prime}}\), numbered as equation (17).]
3 COORDINATING THE CONTROL OF THE OVERALL STRUCTURE
The issue of active voltage support in multiple WT DFIG-based wind farms can be described as coordinating the reactive power output of each WT based on their operational differences, aiming to maximize the wind farm’s reactive support capability. The voltage support problem under coordinated control in such wind farms exhibits Markov properties, which can be represented in the tuple Equation 18.
[image: Please upload the image or provide a URL so I can generate the alternate text for you.]
where: [image: Please upload the image you'd like described, and I can help generate the alternate text for it.] is the state space of the power system connected by wind farms, represented as [image: Mathematical expression showing a sequence labeled "S" with elements \( s_0, s_1, s_2, \ldots, s_x \), indicating a series of variables or values.]; [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] is the operation space of multiple WTs in the wind farm, which can be represented as [image: Mathematical expression depicting a sequence \( A = [A_0, A_1, A_2, ..., A_x] \), where \( A \) is a vector consisting of elements indexed from zero to \( x \).]; [image: Please provide the image or a link to it, and I will help generate the alternate text for you.] is the probability of state transition.
Because of the Markov property, the voltage support issue in multiple WT DFIG-based wind farms can be solved through Q-learning for coordinated reactive power control under grid faults. The coordination control framework based on VS-Q is shown in Figure 2. Based on VS-Q, a coordinated control strategy for the transient voltage active support of DFIG-based wind farms is proposed, wherein the voltage sensitivity is utilized to characterize the impact of each WT on the PCC voltage and the reactive power output scheme of the wind farm is determined based on Q-learning to enhance the ability of wind farms to participate in power system voltage regulation.
[image: Diagram illustrating a control system for wind farms. The top section displays the interaction between the environment and agent using VS-Q, with elements like reward representation and response surfaces. The bottom left shows the reactive power control of the wind farm with a centralized controller and voltage support. The bottom right details control of DFIG with specific reactive power distribution and control paths. Elements include control commands, differentials, and various power controls.]FIGURE 2 | An overall coordinated control framework for transient voltage active support in DFIG-based wind farms based on VS-Q.
4 COORDINATION CONTROL STRATEGY FOR VOLTAGE SUPPORT IN DFIG-BASED WIND FARMS BASED ON VS-Q
The coordination control of active voltage support in multiple WT DFIG-based wind farms exhibits Markov properties. Reinforcement learning can effectively derive decision-making strategies among multiple WTs. Therefore, an improved Q-learning method based on voltage sensitivity is proposed to achieve active voltage support for wind farms. The state set of VS-Q is represented as Equation 19, and the action set is represented as Equation 20. The reward function is crucial for an agent’s assessment of actions, fundamentally shaping its decision-making logic (Equation 21).
[image: The image contains a mathematical notation describing sets and their components. It shows an equation for \(s_x\) which is a union of sets \(P_{\alpha x}\), \(Q_{\alpha x}\), \(U_{C x}\), and \(U_{P C C x}\), where \(P_{\alpha}\) is a set of elements \([P_{1 x}, P_{2 x}, \ldots, P_{N x}]\), \(Q_{\alpha}\) is a set of elements \([Q_{1 x}, Q_{2 x}, \ldots, Q_{N x}]\), and \(U_{\alpha x}\) is a union set of \([U_{1 x}, U_{2 x}, \ldots, U_{N x}]\). It is indicated for \(x = 1, 2, 3, \ldots\). Equation labeled as 19.]
[image: Mathematical expression showing a vector \( A_d = [a_1, a_2, \ldots, a_N] \) and a condition \( a_{1,2,\ldots,N} \in \{ Q^{\text{ref}}_{cce}, Q^{\text{ref}}_{ane}, Q^{\text{ref}}_{cn}, Q^{\text{ref}}_{csa} \} \), with the equation number (20) on the right.]
[image: Mathematical equation representing R, featuring a piecewise function. The first case includes a sum from i equals 1 to N involving E subscript SCR divided by E subscript SCR minus S subscript i times S subscript c over delta Q subscript d, applicable when s sub x is not in S sub con. The second case involves delta U subscript PQCC over lambda subscript rew, applicable when s sub x is in S sub con. Both cases fall under equation number 21.]
where x is the environmental state number of the wind farm connected system and each state set constitutes the state space S of the environment. [image: Mathematical expression showing "Q subscript c underscore zero" with "ref" as a superscript to "Q".] is the current action taken by the WT to maintain the existing reactive power output. [image: Mathematical notation showing "Q" with a superscript "ref" and a subscript "c_AR."] represents the reactive power output action taken by the WT. [image: Mathematical expression featuring the letter Q with a superscript "ref" and subscript "C R L".] is the action taken by the WT to output the reactive power limit. [image: Mathematical expression depicting "Q" with a subscript "c, S, A" and a superscript "ref".] is the action to reduce the active power and increase the reactive power for the WT. [image: Greek letter lambda followed by a subscript "p, u, n".] is the penalty coefficient, and [image: It seems there might have been an issue with uploading the image. Please try uploading the image again or provide a URL, and I will help you create the alternate text.] is the reward coefficient. [image: Text "S sub con" is depicted, likely representing a mathematical or scientific notation where "S" is subscripted with "con".] is the feasible state space, which is the set of system states that satisfy constraints.
To maximize voltage support at the PCC using a limited number of WTs, a multiple WT active voltage support coordination control based on VS-Q is proposed. This control utilizes a multi-stage action updating strategy for intelligent agents, allowing for the adjustment of individual output power and the coordination of reactive power among multiple machines. In the element selection phase of the strategy, the action transfer probabilities based on voltage sensitivity are represented as Equation 22. The element selection strategy is expressed as Equation 23, and the action updating strategy is represented as Equation 24. After the agent takes an action, the expected return of the system state can be expressed as Equation 25.
[image: The image shows a mathematical equation for \( P_{\text{aii}} \). For \( i = 1 \), it is expressed as the ratio of \( S_{0i} \) to the sum from \( k=1 \) to \( N \) of \( S_{0k} \). For \( i = 2, \ldots, N \), it is expressed as \( P_{\text{ai}+1} \) plus the ratio of \( S_{0i} \) to the sum from \( k=1 \) to \( N \) of \( S_{0k} \). It is labeled equation (22).]
[image: Mathematical expression defining π sub A, where f sub i of a sub i is a function with constraints. For i equals two to N, alpha is a random value between zero and one, with specific intervals in the subscript. Equation number twenty-three.]
[image: Equation depicting \( q_{t} \) with conditions based on \( l \). For \( l = 0, 1, 2 \), it is \( Q_{c}^{ref} |_{h} \) with \( \beta \in (0, 1 - \gamma) \). For \( l = 3 \), it is \( Q_{c}^{ref} |_{l} \) with \( \beta \in (\gamma, 1] \). \( \beta \) is defined as \( \text{rand}(0, 1) \).]
where [image: Please upload an image or provide a URL for me to generate the alternate text.] is the action element selection function used to select elements that meet the requirements. [image: Mathematical expression showing \( Q_{\text{c, ref}} \).] is the current action value of the selected element by the intelligent agent. [image: Please upload the image or provide a URL so I can generate the alternate text for you.] is the action update factor used to achieve a balance between agent development and deep learning. [image: Equation notation showing "Qc1" with a subscript, and "ref" as a superscript to "Q".]. [image: Mathematical expression showing \( Q_{\text{ref}} \) over \( Q_{c2} \).], and [image: Mathematical expression showing the letter "Q" with a subscript "c, ref" and a superscript "3".] correspond to [image: Mathematical expression displaying \( Q^{\text{ref}}_{c,\text{AR}} \).], [image: Mathematical notation displaying "Q subscript R L super ref" with a subscript and superscript arrangement.], and [image: Mathematical expression showing "Q subscript c underscore S A superscript ref".] in the action set, respectively. The probability of the system transitioning from current state s to next state [image: It seems there's no image uploaded. Please try uploading the image file again, and I'll help you generate the alternate text.] at the moment when the intelligent agent takes action A can be expressed as [image: Mathematical expression representing a transition function \( T(s, A, s') \), indicating the probability of moving from state \( s \) to state \( s' \) given action \( A \).]. At this point, the expected return of system state s can be expressed as:
[image: Mathematical formula depicting a value function, V(s), as the sum of a reward function, R(s), and the maximum over actions, A, of the expected value of future states, s', weighted by the transition function, T(s, A, s'), and the value of those future states, V(s').]
where [image: The Greek letter zeta in italicized lowercase.] is the discount factor that satisfies [image: Mathematical notation depicting the Greek letter zeta, ζ, belonging to the closed interval from zero to one, inclusive, represented as ζ ∈ [0, 1].], representing the impact of future rewards on current rewards. The goal of VS-Q is to find the optimal strategy (Equation 26). The update of the expected return for state transitions is represented as Equation 27. Finally, the optimal strategy is obtained in Equation 28.
[image: The formula represents a policy function where pi star of state s is the argument that maximizes over actions, the sum across all possible next states. This sum includes the transition function T of state s, action a, and next state s prime, multiplied by the value function V star of s prime.]
[image: Mathematical equation showing an iterative update: \( V^{(i)}(s) = V^{(i-1)}(s) + \alpha(R(s) + \gamma V^{(i-1)}(s') - V^{(i-1)}(s)) \). Equation number (27).]
[image: Mathematical formula for Q-learning update: Q(s, A) is updated as Q(s, A) plus alpha times the sum of reward R(s) and gamma times the maximum Q value of the next state minus Q(s, A). Equation number (28).]
Figure 3 shows the implementation process of voltage active support coordination control for a multiple WT DFIG-based wind farm based on voltage sensitivity and improved Q-learning.
[image: Flowchart illustrating a process for optimizing wind farm operations. It starts with inputting operation parameters and calculating reactive voltage sensitivity. The process includes building a training environment, initializing parameters, and selecting actions using a multi-stage strategy. The agent interacts with the environment, receives feedback, and updates the decision strategy based on reward functions. The steps involve checking conditions, incrementing indices, and concluding with outputting the Q-table and optimal strategy.]FIGURE 3 | Flowchart of the coordinated control strategy.
5 SIMULATION
This section calculates the voltage sensitivity of a multiple WT DFIG-based wind farm using MATLAB and develops a detailed electromagnetic transient model of the wind farm using PSCAD. The topology of the wind farm is shown in Figure 4. Each WT has a rated capacity of 2 MW, and the wind farm accounts for 42.7% of the total installed capacity of the system.
[image: Diagram showing a wind farm with twelve turbines arranged in three rows. Each row is labeled with wind speed, ranging from weak to strong. The turbines are numbered one to twelve. The output connects to a point labeled PCC, then to an AC line linked to a power grid labeled IEEE-39.]FIGURE 4 | Simulation model.
First, set node 14 of the wind power grid connection system to experience a three-phase grounding fault at 12 s, lasting for 0.2 s. The statistical parameters of the aPC coefficient, namely the mean and standard deviation, are shown in Figure 5. Considering only the WT with the maximum operational difference, the results are shown in Figure 6. It can be seen that the output reactive power of the random group increases, and the voltage at the connection point shows an upward trend, indicating that the wind turbines significantly enhance the reactive power support of the grid connection system.
[image: Two line graphs display polynomial coefficient data over time. Graph (a) shows a decreasing trend in average polynomial value from approximately 0.94 to 0.91 over the time span from 12.1 to 12.18 seconds. Graph (b) depicts an increasing trend in the standard deviation of polynomial coefficients, starting at approximately 4.5 x 10^-3 and rising slightly over the same time period.]FIGURE 5 | Statistical parameters of reactive power output from wind farms. (a) The average value of polynomial coefficients and (b) The standard deviation of polynomial coefficients.
[image: Three-dimensional surface plot showing the voltage response surface of a wind farm, labeled as PFC (per unit). The axes represent Unit 1 output reactive power, Unit 2 output reactive power, and voltage. The surface transitions from blue to red, indicating voltage changes.]FIGURE 6 | Voltage response surface of the PCC under grid fault based on dual parameters.
The voltage sensitivity of the wind farm is illustrated in Figure 7. As shown, there are significant differences in voltage sensitivity among the WTs due to factors such as geographical environment, operating wind speed, and the topology structure of the wind farm.
[image: Line graph showing sensitivity over time from 12 to 12.8 seconds. Twelve lines represent different datasets with annotations. Insets highlight sections for datasets labeled 2 to 12, showing detailed line fluctuations.]FIGURE 7 | Voltage sensitivity of DFIG-based wind farms based on aPC.
At node 14 of the wind power grid connection system, a three-phase ground fault occurred at 12 s, lasting 0.2 s. The voltage responses at the PCC under various controls (Fortmann et al., 2008; Kim et al., 2016) are shown in Figure 8, while the active and reactive power outputs of the wind farm are depicted in Figure 9. Figures 9–13 compares the active and reactive power output of different WTs in the wind farm under the proposed control and existing control (Fortmann et al., 2008; Kim et al., 2016). The proposed VS-Q enhances the reactive power output level of the wind farm, raising the average voltage at the grid connection point during the fault from 0.906 p. u. to 0.9357 p. u., and increasing the reactive power injected into the grid from 0.0106 p.u. to 1.5176 p. u.
[image: Graph showing PCC voltage over time with four control methods: constant voltage (black), adaptive droop (blue), constant droop (green), and proposed control (red). A fault occurs at 12 seconds, with voltage drop observed in all methods except the proposed control, which maintains stable voltage. The fault is cleared shortly after.]FIGURE 8 | Voltage response waveform of a DFIG-based wind farm (PCC voltage drops by 0.1 p. u.).
[image: Two graphs showing angle response and reactive power against time, illustrating different control methods: constant, adaptive, proposed, and damping. Events marked are a fault occurrence and its clearance, with the proposed control stabilizing the fastest.]FIGURE 9 | Output power waveform of a DFIG-based wind farm (PCC voltage drops by 0.1 p. u.). (a) active power of the WT and (b) is reactive power of the WT.
We introduce the increase rate of PCC voltage to characterize the control effect of different controls on the PCC voltage, specifically expressed as
[image: Percentage change formula is shown: the expression \( \rho = \frac{U_{\text{PCC,C}}^{\text{rev}} - U_{\text{PCC,u}}^{\text{rev}}}{U_{\text{PCC,u}}^{\text{rev}}} \times 100\% \) is presented, labeled as equation (29).]
where [image: Mathematical expression showing the variable \( U \) with superscript "eve" and subscript "PCC_u".] and [image: Equation showing \( U^{\text{eve}}_{\text{PCC\_C}} \) in mathematical notation.] are the PCC voltages under the constant voltage control and the other control effects, respectively. During the fault period, the increase rates of PCC voltage by the constant droop control, the adaptive droop control, and the proposed control were 0.33%, 1.51%, and 3.38%, respectively. The proposed control can adjust the reactive power output of WTs according to the actual operational state while avoiding the power oscillation caused by the adaptive droop control.
To further validate the proposed control, the output active and reactive power of WTs 3, 5, 8, and 12 during the fault period were extracted, with their power waveforms shown in Figures 10–13. The figures indicate that, compared to the other three controls, the proposed control can output more reactive power during grid faults and provide voltage support to the grid.
[image: Two graphs compare fault occurrence and clearing effects on different control methods. (a) Voltage profile vs. time for constant voltage, adaptive droop, constant droop, and proposed control, showing recovery post-fault. (b) Reactive power vs. time under the same scenarios, illustrating stabilization differences. Arrows highlight fault points.]FIGURE 10 | Waveform of WT 3. (a) active power of the WT and (b) is reactive power of the WT.
[image: Two graphs showing active power responses over time. Graph (a) displays different control methods: constant voltage (black), adaptive droop (blue), constant droop (green), and proposed control (red), highlighting fault occurrence and clearance. Graph (b) compares these methods with annotations on fault dynamics.]FIGURE 11 | Waveform of WT 5. (a) active power of the WT and (b) is reactive power of the WT.
[image: Two graphs of power system response are displayed. The left graph shows active power with different control strategies before and after a fault occurrence at 12 seconds, which is cleared shortly thereafter. The right graph illustrates receiving power variations over the same timeframe, highlighting different response behaviors of constant voltage, adaptive droop, constant droop, and proposed control strategies.]FIGURE 12 | Waveform of WT 8. (a) active power of the WT and (b) is reactive power of the WT.
[image: Two graphs compare control strategies during a fault. The left graph shows active power in gigawatts over time. The right graph shows reactive power also over time. Lines represent constant voltage, adaptive droop, constant droop, and proposed control. Annotations indicate fault occurrence and fault clearance. Proposed control stabilizes power more effectively post-fault.]FIGURE 13 | Waveform of WT 12. (a) active power of the WT and (b) is reactive power of the WT.
To further verify the control effect of the proposed control under different fault levels, a three-phase ground fault occurred at node 16, with a fault duration of 0.2 s. The voltage responses at the PCC under various control are shown in The voltage responses at the PCC under various control are shown in Figure 14, while the active and reactive power outputs under various controls (Proposed control; Fortmann et al., 2008; Kim et al., 2016) of the wind farm are depicted in Figure 15.
[image: Graph showing PCC voltage (p.u.) over time (seconds) with four different control methods: constant voltage (black), adaptive droop (blue), constant droop (green), and proposed control (red). A fault occurs at 12.0 seconds, leading to voltage dips, and clears around 12.5 seconds. The proposed control recovers more quickly, indicated by a faster return to stability. An inset graph provides a detailed view of the voltage behavior from 12.0 to 12.3 seconds.]FIGURE 14 | Voltage response waveform of a DFIG-based wind farm (PCC voltage drops by 0.45 p. u.).
[image: Two graphs depicting reactive power against time with different control strategies during fault conditions. Graph (a) shows performance from approximately 13.5 to 15 seconds, with fault occurrence and clearing indicated. Graph (b) illustrates a longer duration, around 18 seconds. Both graphs compare constant voltage, adaptive droop, constant droop, and proposed control showing variances in reactive power response.]FIGURE 15 | Output power waveform of a DFIG-based wind farm (PCC voltage drops by 0.45 p. u.). (a) active power of the WT and (b) is reactive power of the WT.
The calculation results show that the proposed control increases the average voltage of PCC during the fault from 0.454 to 0.4836 p. u. and increases the reactive power injected into the grid from 0.5442 to 2.2428 p. u. The increase rates of PCC voltage by the constant droop control, the adaptive droop control, and the proposed control were 1.41%, 3.47%, and 6.13%, respectively. The proposed control achieves active voltage support of the wind farm for the connected system.
6 CONCLUSION
This study has discussed the voltage support characteristics of multiple WT DFIG-based wind farms under grid faults. It proposes a method for calculating voltage sensitivity based on aPC and an active support operational constraint based on the average short-circuit ratio. Additionally, a coordination control for active voltage support based on VS-Q is proposed. Key conclusions include the following.
	1. The aPC-based voltage sensitivity reflects the impact of each WT on the PCC voltage.
	2. The active support constraint accounts for reactive power output and grid strength, preventing transient overvoltage after fault clearance.
	3. VS-Q coordination control optimizes voltage support using sensitivity as a directive, enabling intelligent coordination of reactive power among turbines during grid faults, thereby enhancing transient voltage stability.
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In order to accurately describe the impact of the volatility and randomness of renewable energy output power on the operation of industrial park microgrids, a data-driven robust optimization method for industrial park microgrids is proposed. Firstly, based on the traditional interval set, the uncertain parameters of renewable energy output are modeled using a polyhedral set. Then, an ellipsoidal uncertainty set is established using historical data of renewable energy output. By connecting high-dimensional ellipsoidal vertices, a data-driven convex hull polyhedron set is established. Then, the uncertain parameters are better enveloped by scaling the convex hull set. A data-driven robust optimization model for industrial park microgrid was further established, and the column and constraint (C&CG) generation algorithm was used to solve the model. Finally, simulation comparisons were conducted through examples, and the results showed that the data-driven industrial park microgrids robust optimization method can reduce conservatism and improve the robustness of optimization results, demonstrating the effectiveness of the proposed method.
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1 INTRODUCTION

With the increasingly prominent environmental and climate issues caused by excessive reliance on traditional fossil fuels, accelerating energy transition and sustainable development on a global scale has become a widely accepted consensus (Farh et al., 2024). To address the challenges of energy supply diversity and the intermittency of renewable energy sources, the industrial park microgrids featuring complementary and coupled forms of multiple energy supplies has emerged (Ishaq and Dincer, 2024). However, due to the instability of renewable energy outputs, power generation is affected by various factors such as climate, weather, and seasons, leading to significant fluctuations in power supply. These fluctuations can potentially trigger instability or even collapse of the industrial park microgrids, posing significant challenges to its safety and stability (Poodeh et al., 2025).

Existing research on the industrial park microgrids operation planning focuses on energy utilization efficiency and enhancing system stability. For instance, in Arooj (2024), system stability is improved by adopting demand-side response under the premise of considering flexible resources. In Rezazadeh and Avami (2024), a comprehensive energy system with detailed power-to-gas conversion and carbon cycling is established through the utilization of the carbon trading market. In Rahman et al. (2025), the grid partitioning of the integrated energy system is optimized by taking into account the characteristics of the load, thereby achieving cost reduction. Synthesizing these studies, there is a noticeable lack of consideration given to the uncertainty of renewable energy output.

To address the issue of uncertainty in renewable energy output, existing uncertainty optimization methods are mainly categorized into two types: stochastic optimization methods (Davidsdottir et al., 2024; Son and Kim, 2024; Aliasghar et al., 2022) and robust optimization methods (Vulusala and Madichetty, 2018; Stewart and Bingham, 2016). Robust optimization methods typically use a set-based approach to describe the distribution range of uncertain parameters. Unlike stochastic methods, robust optimization does not require the probability distribution of uncertain parameters and avoids the high-dimensional problems introduced by numerous scenarios. Consequently, it has gained increasing attention in the optimal operation of industrial park microgrids.

To enhance the reliability of robust optimization results and describe the correlations among uncertain parameters, recent studies have employed historical data of uncertain variables to explore the relationships between the variations of random variables, leading to the proposal of data-driven uncertainty sets (Sulaiman et al., 2024; Freitas et al., 2007; Ibraheemi and Janabi, 2024). For instance (Zhang et al., 2024a), constructed the uncertainty of photovoltaic power generation using historical data from smart meters and phasor measurement units to solve the problem of voltage regulation (Zhang et al., 2024b). constructed an uncertainty set using historical vehicle travel data to analyze the impact of large-scale transportation electrification on power systems (Lorca and Sun, 2015). established a polyhedral uncertainty set based on historical wind power data for economic dispatch modeling, analysis, and optimization (Jalilvand-Nejad et al., 2016). Proposed a correlated polyhedral uncertainty set model by bending the boundaries of a polyhedral set through mathematical analysis, building on the polyhedral set approach (Hamed and Rasoul, 2021). further refined the approach of Jalilvand-Nejad et al. (2016) by constructing a generalized correlated polyhedral uncertainty set model, allowing the polyhedral set to better envelop the range of uncertain parameters (Degefa et al., 2015). Constructed an ellipsoidal set to describe photovoltaic (PV) output and proposed an affine adjustable robust optimization strategy for active distribution networks. Although the ellipsoidal set effectively considers the correlations among uncertain parameters, its nonlinear structure increases the difficulty of solving the model. While Lorca and Sun (2015), Jalilvand-Nejad et al. (2016), Hamed and Rasoul (2021), and Degefa et al. (2015) consider the correlations within the uncertainty sets, the broader coverage of the uncertainty sets they establish can lead to increased conservatism in decision-making.

In addition to polyhedral and ellipsoidal sets, another common method is constructing uncertainty sets based on extreme scenarios. In Moradian et al. (2024) and Akter et al. (2025), historical data is first selected to form the uncertainty set. Then, extreme scenarios are identified based on the historical data, and convex hull sets are constructed from these scenarios. An appropriate scaling factor is introduced to cover all historical data, and finally, a robust optimization model based on extreme scenarios is established. The method in Ayene and Yibre (2024) and Bifei et al. (2022) does not predefine the shape of the uncertainty set but represents it as the convex hull of historical scenarios. These studies have made improvements regarding the conservativeness of polyhedral sets. However, although the uncertainty sets based on extreme scenarios can address the conservatism issue, they have a large number of vertices, making them difficult to solve. Therefore, this paper proposes a data-driven convex hull uncertainty set model. This model can not only reduce the conservatism of the solution but also decrease the difficulty of solving.

Against this research backdrop, considering the lack of attention to uncertain energy inputs in industrial park microgrids, this paper proposes a data-driven robust optimization method for industrial park microgrids. First, traditional polyhedral set modeling is conducted based on interval sets. Then, ellipsoidal sets are constructed based on historical scenarios, and the vertices of the ellipsoids are connected to form convex hull polyhedral sets. Finally, the constructed convex hull set is scaled to cover all historical scenarios. Furthermore, the data-driven convex hull model is embedded into the robust optimization model of the industrial park microgrids. The effectiveness of iu-the proposed method is verified through a case study of an integrated energy system in a specific region.

This paper will mainly make contributions in the following aspects:


	1. In view of the current situation that the integrated energy system insufficiently considers the injection of uncertain energy sources, a data-driven robust optimization method for industrial park microgrids is proposed.

	2. Aiming at the deficiencies of traditional uncertain set modeling, traditional polyhedron set modeling is first carried out on the interval set. Then, an elliptical set is constructed based on historical scenarios. Subsequently, the vertices of the ellipse are connected to construct a convex hull polyhedron set, and all historical scenarios are covered by scaling, thus establishing a unique data-driven modeling method.

	3. The well-constructed data-driven convex hull set model is successfully embedded into the robust optimization model of the industrial park microgrids. Moreover, with the help of an example of an industrial park microgrid in a certain region, the effectiveness of the proposed method is verified.



The rest of this article is organized as follows: Section 2 introduces the different uncertain set modeling. The industrial park microgrid optimization model is introduced in Section 3. In Section 4, the specific objective function and constraints is presented. Section 5 studies the robust optimization method for microgrid in industrial park. Finally, Section 6 concludes.



2 UNCERTAIN SET MODELING


2.1 Traditional uncertain set modeling

In this paper, the budget uncertainty set U is used to express the range of fluctuations in the magnitude of PV as well as wind power output. The specific expression is shown in Equation 1:
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where 
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 denote the maximum fluctuation values of PV and wind power generation, respectively; 
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 represents the vector set of PV and wind power output; 


z


 stands for the vector set of uncertain variables in PV and wind power generation.

When there is no spatiotemporal correlation between uncertain variables, to better represent the range of variation of uncertain variables, this paper first characterizes them using traditional box sets and polyhedral sets, as shown below.


2.1.1 Box set

The specific expression for a box set can be given as:
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where 
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 represents the dimension of the uncertain variable; 



z
down



 and 



z
up



 represent the maximum and minimum values of the uncertain variables, with values set to 1 and −1, respectively; 
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, which is the adjustment coefficient used to regulate the conservativeness of the uncertain set, is set to 
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From Equation 2, it can be seen that the box set is merely an interval representation of the uncertain variable, and under normal circumstances, the values are often taken at the boundaries. However, since the extreme conditions corresponding to the boundary values have a lower probability of occurrence, the box set fails to accurately represent most other cases. Therefore, a polyhedral set is often required.



2.1.2 Polyhedral set

The specific expression is shown in Equation 3:
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where 


Γ


 represents the uncertainty of the polyhedral set of uncertain variables, used to constrain the range of uncertainty of the polyhedral set. When the uncertain variables are two-dimensional, the envelope ranges of the polyhedral sets corresponding to different matrices 


Γ


 are illustrated as shown in Figure 1.


[image: Graph depicting polyhedral uncertainty sets with different levels: Γ equals 0.5, 1, and 1.5. The sets are shown as nested diamonds: a dotted outline for Γ equals 0.5, gray shading for Γ equals 1, and black shading for Γ equals 1.5. Axes Z1 and Z2 range from negative 1.5 to positive 1.5.]


FIGURE 1 | 
The impact of uncertainty on polyhedral sets.




2.2 Data-driven modeling of uncertain set

When there is spatiotemporal correlation among uncertain parameters, envelope lines can be adopted to represent different sets based on the scatter plots formed by the historical data of uncertain renewable energy output. Figure 2 illustrates the difference in envelope ranges when using box sets and ellipsoid sets.


[image: Two scatter plots compare data distributions. Left plot (a) shows data points bounded by a box set. Right plot (b) depicts the same data enclosed by an ellipsoid. Points are clustered around the origin in both plots, with coordinates labeled \(Z_1\) and \(Z_2\).]


FIGURE 2 | 
The envelope range of an uncertain set. (a) Box set. (b) Ellipsoid set.

As can be seen in Figure 2a, the box set envelopes all possible outcomes of distributed PV and wind power generation. However, due to the inherent spatiotemporal correlation of distributed PV at different times and locations, the PV output data predominantly clusters around the y = x and y = −x function lines. In this scenario, using a box set to describe the uncertainty of PV output may lead to overly conservative optimization solutions, since the box set not only encompasses all possible fluctuations but also covers areas with low probability of occurrence, which are essentially blank spaces. Therefore, it is necessary to adopt a more suitable modeling approach for uncertain sets.


2.2.1 Ellipsoid set

The specific expression is shown in Equation 4:
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where 
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 represents the center point of a high-dimensional ellipsoid, while 
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 is a positive definite matrix indicating the offset direction of the high-dimensional ellipsoid relative to the coordinate axes.

As illustrated in Figure 2b, the ellipsoid set, similar to the box set, envelopes all possible outcomes of distributed power generation. Unlike the box set, however, the ellipsoid set reduces the envelopment of blank areas with low probability of fluctuation occurrence, thereby decreasing the conservativeness of the decision results. However, due to the quadratic form of the ellipsoid set’s expression, it introduces complexity in the robust optimization process, increasing the difficulty of the solution.



2.2.2 Generalized convex hull set

Building upon this (Moradian et al., 2024), proposed a generalized convex hull set, which not only effectively reduces the conservativeness of optimization outcomes but also avoids the introduction of quadratic forms during the modeling process. Thus, based on Moradian et al. (2024), this paper constructs a data-driven uncertain set, with the modeling process illustrated in Figure 3.


[image: Four panels illustrating transformations of a point set: (a) shows points within an ellipsoid; (b) depicts the set rotated and translated with overlaid ellipsoid and original convex hull set; (c) shows the scaled convex hull; (d) illustrates the scaled set rotated and translated again. Annotations indicate each step, and a legend identifies ellipsoid and convex hull sets.]


FIGURE 3 | 
The modeling process for the convex hull uncertainty set (parts (a–d) illustrate key transformation steps).

Step (1): Firstly, construct a high-dimensional ellipsoidal uncertainty set that covers all historical data fluctuations with minimal volume, as illustrated in Figure 3a. The specific representation is given by Equation 5, which is:
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Step (2): On the basis of the original high-dimensional ellipsoid, perform an orthogonal decomposition of the positive definite matrix 
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where 
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 is a diagonal matrix, denoted as 
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 of the transformed high-dimensional ellipsoid are shown in Equation 8:
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where 



m
i



 represents the weight coefficient of the i-th vertex.

Step (3): Due to the high-dimensional linear polyhedral set obtained from step 2, a small number of data points fall outside the envelope. Therefore, a scaling process is necessary for the original set, as shown by the solid lines in Figure 3c. After scaling, the vertices of the high-dimensional linear polyhedron are shown in Equation 9:
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At this point, the scaled high-dimensional linear polyhedral uncertainty set 
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 is shown in Equation 10:
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where 


k


 is the scaling factor, used to adjust the conservativeness of the high-dimensional linear polyhedral envelope range. The calculation method for 


k


 is detailed in Moradian et al. (2024), thus there exists a minimum 
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 that ensures the scaled polyhedral set precisely envelops all possible data points. The derivation process of 
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 is shown in Supplementary Appendix SA1. Consequently, the valid range for 
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 is 
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, and the polyhedral sets formed by different values of 


k


 are illustrated in Figure 4.


[image: Scatter plot of blue data points overlaid with a series of nested shapes representing different convex polyhedrons and a box set. The axes are labeled Z1 and Z2, with ranges from -1.5 to 1.5. A legend on the right identifies the shapes: box set, convex polyhedron when k equals k_min, k equals 1, k between 0 and 1, and k between 1 and k_min, each with distinct line styles.]


FIGURE 4 | 
The range of convex hull sets under different values of k.

The scaling factor influences the degree to which the convex hull set envelops data points. When 


k
=
1


, the convex hull set, formed by connecting the ellipsoid’s endpoints, does indeed envelop all historical PV output points. However, it fails to fully account for certain extreme scenarios, which, while reducing the conservativeness of the optimization outcomes, compromises the system’s robustness. By gradually increasing the scaling factor of the convex hull set until it equals 



k
min



, the set now fully encompasses all historical output points. Unlike the box set, it minimally envelops blank areas, thus, while decreasing the conservativeness of the optimization results, it enhances the robustness of the outcomes simultaneously.

Step (4): Rotate and translate the scaled high-dimensional linear polyhedron so that it conforms to the original data points’ range. From Equation 7, it is known that after rotation and translation, the high-dimensional linear polyhedral uncertainty set 
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 is shown in Equation 11:
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In summary, when the box set is used to describe the fluctuation of photovoltaic output, because it is an interval set, as shown in the black box square box line in Figure 4. Although it completely envelopes all the possibilities of photovoltaic output, due to the existence of a large number of blank areas, the results obtained by using this set are conservative to a certain extent. When the convex hull set is used, it is shown in the color diamond box in Figure 4. Since it is connected by the endpoints of the elliptical set and the polyhedron set obtained by scaling, it has a good ability to describe the historical output points of the photovoltaic, and reduces the envelope of the blank area while completely enveloping. This solves the disadvantage of high conservatism brought by the box set.





3 INDUSTRIAL PARK MICROGRID OPTIMIZATION MODELING


3.1 Industrial park microgrid system

The power-to-gas industrial park microgrid system is an integrated system that combines electricity, thermal energy, and gas energy, typically involving various energy conversion and utilization technologies, aiming to achieve efficient energy utilization and complementarity.

The typical power-to-gas industrial park microgrid system established in this paper consists of the following components, and the industrial park microgrid system diagram is shown in Figure 5.


[image: Flow diagram showing energy systems and loads. Grids connect to WT, PV, and ES. EG, MR, CH, GT, and GB link to gas network and HFC. EC connects to electrical and cooling loads, while AC links to cooling load and CS. EH connects to HS and thermal load. Chart includes electricity, gas, thermal, and cooling load lines.]


FIGURE 5 | 
Industrial park microgrid system diagram.

Renewable energy facilities, including solar photovoltaic (PV) systems and wind turbine generation (WT) systems, which primarily convert renewable energy such as solar and wind power into electricity to supply electric loads; energy storage facilities, including battery energy storage systems (ES), heat storage systems (HS), and cold storage systems (CS), which not only provide energy to the system but also store excess energy for future use; heating equipment, such as gas boilers (GB) and excess heat boilers (EH); cooling equipment, such as absorption refrigerators (AC); and various energy conversion equipment, including gas turbines (GT), electroliers (EG), methane reactors (MR), hydrogen storage tanks (CH), hydrogen fuel cells (HFC), and electric chillers (EC).



3.2 Demand-side response model

In order to better accommodate clean energy and enhance the stability and economic efficiency of the system, a demand-side response model needs to be established on the load side. The model is constructed as follows:
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where 
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 represents the price elasticity coefficient at the moment 
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 represent the peak and valley power before the demand-side response is implemented; 
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 respectively represent the time periods of peak and valley power after the demand-side response is implemented. Equation 12 defines the elastic relationship between electricity price and load. Equation 13 ensures the balance of total electricity consumption before and after the response. Equation 14 defines the value range of electricity price. Equation 15 defines the peak and valley values of electricity price. The modeling of thermal load response follows the same logic.



3.3 IDR model

However, the demand-side response model only focuses on making response strategies for a single type of demand-side resource, in the power-to-gas industrial park microgrid system, due to the coordinated operation of multiple energy forms and equipment, the demand-side response model is difficult to coordinate the operation of multiple types of energy and equipment, an efficient adjustment model is needed to manage and optimize the operation of the system. Therefore, this paper adopts the Integrated Demand Response (IDR) model.
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where 
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 represents the change of load when the system adopts the IDR model, 
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 represents the IDR reserve capacity of the load at the moment 
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, and 
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 represents the maximum value of the IDR load. Equation 16 defines the range of load change, and Equation 17 specifies the conditions that the load reserve capacity must satisfy.




4 OBJECTIVE FUNCTION AND CONSTRAINTS


4.1 Objective function

In this paper, we consider the electricity-gas multi-energy complementary microgrid model that minimizes the integrated cost of energy purchase cost, operation and maintenance cost, IDR cost, and standby cost, and is shown in Equation 18:
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Equations 19–22 respectively demonstrate the calculation methods for energy purchase cost, operation and maintenance cost, Integrated Demand Response (IDR) cost, and standby cost.
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where 



C
buy



 represents the cost of energy purchased by the system from the higher grid as well as from the gas grid; 



P
t
E



 represents the power of interaction between the system and the grid at time t. A positive value indicates that power is purchased from the grid, while a negative value indicates that power is sold to the grid; 



Q
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 represents the natural gas purchased by the system at time t; 
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 and 
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 represent the price of the electricity and natural gas, respectively, at the time of purchase at time t; and 



s
e



 represents the price of the electricity at the time of sale.
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where 



c
n



 denotes the number of O&M coefficients of the nth device; 



P
t
n



 denotes the output of the nth device at time t.
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where 
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 and 
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 denote the upward and downward standby cost coefficients of the grid; 
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 and 
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 denote the upward and downward standby capacity of the grid at time t, respectively.
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where 



C
IDR



 denotes the cost factor when the user participates in IDR.



4.2 Constraint condition


4.2.1 Energy balance constraints

The expression for the electrical power balance of the system is shown in Equation 23:
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where 
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, 
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 indicate the size of the electrolyzer, hydrogen storage tank, distributed wind power, distributed photovoltaic, battery storage, electric refrigeration machine at the moment t to consume or send out the size of the electric energy; 



Q
t
GT



 indicates that the gas turbine at the moment t of the size of the gas-to-electricity power; 



η
HFCE



 indicates that the electric efficiency of the hydrogen fuel cell; 



η
GTE



 indicates that the gas turbine gas-to-electricity efficiency.

The gas balance expression for the system is shown in Equation 24:
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where 



Q
t
MR



 represents the amount of natural gas injected into the system by the methane reactor at the moment t; 



Q
t
GB



 represents the amount of natural gas consumed by the gas boiler at the moment t; and 



η
MR



 represents the natural gas generation efficiency of the methane generator.

The heat balance expression of the system is shown in Equation 25:
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where 
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t
EH



 represents the thermal power produced by the waste heat boiler at the moment t; 
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 and 
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 represent the thermal power issued or stored in the heat storage tank at the moment t respectively; 
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 represents the thermal load of the system at the moment t; 



η
EH



 represents the heat production efficiency of the waste heat boiler.

The cold balance expression of the system is shown in Equation 26:
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where 



P
t
AC



 represents the cold energy power issued by the absorption chiller at the moment t; 
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 and 
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 represent the cold energy power issued or stored in the cold storage tank at the moment t, respectively; 
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 represents the cold load of the system at the moment t; 



η
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 and 
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 represent the refrigeration efficiency of the absorption chiller, respectively.



4.2.2 Energy coupling constraints

Electricity - gas conversion mainly includes two aspects of electricity hydrogen and hydrogen methanization, the system of electricity - gas conversion coupling constraints expression is shown in Equation 27:
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where 



η
EG



 represents the efficiency of the electrolyzer to convert gas; 
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CH
,
in




 represents the amount of hydrogen input to the hydrogen storage tank at the moment t. The system heat-cooling conversion is mainly to convert part of the system heat power into cold power.

The heat-cooling conversion is mainly to convert part of the input thermal power of the system into cold power, and the expression of the coupling constraints of heat-cooling conversion of the system is as follows
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where 



η
HFCH



 represents the thermal efficiency of the hydrogen fuel cell, 



η
GB



 and 



η
GT



 represent the thermal efficiency of the gas boiler and gas turbine respectively.



4.2.3 Operation constraints of energy supply equipment

The operation constraints of each device in the system are expressed as Equations 29, 30
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where 
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 and 



P
max
n



 represent the upper and lower limits of the n-th equipment output, 
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4.2.4 Energy storage operation constraints
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where 
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 denotes the size of energy stored in the m-th storage device at the moment t, 
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 and 
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 denote the maximum charging and discharging power of the m-th storage device at the moment t, 
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 denote the charging and discharging efficiency of the m-th storage device, 
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 denote the charging and discharging state of the m-th storage device at the moment t, respectively. Equations 31–34 sequentially define the dynamic change relationship of the stored energy of energy storage devices, the constraints on charging/discharging power and status, the limitation on the range of stored energy, and the closed - loop condition for the stored energy at the start and end of the period, regulating the operation process of the energy storage system.



4.2.5 Hydrogen storage tank operation constraints

Similar to the battery energy storage, the hydrogen storage tank can also be regarded as an energy storage device.
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where 
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t
CH



 represents the amount of hydrogen stored in the hydrogen storage tank at the moment t, 
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 and 
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 represent the maximum hydrogen filling and discharging capacities of the hydrogen storage tank at the moment t, 
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 represent the hydrogen filling and discharging efficiency of the hydrogen storage tank, 
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 represent the hydrogen filling and discharging energy state of the hydrogen storage tank at the moment t. Equations 35–38 sequentially define the dynamic change of hydrogen storage amount in hydrogen storage tanks, the constraints on hydrogen charging/discharging power and status, the range of hydrogen storage amount, and the periodic closed-loop condition.



4.2.6 Power exchange constraints in large power grids
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where 
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E



 and 
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E



 respectively represent the upper and lower limits of power exchange with the large power grid. Equation 39 defines the upper limit of the power exchange combined with the upward reserve, and Equation 40 specifies the lower limit of the power exchange after deducting the upward reserve.



4.2.7 Constraint on reserve capacity

In order to ensure the reasonable reserve capacity of the system, the constraints are set as Equations 41–43.
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where 
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 respectively represent the maximum values of upward and downward reserves, and 
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 represents the minimum value of downward reserves.



4.2.8 Constraint on output of renewable energy

The constraints of renewable energy are as Equations 44, 45.
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5 ROBUST OPTIMIZATION METHOD FOR MICROGRID IN INDUSTRIAL PARK


5.1 Robust optimization model establishment

Let the renewable energy constraint variable of the system be vector 
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; the constraint variable of energy supply equipment be vector 
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; the operation constraint variable of hydrogen storage tank be vector 
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; the energy purchase constraint variable be vector 
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; and the IDR constraint variable be vector 
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. Then, the matrix form of the robust optimization model for the microgrid in the industrial park established in this paper is as Equation 46.
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where 


x


 and 


y


 are the decision variables of the model, and 


u


 is the uncertain variable. Among them, the first-stage decision variables 
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. The constant matrix 
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 represents the coefficient matrix related to the decision variable 
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. The column vector 


d


 is a constant and represents the coefficient vector related to the decision variable 
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. The constant matrices 
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 represent the coefficient matrices related to the decision variable 
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 is a constant vector and represents the coefficient vector related to the decision variable 
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 represents the objective function of the second stage, corresponding to Equations 19 and 47 corresponds to the constraint condition related to the first-stage variable 
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; (47-b) corresponds to the constraint condition related to the second-stage variable 
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For a two-stage robust optimization model like Equation 47, since it contains both continuous variables and integer variables, and the second stage of the model contains uncertain parameter 


u


, it cannot be directly solved. Therefore, this paper uses method 
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 (Nayak et al., 2025; Michos et al., 2024) to transform it into a master-slave problem for solution. Among them, the master problem is to solve the integrated energy optimization model with the minimum comprehensive cost under the worst case; the sub-problem is to first solve the integer solution of the master problem (such as the charging and discharging state of the energy storage battery), and then optimize the remaining continuous variables to minimize the comprehensive cost obtained by the system under the worst case.



5.2 C&CG iterative solution method

The master-slave problem corresponding to Equation 47 is modeled as
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The main problem MP1 corresponding to Equation 48 is solved first, at this point, MP1 belongs to the mixed-integer second-order cone programming problem. After solving the first-stage variable solution 
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 corresponding to MP1 and the auxiliary variable 
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 introduced in 
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 iterations, which is 
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-cut. Then, the variable solution 
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 derived in the first stage is brought into the second stage subproblem SP1 to find the worst-case scenario 
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 , where l is the number of historical iterations and k is the number of current iterations. Finally, the worst-case scenario 
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 solved in the second stage is brought into the main problem MP1 of the first stage and iterated. Where the last three constraints of Equation 48 are the set of optimal and feasible cut planes resulting from the previous k iterations, respectively. 


π


 is the dyadic variable of the subproblem constraints.


5.2.1 Sub-problem solution method


Equation 49 is a max-min optimization problem, therefore, in this paper, the pairwise theorem is used to convert the inner min problem of Equation 49 into its pairwise form to merge it into a maximization problem, which is shown in the form of Equation 50.
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in Equation 50, there exists a bilinear term 
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 , which is solved here by using the outer approximation of the bilinear term. The master problem MP2 and subproblem SP2 are obtained as shown in Equations 51 and 52.
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where MP2 and SP2 are used to solve the upper and lower bounds of Equation 38, respectively, 


m


 is the number of historical iterations, and 


n


 is the number of current iterations. An auxiliary variable 


β


 is introduced to replace the bilinear term in the original equation, and a bilinear term exists in Equation 52 
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. Therefore, it is necessary to use the outer approximation method for linearization, and the linearization formula is shown in (53).
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6 EXAMPLE ANALYSIS

This section is validated using the IEEE-RTS 24 node example system. To reflect the planning requirements of the power generation and transmission system, the load will be increased by 1.4 times. At the same time, 400 MW wind farms were connected at nodes 3, 6, 15, 18, and 23, respectively. According to Equation 28, the predicted wind power output value is about 115 MW, and the fluctuation of wind power output is ±30% of the predicted value. The typical value of sub transient reactance for all units is 0.1 (standard value). This example has two voltage levels, namely, 138 kV and 230 kV, and the maximum allowable current of the circuit breaker is 31.5 kA and 35 kA, respectively. The abandonment cost and load shedding cost are $150/(MWh) and $5,000/(MWh) respectively. This article considers N-1 random faults in power generation and transmission, and the convergence threshold of the C&CG algorithm ζ Set to 0.001.


6.1 Example setting

In order to verify the effectiveness of the data-driven industrial park microgrids robust optimization method established in this paper, this section cites a 24-h operation example of an industrial park in Hubei Province for verification. The equipment installed in the industrial park includes wind power, photovoltaic, gas boiler and waste heat boiler. Absorption chillers, gas turbines, electroliers, methane reactors, hydrogen storage tanks, hydrogen fuel cells, electric chillers, energy storage systems, etc. Among them, the wind power, photovoltaic prediction and load size of the system are shown in Figure 6. The operating parameters of each device are shown in. The operating parameters of each device are shown in Schedule A1. According to the calculation method given in (Hamed and Rasoul, 2021), the value 



k
min



 here is 1.22.


[image: Line graph showing power consumption and forecasting over 24 hours. Electric load (orange squares) fluctuates between 6,000 and 12,000 kW. Cooling load (red circles) increases from 2,000 to 7,000 kW. Thermal load (blue triangles) varies around 5,000 kW. Wind power forecasting (green inverted triangles) decreases from 12,000 to 2,000 kW. PV forecast (purple diamonds) follows a bell curve peaking at 7,000 kW.]


FIGURE 6 | 
Renewable energy forecast output and load size.


TABLE 1 | Operation parameters of each device.




	Device type
	Device parameters
	Value





	EG
	Transformation efficiency
	0.8



	Operation and maintenance cost (Yuan/kWh)
	0.01



	CH
	Capacity (kWh)
	20,000



	Charging and discharging efficiency
	0.95



	Upper and lower limits of gas charging and discharging power (kW)
	4,000



	Initial gas volume
	10,000



	Operation and maintenance cost (Yuan/kWh)
	0.01



	GT
	Electrical transformation efficiency
	0.26



	Thermal transformation efficiency
	0.68



	Operation and maintenance cost (Yuan/kWh)
	0.03



	GB
	Operational efficiency
	0.1



	Operation and maintenance cost (Yuan/kWh)
	0.8



	AC
	Operational efficiency
	0.8



	Operation and maintenance cost (Yuan/kWh)
	0.03



	EH
	Operational efficiency
	0.8



	Operation and maintenance cost (Yuan/kWh)
	0.025



	EC
	Operational efficiency
	3



	Operation and maintenance cost (Yuan/kWh)
	0.03



	ES
	Capacity (kWh)
	5,000



	Charging and discharging efficiency
	0.9



	Upper and lower limits of charging and discharging power (kW)
	2,000



	State of charge at start”
	0



	Operation and maintenance cost (Yuan/kWh)
	0.02



	CS
	Capacity (kWh)
	5,000



	Charging and discharging efficiency
	0.9



	Upper and lower limits of charging and discharging power (kW)
	1,000



	Initial capacity (kWh)
	0



	Operation and maintenance cost (Yuan/kWh)
	0.02



	HS
	Capacity (kWh)
	5,000



	Charging and discharging efficiency
	0.9



	Upper and lower limits of charging and discharging power (kW)
	1,000



	Initial capacity
	1,000



	Operation and maintenance cost (Yuan/kWh)
	0.02










6.2 Result analysis and verification


6.2.1 The influence of scaling factor k on the optimization results

The impact of the scaling factor on the robust optimization of the industrial park microgrid is shown in Table 2. The size of the scaling factor determines the extent to which the constructed convex hull set covers historical data. As seen from Table 2, with the increase of the scaling factor, the system’s operational cost gradually decreases, while the energy purchase cost continues to increase. This is because the increase in the scaling factor expands the envelope range of the convex hull uncertainty set over the historical output data, meaning that the fluctuation range of renewable energy output becomes larger, making the worst-case scenario more likely to occur. When volatile renewable energies such as distributed photovoltaics and wind power continuously inject into the distribution network, in order to maintain supply-demand balance and reduce disturbances caused by the injection of uncertain energy, the system needs to filter out a large portion of the power injected by distributed photovoltaics and wind power. This leads to a reduction in the maintenance cost of photovoltaic and wind power equipment, and as a result, the overall operational cost decreases. Meanwhile, since the injection of distributed energy is reduced, more injection power from the grid is needed to meet the system’s electricity supply, thereby gradually increasing the energy purchase cost. Reserve cost refers to the margin cost incurred to account for the system’s response to possible random events and depends on the system’s contingency plan for the worst-case scenario. Therefore, regardless of changes in the scaling factor, the reserve cost shows little variation. Similar to the reserve cost, the IDR (Interruptible Demand Response) cost is an added cost to enhance the system’s stability margin. When the scaling factor is less than or equal to 1, the convex hull set does not envelop the extreme worst-case conditions, and thus the IDR cost remains unchanged. However, when the scaling factor exceeds 1, the convex hull set covers all possible scenarios, including the worst-case scenario. To improve the overall efficiency of the system, users need to appropriately shed load, which results in an increase in IDR cost.


TABLE 2 | The effect of scaling factor k on various costs.




	Various costs/dollar
	
k = 0.4
	
k = 0.6
	
k = 0.8
	
k = 1.0
	
k = 1.2





	Operation and maintenance cost
	238
	236
	234
	232
	231



	44.1
	62.2
	79.4
	96.7
	21.6



	Energy purchase cost
	152
	153
	155
	156
	157



	071.9
	636.1
	202.1
	768
	816.3



	Standby cost
	864
	864
	864
	864
	864



	0
	0
	0
	0
	0



	IDC cost
	298
	298
	298
	298
	304



	92.5
	92.5
	92.5
	92.5
	24.5



	Total cost
	214
	215
	217
	218
	220



	448.5
	830.8
	214
	597.2
	002.4










6.2.2 The influence of robust adjustment coefficient β on the optimization results


Figure 7 demonstrates the influence of the robust adjustment coefficient β on the results of the robust optimization of the industrial park microgrid. From the figure, it can be seen that as the robust adjustment coefficient increases, each of the costs changes more or less, except for the standby cost, which is unaffected by system changes, which stays constant at $8640. When the robust adjustment coefficient of the system is small, the uncertain energy injected into the system at this time will be approximated as deterministic energy, the various equipment of the system will operate stably, and the photovoltaic and wind power equipment of the system will operate at full efficiency, so the operation and maintenance cost is the largest, and at the same time, due to the injection of the deterministic energy, the system purchased energy from the port decreases, so the system’s purchased energy cost is the smallest, and with the increase in the robust adjustment coefficient, this uncertainty energy injection will rise and the amount of energy purchased by the system from the port will keep on rising, which in turn leads to the rise of the system’s energy purchase cost and the decrease of the O&M cost. For the IDR cost, when 


β
≤
0.7


, the envelope always fails to cover the extreme conditions for both the boxed set and the convex packet set with different deflation multiples, so the IDR cost always stays the same; while when β is large, at this time, when the deflation multiples 


k
=

k
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, the convex packet set will completely envelope the worst case when the deflation multiples are large, which will increase the IDR cost at this time, but due to the fact that the boxed set can not accurately envelope the distribution of the uncertain parameters, resulting in the blank area of the envelope. Region, resulting in more blank regions in the envelope, so the boxed set corresponds to the largest IDR cost compared to the convex packet set.


[image: Graphs illustrating the influence of robust adjustment coefficient beta on various costs. (a) shows a negative correlation with operation and maintenance costs. (b) shows a positive trend for the cost of purchased energy. (c) shows constant standby costs across coefficients. (d) and (e) show IDR and total costs, respectively, which remain stable until a sharp increase at higher coefficients. Plotted lines represent different values of k, including 0.4, 0.6, 0.8, 1, 1.2, and box set configurations.]


FIGURE 7 | 
Influence of robust adjustment coefficient β on each cost. (a) Influence of robust adjustment coefficient β on O&M costs. (b) Influence of the robust adjustment coefficient β on the cost of purchased energy. (c) Influence of the robust adjustment coefficient β on standby costs. (d) Influence of the robust adjustment coefficient β on IDR costs. (e) Influence of the robust adjustment coefficient β on total costs.

As the robust adjustment coefficient increases, the magnitude of the change in the cost of purchased energy and O&M cost will remain stable when the convex packet ensemble is used, specifically, when the deflation multiplier increases from 0.4 to 1.2, the magnitude of the change in the cost of purchased energy and O&M cost will be stabilized at the time when the robust adjustment coefficient is equal to 0.3, 0.4, 0.6, 0.7, and 0.8, which is related to the renewable energy equipment’s power output situation. When β is small, the system is poorly adapted to the renewable energy perturbation and the cost does not change much no matter what kind of ensemble is used, on the contrary, when β is large, the system is better adapted to the distributed PV perturbation. However, when the convex packet ensemble is used, the envelope range of the convex packet ensemble is different due to different deflation multiples. When the deflation multiplier 


k
=
0.4


, the envelope range of the convex packet ensemble is also smaller. In this case, changing the size of the robust regulation coefficient β will not significantly affect the renewable energy output size, so the effect of changing β to a certain extent on the renewable energy output will be minimal. However, when the deflation facto 


k
=

k
min



, the convex packet uncertainty set will encompass all the historical data, so it will be adjusted accordingly to the increase of the robust regulation coefficient β, which will affect the size of the renewable energy output. Since the purchased energy cost of the system accounts for a large proportion of the total cost, the trend of the total cost of the system is similar to that of the purchased energy cost.



6.2.3 The influence of the three aggregations on individual costs

The effects of the three uncertainty sets on each cost are further compared when the deflation multiplier 


k
=

k
min



, the robust adjustment coefficient 


β
=
1


, and the uncertainty 


Γ
=
0.9


 are used, as shown in Table 3. From Table 3, it can be seen that when different sets are used, the total cost of using the convex packet set is lower than that of the box set and the polyhedral set, except that the standby cost remains basically the same. This is due to the fact that when there is spatio-temporal correlation of the uncertain parameters, the convex packet ensemble can change the envelope range of the convex packet ensemble by deflation to make it fit the distribution region of the uncertain parameters better, which enhances the robustness of the system and reduces the conservatism. On the other hand, the polyhedral set changes the envelope of the polyhedral set by changing the uncertainty, and in order to encompass the historical data of all renewable energy outputs, the polyhedral set needs to increase the uncertainty, which enables the expansion of the envelope of the polyhedral set in an untargeted manner, although this enhances the robustness of the solution results, but over-expansion for the sake of a few scenarios of the data increases the conservatism of the solution instead. The boxed ensemble, on the other hand, is a preliminary characterization of the uncertain parameter distribution range, and therefore the conservativeness and robustness of the solution results are the worst.


TABLE 3 | The influence of the three aggregations on individual costs.




	Various costs/$
	Cassette set
	Polyhedral set (%change)
	Convex packet ensemble (%change)





	Operation and maintenance cost
	22927.4
	22984.8 (+0.25%)
	23121.6 (+1.24%)



	Energy purchase cost
	159509.5
	159044.5 (−0.29%)
	157816.3 (−1.06%)



	standby costs
	8,640
	8,640 (0.00%)
	8,640 (0.00%)



	IDR costs
	30497.7
	30497.7 (0.00%)
	30424.5 (−0.24%)



	system cost
	221574.6
	221,167 (−0.18%)
	220002.4 (−0.71%)










6.2.4 Output of each device in three pools


Figure 8 gives the output of each device at the electric power balance under the three uncertainty sets. From the figure, it can be seen that in the multi-energy complementary microgrid system, the individual devices coordinate with each other and work together to maintain the electric power balance. In the PV big hairy time period (12–16 h), the system purchases the lowest electric power from the ports, the polyhedral ensemble is the second, and the box ensemble is the most when the convex packet ensemble is used, which is the same as the conclusion obtained in the previous paper, and further verifies that the use of the convex packet ensemble enhances the robustness of the solution results and reduces the conservatism.


[image: Three bar graphs show power outputs from different equipment sets over 24 hours. Each graph includes power sources like electric coolers, wind power, and grid interaction, represented by colored segments. Graph (a) depicts "Cassette set equipment," (b) "Polyhedral set equipment," and (c) "Convex packet ensemble." The power range is from minus ten thousand to twenty thousand kilowatts.]


FIGURE 8 | 
Output of each device under three aggregations. (a) Output of Cassette set equipment. (b) Output of polyhedral set equipment. (c) Outputs of the convex packet ensemble.



6.2.5 Computational efficiency analysis

To verify the computational efficiency of the convex hull uncertainty set, we supplemented simulation analyses comparing the convex hull set method with scenario-based stochastic optimization in the revised manuscript. The comparative results are shown in the table below.

As shown in Table 4, when handling problems of the same scale, the convex hull set method proposed in this paper exhibits significant computational efficiency advantages over scenario-based stochastic optimization. Even as the problem scale increases, the convex hull set method still outperforms scenario-based stochastic optimization in computational efficiency.


TABLE 4 | Comparative analysis of optimization methods.




	Comparison item
	Scheduling cycle: 24 h
	Scheduling cycle: 72 h



	Convex hull set
	Scenario-based stochastic optimization
	Convex hull set
	Scenario-based stochastic optimization





	Scheduling time/s
	25
	65
	42
	97












7 CONCLUSION

In this paper, a research model of the industrial park microgrids robust optimization method based on data-driven is constructed and solved by C&CG algorithm. Finally, by comparing the industrial park microgrids robust optimization methods under different sets, the simulation results show that:


	1. Compared with the interval set which can only take extreme conditions at the boundary, the polyhedron set has a better envelope for the range of uncertain parameters, which makes the operation result more robust.

	2. When the robust adjustment coefficient is the same, the total system cost of using the convex hull set is 0.71% lower than that of the box set and 0.53% lower than that of the polyhedron set. For the convex hull set with different scaling multiples, this not only increases the envelope of the region with higher distribution of uncertain parameters, but also reduces the envelope of the blank region with low probability. Therefore, compared with the polyhedral set, the industrial park microgrids robust optimization method using the convex hull set is less conservative and more robust.



In the future, we will explore the comparative analysis between convex hull sets and advanced data-driven methods such as distributionally robust optimization and machine learning-based uncertainty sets, with a view to providing more comprehensive and forward-looking research results for the field of multi-energy microgrid optimization.
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