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Objectives: Brand love is a crucial construct in marketing strategies. Building brand love can generate stable profits for enterprises. Although the marketing literature points out that aesthetic factors contribute to establishing the relationship as a trigger, to what stage of the relationship do they influence the minds of consumers? The present study attempts to reveal the involvement of aesthetic experiences in brand love developmental dynamics.




Methodology: Using the activation likelihood estimation method, we address this issue by assessing overlapping brain regions between brand love at each stage and aesthetic experiences. We adopted three major meta-analytic decoding analysis modules to objectively interpret these brain regions, namely, Neurosynth, NeuroQuery, and the Behavioral Analysis plugin (BrainMap platform). Moreover, we performed a correspondence analysis to identify relationships of mental processes between aesthetic experiences and brand love in each developmental stage of brand love.
Findings: Our results suggest that the same neural mechanism and mental processes may be underlaid between brand love and aesthetic experiences across all stages. Although reward- and emotion-related mental processes are commonly underlaid between brand love at the first-half stage and aesthetic experiences, exteroceptive and interoceptive signals may drive those mental processes between the early and migration stages of brand love, respectively, and aesthetic experiences. Overlapping regions of brand love at the stable stage and aesthetic experiences may be associated with semantic processing.
Conclusion: We demonstrate that several brain regions overlapped between brand love and aesthetic experiences across all the brand love developmental stages. Therefore, aesthetic experiences might be associated with the mental processes of brand love development through all the developmental stages. Our results suggest that aesthetic experiences are essential elements for developing brand-love relationships.
Implications: Our findings indicate that marketers should recognize that aesthetic experiences play a crucial role in building a bond between brands and consumers, not only when choosing brands. Thus, marketers need to design visual strategies from the view of nurturing brand-love relationships.
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1 Introduction

Brand equity is the most crucial asset for profitable success in the business market. Forming strong emotionally bonded relationships between brands and consumers leads to building valuable brand equity (Aaker, 1991; Keller, 1993). In even the digital age, brand equity plays a pivotal role in enhancing purchase intention and customer satisfaction (Ahmed et al., 2017a,2023a). Scholars refer to this relationship as brand love, which plays a key role (Batra et al., 2012). Much of the marketing literature reports that aesthetic attributes contribute to the formation of brand love, including loved objects (Ahuvia, 2005; Franzak et al., 2014; Warren et al., 2019; Bagozzi and Khoshnevis, 2022). Aesthetic appeals, such as a beautiful product design, play a role in triggering the generation of emotion and the emotional connection between brands and consumers (Candi et al., 2013). Pleasantness derived from the aesthetic attributes of products drives the buying motivation of consumers (Celhay and Trinquecoste, 2015). For example, Apple has been known as a brand with strong brand equity, because it has been ranked in the top tier of the ranking for brand value for several years (Kantar Millward Brown and WPP, 2024). Researchers point out that Apple products are designed with reference to the Braun product design (Mavroeidi, 2017; Zhang and Xue, 2019). Braun’s products were designed in collaboration with the Ulm School of Design, which has been inherited from the Bauhaus design philosophy (Mavroeidi, 2017; Zhang and Xue, 2019). Therefore, the product design employed by Apple can be considered an inheritance of the Bauhaus design. In fact, its aesthetic appeal influences the purchasing behavior of consumers (Warren et al., 2019). Notably, the aesthetic appeal of luxury brands functions as a social signal and reinforces the motivation for the self-expression of consumers (Bazi et al., 2020). According to Warren et al. (2019) and Bagozzi and Khoshnevis (2022), aesthetic appeal is one of the crucial components of brand coolness, which is the ascendant factor of brand love. Brand coolness contributes to forming a social signal in consumer minds. Social signals reduce risks in choosing brands under uncertain situations, reinforce relationships between brands and consumers, and eventually lead to enhancing brand equity (Ahmed et al., 2023b). Aesthetic experiences include these symbolic values (Markoviæ, 2012). Thus, aesthetically attractive brands have the possibility of enjoying these various benefits in brand choice behaviors.

In many cases, these aesthetic experiences seemingly play a role in the first stage of brand love in terms of design and appearance. However, brand love is dynamically developed and nurtured across several stages between brands and consumers, which is similar to romantic love relationships (Langner et al., 2016). In general, the dynamics of the development of brand love have four stages, namely, early, migration, stable, and decline (Langner et al., 2016). The early stage comprises the first stage of the relationship between brands and consumers, including chance encounters through advertisements on Facebook. Emotional factors at the migration stage facilitate and reinforce this relationship. Consumers regularly pick a particular brand without searching for other brands (stable stage), then eventually break up this relationship by gradually reducing purchases (decline stage). However, at which stage do aesthetic experiences involve brand love? If common mental processes would be underlaid between brand love and aesthetic experiences, what types of mental processes commonly function between both constructs at each stage?

Accordingly, although aesthetic experiences might contribute to developing the love relationships between brands and consumers, no studies have reported the dynamic involvement of aesthetic experiences in brand love. To address this research gap, the present study intends to elucidate the influence of aesthetic experiences on the mental processes related to the dynamics of brand love using a neuroimaging meta-analytic approach. Concretely, we identify common mental processes by revealing overlapping brain regions between brand love brain networks at each relationship stage and the core brain regions of aesthetic experiences.



2 Materials and methods


2.1 Neuroimaging meta-analysis approach

To infer the contributions of aesthetic experiences to brand love dynamics, we conducted a neuroimaging meta-analysis. We adopted an activation likelihood estimation (ALE) method (Eickhoff et al., 2009), which is one of the coordinate-based meta-analyses (CBMA) for the following reasons. First, CBMA can take activated peak coordinates from officially opened academic publications more easily than image-based meta-analyses (IBMA). Second, the ALE is the most prevalent method in the CBMA (Acar et al., 2018). Third, the results of the ALE were rigorously validated in comparison with the results of the IBMA (Salimi-Khorshidi et al., 2009).



2.2 Estimation technique

In the ALE method, the study calculated for the probabilities of collected peak coordinates by applying a three-dimensional Gaussian distribution function in each focus. To enhance the credibility of locations related to the activated peak coordinates, we tested these coordinates by comparing the probabilities of these coordinates with coordinates randomly generated by null distribution through appropriate permutation numbers. Eventually, we produced thresholded ALE maps on the basis of the peak coordinates that passed this test. Analyses were conducted using the following procedures. In the first step, we identified brain regions using the ALE. In the second step, we performed conjunction analysis to reveal the overlapping brain regions between brand love and aesthetic experiences. Finally, we performed decoding analysis to infer cognitive functions regarding the overlapping brain regions. The present study focuses on shared brain regions and mental processes between brand love dynamics and aesthetic experiences. Thus, we were unable to provide detailed assessments and considerations regarding the distinctiveness of each construct due to the limited word number.



2.3 Estimation procedure


2.3.1 Brain regions related to brand love dynamics

We used the results of a previous study on brand love dynamics (Watanuki, 2022), which were calculated using the ALE method. The previous study classified brand love dynamics into four stages, namely, early, migration, stable, and decline. We collected publications based on the appropriate criteria according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines and calculated the ALE maps related to each stage. However, the number of publications in the decline stage was extremely small for conducting ALE analysis. Eventually, we covered publications from the early to the stable stages of brand love. Using the ALE, we calculated the core brain regions related to brand love at each stage. We referred to this ALE analysis as the first ALE. After establishing the core regions as seed regions for reveal brain networks related to brand love at each stage, we executed the MACM (Robinson et al., 2010). We referred to this ALE as the second ALE. Please refer to Watanuki (2022) for the detailed conditions for collecting publications and parameters for ALE.



2.3.2 Brain regions related to aesthetics


2.3.2.1 Study collection method

This neuroimaging meta-analysis was conducted to reveal the core brain regions of aesthetic experiences according to the PRISMA guidelines (Figure 1). We selected related studies from two databases, namely, PubMed1 and NeuroQuery (Dockès et al., 2020).2 We used different search words dependent on each database to collect various publications. In PubMed, we searched related publications using the following search words and conditions: “aesthetic” < AND > “neuroimage” < AND > “visual” < NOT > “eeg.” In NeuroQuery, we used “beauty” as the search word. The inclusion criteria were as follows: the articles were published in peer-reviewed journals written in English and published from January 2003 to January 2023. The studies were performed using positron emission tomography or magnetic resonance imaging. The activated coordinates were reported using the Montreal Neurological Institute (MNI) or Talairach reference space. Studies in which coordinates were not described were excluded. The participants were healthy. Positive valence stimuli were used in experiments; those using negative valence stimuli, such as sallow scenes and fearful faces, were excluded. Meta-analysis and case reports were excluded. The selected studies that met these criteria reached 47 (210 experiments, 1,003 foci).


[image: Flowchart depicting the selection process of studies. Identification: 87 records from database searches and 30 additional from other sources, totaling 117. After removing duplicates, 104 records remain. Screening: 78 records are screened, with 13, 29, and 31 records excluded at various stages. Eligibility: 47 full-text articles are assessed. Inclusion: 47 studies with 210 experiments and 1003 foci are included in the meta-analysis.]

FIGURE 1
PRISMA flow diagram.




2.3.2.2 ALE method

Based on these foci, we conducted ALE using GingerALE 3.0.2.3 The parameters for ALE were set more conservatively than the recommended parameter criteria (Eickhoff et al., 2016) to reveal well-optimized brain regions engaged in aesthetic-related constructs (cluster-level FWE = 0.05, permutation number = 5,000, p-value = 0.001). The thresholded ALE maps were formatted with the NIfTI file format. We visualized the thresholded ALE maps using Mango.4 In the present study, foci reported by Talairach reference space were transformed into the MNI space using the icbm2tal (Lancaster et al., 2007) transform module provided by the BrainMap platform.




2.3.3 Conjunction analysis

We conducted conjunction analysis using GingerALE 3.0.23 to reveal the overlapping brain regions between brand love and aesthetic experiences. The parameters were set as follows: p-value = 0.01, permutation size = 10,000, minimum volume = 100 mm3.




2.4 Decoding analysis


2.4.1 Decoding method

We decoded the overlapping brain regions between brand love and aesthetic experiences using the three representative decoding analysis modules [Neurosynth (Gorgolewski et al., 2015), NeuroQuery (Dockès et al., 2020), and Behavioral Analysis plugin (Lancaster et al., 2012)] to rigorously infer mental processes regarding overlapping brain regions. The Neurosynth cognitive decoding is one of the functions equipped with NeuroVault5 and covers 1,334 terms for decoding brain regions (Yarkoni et al., 2011). The region of interest (ROI) concerning the overlapping brain regions was uploaded into the NeuroVault and transferred to a cognitive decoding module. Afterward, the related terms with the ROI were produced. Posterior probability scores were calculated as the degree of matching between the ROI and terms. The NeuroQuery decoding model is provided with a Python program (Dockès et al., 2020) and prepares 5,144 terms for decoding brain regions. After the threshold ALE image was uploaded onto the NeuroQuery database, we produced terms matched the image using the NeuroQuery decoding model. Similarity scores were calculated as the degree of matching between inputted brain regions and terms. The Behavioral Analysis plugin is a decoding module provided by the BrainMap platform (Lancaster et al., 2012). It is provided in the Talairach brain space format; thus, we transformed the calculated ALE map formatted with the MNI brain space into the Talairach brain space format using the MNI-to-Tal transform function in Mango. Decoding analysis using the Behavioral Analysis plugin is performed according to the Behavioral Domains (i.e., Action, Cognition, Emotion, Interoception, and Perception) prepared by the BrainMap database. Each domain has subcategories for decoding: Action, Cognition, Emotion, Interoception, and Perception have 8 [“Execution (Speech),” “Execution (Unspecified),” “Imagination,” “Inhibition,” “Motor Learning,” “Observation,” “Preparation,” “Rest”], 17 [“Attention,” “Language (Orthography),” “Language (Phonology),” “Language (Semantics),” “Language (Speech),” “Language (Syntax),” “Language (Unspecified),” “Memory (Expliicit),” “Memory (Implicit),” “Memory (Working),” “Memory (Unspecified),” “Music,” “Reasoning,” “Social Cognition,” “Somatic,” “Spatial,” “Temporal”], 15 [“Intensity,” “Negative (Anger),” “Negative (Anxiety),” “Negative (Disgust),” “Negative (Embarrassment),” “Negative (Fear),” “Negative (Guilt),” “Negative (Punishment/Loss),” “Negative (Saddness),” “Negative (Unspecified),” “Positive (Humor),” “Positive (Happiness),” “Positive (Reward/Gain),” “Positive (Unspecified),” “Valence”], 11 (“Baroregulation,” “Gastrointestinal/Genitourinary,” “Heartbeat Detection,” “Hunger,” “Osmoregulation,” “Respiration Regulation,” “Sexuality,” “Sleep,” “Thermoregulation,” “Thirst,” “Vestibular”), and 9 [“Audition,” “Gustation,” “Olfaction,” “Somesthesis (Pain),” “Somesthesis (Unspecified),” “Vision (Color),” “Vision (Motion),” “Vision (Shape),” “Vision (Unspecified)”] categories, respectively. In contrast to the previous two decoding modules, the Behavioral Analysis plugin presents statistically significant decoded terms toward brain regions. Decoded terms with z-scores ≥ 3.0 are considered significant.



2.4.2 Organization of the decoded terms into six metal processes

The Behavioral Analysis plugin defines decoded subcategories as “domain,” which pertains to comprehensive constructs. However, the decoded terms in Neurosynth and NeuroQuery are not organized into appropriate higher mental processes constructs. Although these terms are helpful for understanding specified constructs, inferring comprehensive mental processes may be challenging with the raw usage of these terms. Moreover, the expressed meanings of these constructs can be hardly interpreted due to the simple results produced by the machine learning techniques. To address this issue, the current study used the functions provided in Neurosynth and NeuroQuery. The decoded terms in Neurosynth and NeuroQuery are linked to related studies, we investigated the constructs related to these terms. These decoded platforms prepare functions for the easy interpretation of terms in each platform. Neurosynth prepares a topic-based meta-analysis module, which organizes terms for decoding into several topics as calculated using Latent Dirichlet Allocation (LDA) and a term-based meta-analysis module. Regarding the former approach, the eight topic groups are stored in the module as v4 topic 50, v4 topic 100, v4 topic 200, v4 topic 400, v5 topic 50, v5 topic 100, v5 topic 200, and v5 topic 400. For example, v4 indicates that the results were analyzed on the basis of the database for 2015, and v5 gives results based on the database as of 2018. A topic number, such as “50” and “200,” denotes the number of clusters automatically separated by LDA. A low topic number indicates that the terms are divided into rough inter-correlative term groups. We intend to infer a comprehensive construct concerning decoded terms; thus, we adopt v5 topic 50, which is the latest version. For example, we can interpret the decoded term “value” in Neurosynth by investigating to which clusters they belong, which belongs to topics 030 and 049. Topic 030 is composed of reward and decision-making related terms such as “decision,” “choice,” and “reward,” and topic 049 is composed of terms such as “depression,” “mdd,” and “mood.” Moreover, regarding the latter approach, “value” is associated with 470 studies. Each study displays loading values that express the degrees of a relationship between terms and studies. Regarding “value,” the study with the highest loading value was “The importance of actions and the worth of an object: dissociable neural systems representing core value and economic value (loading value = 0.656).” The study with the second highest loading value was “The decision value computations in the vmPFC and striatum use a relative value code that is guided by visual attention (loading value = 0.541).” These studies could be interpreted as a reward- and subjective value decision-making-related studies by assessing their abstracts and entire manuscripts. We executed this operation for the top 25 studies for each decoded term. Using these procedures, we eventually defined “value” as an RD-related construct. NeuroQuery also produces links to studies related to the decoded terms. Specifically, the cross-relational terms of the decoded terms are produced in the “In expansion” section of the NeuroQuery platform. For example, “default” produces “default mode” and “dmn” as cross-relational terms. Therefore, the decoded term “default” could be interpreted as belonging to a DMN-related mental process. Moreover, related studies are also produced in the “Publications related to the query” section of the platform. We inferred the mental processes related to the decoded terms using the same approach executed in Neurosynth, even if the cross-relational terms produced in the “In expansion” section are vague. Regarding these decoding platforms, we provide in-depth explanations in Supplementary Figures 2, 3. By performing these procedures for the decoded terms, we classified them into six mental process constructs.



2.4.3 Correspondence analysis

We conducted correspondence analysis to rigorously organize the decoded results for each decoding method using the R package “ca” (Nenadic and Greenacre, 2007). We can objectively infer the characteristic mental processes with which brain regions overlap between brand love in each stage and aesthetic experiences by analyzing the results of correspondence analysis. This approach is intended to reduce high-dimensional variables into low-dimensional ones using the singular-value decomposition technique. Notably, correspondence analysis is typically applied for a two-way contingency table data format. In this process, row and column coordinates are calculated, and these coordinates are simultaneously plotted on two-dimensional orthogonal axes. The results are interpreted based on the closeness between vectors, which are lined from the origin to each coordinate. We concisely describe conceptual explanations in Figure 2, concerning how to translate the results of correspondence analysis. The column (A, B and C) and row variables (X, Y, and Z) are reduced into two dimensions and the values, which represents characteristics of each dimension, are provided to these variables by calculating the contingency table. After calculating this contingency table, suppose that the correspondence map is produced. The way of interpreting the map is as follows. The A, B, and X variables are similar constructs. The C and Y are similar constructs. Accordingly, column variables A and B and row variables Y are plotted on opposite positions; therefore, the A, B, and Y variables can be presumed as bipolar constructs. The Z can be expressed as the relatively independent concept among variables.


[image: Contingency table on the left with categories A, B, and C across the top and X, Y, and Z along the side. Each cell contains shapes. The correspondence map on the right shows two dimensions with arrows representing categories A, B, C, X, Y, and Z diverging from a central point.]

FIGURE 2
Simple conceptual explanations of correspondence analysis.






3 Results


3.1 Activation likelihood estimation


3.1.1 Brain regions related to brand love

The study input 4,799 foci, 330 experiments, and 5,780 subjects for the meta-analytic connectivity modeling (MACM) to reveal the brain networks related to brand love at the early stage. The basal ganglia (caudate head and body), limbic system (the parahippocampal gyrus and amygdala), anterior and mid insula, midbrain, and cortical midline structure [ventral medial prefrontal cortex (VMPFC), dorsal medial prefrontal cortex (DMPFC), and posterior cingulate cortex] were activated in the early stage. Brain regions composed of the reward network, the ventral insula pathway, and the default mode network (DMN) were also activated. For the migration stage, we input 2,296 foci, 157 experiments, and 2,934 subjects for the MACM. We observed the activation of the cortical midline structure, limbic system (the parahippocampal gyrus), anterior cingulate cortex (ventral and dorsal part), and dorsal part of the anterior insula and observed brain regions related to the DMN and salience network. In terms of the stable stage, we used 793 foci, 47 experiments, and 759 subjects and noted the activation of the dorsal striatum, anterior insula, inferior frontal gyrus (IFG), and parietal regions as well as brain regions related to several networks (the habit, salience, and dorsal frontal striatal networks, and the nigrostriatal dopamine pathway).



3.1.2 Brain regions related to aesthetics

We conducted ALE analysis using a dataset composed of 1,003 foci, 210 experiments, and 3,941 subjects. Supplementary Table 1 presents the results. The activated brain areas were classified under nine cluster areas (Supplementary Table 2 and Supplementary Figure 1). Cluster 1 was composed of the occipital (inferior and middle occipital gyrus), posterior (lingual gyrus), temporal lobes (fusiform gyrus), and cerebellum (the culmen and declive). The medial frontal regions dominated clusters 2 and 3. Specifically, cluster 2 consisted of relatively ventral regions of the medial prefrontal cortex, while cluster 3 was activated in the dorsal parts of the medial prefrontal cortex. Clusters 4 and 8 were nearly dominated by the occipital lobe. The brain regions in cluster 5 correspond with Brodmann area (BA) 37 (BA37). BA37 consists of the parahippocampal and fusiform gyri. The IFG was the main brain region found in clusters 6 and 7. Although the claustrum was calculated as the peak-activated brain region in cluster 9, and BA13 dominated cluster 9. BA13 nearly corresponds to the insula. The current results are consistent with those of previous meta-analysis studies (Brown et al., 2011; Vartanian and Skov, 2014; Boccia et al., 2016; Chuan-Peng et al., 2020; Feng et al., 2021; Table 1) regarding the major activated brain regions such as the fusiform gyrus, VMPFC, DLPFC, and insula.


TABLE 1 Comparison between results of the current study and those of previous meta-analytical studies on brain regions related to aesthetic experiences.

[image: Table displaying brain regions at reported peak coordinates across several studies. Columns include a present study and studies by Brown et al., Vartanian and Skov, Boccia et al., Chuan-Peng et al., and Feng et al. Rows list brain regions such as VMPFC, MPFC, DMPFC, DLPFC, and others. An 'X' marks observed activation in corresponding studies and regions. Furthermore, a note clarifies that 'X' indicates activation was observed.]



3.1.3 Conjunction analysis: overlapping brain regions

In the early stage of brand love and aesthetic experiences, the medial prefrontal regions from the ventral to dorsal parts were the major overlapping brain regions. The other overlapping brain regions were the fusiform gyrus, IFG (DLPFC and BA9), and the insula (BA13). In terms of brain regions at the migration stage and aesthetic experiences, the major overlapping brain regions were the relatively anterior and ventral parts of the medial prefrontal regions. The dorsal part of the prefrontal regions also overlapped. The dorsal lateral part of the prefrontal regions, which covered the IFG to the precentral gyrus, was observed as the overlapping brain regions in brand love at the stable stage and aesthetic experiences. Figure 3 and Table 2 present the results.


[image: Three MRI brain scans labeled (a), (b), and (c) show highlighted regions. (a) Displays VMPFC, MPFC, DMPFC, DLPFC, and FFG. (b) Highlights VMPFC, MPFC, and DLPFC. (c) Shows DLPFC only. Color scales below each row indicate intensity levels.]

FIGURE 3
Overlapping brain regions. (A) Brand love in the early stage and aesthetic experiences, Crosshairs = (0.8–9). (B) Brand love in the migration stage and aesthetic experiences, Crosshairs = (0.14–8). (C) Brand love in the stable stage and aesthetic experiences, Crosshairs = (–46.6–30). DLPFC, dorsal lateral prefrontal cortex; DMPFC, dorsal medial prefrontal cortex; MPFC, medial prefrontal cortex; VMPFC, ventral medial prefrontal cortex; FFG, fusiform gyrus.



TABLE 2 Overlapping brain regions between brand love and aesthetic experiences.

[image: A table displays overlapping brain regions associated with brand love and aesthetic experiences, categorized into early, migration, and stable stages. It includes columns for cluster numbers, side (left or right), brain region, Brodmann area (BA), peak coordinates (x, y, z), ALE values, and cluster size in cubic millimeters. Specific brain regions mentioned include the anterior cingulate, medial frontal gyrus, fusiform gyrus, and claustrum among others. The table also notes the ventral medial prefrontal cortex (VMPFC) and dorsal lateral prefrontal cortex (DLPFC).]




3.2 Decoding analysis regarding overlapping brain regions between brand love dynamics and aesthetic experiences

Supplementary Table 3 lists the detailed information. We adopted the top fifteen ranked terms in the Neurosynth cognitive decoding module (Gorgolewski et al., 2015) and in the NeuroQuery decoding model (Dockès et al., 2020). Furthermore, we determined statistically significant terms (z-scores ≥ 3.0) in the Behavioral Analysis plugin according to Lancaster et al. (2012). We show these top five ranked terms and significant categories in Table 3. The decoded terms in the Neurosynth cognitive decoding and the NeuroQuery decoding model did not define these as appropriate comprehensive constructs. Thus, we organized them into six comprehensive mental processes according to the operations described in the “2. Materials and methods” section: cognitive control and working memory (CW), reward-based decision-making (RD), DMN, self-referential (Self), social cognition (SC), and semantic and language (SL)-related mental processes. Although the majority of the decoded terms were defined under these six mental processes, we did not classify several terms into identical mental processes. These terms were interpreted as constructs composed of multiple metal processes. For example, any term could be translated as a construct composed of CW- and RD-related mental processes; thus, we described it as CW + RD. Moreover, we defined the terms used in various and general contexts as “undefined (UD).” Regarding the Behavioral Analysis plugin, we did not dually and newly re-define decoded terms as mental process constructs, because it previously defined comprehensive mental process constructs as “domain.” Table 4 presents the total number of mental processes based on the results. Moreover, we performed correspondence analysis using data in Table 4, excluding the UD construct. Figure 4 depicts the correspondence map, which is a result of correspondence analysis.


TABLE 3 Decoded results at the top 5 terms and categories in each decoding analysis module.

[image: A table compares brain regions during different stages of brand love and aesthetic experiences using Neurosynth and NeuroQuery data. It includes terms, mental process constructs, correlation coefficients, similarity scores, categories, domains, and z-scores for early, migration, and stable stages. Key terms are "Value," "Money," and "Default" among others, with associated cognitive and emotional processes. The table footer defines abbreviations such as RD, DMN, and CW, relating to mental constructs and network theories.]


TABLE 4 Contingency table based on mental processes/domains in each decoding analysis module (excluding the undefined construct).

[image: Table displaying three separate analyses of mental processes and brain regions: Neurosynth, NeuroQuery, and Behavioral Analysis plugin. Each is categorized under "Early & aesthetic," "Mig & aesthetic," and "Stable & aesthetic." Neurosynth and NeuroQuery entries include CW, CW/SL, DMN, EM, and more, with corresponding data. Behavioral Analysis plugin includes Action, Cognition, Emotion, Interoception, and Perception. Numeric values indicate specific overlaps within these domains. Descriptions at the bottom explain abbreviations and conceptual stages, such as CW for cognitive control, DMN for default mode network, and others, emphasizing stages of brand love and aesthetic experiences.]


[image: Three scatter plots show dimensional analyses with axes labeled Dimension 1 and Dimension 2. (a) Neurosynth: labels such as "Stable&Aes" and "Early&Aes" positioned on the horizontal axis. (b) NeuroQuery: arrows extend from the origin, with labels including "Early&Aes." (c) Behavioral Analysis Plugin: similar structure with labels like "Action Perception" and "Stable&Aes." Each plot displays different data patterns along the axes.]

FIGURE 4
Correspondence map concerning the decoded results based on each decoding analysis module. (a) Neurosynth. (b) NeuroQuery. (c) Behavioral Analysis Plugin. Red vectors represent row vectors. Blue vectors represent column vectors. Early&Aes, overlapping brain regions between the early stage of brand love and aesthetic experiences; Mig&Aes, overlapping brain regions between the migration stage of brand love and aesthetic experiences; Stable&Aes, overlapping brain regions between the stable stage of brand love and aesthetic experiences; CW, cognitive control and working memory; DMN, default mode network; EM, emotion; RD, reward-based decision-making; SC, social cognition; Self, self-referential; SL, semantic and language.



3.2.1 Early stage of brand love and aesthetic experiences

Neurosynth decoded RD mental process-related terms (“value,” “money,” “smoking,” and “rewards”) in the top tier. Although “value” was included in two topic clusters, we defined it as an RD-related mental process by referring to the topic-based meta-analysis module and assessing related studies (the “2 Materials and methods” section provides the details). Although no topic clusters covered “money,” it was classified under RD by assessing related studies. “Smoking” belonged to topic 013, which is composed of addiction and reward modality-related terms such as “cocaine” and “cannabis,” we defined it as RD. Self-related terms (e.g., “midline,” “referential,” “self-referential,” and “subjective”) were ranked in the second tier, and DMN-related terms (“default” and “default mode”) were in the third tier. Two decoded terms (“engagement” and “personal”) were classified under UD, because defining these terms under the six constructs was challenging due to their usage under various contexts. No topic clusters included “engagement.” The term “personal” belonged to four topic clusters. Therefore, RD and self-related mental processes were dominantly decoded.

Regarding decoded results using NeuroQuery, two constructs were mainly decoded, namely, mental processes related to RD (e.g., “choice,” “borne,” “economic,” and “game”) and CW (e.g., “conflict,” “cognitive control,” “sorting,” “stroop,” and “Wisconsin”). As for the second tier, terms related to EM (“emotional responses” and “negative emotion”) were decoded. “Norm” could be classified under SL, because “semantic” was produced as a cross-relational term. Two decoded terms (“inappropriate,” and “evaluation”) were interpreted as constructs across multiple mental processes, thus, we could not classify them under one identical construct. The term “inappropriate” could be considered CW + SL + RD, and “evaluation” could be considered RD + EM. The term “inappropriate” produced four cross-relational terms (i.e., “motor,” “task,” “semantic,” and “reward”). The majority of the cross-relational terms for “motor” were brain region-related terms such as “m1,” and “sma”; therefore, it was not beneficial for defining an appropriate construct of “inappropriate.” However, cross-relational terms for “task” were associated with “working” and “working memory.” These terms could be interpreted as constructs related to working memory; as such, we eventually defined “inappropriate” as CW, SL, and RD. The term “evaluation” produced “pain” and “reward” as cross-relational terms. For this reason, we defined “evaluation” as RD and EM. Given that the other decoded terms (“mother,” “setting,” “trait,” “rule,” and “strategy”) were used in various contexts, we classified them under UD. Therefore, NeuroQuery dominantly decoded the mental processes related to CW and RD. Given the multiple constructs, the RD-related mental process was strongly decoded in this stage.

Regarding the decoded results using the Behavioral Analysis plugin, Cognition [“Attention,” “Reasoning,” and “Language (Semantics)”] and Emotion [“Positive (Reward/Gain)”] domains were placed at the top tier. All domains (Action, Cognition, Emotion, Interoception, and Perception) were significantly decoded. Notably, in contrast to the other stages, many categories under the Perception domain [“Vision (Shape/Unspecified),” “Somesthesis (Pain/Unspecified),” “Audition,” and “Gustation”] were decoded.



3.2.2 Migration stage of brand love and aesthetic experiences

The terms decoded using Neurosynth were nearly similar to those regarding the early stage of brand love and aesthetic experiences. For mental processes, the early and migration stages produced entirely equal results (Table 4).

NeuroQuery decoded many distinctive terms that differed from those by Neurosynth, excluding several decoded terms. The following terms for five major mental processes were explicitly decoded as follows: RD (“choice,” “borne,” “price,” “gift,” “abuse,” “products,” and “willingness”), SC (“social cognitive” and “altruistic”), DMN (“default network,” “thought,” “network dmn,” “induction,” and “dmn”), Self (“self-referential,” “referential,” “midline,” “health behavior,” and “sedentary”), and EM (“emotional responses,” “mood,” and “positive negative”). We could not classify the following six terms under appropriate identical constructs. “Evaluation” was classified under RD + EM, and “inappropriate” was classified under CW + SL + RD. The term “impact” was considered a construct across two constructs (RD + DMN), because it produced cross-relational terms such as “reward,” “dmn,” and “default.” The terms “health behavior” and “sedentary” were interpreted as CW + Self + RD, because they produced “task” and “reward” as cross-relational terms, and many self-related studies were queried. Lastly, classifying the three other terms (i.e., “trait,” “mother,” and “public”) under any appropriate constructs was difficult, because these terms were used in various contexts. Thus, mental processes related to DMN and RD were dominantly decoded in this stage.

The Behavioral Analysis plugin decoded three domains, namely, Emotion [“Positive” (Reward/Gain)], Cognition [“Reasoning,” “Attention,” “Memory (Explicit),” and “Social Cognition”], and Interoception (“Sexuality”). In contrast to the decoded results of the previous stage, the Perception and Action domains were non-significant.



3.2.3 Stable stage of brand love and aesthetic experiences

Neurosynth decoded many terms related to cognitive loading tasks such as “control task,” “demand,” “difficulty,” “interference,” “performance,” “stroop,” and “switch.” These terms may be associated with mental processes related to CW. For example, given that “stroop” is classified under topic 020, which includes terms related to cognitive control such as “control,” “conflict,” and “executive.” The term “stroop” is also associated with the Stroop task, which is used for assessing mental processes related to cognitive control. SL-related terms, such as “letter,” “phonological,” “similarity,” and “verbal” were also decoded. For example, “similarity” is classified under topic 038, which is composed of terms such as “semantic,” “knowledge,” and “representation”; thus, we defined it as SL. The term “judgment” was classified under Topic 008, which includes terms across several constructs such as “social,” “reasoning,” “mentalizing,” and “cognitive.” Thus, we defined it as CW + DMN + SC. The terms “color,” “engagement,” “forms,” and “personal” were classified under UD, because identifying these terms under any appropriate construct was challenging.

In NeuroQuery, mental processes related to CW and SL were mainly decoded. “Task” is associated with CW according to the results of cross-relational terms (e.g., “working,” “working memory,” and “memory”). We defined “accuracy,” “demand,” “distractor,” “dual,” “reaction time,” “resource,” “switching,” “task difficulty,” and “task switching” as CW, because “task” was the top cross-relational term. “Task” was correlated to CW-related terms (e.g., “working memory” and “working”). Although “letter” did not produce “task” in the list of cross-relational terms, it has many CW-related terms such as “working,” “working memory,” and “memory.” Thus, we defined it as CW. The terms “semantic,” “semantic processing,” and “language” could be evidently associated with the SL mental process, these terms were classified under SL. The terms “German,” “list,” “meaning,” “phonological,” “syntactic,” “word” and “syntax” produced cross-relational terms related to SL, such as “semantic” and “language.” Therefore, we defined them as SL. The terms “difficult,” “fluency,” “generation,” “judgment task,” “task demands,” “verbal fluency,” and “vocabulary” produced CW- and SL-related terms as cross-relational terms. For example, “generation” produced “language” and “task” as cross-relational terms and “vocabulary” led to “language” and “working memory.” Thus, these terms were classified as CW + SL.

Taken together, the decoding methods of Neurosynth and NeuroQuery mainly decoded overlapping brain regions as CW- and SL-related terms.

Regarding the decoded results using the Behavioral Analysis plugin, only categories in the Cognition domain [“Memory (Working),” “Language (Semantics),” “Reasoning,” “Language (Phonology),” “Language (Speech),” “Attention,” and “Language (Orthography)”] were decoded.



3.2.4 Correspondence analysis: characteristics of mental processes in overlapping brain regions between brand love stages and aesthetic experiences

Figure 4 presents the results of correspondence analysis. In Neurosynth, only one dimension was calculated. All vectors were parallelly plotted on a vertical axis. The coordinates of overlapping brain regions at the first half stage and those of mental processes, such as DMN, EM, RD, SC, and Self, were plotted at the same plus value positions. In terms of coordinates of overlapping brain regions at the stable stage and those of mental processes, such as the CW, SL, and CW + DMN + SL, were plotted on the other side. These bipolar positions may express entirely opposite concepts. In other words, the same mental processes may be underlaid in the overlapping brain regions at the early and migration stages and aesthetic experiences. On the contrary, the overlapping brain regions of brand love at the stable stage and aesthetic experiences may be underlaid by distinctive mental processes that differ from those of brand love at the first half stage and aesthetic experiences. Therefore, the correspondence map in Neurosynth suggests that the overlapping brain regions of brand love at the first half stage and of aesthetic experiences may share anti-cognitive control processing with minimum or without cognitive load. However, cognitive control processing with cognitive load may underlie those of brand love at the stable stage and of aesthetic experiences.

Regarding the correspondence map in NeuroQuery, the vector of the early stage of brand love and aesthetic experiences was the closest to RD vectors. This finding suggests that the overlapping brain regions between the early stage of brand love and aesthetic experiences may be strongly associated with the RD mental process. The vector of the DMN and Self, including DMN + RD and CW + Self + RD, were the closest vector group toward the vector of the migration stage of brand love and aesthetic experiences. This result implies that DMN and Self-related mental processing may be commonly underlaid between brand love at the migration stage and aesthetic experiences. The vector of the stable stage of brand love and aesthetic experiences was the closest to the vector of the SL. The shared brain regions between brand love at the stable stage and aesthetic experiences may engage in SL-related mental processing. The vector of the first half stage of brand love and aesthetic experiences was closer to the vector of EM-related construct than the vector of the stable stage of brand love and aesthetic experiences. This notion indicates that the brain regions of the first half of brand love and aesthetic experiences may have a propensity for engaging in emotional processing instead of those of the stable stage of brand love and aesthetic experiences.

As for the correspondence map of the Behavioral Analysis plugin, the vector of the early stage of brand love and aesthetic experiences was the closest to the vector of the Action and Perception domains. Moreover, the vector of brand love at the migration stage and aesthetic experiences was the closest to the vector of the Interoception domain. At the stable stage, the vector of brand love and aesthetic experiences was the closest to the vector of the Cognition domain. These results indicate that each overlapping brain region may be associated with each mental process expressed by each vector of a domain. Moreover, the EM vector was plotted between the vectors of the early and migration stages of brand love, thus, their brain regions may exhibit a tendency to engage in emotion processing, which is in contrast to those of the stable stage of brand love and aesthetic experiences.





4 Discussion

To the best of our knowledge, this study is the first study to reveal the involvement of aesthetic experiences with brand love dynamics. Many brain regions overlapped between aesthetic experiences and brand love, although they were characteristic regions depending on each brand love developmental stage.

The anterior part of the VMPFC (aVMPFC) and IFG (DLPFC and BA9) were commonly activated in the overlapping brain regions between brand love and aesthetic experiences in the first half (early and migration stages). The aVMPFC has been known as the center of computing value information by integrating reward and emotion processing (Sescousse et al., 2013; Clithero and Rangel, 2014). Additionally, the aVMPFC is the core region of the DMN (Damoiseaux et al., 2008; Andrews-Hanna, 2012), which is associated with self-referential processing, mind wandering, and SC (Damoiseaux et al., 2008; Andrews-Hanna, 2012). Many brain regions overlap between the DMN and hedonic system, including reward and emotion processing (Acikalin et al., 2017). The DLPFC functions when making decisions and planning as one of the parts of the CW network and plays a crucial role in operating self-related inward-generated information in cooperation with the DMN brain regions (Northoff et al., 2006). These interpretations are consistent with the decoded results. Regarding the overlapping brain regions between brand love and aesthetic experiences during the first half stage, mental processes related to reward, emotion, self-referential, and DMN were characteristically decoded using the Neurosynth and NeuroQuery decoding methods. The Behavioral Analysis plugin also decoded reward and emotion-related constructs. Thus, although the reward aspects in the early stage of brand love and aesthetic experiences are slightly stronger than those in the migration stage, mental processes, which were integratively woven by the hedonic, subjective, and decision-making systems, underlaid those of the first half.

However, activation in overlapping brain areas between the early stage of brand love and aesthetic experiences was the broadest among the three stages. In particular, the brain regions of the ventral visual pathway [associated with bottom-up visual sensory processing (Kravitz et al., 2013)] and the DMPFC were activated during the early stage. The connection among the DMPFC, insula, and IFG engages in the integration of various sensory modalities and the generation of familiarity (Taylor et al., 2009a,2009b). The Behavioral Analysis plugin distinctively decoded somatosensory processing-related constructs in the overlapping brain regions at the early stage. Therefore, aesthetic appeal with pleasurable sensory impacts contributes to building love relationships between consumers and brands during the early stage (Warren et al., 2019). Alternatively, although activations in the aVMPFC and IFG were observed at the migration stage, the ventral pathway and DMPFC were not activated. These different activated regions seemingly contribute to different decoded results. NeuroQuery distinctively decoded DMN- and Self-related terms at the migration stage, although no somatosensory processing-related constructs were decoded. The different decoded results in the early and migration stages suggest that exteroceptive feelings play a crucial role in the mental process at the early stage of brand love and those of aesthetic experiences, but inward mental processes may dominate those of brand love at the migration stage and aesthetic experiences. The decoded results of the Behavioral Analysis plugin at the migration stage indicate that the mental processes of the migration stage of brand love and aesthetic experiences may be associated with interoceptive processing. Interoceptive signals generate a sense of self (Quigley et al., 2021). Similar to the medial side of the prefrontal regions, the DLPFC is associated with an inward-focused self-referential mental process. The DLPFC cooperates with brain regions of the DMN, while self-referential thoughts, such as autobiographical planning (Spreng et al., 2010) and goal-directed mental simulation, that internal resources are required (Gerlach et al., 2011). Schmid and Huber (2019) demonstrated that self-related constructs enhance love relationships between brands and consumers at the migration stage. The congruence between self and brand concepts is crucial in driving these relationships (Escalas and Bettman, 2015). These mental processes of consumers are spontaneously generated without external stimuli such as marketing initiatives (Batra et al., 2012). Regarding aesthetic experiences, the DMN is associated with a stimulus-independent deep moving for highly rated beautiful artworks (Vessel et al., 2012; Cela-Conde et al., 2013; Belfi et al., 2019). The activation of the DMN regions was observed for self-relevant aesthetic experiences such as self-imagination in viewing artworks (Kreplin and Fairclough, 2015). In this manner, self-referential and internally attentional thoughts may underlie the mental processes of brand love at the migration stage and aesthetic experiences.

Based on these considerations, although the common brain regions of the first half stage of brand love and aesthetic experiences may be involved in emotion- and reward-related mental processes, outward cues may drive the mental processes of the early stage of brand love and aesthetic experiences. Conversely, inward signals may enhance the mental processes of the migration stage of brand love and aesthetic experiences.

Regarding the overlapping brain regions of brand love at the stable stage and those of aesthetic experiences, the study observed the activation of the DLPFC. The activated overlapping brain regions among the three stages were the smallest areas. The results indicate that the three decoding analysis modules decoded terms related to CW and SM; thus, this region is associated with top-down processing (Menon, 2015) and integrates self-knowledge, which is distributed across brain areas when cognitive resource operation, such as decision-making and recall, is required (Northoff et al., 2006). The activation of the DLPFC was observed in aesthetic judgment, that is, a task for determining whether abstract graphics are beautiful or symmetric (Jacobsen et al., 2006). The brain regions related to the DLPFC and semantic knowledge, such as the parietal and temporal regions, were co-activated when the subjects imagined certain aspects of famous brand logos with sufficient self-knowledge (Chen et al., 2015). Their results were considered in accordance with parallel distributed processing theory (McClelland et al., 1987). McClure et al. (2004) demonstrated that the DLPFC was activated when using a brand logo with rich self-knowledge but not when using it in the opposite case. Typography and symbols constitute the majority of brand logos; thus, they can also be considered one type of abstract graphic. Given that brand logos are used as an experimental stimulus in many cases of consumer neuroscience, the overlapping brain regions between brand love at the stable stage and aesthetic experiences may be involved in semantic processing related to these abstract graphics. Thus, the DLPFC may play an essential role in integrating the brand’s distributed semantic memories and the symbolic meanings based on subjective aesthetic experiences by functioning as brand logos as cues. Aesthetic attractiveness is one factor that affects the perceived value of the brand (Shi et al., 2021). Because perceived values directly influence customer satisfaction (Ahmed et al., 2017b), enhancing the aesthetic attractiveness of brands causes customer satisfaction. According to Franzak et al. (2014), the symbolic meanings of aesthetic attractiveness engage in tightening engagements between brands and consumers, including customer satisfaction. Therefore, brand logos can be considered a trigger that activates brand-related stable and solid expressions composing aesthetically symbolic factors and self-knowledge. Integrating the aesthetic-derived symbolic factors and brand-related self-knowledge might be associated with building stable and long-lasting brand-love relationships between brands and consumers.


4.1 Limitations and future research

Although we assessed common mental processes between brand love and aesthetic experiences by assessing overlapping brain regions, the present study has its limitations. We were unable to assess variations in the activated brain regions according to reward modalities since we did not classify experiments for the current meta-analysis according to each reward modality. Several studies, including experimental and meta-analytical ones, demonstrate that various parts of the frontal brain regions are activated according to reward modalities such as primary and secondary rewards (Sescousse et al., 2010, 2013; Bartra et al., 2013; Clithero and Rangel, 2014). This finding is also confirmed in aesthetic contexts (Huang et al., 2016; Skov, 2019); thus, this issue should be addressed henceforth. Previous marketing studies report that the mental processes of consumers may be distinctive according to product categories in terms of detailed views, although their mental processes can be theoretically generalized (Howard and Sheth, 1969; Kollat et al., 1970). However, we did not select studies by each product category; thus, the present study could not assess variations in brain activation dependent on the product category. Regarding the overlapping brain regions between aesthetic experiences and brand love relationships at the stable stage, although our study interpreted that the integration of symbolic meanings with self-knowledge may lead to long-lasting brand love relationships, these cognitive functions may not be exclusive to the evaluation of abstract graphics, including brand logos, but be general mental processes related to semantic processing (Bara et al., 2022). This study could not address this issue. Moreover, we could not assess brain regions related to brand love at the decline stage due to insufficient studies. As such, further studies are required to complement these limitations.




5 Conclusion

In summary, the present study demonstrated that the neural mechanisms and mental processes of brand love dynamics and aesthetic experiences are shared, although the overlapping brain regions between them were gradually reduced under the proceeding love relationships between consumers and brands. Thus, this finding suggests that the same mental processes as aesthetic experiences may be partly needed to develop love relationships between brands and consumers at each stage (Figure 5). This suggests aesthetic experiences may be indispensable for meaningfully developing brand-love relationships with consumers. However, our results showed that the distinctive mental processes related to the shared brain regions might function depending on each brand love developmental stage. Concretely, our results suggest that although both the functional and emotional aspects of aesthetic experiences can play a pivotal role in developing brand-love relationships during the early term, symbolic elements derived from aesthetic experiences and linking to brand-related self-knowledge build stable relationships. Marketers may need to revisit the intrinsic values of aesthetic experiences, which not only decorate shallow appearances but also lead to the bolstering of emotional bonds between brands and consumers if they consider the factors of aesthetic experience as less critical and placed at the second tier for marketing strategy.


[image: Diagram illustrating the concept of brand love across three stages: early, migration, and stable. Exteroceptive signals lead into the process, involving RD, EM, DMN/Self, CW, and SL, connected by interoceptive signals. Aesthetic experiences underline the entire process.]

FIGURE 5
Common mental processes between brand love dynamics and aesthetic experiences. The blue rectangles represent brand love dynamics, the red rectangle represents aesthetic experiences, and the rectangle filled with light purple represents an area of common mental processes between brand love dynamics and aesthetic experiences. CW, cognitive control and working memory; DMN, default mode network; EM, emotion; RD, reward-based decision-making; SC, social cognition; Self, self-referential; SL, semantic and language.
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This paper explores the intersection of brain–computer interfaces (BCIs) and artistic expression, showcasing two innovative projects that merge neuroscience with interactive wearable technology. BCIs, traditionally applied in clinical settings, have expanded into creative domains, enabling real-time monitoring and representation of cognitive states. The first project showcases a low-channel BCI Screen Dress, utilizing a 4-channel electroencephalography (EEG) headband to extract an engagement biomarker. The engagement is visualized through animated eyes on small screens embedded in a 3D-printed dress, which dynamically responds to the wearer’s cognitive state. This system offers an accessible approach to cognitive visualization, leveraging real-time engagement estimation and demonstrating the effectiveness of low-channel BCIs in artistic applications. In contrast, the second project involves an ultra-high-density EEG (uHD EEG) system integrated into an animatronic dress inspired by pangolin scales. The uHD EEG system drives physical movements and lighting, visually and kinetically expressing different EEG frequency bands. Results show that both projects have successfully transformed brain signals into interactive, wearable art, offering a multisensory experience for both wearers and audiences. These projects highlight the vast potential of BCIs beyond traditional clinical applications, extending into fields such as entertainment, fashion, and education. These innovative wearable systems underscore the ability of BCIs to expand the boundaries of creative expression, turning the wearer’s cognitive processes into art. The combination of neuroscience and fashion tech, from simplified EEG headsets to uHD EEG systems, demonstrates the scalability of BCI applications in artistic domains.
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1 Introduction

Brain-computer interfaces (BCIs) facilitate direct communication between the brain and external devices by translating neural activity into commands or signals, allowing users to control a wide range of functions (Wolpaw et al., 2000). Traditionally, BCIs have been employed in clinical applications, particularly in assistive technologies aimed at restoring communication and mobility for individuals with motor impairments (Birbaumer et al., 2014). These systems allow users to interact with their environment by translating brain signals into meaningful outputs.

Recently, BCIs have expanded beyond clinical settings into broader human-computer interaction (HCI) domains, including entertainment and multimodal interaction. These systems offer communication and control functionalities and enable real-time monitoring of a user’s cognitive and emotional states, allowing environments to adapt dynamically to individuals (Andujar et al., 2015; Nijholt and Nam, 2015; Nijholt, 2019). This advancement illustrates BCIs’ potential to personalize HCI beyond traditional uses, particularly in non-clinical contexts.

One emerging area of BCI research is its integration with artistic expression. BCIs increasingly serve as tools to bridge neuroscience and creative processes. Converting neural signals into visual or physical outputs allows cognitive and emotional states to be dynamically represented in art, enabling real-time interactions between brain activity and artistic expression. This opens novel pathways for exploring human cognition and emotion through art.

Early examples of BCIs in art include Alvin Lucier’s “Music for Solo Performer” (1965), where alpha brainwave rhythms controlled percussion instruments in real-time, pioneering the use of brain signals in live performances (Rosenboom, 1977). Since then, BCIs in art have been categorized into three areas: visualization, where brain signals generate visual or auditory representations of mental states; musification or animation, where neural activity controls artistic tools like animations or music; and instrument control, where brain rhythms manipulate instruments, allowing users to create music or art directly through brain activity (Gürkök and Nijholt, 2013).

BCIs have also redefined the roles of artists and audiences, enabling collaborative art creation. Alfano (2019) demonstrated how BCIs facilitate audience interaction during artistic production, allowing cognitive and emotional states to influence the creative outcome directly. Other artistic BCI systems include those for controlling animations and music (Matthias and Ryan, 2007) or interacting with instruments using brain signals (Muenssinger et al., 2010; Todd et al., 2012).

Eduardo Miranda and colleagues introduced the term Brain-Computer Music Interfaces (BCMIs) to describe BCIs designed explicitly for musical applications (Miranda et al., 2008; Wu et al., 2013). In one example, a BCMI audio mixer allowed users to control the volume of different segments of a pre-composed musical piece by modulating their alpha and beta brainwaves. While users could manipulate the volume, they did not compose the music themselves, making it a selective control system based on brainwave modulation.

Building on this, Chew and Caspary (2011) developed a BCI system for real-time music composition. Utilizing a modified P300-speller interface with an 8×8 matrix, the system provided 64 different note options for users. This allowed users to listen to each note and make subsequent choices, giving them complete control over the composition process.

Yuksel et al. (2015) took this one step further. They introduced a novel advancement in this domain by integrating a BCI with a musical instrument that adapts in real-time to the user’s cognitive workload during improvisation. Unlike previous BCIs, which either map brainwaves to sound or require explicit control, this system implicitly adjusts to cognitive states, using functional near-infrared spectroscopy (fNIRS) to classify workload and modify musical output accordingly. Users reported feeling more creative with this adaptive system compared to traditional approaches.

Furthermore, hyperscanning, a neuroimaging technique that records brain activity from multiple individuals during collaborative tasks, has opened new avenues for exploring neural synchronization and shared cognitive processes in artistic settings (Hasson et al., 2012; Babiloni and Astolfi, 2014; Dikker et al., 2017; Kinreich et al., 2017). This method reveals how multiple brains align during cooperative tasks, providing insights into collective artistic creation.

With the development of more accessible and affordable BCI technologies, artists create interactive installations involving multiple users. These systems often provide real-time feedback, allowing participants to modulate their brain activity to influence the artistic outcomes. This growing trend toward brain-driven, interactive art highlights the potential of BCIs to expand the boundaries of creative expression, offering artists and audiences new and innovative ways to engage with art.

This paper explores two innovative and complementary approaches to merging BCI technology with artistic expression, positioning them within the overarching theme: the artistic representation of brain activity through wearable technology. The dresses were built together with Dutch fashion tech Designer Anouk Wipprecht. While distinct in their technological frameworks, both projects demonstrate the powerful connection between neuroscience and interactive art.

In both projects, we employed Electroencephalography (EEG) for control purposes. EEG acquires brain activity from the scalp’s surface, is easy to use, and has been extensively studied. The outstanding temporal resolution, low price, and convenient usability make EEG the most common method used in BCI research (Mason et al., 2007). Invasive methods such as electrocorticography (ECoG) provide better signal quality. Still, they are impractical for many people due to the need for controlled operating room environments with associated costs and risks and because neurosurgery may not be safe or necessary. Regarding spatial resolution, brain imaging using functional magnetic resonance imaging (fMRI) delivers the best results. However, the comparably lower temporal sampling resolution and the needed space and cost make fMRI unfeasible for many BCI applications. EEG and ECoG systems deliver excellent temporal resolution. In addition, high-frequency oscillations (HFO) or evoked potentials, such as the brainstem auditory evoked potentials (BAEP), that are amongst the fastest evoked potentials, can be acquired using those methods (Chiappa, 1997; Gotman, 2010; Sharifshazileh et al., 2021). However, standard EEG systems provide a comparably low spatial resolution with around 20–60 mm sensor distances. High-density EEG approaches entail more sensors than typical EEG systems and thus can improve spatial resolution.

The first project in this paper centers on the low-channel BCI screen dress, a wearable system designed to visualize EEG-based engagement in real-time. Utilizing a 4-channel EEG headband. This system captures the wearer’s engagement and translates it into visual cues. The biomarker applied was based on the study by Natalizio et al. (2024), which focused on real-time estimation of EEG-based engagement across different tasks. In this study, the authors describe the extraction of specific EEG biomarkers to control systems, enabling real-time evaluation of cognitive engagement in various tasks. In our project, digital eyes embedded in the dress screens react to the wearer’s cognitive workload, visually intuitively representing their internal mental processes (see Figure 1A). This low-channel BCI system emphasizes cognitive visualization and accessibility, demonstrating the potential of simplified EEG systems for real-time interaction in artistic and practical applications.
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FIGURE 1
 (A) Project 1: screen dress (©Anouk Wipprecht), (B) Project 2: pangolin scales dress (©Yanni de Melo).


The second project employs an ultra-high-density EEG (uHD EEG) system called g.Pangolin (g.tec medical engineering GmbH), integrated into an animatronic dress inspired by the scales of a pangolin. With 1,024 EEG channels, this system captures high-resolution brain data, which drives the physical movement and lighting of the dress’s animatronic components. The system was applied in research on several topics, including individual finger movement decoding (Lee et al., 2022), hand gesture decoding (Schreiner et al., 2023), and non-invasive mapping of the central sulcus (Schreiner et al., 2024a). The uHD EEG system offers a novel view of non-invasive brain activity. It controls the scales’ movements and lights in response to neural signals, making it a powerful tool for detailed, real-time brain representation. Various EEG frequency bands were visually and kinetically represented in the animatronic dress. Elevated theta power, associated with calm and meditative states, activated slow, steady movements of the scales accompanied by a soft purple glow. Increased alpha power, linked to relaxation and focus, produced a wave-like motion in blue across the dress. Meanwhile, heightened beta power, reflecting alertness and concentration, triggered rapid, mirrored flickering white lights and synchronized scale movements, symbolizing intense cognitive activity (Abhang et al., 2016).

The two brain-computer interfaces build upon and extend previous studies by applying established BCI principles to novel artistic and wearable contexts. The Screen Dress leverages low-channel EEG systems for real-time cognitive visualization, drawing on prior research into EEG-based engagement estimation (e.g., Natalizio et al., 2024) and simplifying the technology for accessibility. The Pangolin Scales Dress integrates ultra-high-density EEG (uHD EEG) technology, building on advancements in high-resolution neural decoding (Lee et al., 2022; Schreiner et al., 2024a, 2024c, 2024d; Schreiner et al., 2024b).

Both projects expand on earlier artistic BCI applications, like music composition and instrument control (e.g., Miranda et al., 2008; Chew and Caspary, 2011), by incorporating real-time visual and kinetic feedback into wearable art. By doing so, these BCIs demonstrate new artistic applications and push the boundaries of interactive BCI technology, connecting neuroscience and art in innovative ways.

The relationship between the two BCI systems in this study is parallel rather than sequential. Both projects— the Screen Dress and the Pangolin Scales Dress—were developed independently to explore distinct yet complementary aspects of BCI-driven wearable art. Together, these two projects explore the potential of BCI technology to create interactive, brain-driven art. One uses cognitive visualization using a low-channel system, and the other uses animatronic responses driven by high-density EEG data. Positioned within the same artistic theme, they reflect different levels of complexity and interaction, demonstrating the broad range of possibilities for artistic representation of brain activity.

The motivation behind these projects stems from the desire to bridge neuroscience, technology, and creative expression, addressing technical and experiential gaps. Traditional approaches in neuroscience and art often fail to engage audiences in an interactive and personalized manner (Nijholt, 2019). These projects utilize BCI technology to translate neural signals into dynamic artistic outputs, enabling real-time visualization of brain activity. By making abstract neural processes tangible, they aim to foster public engagement and explore new paradigms of interaction and creativity. Furthermore, the two projects introduce a new paradigm for interactive and participatory art, allowing users to engage with artistic creations uniquely by dynamically integrating their cognitive states.



2 Materials and methods


2.1 Project 1: screen dress


2.1.1 BCI technology—screen dress

A novel 4-channel EEG device was developed as part of this project, offering a significant advantage in terms of usability compared to conventional EEG systems. The headband (Figure 2), designed with dry electrodes, is user-friendly and easy to apply, making it accessible to many users. It records four EEG channels from the occipital region, with an additional electrode placed just above the right ear as the reference and ground. The device captures EEG with 24-bit resolution at a sampling rate of 250 Hz. It transmits the data wirelessly via Bluetooth Low Energy (BLE), ensuring efficient and reliable data transmission with minimal latency.
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FIGURE 2
 Unicorn BCI Core-4: 4-channel EEG headband device utilizing dry electrode technology.




2.1.2 Screen dress

The dress components were designed using PTC’s Onshape cloud-native product development platform (PTC Inc., Boston, MA, USA) and 3D-printed by HP Inc. (HP Inc., Palo Alto, CA, USA) using their Jet Fusion 3D Printing Solution. The dress was fabricated with HP’s HPMulti Jet Fusion 5,420 W printer and HR 3D PA12 W material. Interactive elements of the dress include Hyperpixel 2.1 round displays (Pimoroni Ltd., Sheffield, UK), controlled by a Raspberry Pi Zero 2 W (Raspberry Pi Foundation, Cambridge, UK), featuring a 1GHz quad-core 64-bit Arm Cortex-A53 CPU, 512 MB SDRAM, and 2.4GHz wireless LAN, meeting the system’s visualization requirements. The 3D eyes, designed in Unity (Unity Technologies, San Francisco, CA, USA), were connected to a UDP receiver socket, enabling real-time control of eye dilation and movement based on data received via the network path.



2.1.3 Screen dress—interface

Connecting BCI and the dress allows the dress to react to the wearer’s brain activity in real-time. First, a machine learning algorithm was trained by acquiring data from the specific user in different mental states. Afterward, new data was fed through the BCI. This information was then used in real-time to calculate the level of engagement and visualize it by adapting eye movements on the screens, such as dilation, speed, etc. Data from one representative participant was analyzed and presented in this paper to demonstrate the system’s functionality and performance. The analysis was based on data collected from a 37-year-old healthy female participant during the exhibition settings.

As detailed in Natalizio et al. (2024), a specialized application was developed to present stimuli, acquire EEG, and process real-time data. This application processes EEG data to estimate user engagement levels and provides real-time feedback, such as current engagement estimates. For example, in the study by Natalizio et al. (2024), the application involved estimating engagement during gameplay by monitoring participants’ interaction with Tetris at varying speed levels and assessing engagement while watching different video content. Before initiating measurements, the system assesses signal quality, continuously monitoring and reporting noisy channels. Users can also select from various interaction paradigms. Specifically, the d2 test paradigm (Figure 3) was employed to train the classification model, including the d2 test and a fixation cross. The application calculates reliable performance scores based on the d2 test paradigm. After the initial test, the system evaluates the model’s accuracy in distinguishing between engagement (d2 test) and rest (fixation cross) states. The model can be retrained by the user as needed. The calibration phase, including electrode preparation, d2 test execution, and model training, is completed within approximately 5 min. Once trained, the model enables real-time tracking of user engagement in any external task, which, in this project, controls the movement and dilation of 3D-rendered eyes on six hyperpixel screens integrated into the Screen Dress.
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FIGURE 3
 Example of the d2 test performed during the training session [adapted from Natalizio et al., 2024].


The proposed classification model is optimized for low computational cost to support real-time BCI experiments. A filter bank common spatial patterns (CSP) approach was applied to estimate engagement, with models trained individually for each user. Raw EEG signals were notch-filtered at 50 Hz and further processed with bandpass filters (4–8 Hz, 6–10 Hz, and 8–12 Hz) to exclude higher frequency components that could be affected by muscle artifacts from task-related tension. EEG data were segmented into 1-s windows, and CSP was used to extract features that maximize the variance between engagement and resting states. These features were then used to train a linear discriminant analysis (LDA) model, which outputs a binary classification label and a continuous score to estimate user engagement (Natalizio et al., 2024).

Figure 4 provides a schematic overview of the BCI control system. The process begins with extracting raw EEG data from the four sensors transmitted via Bluetooth Low Energy (BLE) to the control PC. The PC performs signal processing as described earlier and trains the classifier. After the classifier is trained, the system calculates the scores in real-time and transmits them via Wi-Fi to the Hyperpixel unit. The RPi at the Hyperpixel unit hosts a Unity application that reacts to the values received via UDP and employs them to control eye movements. The scores are divided into two groups: positive and negative. Positive scores, indicating a greater likelihood of class 1 (d2 test), cause the eyes to perform rapid horizontal movements and increase pupil diameter. Negative scores, corresponding to class 2 (resting state), reduce eye movement and pupil constriction. The left and right eye displays mirror each other, following the same movement and dilation patterns.
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FIGURE 4
 Schematic overview of the system setup: featuring the 4-channel EEG headband for data acquisition, signal processing on PC, and the Hyperpixel for visualization embedded in the Screen Dress.





2.2 Project 2: pangolin scales


2.2.1 BCI technology—pangolin scales


2.2.1.1 High-density EEG

Despite a general interest in higher spatial resolution, only a few EEG systems with more than 256 electrode positions covering the whole scalp exist. Since all current systems measuring high-density surface-EEG rely on a cap or a similar stretchable structure to mount the electrodes, the attachment mechanism and the cap limit this approach from becoming spatially denser. Current EEG systems that provide 256 channels often place many electrodes on the cheeks and the neck, which is irrelevant for BCI control (Mammone et al., 2019). The electrode center-to-center distance ranges in such systems between 1 and 2 cm (Luu and Ferree, 2000). Limiting factors for higher densities and wet electrode technologies are bridges between the electrodes and, thus, crosstalk between the channels. Further, poorly defined electrode contact areas can result from using conductive gel or saline electrolyte solutions, limiting the reproducibility of EEG recordings and source localization efforts. Therefore, proper channel differentiation and a consistently low impedance are vital for high-density EEG studies.



2.2.1.2 Ultra-high density EEG

Considering the abovementioned factors, we introduce a novel high-density EEG system, classified as ultra-high-density due to its exceptionally high spatial resolution. The system is called g.Pangolin, inspired by the geometries of the diamond-shaped scales of the pangolin. The electrodes are produced as flexible printed circuit boards (PCB) with gold-plated electrode areas. The diamond-shaped geometry has the excellent property of enveloping the surface of the human skin. For improved deformability on the skull and other body parts, the electrode grid has slits on the sides (see Figure 5A1). The inter-electrode distance is 8.6 mm, with an electrode diameter of 5.9 mm. The adhesive layer is moisture-resistant and insulating medical materials that prevent shortcuts and crosstalk. The holes of the adhesive layer are filled with conductive adhesive paste (Elefix) to ensure optimal skin contact and low impedance at the electrode-skin junction (see Figure 5A3). A pre-amplifier improves the signal quality and has a higher signal-to-noise ratio (SNR). The pre-amplifier is connected to the slim socket connector of the electrode grid (see Figure 5A2). The circuit board amplifies the signals with a fixed gain of 10. A connector box interfaces the high-resolution electrode grids with the pre-amplifier and the biosignal amplifier (see Figure 5B).

[image: Panel A shows three components: numbered 1, a set of small round discs; numbered 2, a cable with a connector; numbered 3, a sheet with circular cutouts. Panel B displays a connected cable attached to a black device with buttons, alongside a rectangular battery pack and the small discs.]

FIGURE 5
 uHD EEG system g.Pangolin. (A) electrode grids, pre-amplifier, and medical adhesives, (B) connectorbox.


Introduced by Jasper in 1958, the 10–20 system has become state-of-the-art for clinical EEG (Klem et al., 1999). Figure 6 has a general overview of standardized electrode positioning systems, with dark grey circles indicating the 21 standard positions from the 10–20 system. Denser systems, such as the 10–10 system (marked in light grey) and the extended 10–10 system (marked with empty grey circles), can also be seen in Figure 6 (Oostenveld and Praamstra, 2001). The uHD approach has even more positions, indicated by the small empty black circles in Figure 6. Covering the whole scalp using the uHD EEG system results in 1024 electrode positions.

[image: Diagram of an EEG cap layout displaying electrode positions. The electrodes are categorized into four systems: 10-20 system (filled circles), 10-10 system (gray circles), extended 10-10 system (light gray circles), and uHD EEG system (open circles). The labels Fp1, Fp2, C3, C4, and others indicate specific locations on the scalp.]

FIGURE 6
 Electrode distribution of the uHD EEG system (small black empty circles) compared to the standard 10-20-system (dark gray filled circles), 10–10 system (light gray filled circles), and the extended 10–10 system (light gray empty circles).





2.2.2 Pangolin scales dress

Figure 1B depicts the Pangolin Dress worn by a model. All the dress parts are 3D printed via selective laser sintering (SLS) from PA-11 and PA-12 (nylon) at Shapeways (Shapeways Inc., New York, NY, USA). This approach led to a very lightweight dress with custom housings for actuators and LEDs mounted on the scales. It also made it possible to design the dress to form something akin to an exoskeleton around the body. With the pangolin as an inspiration, the designer created diamond-shaped scales covering the model’s body. Similar to the ones of the animal that protect the pangolin animal against predators. The housings of the servomotors that move the scales are shaped like eggs. The drive axis led out of the housing so the scales could be mounted. On top of the scales, multicolor LEDs were fixed in a recess.

We used an Arduino nano microcontroller to move the scales and interact with the multicolor LEDs (see Figure 7A1). We chose this board due to its small size, output pin structure, and easy programming interface. Digital metal gear servomotors (Corona DS-939MG) were employed for moving the scales. A total of 32 servomotors were installed into the 3D-printed dress. The motors were placed inside the 3D-printed structure and closed via a cover to look like eggs (see Figure 7B). Two (PCA9685) motor driver boards (Adafruit Industries LLC, USA), one of which can drive 16 motors, were adopted for control purposes (see Figure 7A2). Pulse width modulation (PWM) was chosen for interaction with the motors and positioning of the axle. The scale was mounted onto the axle using a distance part for optimal freedom of movement. The entire device was powered by a single battery pack (see Figure 7A3), with data transmitted via USB serial communication (see Figure 7A4).

[image: Panel A shows a circuit board with labeled components, including a microcontroller (1), a connected sensor (2), a power cable (3), and a network cable (4). Panel B displays a close-up of a mounted servo motor attached to a structure with screws.]

FIGURE 7
 (A) Hardware board, including the Arduino nano μC (1) and 2x motor driver boards (2), powered via battery pack (3) and connected via USB to the control PC (4); (B) Servo motor and the LED pixel mounted on the dress components.




2.2.3 Pangolin scales—interface

Data from one representative participant was analyzed and presented in this paper to demonstrate the system’s functionality and performance. For this project, the analysis focused on data collected from a 31-year-old healthy female participant during the exhibition settings.

The BCI user in this project was designated as being in an idle state or one of three other states:

	1. Theta (Θ) – meditation, creativity (dress color purple)

Theta waves (Θ), which range from 4 to 8 Hz, are the slowest frequencies used for control in this BCI system. These waves are commonly associated with states of deep relaxation and inward focus, as well as early sleep stages (Vyazovskiy and Tobler, 2005). Additionally, theta activity in the prefrontal cortex has been connected to the “flow state,” which is characterized by enhanced creativity and cognitive engagement (Katahira et al., 2018). In the system context, the dress color purple represents the presence of theta waves, symbolizing creativity and meditation.

	1. Alpha (α) – relaxed awake (dress color blue)

Alpha waves (α), ranging between 8 and 12 Hz, are typically observed when users are awake but relaxed, especially with closed eyes. In motor imagery-based BCI research, the alpha band is also called the mu band (Pfurtscheller et al., 2006). Alpha rhythms are most prominent over the occipital cortex at the back of the head and have been linked to various aspects of human life, including sensorimotor functions (Neuper and Pfurtscheller, 2001; Hanslmayr et al., 2005), psycho-emotional markers (Cacioppo, 2004; Allen et al., 2018), and physiological research (Cooray et al., 2011; Halgren et al., 2019). In this system, the dress color blue represents alpha waves, reflecting a state of relaxed wakefulness.

	1. Beta (β) – alertness, stress (dress color white)

Beta waves (β), which occupy the frequency range of 12–35 Hz, are associated with alertness, attention, and stress. These waves are most prominent when individuals are focused or experiencing stress, making them a key marker of heightened cognitive engagement (Schreiner et al., 2021). Due to the wide range of frequencies, the beta band is often divided into subbands, although precise definitions of these subbands vary in the literature. Frequencies above 35 Hz are classified as gamma waves. They are often discussed in EEG research related to human emotions (Yang et al., 2020) and motor-related functions, mainly through invasive methods such as ECoG (Kapeller et al., 2014; Gruenwald et al., 2017). In the BCI system, white represents beta waves, which signal alertness or stress.

This framework of brainwave frequencies forms the basis of the BCI control system, where changes in cognitive states are mapped to specific visual feedback, as seen through the dynamic color changes of the dress.

The BCI system must classify features calculated from the measured EEG to enter one of the above states. Data acquisition and online signal processing were performed using g.HIsys Professional (g.tec medical engineering GmbH, Austria) running under MATLAB/Simulink (The MathWorks, Inc., USA). Figure 8 depicts the BCI system’s preprocessing, feature extraction, and class decision steps.

[image: Flowchart depicting an EEG signal processing system. It starts with raw EEG data input from channels 1 to 1024, proceeding to preprocessing steps including a notch filter, bad channel detection, common average reference, and bandpass filtering. Feature extraction follows with steps: bandpass filter, buffering, power calculation, and log transformation. Finally, class decisions are made based on theta, alpha, and beta power for weighting features and identifying the band with the highest power values.]

FIGURE 8
 Signal Processing pipeline from the BCI system used for controlling the dress, from preprocessing the raw EEG through feature extraction to the final class decision.


The data were notch-filtered at 50 Hz using a 4th-order Butterworth filter. Next, bad channels were detected using the signal quality scope from the g.HIsys online processing platform. A common average reference (CAR) was used to reference all channels, excluding those classified as having bad signal quality. Finally, a 0.5–40 Hz bandpass filter was selected to pre-filter the frequency band of interest.

For feature extraction, the band powers for the specified frequency ranges were estimated continuously and used for further processing. First, the EEG data were bandpass filtered for the respective frequency band (Θ, α, β). For power estimation, a moving average with a buffer of 256 samples ([image: The image shows the variable "N" with a subscript "buffer" in a serif font.]) and an overlap of 128 samples ([image: The text "N" is in italic, with the subscript "overlap".]) was selected. The sampling rate of the EEG amplifier was 256 Hz ([image: The text displays a mathematical notation with a lowercase italic letter "f" followed by the subscript "system".]),which then resulted in an update rate of 2 Hz for the band power features ([image: The image shows the mathematical notation "f subscript band".]) (see Equation 1) To improve Gaussianity, band power features were log-transformed since they are commonly Chi-squared distributed otherwise. The power from each channel of the uHD EEG systems was calculated online in real-time.

[image: Formula calculating \( f_{\text{band}} \) as the ratio of \( f_{\text{system}} \) to the difference between \( N_{\text{buffer}} \) and \( N_{\text{overlap}} \). Equation labeled as (1).]

For each channel, the respective frequency band features were calculated (Θ, α, β). This information was then used in real-time to calculate the dress states’ class decisions.

To enhance the sensitivity of the BCI system to cognitive states, additional weighting was assigned to the features extracted from electrode grids based on their neuroanatomical locations. These locations were grouped into three key brain regions, as illustrated in Figure 9. Electrode grids positioned over the frontal lobe (green, Figure 9B) were weighted higher for theta wave (Θ) detection, reflecting the region’s role in creative processes and the flow state. The frontal electrodes were specifically assigned a weight of 2 for the theta band, while the weights for the alpha and beta bands remained at 1. The occipital cortex, crucial for visual processing, strongly influences alpha activity. Therefore, electrodes placed over the occipital region (dark blue, Figure 9B) were given a higher weight for alpha waves (α). The occipital region’s weighting for the alpha band was 2, while the beta band remained weighted at 1. Electrodes placed over the pre-and postcentral motor cortices (blue and red, Figure 9B), which are associated with motor control and alertness, were weighted more heavily for beta wave (β) detection. These regions were specifically assigned a weight of 2 for the beta band, while the weights for the theta and alpha bands remained at 1.

[image: Diagram showing two side-by-side illustrations of the human brain. Image A displays a transparent view with multicolored regions, indicating various brain areas. Image B is a labeled diagram of the brain's lateral view, highlighting regions such as the superior frontal, middle frontal, precentral, postcentral, and others, each labeled with distinctive colors.]

FIGURE 9
 (A) Brain model with the uHD grids and functional areas; (B) functional brain areas marked according to the Desikan-Killiany atlas as described by Desikan et al. (2006).


This weighting strategy ensures that the brain regions most relevant to each state have a stronger influence on the BCI system’s performance.

To assess the system’s performance, we designed specific tasks for each cognitive state (Theta, Alpha, Beta). Each task was performed for 20 trials for 1 min each, providing sufficient data for analysis. The tasks were chosen to elicit targeted brainwave activity associated with the respective cognitive states:

	• Theta (Θ): Meditation and creativity

 Participants engaged in a guided visualization exercise for 1 min, imagining a calming scenario (e.g., walking on a beach or exploring a forest) while maintaining a meditative state.



	• Alpha (α): Relaxed wakefulness


Participants were instructed to sit comfortably, close their eyes, and relax for 1 min without engaging in active thought processes. This condition was selected to encourage alpha activity, which is prominent during relaxed, eyes-closed states.
 

	• Beta (β): Alertness and stress


Participants performed mental arithmetic tasks, such as calculating a series of additions, subtractions, and multiplications (e.g., “573–48 × 2”). This task was designed to induce beta activity associated with cognitive engagement and focus.
 





3 Results


3.1 Results project 1: screen dress


3.1.1 BCI interaction screen dress

The BCI system requires calibration for each user. To achieve this, the participant undergoes a training procedure in front of a computer screen. The training protocol consists of two rounds of the d2 test and two resting periods, each lasting 1 min, during which a fixation cross is displayed on the screen. This results in a total training time of 4 min. Following the acquisition of training data, the classifier is trained. A within-subject classification model was developed for the representative subject to distinguish between engaging and resting states using EEG data recorded during a d2 test-based paradigm. The EEG was captured from four electrodes, and the model was trained utilizing filter-bank common spatial patterns and linear discriminant analysis.

After training, an evaluation run is conducted to assess the classifier’s performance. The calculated scores over time from the evaluation run for the representative subject are shown in Figure 10A. The d2 test, marked in red, is assigned a label of +1, while the resting condition, marked in red, is assigned a label of −1. It is evident that the score values consistently align with the corresponding class for the task being performed. Based on the correct and incorrect estimates during the evaluation run, the classification accuracy reached 97.1%. In contrast, the chance level would be 50% as this is a two-class problem. Furthermore, a significance test using permutation statistics was performed to estimate the probability that the observed performance of 97.1% was obtained by chance (Ojala and Garriga, 2009). Labels and corresponding score values are available in non-overlapping 1-s segments, resulting in 240 segments in total (Figure 10A, 120 s of engaging and 120 s of resting state). The following procedure was performed for [image: Italicized capital letter B.]= 10,000 times: Randomly permuting (i.e., shuffling) the labels breaks the relationship between the state and the estimates scores and a permutation accuracy can be calculated, which is based on the assumption that there is no relationship between the labels and the scores. As this procedure was performed 10,000 times, one obtains 10,000 permutation accuracies and then an empirical p-value can be computed based on:

[image: The image is a mathematical equation representing the calculation of a p-value. The equation is: \( P = \frac{\#(Acc_{perm} \geq Acc_{obs}) + 1}{B + 1} \).]

[image: Panel A shows a line graph comparing engagement and rest over time, with labeled sections for each state. Panel B features probability distributions of scores for rest and engagement, with rest in blue and engagement in red. Panel C depicts three stylized images of eyes corresponding to different score levels.]

FIGURE 10
 Results of the evaluation run (A) Score values over time for engagement condition (red) and rest condition (blue), (B) score values for each class, (C) 3D-eye animation reaction according to score values and the corresponding condition.


With [image: Text displaying "Acc" followed by subscript "perm".] being the 10,000 permutation accuracies, [image: Text displaying "Acc" with a subscript "obs".] being the observed accuracy of 97.1% and B being 10,000 (see Equation 2). In other words, one calculates how often the permutation accuracy was greater or equal to the observed accuracy. Here, we obtained a p-value of 9.99E-5 indicating a highly significant model performance.

Figure 10B shows the Score distribution reflects the probability density estimated for the scores during the Rest and Engaging condition, respectively. A non-parametric kernel with a width of 1 was used to fit the distribution.

The trained classifier was applied to new incoming data after calibrating the system and confirming its satisfactory performance. EEG features were extracted in real-time, and corresponding score values were continuously computed and output in real-time. This allowed for constant monitoring and control of the score values. The real-time score was then used to modulate the dilation and movement of the pupil in the animated 3D eye model (see Figure 10C).

To represent the pupil dilation and movement as a function of the score value (ranging from −10 to +10), we can define a linear equation that maps this range to the desired changes in dilation and movement. Let us assume: s is the score value (ranging from −10 to +10), P_dilation(s) represents the pupil dilation, where a positive score increases dilation, and a negative score decreases it, and P_movement(s) represents the pupil movement, which could be proportional to the score value.

We can define the dilation and movement equations as follows:

[image: Equation illustrating tissue dilation: \( P_{\text{dilation}}(s) = P0 + \alpha \times s \).]

[image: Equation showing the probability of movement: \( P_{\text{movement}}(s) = M0 + \beta \times s \), labeled as equation (4).]

Where P_0 is the baseline pupil dilation (when the score is 0) (see Equation 3), M_0 is the baseline position of the pupil (when the score is 0) (see Equation 4), [image: Lowercase Greek letter alpha, commonly used in mathematics and science to represent angles or coefficients.] and [image: Letter "a" with a circumflex accent above it, indicating a specific pronunciation in certain languages.]scaling factors determine how much pupil dilation and movement change in response to the score. This model assumes a linear relationship for simplicity, but nonlinear models could also be used depending on the desired dynamic behavior.



3.1.2 Exhibition screen dress

The Screen Dress project was showcased at the ARS Electronica Festival 20231. The Ars Electronica Center is a major public science museum in Linz, Austria. Multiple wearers were selected to interact with the Screen Dress during the exhibition using the BCI system. For each wearer, a new classifier was trained and applied to the incoming EEG data streams in real-time. We conversed and interacted with other art exhibits throughout the festival to observe the Screen Dress’s responses. Attendees were notably impressed by the rapid reactions of the digital eyes, which provided subconscious, real-time feedback about the wearer’s engagement. This added an interaction layer, creating a unique experience for bystanders. Videos of the dress, the exhibition, and testing can be found online2 (see Supplementary material for corresponding links).




3.2 Results project 2: pangolin scales


3.2.1 BCI interaction pangolin scales dress

For each of the 64 electrode grids, the respective frequency band features were calculated in real-time, focusing on theta (Θ), alpha (α), and beta (β) bands. These frequency features were subsequently utilized to determine the state of the animatronic dress. Additional weights were applied to the features based on their corresponding neuroanatomical locations, as shown in Figure 9. The electrode grids were grouped into three distinct neuroanatomical regions for analysis.

Once the frequency features were weighted according to their region, the system performed online classification to decide the dress’s state. The dress could distinguish between three mental states and an idle state. During the idle state, the dress’s motors returned to their default positions, and all LEDs were deactivated.

The system’s performance in detecting cognitive states during task-specific evaluation is summarized in the confusion matrix below. Each cell represents the percentage of trials classified as the predicted state for a given true state. Labels and corresponding accuracy values are computed for non-overlapping 1-s segments. The proportion of total seconds during which power values from specific frequency bands correctly corresponded to the intended cognitive state provides further insight into the system’s accuracy (see Table 1).



TABLE 1 The confusion matrix summarizes the system’s performance in determining cognitive states during task-specific evaluation.
[image: Confusion matrix for predictions, with true labels as rows and predicted labels as columns: Theta (Θ) predicted as 64% Theta, 21% Alpha, 15% Beta. Alpha (α) predicted as 6% Theta, 91% Alpha, 3% Beta. Beta (β) predicted as 14% Theta, 8% Alpha, 78% Beta.]

For each state, the observed accuracy (proportion of trials correctly associated with the intended state: Θ: 64%, α: 91%, β: 78%) was compared against a null distribution generated through 10,000 random permutations of the labels (see Equation 1 in BCI Interaction Screen Dress). This approach breaks the relationship between the task and the frequency band power, creating a distribution of accuracies under the assumption of no association. The mean permutation accuracy was 33% confirming the expected chance level under random guessing for a three-state system. The observed accuracies for all three states were significantly higher than the permutation accuracy distribution (p < 0.001p).

A minimum interaction time was implemented to ensure a smooth transition between states. The dress was maintained in each state for at least 6 s to avoid rapid changes. Additionally, a threshold for minimum band power was defined to ensure that the BCI system only reacted when the power values in at least one of the frequency bands exceeded this threshold. Once this condition was met, the dress executed the pattern corresponding to the state with the highest power.

After performing the pattern, the system reassessed the frequency power values and, if applicable, updated the dress’s state and corresponding movement and lighting animations. This process allowed the dress to operate autonomously, driven entirely by real-time BCI decisions. However, manual control was also available for demonstration purposes.

The dress looks angelic when it is turned off (idle). In action, it becomes a flowing canvas of color, express and admirable in form and movement. The dress scales move up and light up with animated color patterns depending on the wearer’s brain state. The dress remained in one of the four states until it changed to a new state or was turned off. The following patterns were programmed:


3.2.1.1 Theta (purple)

The theta state should represent calm and meditative behavior. The LEDs glowed slowly in purple, and the scales moved steadily and slowly (see Figure 11A). The movement pattern started at the bottom of the dress and spread through it. When the movement reached the servos at the shoulders, the pattern repeated in the opposite direction.

[image: Three images labeled A, B, and C show a mannequin wearing a complex garment with glowing lights. In A, the lights are pink. In B, they are blue. In C, they appear pinkish-purple. The garment features multiple light modules connected by white structures, with the mannequin's arm raised. Background art is visible.]

FIGURE 11
 The three dress states with the dress mounted on a mannequin. (A) Theta–meditation, creativity (purple), (B) Alpha–relaxed, awake (blue), (C) Beta–alertness, stress (white).




3.2.1.2 Alpha (blue)

Since the alpha state is supposed to represent a relaxed and focused attitude, the dress should act accordingly. To achieve this effect, an imitation of a wave was designed to pass through the dress by activating the scales sequentially, beginning from one lower end of the dress. The movement spread throughout the dress and ended at the opposite lower end. The LEDs were activated simultaneously to a moving scale to increase the intensity of the movement (see Figure 11B).



3.2.1.3 Beta (flickering white)

We chose a hectic movement pattern for the Beta state to reflect focus and alertness. Hence, the scales quickly moved up and down. Specifically, the scales moved up promptly from their starting positions to around 60 degrees, then returned to the starting position at the same speed after around 0.5 s. The left and right dress sides were mirrored to establish the desired effect (see Figure 11C).



3.2.1.4 Idle (off)

The dress returned to its starting position. All LEDs turned off.




3.2.2 Exhibition pangolin scales dress

We presented the pangolin scales project at the ARS Electronica Festival 20203. A model wore both the BCI and the dress for this presentation. The live presentation included preparing the BCI system (electrode preparation, mounting, data acquisition procedure) and the actuation of the dress. Finally, both components were linked, and the dress performed its animations according to the model’s brain state determined by the BCI. The positioning of all 64 electrode grids (preparing them and attaching them to the scalp) took about 2 h (see Figure 12). We asked the model wearing the Pangolin dress to actively engage and interact with the venue, allowing the dress to respond in real-time to the model’s cognitive states. This dynamic feedback provided an additional interactive layer, offering bystanders a unique and immersive experience. Videos documenting the dress in action and footage from the exhibition and testing are available online4 (see Supplementary material for corresponding links).

[image: Person with tattooed arms and piercings wearing an elaborate electronic headpiece and body apparatus. The suit features multiple white, geometric components with wires and lights, creating a futuristic look.]

FIGURE 12
 Pangolin Scales EEG electrode grids and interactive dress worn by the model (©Florian Voggeneder).






4 Discussion

Integrating Brain-Computer Interfaces into wearable artistic projects, such as the Screen Dress and the Pangolin Scales Dress, demonstrates the evolving intersection of neuroscience and creative expression. These projects highlight how real-time neural data can enhance interactivity and audience engagement in novel and meaningful ways.

In the Screen Dress project, a low-channel EEG system (4 channels) monitors cognitive engagement. Visual cues, such as dynamic digital eyes, reflect the wearer’s neural activity in real-time. This approach emphasizes accessibility, utilizing simplified EEG to provide direct feedback on the wearer’s mental state. By using digital eyes to display engagement, this wearable tech makes an individual’s cognitive processes visible, blending fashion with a functional, brain-driven interface. The simplicity and biomarker extraction capabilities of the BCI can be applied across various fields, such as gaming, education, and training. For example, in gaming, the paper by Natalizio et al. (2024) showcased the application of these biomarkers in playing Tetris. This technology could be used in education to assess classroom engagement, similar to the hyper-scanning approach mentioned by Dikker et al. (2017). Another potential application could be in workplace environments, where BCI technology could be used to monitor employee engagement and optimize work planning and break schedules, as demonstrated by the work of Lu et al. (2020) and Wang et al. (2023), as well as in virtual reality (VR) environments to enhance user experience and interaction (Souza and Naves, 2021).

Conversely, the Pangolin Scales Animatronic Dress employs a more complex uHD EEG system with 1,024 channels. This allows for precisely capturing neural signals that drive physical movements and lighting changes in response to cognitive states. Each frequency band (Theta, Alpha, Beta) triggers different visual and mechanical outputs, creating a rich, kinetic representation of the wearer’s brain activity. This high-resolution system showcases the potential of BCIs in generating detailed, real-time artistic representations of brain functions aside from ongoing research (Lee et al., 2022; Schreiner et al., 2023, 2024a) in a creative manner. The new uHD EEG technology is an advanced way to understand the brain and its functions. The uHD EEG described in this chapter may improve several application fields relative to standard EEG systems. The system has already shown its capabilities in the medical area, especially for pre-operative localization purposes. Another field of interest is to have a more precise picture of the seizure onset zones in patients with epilepsy. Further, detecting individual finger movements, which is not yet possible with standard EEG, would be a significant step in BCI research that can be achieved with this system. Experiments on decoding single-finger movements using the uHD system were performed by Lee et al. (2022).

The guided visualization task elicited Theta (Θ) activity with a classification accuracy of 64%. Misclassifications occurred primarily as Alpha (α) (21%) due to overlap with relaxation states and as Beta (β) (15%) during moments of increased mental focus or distraction. The eyes-closed relaxation task demonstrated the highest classification accuracy at 91% for Alpha (α), with minimal misclassifications (6% as Theta and 3% as Beta). The mental arithmetic task achieved 78% accuracy for Beta (β) classification. Misclassifications included 14% as Theta. The results indicate that the system reliably detected the targeted cognitive states for the designed tasks, with performance well above chance levels. This highlights the robustness of the system in identifying brainwave activity associated with specific mental states during task-specific evaluation. However, the impact of the weighting approach should be carefully considered when interpreting these outcomes.

The projects also have broader implications for the fields of art, fashion, and human-computer interaction. By incorporating BCIs into wearable art, these projects open new avenues for exploring the relationship between technology, the brain, and artistic expression. They demonstrate that BCIs are not limited to clinical or research applications but can also be powerful tools for personal and creative expression.

In fashion, these projects challenge traditional notions of clothing as purely aesthetic or functional objects. Instead, the dresses become extensions of the self, reflecting the brain’s inner workings in real-time. This approach could revolutionize the fashion industry by introducing a new category of brain-driven wearables, allowing individuals to express their mental and emotional states through clothing.

In the broader field of human-computer interaction, these projects highlight the potential of BCIs to create more personalized and adaptive systems. By using real-time brain data to control external devices, BCIs could be used to create interactive environments that respond to the user’s cognitive and emotional states. This could have applications in art and fashion and entertainment, education, and therapy, where adaptive environments could enhance user experiences and outcomes.

The Screen Dress and Pangolin Scales Animatronic Dress represent pioneering steps in integrating BCIs with wearable technology for artistic expression. The Screen Dress offers an accessible, real-time cognitive visualization platform using low-channel EEG. At the same time, the Pangolin Scales Dress showcases the potential of uHD EEG to create intricate, kinetic representations of brain activity. Both projects blur the lines between neuroscience, technology, and art, offering new ways to engage with and represent the brain’s inner workings.

Both projects have limitations, including the analysis of data from only one representative participant, which limits the generalizability of the findings. The uHD EEG system requires extensive preparation time and shaved hair for optimal signal quality, making it less practical for broader applications. In contrast, the four-channel EEG headband offers ease of use but suffers from limited spatial resolution, reducing its sensitivity to specific brain regions. Expanding participant diversity and improving system practicality are key areas for future work.

However, these projects not only push the boundaries of what is possible with wearable technology but also redefine the role of the artist and audience in the creative process. By allowing the brain to drive real-time artistic expression, these wearables offer a deeply personal and interactive form of self-expression, opening up new possibilities for the future of brain-driven art and fashion. As BCIs evolve, their potential to revolutionize artistic expression and human-computer interaction will only grow, offering exciting opportunities for future innovations.
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3   https://ars.electronica.art/keplersgardens/de/the-pangolin-scales/

4   Video of the dress: https://www.youtube.com/watch?v=KSiF5seJnbc&t=15s.



References
	 Abhang, P. A., Gawali, B. W., and Mehrotra, S. C. (2016). “Chapter 2 - technological basics of EEG recording and operation of apparatus” in Introduction to EEG- and speech-based emotion recognition. eds. P. A. Abhang, B. W. Gawali, and S. C. Mehrotra (Academic Press), 19–50.
	 Alfano, V. (2019). Brain-computer interfaces and art: toward a theoretical framework. IJHAC 13, 182–195. doi: 10.3366/ijhac.2019.0235
	 Allen, J. J. B., Keune, P. M., Schönenberg, M., and Nusslock, R. (2018). Frontal EEG alpha asymmetry and emotion: from neural underpinnings and methodological considerations to psychopathology and social cognition. Psychophysiology 55:e13028. doi: 10.1111/psyp.13028 
	 Andujar, M., Crawford, C. S., Nijholt, A., Jackson, F., and Gilbert, J. E. (2015). Artistic brain-computer interfaces: the expression and stimulation of the user’s affective state. Brain-Comput. Interfaces 2, 60–69. doi: 10.1080/2326263X.2015.1104613
	 Babiloni, F., and Astolfi, L. (2014). Social neuroscience and hyperscanning techniques: Past, present and future. Neurosci. Biobehav. Rev. 44, 76–93. doi: 10.1016/j.neubiorev.2012.07.006 
	 Birbaumer, N., Gallegos-Ayala, G., Wildgruber, M., Silvoni, S., and Soekadar, S. R. (2014). Direct brain control and communication in paralysis. Brain Topogr. 27, 4–11. doi: 10.1007/s10548-013-0282-1 
	 Cacioppo, J. T. (2004). Feelings and emotions: roles for electrophysiological markers. Biol. Psychol. 67, 235–243. doi: 10.1016/j.biopsycho.2004.03.009 
	 Chew, Y. C., and Caspary, E. (2011). MusEEGk: A brain computer musical interface., in CHI ‘11 extended abstracts on human factors in computing systems. New York, NY, USA: Association for Computing Machinery, 1417–1422.
	 Chiappa, K. H. (1997). Evoked potentials in clinical medicine : Lippincott Williams & Wilkins.
	 Cooray, G., Nilsson, E., Wahlin, Å., Laukka, E. J., Brismar, K., and Brismar, T. (2011). Effects of intensified metabolic control on CNS function in type 2 diabetes. Psychoneuroendocrinology 36, 77–86. doi: 10.1016/j.psyneuen.2010.06.009 
	 Desikan, R. S., Ségonne, F., Fischl, B., Quinn, B. T., Dickerson, B. C., Blacker, D., et al. (2006). An automated labeling system for subdividing the human cerebral cortex on MRI scans into gyral based regions of interest. NeuroImage 31, 968–980. doi: 10.1016/j.neuroimage.2006.01.021 
	 Dikker, S., Wan, L., Davidesco, I., Kaggen, L., Oostrik, M., McClintock, J., et al. (2017). Brain-to-brain synchrony tracks real-world dynamic group interactions in the classroom. Curr. Biol. 27, 1375–1380. doi: 10.1016/j.cub.2017.04.002 
	 Gotman, J. (2010). High frequency oscillations: the new EEG frontier? Epilepsia 51, 63–65. doi: 10.1111/j.1528-1167.2009.02449.x 
	 Gruenwald, J., Kapeller, C., Guger, C., Ogawa, H., Kamada, K., and Scharinger, J. (2017). “Comparison of alpha/Beta and high-gamma band for motor-imagery based BCI control: a qualitative study” in In 2017 IEEE international conference on systems, man, and cybernetics (SMC) (Banff, AB: IEEE), 2308–2311.
	 Gürkök, H., and Nijholt, A. (2013). Affective brain-computer interfaces for arts., in Proceedings - 2013 Humaine Association Conference on Affective Computing and Intelligent Interaction, ACII 2013, (IEEE), 827–831
	 Halgren, M., Ulbert, I., Bastuji, H., Fabó, D., Erőss, L., Rey, M., et al. (2019). The generation and propagation of the human alpha rhythm. Proc. Natl. Acad. Sci. 116, 23772–23782. doi: 10.1073/pnas.1913092116 
	 Hanslmayr, S., Sauseng, P., Doppelmayr, M., Schabus, M., and Klimesch, W. (2005). Increasing individual upper alpha power by neurofeedback improves cognitive performance in human subjects. Appl. Psychophysiol. Biofeedback 30, 1–10. doi: 10.1007/s10484-005-2169-8
	 Hasson, U., Ghazanfar, A. A., Galantucci, B., Garrod, S., and Keysers, C. (2012). Brain-to-brain coupling: a mechanism for creating and sharing a social world. Trends Cogn. Sci. 16, 114–121. doi: 10.1016/j.tics.2011.12.007 
	 Kapeller, C., Schneider, C., Kamada, K., Ogawa, H., Kunii, N., Ortner, R., et al. (2014). Single trial detection of hand poses in human ECoG using CSP based feature extraction., in 2014 36th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), 4599–4602
	 Katahira, K., Yamazaki, Y., Yamaoka, C., Ozaki, H., Nakagawa, S., and Nagata, N. (2018). EEG correlates of the flow state: a combination of increased frontal Theta and moderate Frontocentral alpha rhythm in the mental arithmetic task. Front. Psychol. 9:300. doi: 10.3389/fpsyg.2018.00300 
	 Kinreich, S., Djalovski, A., Kraus, L., Louzoun, Y., and Feldman, R. (2017). Brain-to-brain synchrony during naturalistic social interactions. Sci. Rep. 7:17060. doi: 10.1038/s41598-017-17339-5 
	 Klem, G. H., Lüders, H. O., Jasper, H. H., and Elger, C. (1999). The ten-twenty electrode system of the international federation. The International Federation of Clinical Neurophysiology. Electroencephalogr. Clin. Neurophysiol. Suppl. 52, 3–6 
	 Lee, H. S., Schreiner, L., Jo, S.-H., Sieghartsleitner, S., Jordan, M., Pretl, H., et al. (2022). Individual finger movement decoding using a novel ultra-high-density electroencephalography-based brain-computer interface system. Front. Neurosci. 16:1009878. doi: 10.3389/fnins.2022.1009878 
	 Lu, M., Hu, S., Mao, Z., Liang, P., Xin, S., and Guan, H. (2020). Research on work efficiency and light comfort based on EEG evaluation method. Build. Environ. 183:107122. doi: 10.1016/j.buildenv.2020.107122
	 Luu, P., and Ferree, T. (2000). Determination of the geodesic sensor nets’ average electrode positions and their 10 – 10 international equivalents. Technical Note. Eugene, OR: Electrical Geodesics, Inc.
	 Mammone, N., De Salvo, S., Bonanno, L., Ieracitano, C., Marino, S., Marra, A., et al. (2019). Brain network analysis of compressive sensed high-density EEG signals in AD and MCI subjects. IEEE Trans. Industr. Inform. 15, 527–536. doi: 10.1109/TII.2018.2868431
	 Mason, S. G., Bashashati, A., Fatourechi, M., Navarro, K. F., and Birch, G. E. (2007). A comprehensive survey of brain Interface technology designs. Ann. Biomed. Eng. 35, 137–169. doi: 10.1007/s10439-006-9170-0
	 Matthias, J., and Ryan, N. (2007). Cortical songs: musical performance events triggered by artificial spiking neurons. Body Space Technol. 7. doi: 10.16995/bst.157
	 Miranda, E. R., Durrant, S., and Anders, T. (2008). Towards brain-computer music interfaces: Progress and challenges., in 2008 First International Symposium on Applied Sciences on Biomedical and Communication Technologies, 1–5
	 Muenssinger, J. I., Halder, S., Kleih, S. C., Furdea, A., Raco, V., Hoesle, A., et al. (2010). Brain painting: first evaluation of a new brain-computer Interface application with ALS-patients and healthy volunteers. Front. Neurosci. 4:182. doi: 10.3389/fnins.2010.00182 
	 Natalizio, A., Sieghartsleitner, S., Schreiner, L., Walchshofer, M., Esposito, A., Scharinger, J., et al. (2024). Real-time estimation of EEG-based engagement in different tasks. J. Neural Eng. 21:016014. doi: 10.1088/1741-2552/ad200d 
	 Neuper, C., and Pfurtscheller, G. (2001). Evidence for distinct beta resonance frequencies in human EEG related to specific sensorimotor cortical areas. Clin. Neurophysiol. 112, 2084–2097. doi: 10.1016/S1388-2457(01)00661-7 
	 Nijholt, A. (2019). Brain art: Brain-computer interfaces for artistic expression. Cham: Springer International Publishing.
	 Nijholt, A., and Nam, C. S. (2015). Arts and brain-computer interfaces (BCIs). Brain-Comput. Interfaces 2, 57–59. doi: 10.1080/2326263X.2015.1100514
	 Ojala, M., and Garriga, G. C. (2009). Permutation tests for studying classifier performance., in 2009 Ninth IEEE International Conference on Data Mining, 908–913
	 Oostenveld, R., and Praamstra, P. (2001). The five percent electrode system for high-resolution EEG and ERP measurements. Clin. Neurophysiol. 112, 713–719. doi: 10.1016/S1388-2457(00)00527-7 
	 Pfurtscheller, G., Brunner, C., Schlögl, A., and Lopes da Silva, F. H. (2006). Mu rhythm (de)synchronization and EEG single-trial classification of different motor imagery tasks. NeuroImage 31, 153–159. doi: 10.1016/j.neuroimage.2005.12.003 
	 Rosenboom, D. (1977). Biofeedback and the arts: results of early experiments. J. Aesthetics Art Criticism 35, 385–386. doi: 10.2307/430312
	 Schreiner, L., Hirsch, G., Xu, R., Reitner, P., Pretl, H., and Guger, C. (2021). “Online classification of cognitive control processes using EEG and fNIRS: a Stroop experiment” in Human-computer interaction. Theory, methods and tools. ed. M. Kurosu (Cham: Springer International Publishing), 582–591.
	 Schreiner, L., Jordan, M., Sieghartsleitner, S., Kapeller, C., Pretl, H., Kamada, K., et al. (2024a). Mapping of the central sulcus using non-invasive ultra-high-density brain recordings. Sci. Rep. 14:6527. doi: 10.1038/s41598-024-57167-y 
	 Schreiner, L., Schomaker, P., Sieghartsleitner, S., Schwarzgruber, M., Pretl, H., Sburlea, A. I., et al. (2024b). Mapping neuromuscular representation of grasping movements using ultra-high-density EEG and EMG. In Proceedings of the 9th Graz Brain-Computer Interface Conference 2024. Graz, Austria: Verlag der Technischen Universität Graz. pp. 301–306.
	 Schreiner, L., Sieghartsleitner, S., Cao, F., Pretl, H., and Guger, C. (2024c). Neural source reconstruction using a novel ultra-high-density EEG system and vibrotactile stimulation of individual fingers., in 2024 46th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), 1–5.
	 Schreiner, L., Sieghartsleitner, S., La Rosa, M., Tanackovic, S., Pretl, H., Colamarino, E., et al. (2024d). Advancing visual decoding in EEG: enhancing spatial density in surface EEG for decoding color perception., in 2024 IEEE International Conference on Metrology for eXtended Reality, Artificial Intelligence and Neural Engineering (MetroXRAINE), 952–957
	 Schreiner, L., Sieghartsleitner, S., Mayr, K., Pretl, H., and Guger, C. (2023). “Hand gesture decoding using ultra-high-density EEG” in In 2023 11th international IEEE/EMBS conference on neural engineering (NER) (Baltimore, MD, USA: IEEE), 01–04.
	 Sharifshazileh, M., Burelo, K., Sarnthein, J., and Indiveri, G. (2021). An electronic neuromorphic system for real-time detection of high frequency oscillations (HFO) in intracranial EEG. Nat. Commun. 12:3095. doi: 10.1038/s41467-021-23342-2 
	 Souza, R. H. C. E., and Naves, E. L. M. (2021). Attention detection in virtual environments using EEG signals: a scoping review. Front. Physiol. 12:727840. doi: 10.3389/fphys.2021.727840 
	 Todd, D., McCullagh, P. J., Mulvenna, M., and Lightbody, G. (2012). Investigating the use of brain-computer interaction to FacilitateCreativity. Proc. 3rd Augmented Human International Conference (AH ‘12), New York, NY, USA: Association for Computing Machinery, Article 19, pp. 1–8.
	 Vyazovskiy, V. V., and Tobler, I. (2005). Theta activity in the waking EEG is a marker of sleep propensity in the rat. Brain Res. 1050, 64–71. doi: 10.1016/j.brainres.2005.05.022 
	 Wang, Y., Huang, Y., Gu, B., Cao, S., and Fang, D. (2023). Identifying mental fatigue of construction workers using EEG and deep learning. Autom. Constr. 151:104887. doi: 10.1016/j.autcon.2023.104887
	 Wolpaw, J. R., Birbaumer, N., Heetderks, W. J., McFarland, D. J., Peckham, P. H., Schalk, G., et al. (2000). Brain-computer interface technology: a review of the first international meeting. IEEE Trans. Rehabil. Eng. 8, 164–173. doi: 10.1109/TRE.2000.847807 
	 Wu, D., Li, C., and Yao, D. (2013). Scale-free brain quartet: artistic filtering of Multi-Channel brainwave music. PLoS One 8:e64046. doi: 10.1371/journal.pone.0064046 
	 Yang, K., Tong, L., Shu, J., Zhuang, N., Yan, B., and Zeng, Y. (2020). High gamma band EEG closely related to emotion: evidence from functional network. Front. Hum. Neurosci. 14. doi: 10.3389/fnhum.2020.00089 
	 Yuksel, B. F., Afergan, D., Peck, E., Griffin, G., Harrison, L., Chen, N., et al. (2015). “BRAAHMS: a novel adaptive musical Interface based on users’ cognitive state” in Proceedings of the international conference on new interfaces for musical expression (Baton Rouge, Louisiana, USA: The School of Music and the Center for Computation and Technology (CCT), Louisiana State University), 136–139.


Copyright
 © 2025 Schreiner, Wipprecht, Olyanasab, Sieghartsleitner, Pretl and Guger. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.







 


	
	
ORIGINAL RESEARCH
published: 26 March 2025
doi: 10.3389/fnins.2025.1571972








[image: image2]

ERP-based evidence for the independent processing of structural and functional action semantics

Yanglan Yu1*, Qin Huang1, Xudong Liu1, Shiying Gao1, Xuechen Mao2 and Anmin Li1*


1School of Psychology, Shanghai University of Sport, Shanghai, China

2Department of Physical Education, Nanjing University of Chinese Medicine, Nanjing, China

Edited by
 Guy Cheron, Université Libre de Bruxelles, Belgium

Reviewed by
 Shogo Makioka, Osaka Metropolitan University, Japan
 Chiara Giacobbe, University of Campania Luigi Vanvitelli, Italy

*Correspondence
 Yanglan Yu, 15295760038@163.com; Anmin Li, anminli@sus.edu.cn 

Received 06 February 2025
 Accepted 13 March 2025
 Published 26 March 2025

Citation
 Yu Y, Huang Q, Liu X, Gao S, Mao X and Li A (2025) ERP-based evidence for the independent processing of structural and functional action semantics. Front. Neurosci. 19:1571972. doi: 10.3389/fnins.2025.1571972
 

In this study, the semantic processing and neural mechanisms of manipulative actions, categorized as structural actions and functional actions, were examined to assess whether these action types involve independent cognitive processes. Using a cue-stimulus paradigm with event-related potentials (ERPs), we analyzed neural responses to various manipulative actions. Manipulating the semantic congruency of structural actions (congruent vs. incongruent) and functional action types (wave vs. press) revealed distinct neural patterns. We observed distinct neural differences for functional actions in the 30–44 ms, 144–194 ms, 218–232 ms, 300–400 ms, and 562–576 ms windows. Early activation occurred in the left medial superior frontal gyrus, whereas sustained activity spread from the occipital and parietal regions to frontal regions between 144–194 ms and 300–400 ms. Late activation, occurring in the 562–576 ms window, was localized to the left middle frontal gyrus, right orbital inferior frontal gyrus, and right superior occipital gyrus. For structural actions, neural differences emerged in the 456–470 ms and 610–660 ms windows, which activated the parietal and temporal regions, including the left postcentral gyrus and right middle temporal gyrus. These findings suggest that the semantic processing of structural actions is partially independent of functional action cognition at the neural level.
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1 Introduction

Manipulable objects are defined as those that can be used to achieve specific functional purposes. Primates, including humans, can manipulate these objects, skillfully performing grasping actions and using actions in daily life to meet specific goals (Barsalou, 2008; Tucker and Ellis, 1998). Grasping actions involve physically handling an object on the basis of its external structure, and using actions involve employing the object’s function to achieve a particular purpose (Brandi et al., 2014; Bub et al., 2015). Buxbaum’s two-action systems (2AS) model proposes that the bilateral dorso-dorsal visual pathway forms the structural action system, through which objects are manipulated on the basis of spatial information (structure-based actions, such as grasping and moving objects). In contrast, the left lateral dorso-ventral visual pathway constitutes the functional action system, which extracts the core features of an object used to perform function-based actions, such as the object’s intended purpose (Binkofski and Buxbaum, 2013; Buxbaum and Kalenine, 2010). For example, a hammer’s structural action involves a power grip due to its shape and weight, while its functional action is swinging to drive a nail. In contrast, a pencil requires a precision grip for structural action, and its functional action involves pressing it against paper to write. Scholars suggest that the recognition and cognitive representation of these actions differ: structural actions are processed through online processing, requiring minimal working memory but exhibiting short retention. In contrast, functional actions involve offline processing, requiring more working memory and allowing for longer retention. Thus, the recognition and processing methods for these two actions are considered independent.

Previous studies have shown that behavioral performance differs when the ability to perform the two types of manipulative actions is impaired. Specifically, when the ability to perform structural actions is impaired, subjects are unable to accurately position their hand to reach for and stably grasp an object. This phenomenon is referred to as optic ataxia (Andersen et al., 2014). In contrast, when the ability to perform functional actions is impaired, individuals fail to use familiar objects correctly, which is referred to as apraxia (Goldenberg, 2014). However, importantly, impairment in one type of action ability does not always coincide with impairment in the other. For example, some apraxia patients cannot recognize or perform the correct gestures to use an object, but they can accurately reach for and grasp the object within their visual field (Angela et al., 1995; Jax et al., 2006). Moreover, apraxia patients show greater recognition accuracy for objects that require more complex structural manipulation than for those requiring less complex manipulation (Barde et al., 2007). Additionally, these patients find it more difficult to perform the correct action when visual information is temporarily deprived (Jax et al., 2006). These behavioral manifestations suggest that structural and functional manipulative actions may involve independent systems, both of which rely on visual processing pathways, which supports the 2AS model.

Moreover, current theories have defined specific brain regions involved in spatial activation for processing each type of manipulative action. Recognition of structural actions relies on the dorso-dorsal stream, which passes through visual area V6 and the superior parietal lobule (SPL), ultimately reaching the dorsal premotor area. In contrast, recognition of functional actions relies more heavily on the dorso-ventral stream, which passes through the V5/MT regions and the inferior parietal lobule (IPL), ultimately reaching the ventral premotor area (Augurelle et al., 2003). Further physiological studies on patients with brain injury have shown that optic ataxia is associated primarily with damage to the SPL, intraparietal sulcus (IPS), and parieto-occipital junction (POJ) (Karnath and Perenin, 2005; Perenin and Vighetto, 1988), whereas apraxia is associated with damage to the left IPL (Rueschemeyer et al., 2010; Salazar-López et al., 2016). Additionally, studies comparing brain activation during tasks involving structural and functional manipulation of objects have revealed that judging functional actions activates the left IPL, left inferior frontal gyrus (IFG), and posterior superior temporal gyrus (pSTG) more significantly than judging structural actions does (Buxbaum et al., 2006). Notably, activation in these regions, including the left IPL, left postcentral gyrus, left inferior precentral gyrus, and presupplementary motor area (pre-SMA), exhibits substantial left hemispheric lateralization when viewing objects with a focus on functional manipulation. Although the same brain regions are activated when objects are recognized with a focus on structural manipulation, no lateralization occurs.

However, a study that required participants to judge objects by observing different manipulative actions involving force application revealed that when functional action recognition occurs first, the response time for structural action recognition is significantly delayed (Jax and Buxbaum, 2010, 2012). This finding suggests that recognition of these two types of manipulative actions may not follow entirely independent processing pathways, as previously believed. Instead, some activated brain regions or temporal processing patterns may overlap, leading to reciprocal influences on the recognition response times of both actions, especially when both action recognition tasks are performed sequentially in a limited time frame. This overlap may result in increased depletion of cognitive resources. Embodied cognition theory suggests that cognitive processes are ‘modal simulations,’ where action cognition is closely linked to sensory perception (Barsalou, 2008). Action language activates motor-related brain areas (Courson and Tremblay, 2020), such as hand-related regions when presenting an image of a hammer or foot-related areas when showing a foot stepping on an object (Klepp et al., 2014). This cognitive processing is enhanced by an object’s manipulability, which boosts action recognition (Beauprez et al., 2020; Madan, 2014). Additionally, the neural network activated by action language is similar to that involved in action observation and imagination, engaging regions like Broca’s area, the premotor cortex, the somatosensory cortex, and the posterior middle temporal gyrus (Courson and Tremblay, 2020; Giacobbe et al., 2022). Notably, the posterior temporal-occipital region and prefrontal cortex overlap with areas involved in action observation and imagination, suggesting a similar process in manipulative action cognition. The parietal region plays a key role in processing both types of manipulative actions. Both manipulative actions recognition pathways likely start in the visual cortex (occipito-temporal lobe), pass through the parietal lobe, and reach the motor cortex in the frontal lobe. However, activation in the fronto-parietal region varies slightly depending on the action type: functional actions maybe activate the medial frontal cortex, while structural actions activate the lateral regions.

Furthermore, a functional magnetic resonance imaging (fMRI) study using a priming paradigm demonstrated that performing the correct grasping gesture is necessary for executing functional actions. When a left or right auditory cue was provided, followed by an image of the object grasped on the left or right side, the results indicated that even lateral differences can affect judgments of object manipulation (Knights et al., 2021). However, prior studies have not strictly controlled for the types of manipulative actions, and it remains unclear whether differences in the types of structural actions significantly influence the recognition of functional actions. Structural actions can be classified into power grasping and precision grasping based on the shape and weight of the object (Bergstrom et al., 2021); functional actions also vary according to purpose and intent (Lycett, 2013). Although the impact of semantic congruency on action recognition is known (Liu et al., 2022; Monaco et al., 2023), whether the semantic congruency of structural action types influences the recognition of functional actions has not yet been tested. Additionally, the temporal differences in information processing and action recognition for these two types of actions remain unclear. Research on embodied cognition suggests that brain regions activated by action language, observation, and imagination overlap significantly (Giacobbe et al., 2022). This study will focus on operational action language by categorizing two action types (structural: pinch/clench; functional: wave/press) to select manipulable objects. We will manipulate the semantic consistency of structural actions in cue and target stimuli to explore whether this affects the cognitive processing of functional actions, particularly at the neural level.

Therefore, in this study, we proposed a factorial design combined with a cue–target paradigm to select manipulable objects as experimental stimuli according to their appearance and action types. This design varies the semantic congruency (congruent, incongruent) of structural actions and the action types (wave, press) of functional actions. We aimed to analyze whether semantic processing of structural action information affects the recognition of functional actions, thus investigating the independence of processing these two types of actions from a new perspective. At the neurophysiological level, we utilized electroencephalography (EEG) to directly observe the temporal sequence of neural activity corresponding to each action and identify the brain regions involved in these processes. We predict that, behaviorally, semantic consistency will speed up judgments of functional actions, while at the neural level, the effects of structural actions semantic congruency and functional actions recognition will occur in distinct time windows and activate different brain regions. The effect of structural actions is achieved through manipulating semantic coherence, while the effect of functional actions is achieved through objects of different action types.



2 Methods


2.1 Participants

Thirty students from Shanghai University of Sport participated in this experiment (14 males and 16 females, aged 20–24 years, mean ± SD = 20.10 ± 1.8 years). All participants had normal or corrected vision, had no significant differences in body mass index (BMI), were right-handed, were healthy, were free from neurological or muscular diseases, and had not recently taken psychoactive medications. The experimental requirements and procedures were explained beforehand, and written informed consent was obtained. The participants were compensated on the basis of their participation time. In this study, participants provided informed written consent and were paid for their participation. The study followed ethical guidelines set forth by the Declaration of Helsinki and was approved by the local ethics committee at Shanghai University of Sport in China.



2.2 Stimuli

The target object stimulus images were selected from the Bank of Standardized Stimuli (BOSS) (Mathieu et al., 2014). We categorized manipulable objects according to two grasping dimensions (pinch and clench) and two using dimensions (wave and press) (Buxbaum et al., 2006), resulting in four manipulative action combinations: pinch and wave, pinch and press, clench and wave, and clench and press. Taking the hammer as an example, its large mass requires a power grip for structural actions, while the functional actions involve waving it to drive a tack (Fu et al., 2018). Thus, its manipulative action combination is clench and wave. In contrast, the nail clipper’s small size and light weight require a pinch grip for structural actions, with the functional actions involving pressing to cut nails. Therefore, its manipulative action combination is pinch and press.

To ensure consistent participant responses, we recruited 198 individuals (aged 18–25 years) to classify grasping and using actions for the selected objects before the experiment. We verified significant agreement in their selections across the four action combinations via the chi-square test for independence (Table 1). A total of 8 objects (two per combination) were used as target stimuli (Figure 1). The stimuli were grayscale adjusted and displayed on a calibrated screen (1,024 × 768 pixels, 60 Hz refresh rate) 45 cm from the participant’s eyes. The presentation was controlled using Psychtoolbox in MATLAB (Brainard, 1997; Pelli, 1997). The objects were shown at a consistent angle with handles tilted left by 45°, subtending a visual angle of 3.8°. Responses were collected via a keyboard, and event-related potential (ERP) analysis was performed to explore temporal brain activation dynamics.



TABLE 1 Chi-square tests for the selection of manipulative actions for eight objects.
[image: Table comparing structural and functional actions for various manipulable objects, each with 198 observations. Actions include Pinch, Clench, Wave, and Press. Corresponding Chi-square values and p-values are provided. All p-values are less than 0.001, indicating statistical significance.]

[image: Tools and objects demonstrating different grasp types and uses. Top row: paintbrush and comb for pinch-grasp with wave-use; hammer and hairdryer for clench-grasp with wave-use. Bottom row: binder clips and nail clippers for pinch-grasp with press-use; stapler and soap dispenser for clench-grasp with press-use.]

FIGURE 1
 Manipulable object stimuli. Using a chi-square test for independence, we identified 8 objects with highly consistent action selections categorized into four action types: pinch and wave, pinch and press, clench and wave, and clench and press, with each combination featuring two distinct objects.




2.3 Task and procedure

The experiment consisted of two phases: an action testing phase and a main experimental phase. The testing phase (20 min) assessed participants’ familiarity with the two types of manipulative actions and ensured the correct application of action combinations in the main experiment. The main experimental phase lasted approximately 60 min. In each trial, the participants selected the appropriate action for a presented object via a keypress.

Each trial began with a white ‘+’ fixation point at the center of the screen (Figure 2) for 0.8–1 s, which was randomly timed to minimize expectancy effects. Next, a structural action cue, presented as the Chinese character meaning pinch (‘捏’) or clench (‘握’), appeared for 500 ms, followed by a 50 ms fixation. An image of a manipulable object was subsequently presented as the target stimulus. The participants responded as quickly and accurately as possible using the ‘[image: I can't view the image you're referring to. Please upload the image or provide a URL, and I can help create the alternate text for it.]’ or ‘[image: Please upload the image so I can provide the appropriate alt text.]’ keys to identify the functional action associated with the object (‘wave’ or ‘press’). The target stimulus disappeared after a response or after 3 s with no response.

[image: Flowchart of an experimental trial sequence. It includes stages: fixation (0.8-1 seconds), cue (500 milliseconds) with options pinch or clench, fixation (50 milliseconds), target display (up to 3 seconds), two-alternative forced choice (2AFC) with pinch or clench options (up to 3 seconds), and inter-trial interval (1.5-2 seconds). The target is a hammer image. The flow is indicated by an arrow.]

FIGURE 2
 Procedure design. Task procedure. Cue stimuli are randomly displayed as either ‘捏’ (pinch) or ‘握’ (clench). Fifty percent of the trials featured congruent structural actions between the cue and target, and the rest of the trials were incongruent.


After the target task, a forced-choice screen appeared to test recognition of the preceding cue. Two words, ‘捏’ (pinch) and ‘握’ (clench), were displayed in random horizontal positions, and the participants used the ‘←’ or ‘→’ keys to indicate their choice according to the character. The forced-choice answers alternated left and right screen positions across trials to prevent biases, and the characters appeared at locations that did not overlap with the object image to prevent masking effects. The intertrial intervals featured a black screen lasting 1.5–2 s.

The experiment had a 2 (semantic congruent/semantic incongruent) × 2 (wave/press) factorial design, manipulating the semantic information of structural actions and the types of functional actions. Four blocks of 128 trials each were conducted, with 50% of the trials showing a congruent cue and target structural action and an equal distribution of target object types (1:1 ratio).



2.4 EEG data acquisition

The EEG data were recorded using the Brain Vision Recorder 2.0 system (Brain Products Company, Germany), with 64 electrodes positioned according to the 10–20 system. The FCz electrode served as the reference electrode, and the AFz electrode served as the ground. Vertical electrooculogram (VEOG) signals were collected for offline artifact correction. The signals were amplified with a 0.01–100 Hz bandpass filter and digitized at 500 Hz using a BrainAmp amplifier, and the electrodes were maintained at an impedance less than 5 kΩ.



2.5 EEG data analysis

The EEG data were analyzed using the EEGLAB toolbox in MATLAB (Delorme and Makeig, 2004; Iversen and Makeig, 2014). Independent component analysis has been shown to reduce EOG artifacts (Gratton et al., 1983). Data were segmented from 200 ms before the cue to 2, 000 ms after the target presentation, and trials with muscle artifacts or voltages exceeding ±80 μV were excluded. The data were low-pass filtered at 30 Hz, with baseline correction applied to the 200 ms window before cue onset.

To investigate the neural associations between structural and functional actions, we employed a cluster-based permutation test (Maris et al., 2007; Yu et al., 2019). This approach, which does not require predefined time windows or regions, is effective for identifying differences across sensors and time samples while controlling for multiple comparisons. However, the sensitivity of the approach is limited for prolonged and spatially extensive activations. To enhance analytical precision, we preselected time windows of interest on the basis of regions with strong and potentially differentiable brain activity.

The time windows were identified by calculating the average ERPs for each participant, electrode, and experimental condition. On the basis of grand-average waveforms across all the participants and conditions, the following seven time windows were defined: 30–44, 144–194, 218–232, 300–400, 456–470, 562–576, and 610–660 ms after target stimulus onset (Figure 3).

[image: Graph of ERP (event-related potential) over time in seconds, with amplitude in microvolts. Peaks and troughs are labeled one through seven. Key segments are marked, including a notable peak labeled four. The x-axis indicates cue and target intervals.]

FIGURE 3
 Time course of evoked ERP signals. Grand-average ERP waveforms. The ERP signals evoked by all conditions for each participant were averaged, with data analysis focusing on the seven time windows marked by gray segments with numbered labels: 1 (30–44 ms), 2 (144–194 ms), 3 (218–232 ms), 4 (300–400 ms), 5 (456–470 ms), 6 (562–576 ms), and 7 (610–660 ms).


A repeated-measures analysis based on a two-tailed cluster permutation test, as proposed by Maris et al. (2007) and Oostenveld et al. (2011) and implemented in the FieldTrip toolbox, was employed to investigate the neural correlates of structural action semantics and functional action types during multiple comparisons (sensors, time samples). Specifically, a repeated-measures t-test was conducted on each signal sample (sensor, time point) from correct trials in the action judgment task. The analysis focused on structural action semantics (congruent/incongruent) and functional action types (wave/press). For each main effect, samples were clustered according to temporal and spatial adjacency, with sensors considered adjacent at a distance of less than 4 cm. Also, we replaced the sample data 2,000 times and set 0.025 as the cluster threshold. Samples with positive and negative t values were clustered separately for bilateral testing.

Each cluster defined by spatial and temporal processes was assigned a value equal to the sum of the t values of all samples within that cluster. To assess statistical significance, the original event-related data were randomly permuted for each participant and condition. The clustering process was then applied to the randomized data to measure the maximum cluster t value in each region of interest. After 2,000 randomizations, the distribution of the maximum cluster t values under the null hypothesis was estimated. If the original statistic exceeded the 97.5% threshold of the randomized data, controlling for multiple comparisons using the maximum statistic, the null hypothesis was rejected (p < 0.05).



2.6 Source localization

Cortical current density maps were derived using a distributed model with 15,000 dipoles. These dipoles were loosely mapped onto the cortical mantle of a standard brain model using BrainVISA software (Montreal Neurological Institute).1 Source localization and surface visualization were conducted with Brainstorm (Tadel et al., 2011), a free, publicly available tool under the GNU General Public License.2 Cortical current maps were computed from EEG time series using the weighted minimum-norm estimation (wMNE) for each participant and condition (congruent wave, congruent press, incongruent wave, and incongruent press). These cortical currents were then averaged across participants and the seven time windows of interest (30–44, 144–194, 218–232, 300–400, 456–470, 562–576, and 610–660 ms).

Source values related to structural action semantics were obtained via t tests comparing semantic-congruent (average of semantic-congruent wave and press conditions) and semantic-incongruent (average of semantic-incongruent wave and press conditions) conditions. A similar procedure was used for calculating source values linked to functional action types. Activated sources were defined as clusters of at least 12 contiguous voxels with t values exceeding 1.75, corresponding to a p-value of 0.05 (uncorrected for multiple comparisons).




3 Results


3.1 Behavior


3.1.1 Subjective measurement of structural action semantic information

The participants accurately identified the structural action cue stimulus in the majority of the trials, with a hit rate (mean ± standard error of the mean [SEM] = 96.83 ± 0.66%) significantly exceeding the false alarm rate (mean ± SEM = 2.69 ± 0.53%) (paired t-test, p < 0.001). Moreover, the discrimination index (d’) was significantly greater than zero [paired t-test, t(29) = 28.23, p < 0.001], and the likelihood ratio (β) significantly deviated from 1 [paired t-test, t(29) = −4.04, p < 0.001]. These findings confirm that participants reliably recognized the structural action cue stimulus. Subsequent analyses focused on trials where the cue stimuli were correctly identified.



3.1.2 Priming effect of structural action semantics

Structural action semantic information was divided into two categories—congruent and incongruent—according to the alignment between cue and target stimuli. If the recognitions of structural and functional actions are not processed independently, the congruency of structural action information may influence participants’ performance in functional action identification tasks. To minimize the impact of outliers on reaction times (RTs), trials with RTs less than 200 ms or greater than 1,500 ms were excluded. Additionally, data exceeding two standard deviations from the mean were identified and removed programmatically.

A 2 × 2 repeated-measures analysis of variance (ANOVA) was performed to examine the effects of structural action semantic congruency (congruent vs. incongruent) and functional action type (wave vs. press) on response accuracy and RT during functional action judgments.

The analysis revealed a significant effect of semantic congruency on RT. The participants responded faster under congruent conditions than under incongruent conditions [congruent: mean ± SEM = 892.72 ± 6.46 ms; incongruent: mean ± SEM = 908.53 ± 7.24 ms; F(1,29) = 11.633, p = 0.002, η2p = 0.279]. However, semantic congruency did not significantly affect response accuracy [congruent: mean ± SEM = 95.69 ± 0.62%; incongruent: mean ± SEM = 95.49 ± 0.51%; F(1,29) = 0.316, p = 0.578, η2p = 0.012] (Figure 4). Additionally, a significant main effect of functional action type was observed: RTs for the press action were significantly faster than those for the wave action [press: mean ± SEM = 893.07 ± 7.49 ms; wave: mean ± SEM = 917.15 ± 6.39 ms; F(1,29) = 8.106, p = 0.008, η2p = 0.213].

[image: Two bar graphs compare wave and press tasks. The left graph shows reaction time (RT) in milliseconds, with incongruent tasks having higher RTs than congruent tasks. The right graph shows correctness percentage (CP), with similar values for both congruent and incongruent tasks. Asterisks indicate significant differences.]

FIGURE 4
 Bar graph of reaction times and accuracy. The participants responded significantly faster under congruent conditions than under incongruent conditions. Additionally, a significant difference was detected for different functional action types. However, semantic congruency did not significantly affect response accuracy.





3.2 Electrophysiological correlations of the two manipulative actions

Considering that Cluster-based permutation tests identify broad spatiotemporal clusters spanning multiple time points and channels, we conducted an ANOVA on the average activation amplitudes within the window of interest. This allowed for a more precise examination of ERP differences across conditions within these time windows.


3.2.1 Time window 30–44 ms

Cluster-based permutation tests revealed significant differences between the different functional action types within the 30–44 ms time window after the target stimulus presentation (p < 0.05). Specifically, one positive cluster and one negative cluster were detected in the spatiotemporal domain, with the positive cluster showing significant differences (p = 0.0190).

The mean ERP activation was computed for each condition and participant within the positive cluster. A 2 × 2 repeated-measures ANOVA was conducted on the electrode signals across the four conditions: structural action semantic congruency (congruent vs. incongruent) and functional action type (wave vs. press). The results revealed a significant main effect of functional action type [F(1,29) = 10.417, p = 0.030, η2p = 0.264]. However, no significant main effect of semantic congruency [F(1,29) = 1.926, p = 0.176] or significant interaction effect between the two factors [F(1,29) = 2.057, p = 0.153] was observed (Figure 5A) (collated p-value of ANOVA see Table 2).

[image: Brainwave activity maps and bar charts depict Event-Related Potentials (ERPs) across different time intervals and conditions labeled A to E. The topographic brain maps use color gradients to show varying levels of electrical activity. The bar charts display ERP measurements in microvolts, comparing correct and incorrect responses across different conditions.]

FIGURE 5
 Functional action-related clusters. (A–E) Functional action-related effects occurred in the time windows of 30–44, 144–194, 218–232, 300–400, and 562–576 ms. On the left, brain topographies show significant clusters, with color differences representing the activation amplitude between wave and press trials. The cluster locations are indicated by circles, with the diameter proportional to the extent of activation. On the right, bar graphs show average ERP activations for significant positive (A,B,D) and negative (C,E) clusters, with error bars representing standard error.




TABLE 2 ANOVA results of mean ERP activations in time windows.
[image: ANOVA results table showing p-values for time windows from thirty to six hundred sixty milliseconds. The table includes columns for functional action type, structural action semantic congruency, and interaction effect. Significant p-values, below 0.05, are bolded.]



3.2.2 Time window 144–194 ms

Cluster-based permutation tests revealed significant differences between the two functional action types within the 144–194 ms time window after target stimulus presentation (p < 0.05). Specifically, one positive cluster and one negative cluster were detected in the spatiotemporal domain, with the positive cluster showing significant differences (p = 0.0020).

The mean ERP activation was computed for each condition and participant within the positive cluster. A 2 × 2 repeated-measures ANOVA was conducted on the electrode signals across the four conditions: structural action semantic congruency (congruent vs. incongruent) and functional action type (wave vs. press). The results revealed a significant main effect of functional action type [F(1,29) = 86.756, p < 0.001, η2p = 0.749]. However, no significant main effect of semantic congruency [F(1,29) = 0.949, p = 0.338] or significant interaction effect between the two factors [F(1,29) = 0.277, p = 0.603] was observed (Figure 5B).



3.2.3 Time window 218–232 ms

Cluster-based permutation tests revealed significant differences between the two functional action types within the 218–232 ms time window after the target stimulus presentation (p < 0.05). Specifically, one negative cluster and one positive cluster were detected in the spatiotemporal domain, with the negative cluster showing significant differences (p = 0.0010).

The mean ERP activation was computed for each condition and participant within the positive cluster. A 2 × 2 repeated-measures ANOVA was conducted on the electrode signals across the four conditions: structural action semantic congruency (congruent vs. incongruent) and functional action type (wave vs. press). The results revealed a significant main effect of functional action type [F(1,29) = 35.799, p < 0.001, η2p = 0.552]. However, no significant main effect of semantic congruency [F(1,29) = 0.119, p = 0.732] or significant interaction effect between the two factors [F(1,29) = 0.182, p = 0.670] was observed (Figure 5C).



3.2.4 Time window 300–400 ms

Cluster-based permutation tests revealed significant differences between the two functional action types within the 300–400 ms time window after the target stimulus presentation (p < 0.05). Specifically, one positive cluster and one negative cluster were detected in the spatiotemporal domain, with the positive cluster showing significant differences (p = 0.0020).

The mean ERP activation was computed for each condition and participant within the positive cluster. A 2 × 2 repeated-measures ANOVA was conducted on the electrode signals across the four conditions: structural action semantic congruency (congruent vs. incongruent) and functional action type (wave vs. press). The results revealed a significant main effect of functional action type [F(1,29) = 22.204, p < 0.001, η2p = 0.434]. However, no significant main effect of semantic congruency [F(1,29) = 1.277, p = 0.268] or significant interaction effect between the two factors [F(1,29) = 02.803, p = 0.105] was observed (Figure 5D).



3.2.5 Time window 562–576 ms

Cluster-based permutation tests revealed significant differences between the two functional action types within the 562–576 ms time window after the target stimulus presentation (p < 0.05). Specifically, one negative and two positive clusters were detected in the spatiotemporal domain, with the negative cluster showing significant differences (p = 0.0010).

The mean ERP activation was computed for each condition and participant within the negative cluster. A 2 × 2 repeated-measures ANOVA was conducted on the electrode signals across the four conditions: structural action semantic congruency (congruent vs. incongruent) and functional action type (wave vs. press). The results revealed a significant main effect of functional action type [F(1,29) = 24.708, p < 0.001, η2p = 0.460]. However, no significant main effect of semantic congruency [F(1,29) = 1.273, p = 0.268] or significant interaction effect between the two factors [F(1,29) = 0.723, p = 0.402] was observed (Figure 5E).



3.2.6 Time window 456–470 ms

Cluster-based permutation testing revealed significant differences between the structural action semantic congruency conditions (congruent vs. incongruent) within the 456–470 ms time window after the target stimulus presentation (p < 0.05). One negative and one positive cluster were identified. Significant differences were found in the negative cluster (p = 0.0390).

The mean ERP activation was calculated for each participant and condition within the negative cluster. A 2 × 2 repeated-measures ANOVA was performed on the electrode signals across the four conditions: structural action semantic congruency (congruent vs. incongruent) and functional action type (wave vs. press). The analysis revealed a significant main effect of semantic congruency [F(1,29) = 14.087, p = 0.001, η2p = 0.327]. However, no significant main effect of functional action type [F(1,29) = 0.070, p = 0.794] or significant interaction effect between the two factors [F(1,29) = 1.435, p = 0.241] was observed (Figure 6A).

[image: Two sets of brain topography maps and corresponding bar charts illustrating ERP (event-related potential) data. Panel A features four maps from 456-470 ms, showing color variations from blue to red. The adjacent bar chart displays ERP values for 'wave' and 'press' conditions, with 'congruent' and 'incongruent' bars. Panel B has four maps from 610-660 ms, with similar color gradients. The accompanying bar chart presents ERP values for 'wave' and 'press' conditions, detailing 'congruent' and 'incongruent' comparisons.]

FIGURE 6
 Structural action-related clusters. (A,B) Structural action-related effects occurred in the time windows 456–470 and 610–660 ms. On the left, brain topographies show significant clusters, with color differences representing the activation amplitude between semantic-congruent and semantic-incongruent trials. The cluster locations are indicated by circles, with the diameter proportional to the extent of activation. On the right, bar graphs show average ERP activations for significant positive (B) and negative (A) clusters, with error bars representing standard error.




3.2.7 Time window 610–660 ms

Cluster-based permutation testing revealed significant differences between the structural action semantic congruency conditions (congruent vs. incongruent) within the 610–660 ms time window after the target stimulus presentation (p < 0.05). One negative and one positive cluster were detected. Significant differences were found in the negative cluster (p = 0.0310).

The mean ERP activation was calculated for each participant and condition within this significant cluster. A 2 × 2 repeated-measures ANOVA was performed on the electrode signals across the four conditions: structural action semantic congruency (congruent vs. incongruent) and functional action type (wave vs. press). The analysis revealed a significant main effect of semantic congruency [F(1,29) = 10.807, p = 0.003, η2p = 0.271]. However, no significant main effect of functional action type [F(1,29) = 2.286, p = 0.147] or significant interaction effect between the two factors [F(1,29) = 0.060, p = 0.808] was observed (Figure 6B).

The effects of structural action semantic congruency were primarily observed in the 456–470 ms and 610–660 ms time windows after the target stimulus presentation. In contrast, the effects of functional action types appeared earlier, specifically in the 30–44 ms time window, and persisted in four additional windows: 144–194, 218–232, 300–400, and 562–576 ms. These findings suggest temporally independent processing for structural and functional actions, with semantic congruency primarily affecting action processing.




3.3 Source localization

To examine the influence of brain regions on the two main effects, we employed a distributed source model. For the EEG cap used in this experiment, following the 10–20 system, the anatomical template provided by Brainstorm was used for head model analysis. We first modeled the neural responses for the functional action types ‘wave’ and ‘press’ separately and then computed the differences across the five time windows identified above: 30–44, 144–194, 218–232, 300–400, and 562–576 ms.

In the 30–44 ms window, response differences between the wave and press action types were observed in the left medial superior frontal gyrus (Figure 7A); the coordinates of the activated regions are listed in Table 3. During the 144–194 ms period, significant response differences related to functional action types were found in both the left and right superior occipital gyrus. In the 218–232 ms window, in addition to these regions, response differences between the action types were also detected in the left superior parietal gyrus. During the 300–400 ms window, significant response differences in the wave and press actions were observed in the left dorsal superior frontal gyrus, left medial superior frontal gyrus, left middle frontal gyrus, right dorsal superior frontal gyrus, and right middle frontal gyrus. In the 562–576 ms window, the activation in the frontal–parietal regions gradually decreased, although significant differences related to functional action types remained in the left middle frontal gyrus and right orbital IFG. Additionally, significant activation was found in higher-level visual areas, including the right superior occipital gyrus.

[image: Illustration showing brain activity during functional and structural actions over time. Section A depicts functional action with brain regions marked at specific times (30-44ms, 144-194ms, 218-232ms, 300-400ms, 562-576ms) highlighting areas like SFMedL, SOL, SOR, SFDorL, MFL, and IFOrbR. Section B illustrates structural action at 456-470ms and 610-660ms with regions like PoCL, MTR, PreCL, STL, and MTL labeled. A color scale indicates levels of activity.]

FIGURE 7
 Source localization of the main effects. (A) Differences in functional action types. 30–44 ms: left medial superior frontal gyrus (SFMedL). 144–194 ms: left and right superior occipital gyrus (SOL, SOR). 218–232 ms: SOL, SOR and left superior parietal gyrus (SPL). 300–400 ms: left dorsal superior frontal gyrus (SFDorL), SFMedL, left middle frontal gyrus (MFL), right dorsal superior frontal gyrus (SFDorR), and right middle frontal gyrus (MFR). 562–576 ms: MFL, right orbital inferior frontal gyrus (IFOrbR), and SOR. (B) Differences in structural action semantic congruency. 456–470 ms: left postcentral gyrus (PoCL) and right middle temporal gyrus (MTR). 610–660 ms: left and right precentral gyrus (PreCL, PreCR), left temporal pole: middle temporal gyrus (TPOmidL), and left temporal pole: superior temporal gyrus (TPOsupL).




TABLE 3 MNI coordinates (mm) of the activated regions.
[image: Table listing times, brain regions, and corresponding x, y, z coordinates in millimeters. It differentiates between functional actions at times ranging from 30-44 ms to 562-576 ms, and structural actions from 456-470 ms to 610-660 ms, showing various frontal, occipital, parietal, and temporal regions.]

Using the same approach, we modeled the neural responses for structural action information congruency (congruent vs. incongruent) and calculated the differences in the 456–470 and 610–660 ms windows. In the 456–470 ms window, significant response differences in structural action semantic congruency were observed in the left postcentral gyrus and right middle temporal gyrus (Figure 7B). In the 610–660 ms window, the differences were concentrated in the precentral gyrus of both hemispheres, with increased activation in the temporal lobe, particularly in higher cognitive regions, including the middle temporal gyrus and superior temporal gyrus of the left temporal pole.




4 Discussion

In this study, the influence of the semantic processing of structural actions on the recognition of functional actions was investigated. We differentiated the two manipulative actions according to their corresponding object–action associations. Behaviorally, we found that structural action semantic congruency significantly reduced RTs for functional action judgments, with a notable main effect of functional action type. Cluster-based permutation tests revealed distinct neural mechanisms for processing the two types of actions. Structural action semantics-related activations occurred between 456–470 and 610–660 ms after target stimulus presentation, whereas differences in functional action types emerged earlier, at 30–44 ms, 144–194 ms, 218–232 ms, 300–400 ms, and at 562–576 ms. These findings suggest temporal differences in the cognitive processing of the two manipulative actions.


4.1 Functional action type-related effects

We manipulated stimulus variables using physically identical stimuli and observed neural responses linked to functional actions across five time windows (30–44, 144–194, 218–232, 300–400, and 562–576 ms). Notably, differences related to functional actions emerged as early as the 30–44 ms window and persisted throughout the subsequent time intervals. These findings support those of previous studies on early visual action processing differences (Catalano et al., 2021; Chen et al., 2017; Conty et al., 2007; Roeber et al., 2008; Wyart et al., 2011). Additionally, significant activation was observed in the left medial superior frontal gyrus during this early period, whereas activation in the bilateral superior occipital gyrus and left superior parietal gyrus was noted during the 218–232 ms window. These results reinforce prior research indicating that brain regions associated with functional action recognition are located primarily in the frontal–parietal and occipital cortices (Kleineberg et al., 2022; Moguilner et al., 2021; Velji-Ibrahim et al., 2022).

Previous studies have suggested that the recognition of functional actions follows a pathway from the occipital visual areas through the frontoparietal network to the ventral premotor areas, with the processing largely dependent on the visual dorso-ventral visual pathway (Augurelle et al., 2003). Furthermore, the critical role of the left frontoparietal network in functional action recognition has been highlighted (Buxbaum et al., 2006; Rueschemeyer et al., 2010; Salazar-López et al., 2016). In our study, we observed lateralized activation in the medial superior frontal gyrus during the 300–400 ms time window. Over time, the activation related to action recognition shifted from the occipital cortex (144–194 ms) to the frontoparietal network. At the later time window (562–576 ms), action recognition-related activation was observed not only in the frontal cortex but also in higher-level visual cognitive regions, such as the right superior occipital gyrus. These findings are consistent with prior research and underscore the importance of the occipital cortex in action recognition processing (Brandi et al., 2014).



4.2 Structural action semantic congruency-related effects

The semantic variable of structural actions was also manipulated in this experiment. Data analysis revealed neural responses related to structural actions during the 456–470 and 610–660 ms time windows. At 456–470 ms, significant activation was observed in the left postcentral gyrus and right middle temporal gyrus. At 610–660 ms, activation was concentrated in the bilateral precentral gyrus and widespread areas of the temporal lobe, including the left superior temporal gyrus and left middle temporal gyrus. These findings confirm the critical role of parietal regions in the recognition of structural actions (Augurelle et al., 2003; Karnath and Perenin, 2005; Perenin and Vighetto, 1988). Additionally, the significant activation observed in the temporal lobe further emphasizes the necessity of the temporal network within the visual ventral stream for processing action-related information (Al Harbi and Gotoh, 2015; Binkofski and Buxbaum, 2013; Grafton, 2010).

Furthermore, the observed time windows with differences in the semantics of structural actions correspond to those associated with the N400 component, which reflects semantic processing (Kutas and Federmeier, 2011; Leynes et al., 2024; Li and Wang, 2016), and the P600 component, which is typically linked to late-stage conflict resolution. The activation of both the N400 and P600 components predominantly occurs in the parietal lobe (Aguado et al., 2013) and the occipital-temporal cortex (Kim et al., 2024). These results provide strong evidence of significant differences in the semantic processing of structural actions.



4.3 Relationship between two types of manipulative actions

According to action recognition theory, the recognition of structural and functional actions generally follows distinct, independent visual pathways (Augurelle et al., 2003; Buxbaum and Kalenine, 2010). Experimental studies on action recognition have confirmed that different brain regions are activated during the recognition of these two actions (Buxbaum and Saffran, 2002; De Bellis et al., 2020; Karnath and Perenin, 2005; Rueschemeyer et al., 2010; Salazar-López et al., 2016). However, owing to differences in the content and attentional demands associated with processing the representations of these actions, some researchers have proposed that the recognition of structural actions forms the foundation for recognizing functional actions (Binkofski and Buxbaum, 2013; Buxbaum and Kalenine, 2010; Jax and Buxbaum, 2010). Additionally, the activation of certain occipital–parietal brain networks has been shown to overlap in the recognition of both action types (Cohen et al., 2009). Our results showed that structural actions semantic processing activates brain regions transitioning from the occipito-temporal to fronto-parietal areas, while functional actions recognition follows a pathway from the occipital lobe, through the parietal lobe, to the frontal cortex. This activation in the occipito-temporal region aligns with findings by Courson and Tremblay (2020) and Giacobbe et al. (2022). Furthermore, both action types activated motor regions in the fronto-parietal cortex, supporting the embodied cognition theory. The activation of the anterior and posterior central sulcus during structural actions is consistent with regions involved in hand movement (Klepp et al., 2014), highlighting the fronto-parietal cortex’s key role in action semantic processing.

In our study, we used action-related words as cues rather than simple gesture images to examine whether the semantic processing of structural actions influences the recognition of functional actions. Previous research has shown that understanding verbs and sentences related to bodily actions activates specific areas of the somatosensory and motor cortices, suggesting an advantage in action semantic processing (Liu et al., 2022; Monaco et al., 2023). By using action-related words as cues, we minimized the interference of image-based action information in recognition, thereby preserving the temporal sensitivity of the process. The finding that semantic congruence significantly reduced RTs supports this conclusion. However, the ERP results revealed that the semantic processing of structural actions and the recognition of functional actions are temporally independent, indicating that these two processes involve distinct neural mechanisms from the perspective of semantic processing. Additionally, this study has limitations, as it used a general university student population, whose cognitive abilities and action processing are superior to those of special populations, such as individuals with motor impairments. Future research could explore whether the recognition of manipulative actions in such populations is independent or involves interactions. Furthermore, differences in task settings may lead to distinct neural activations between the semantic processing of structural actions and their direct representations. Future research could compare the neural encoding of structural and functional actions or isolate structural (e.g., handle) and functional (e.g., hammerhead) object regions to provide more direct evidence for action recognition mechanisms. Manipulability enhances action recognition, as shown by studies where individuals with motor impairments performed better with manipulable objects (Beauprez et al., 2020). This aligns with embodied cognition theory, which links action cognition with body perception (Barsalou, 2008). Future research could use manipulable objects for memory and action cognition training in patients with motor impairments, such as Parkinson’s disease, using fMRI to observe brain activation and connectivity.




5 Conclusion

This study investigated whether the semantic cognitive processing of structural and functional actions is independent by manipulating different action types as stimuli. While semantic congruency in structural actions significantly reduced RTs for functional action judgments, neural activation patterns revealed independent processing. Significant differences in functional action recognition were observed in the left superior frontal gyrus (30–44 ms) and later in the frontal and occipital cortices (562–576 ms), with sustained activation from the occipital to parietal regions (144–194, 218–232, and 300–400 ms). In contrast, structural action-related differences appeared in the 456–470 and 610–660 ms time windows, with activation in the parietal and temporal regions linked to semantic processing and conflict resolution. These findings support the independence of structural and functional action semantic processing at the neural level. Future research should explore the implications of these independent pathways for rehabilitation and cognitive training in motor-impaired populations.
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Introduction: Artificial Intelligence (AI) has the capability to create visual images with minimal human input, a technology that is being applied to many areas of daily life. However, the products of AI are consistently judged to be worse than human-created art, even when comparable in quality. The purpose of this study is to determine whether explicit cognitive bias against AI is related to implicit perceptual mechanisms active while viewing art.
Methods: Participants’ eye movements were recorded while viewing religious art, a notably human domain meant to maximize potential bias against AI. Participants (n = 92) viewed 24 pieces of Biblically-inspired religious art, created by the AI tool DALL-E 2. Participants in the control group were told prior to viewing that the pieces were created by art students, while participants in the experimental group were told the pieces were created by AI. Participants were surveyed after viewing to ascertain their opinions on the quality and artistic merit of the pieces.
Results: Participants’ gaze patterns (fixation counts, fixation durations, fixation dispersion, saccade amplitude, blink rate, saccade peak velocity, and pupil size) did not differ based on who they believed created the pieces, but their subjective opinions of the pieces were significantly more positive when they believed pieces were created by humans as opposed to AI.
Discussion: This study did not obtain any evidence that a person’s explicit “valuation” of artworks modulates the pace or spatial extent of visual exploration nor the cognitive effort expended to develop an understanding of them.
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Introduction

How does knowing how something was created influence cognition and behavior? Specifically, to what degree do people treat things differently if they think they were created by a person or a machine? The main aim of the current project was to assess how the attribution of an artwork to a person or a computer-based artificial intelligence influences not only people’s opinions about it, but also how they actively perceive it. We additionally asked if any such perceptual changes vary as a function of observer attitudes toward art and artificial intelligence.

Artificial intelligence (AI) is a rapidly-growing set of technologies that enable computers to emulate many aspects of human perception, learning, comprehension, problem-solving, and decision making. Hence, they hold enormous potential to transform many aspects of daily life. However, public opinion of the growing incorporation of AI technologies in business (e.g., customer service, inventory management, supply chain operations), finance (e.g., market forecasting, fraud detection), education (e.g., adaptive learning platforms, intelligent tutoring systems), and healthcare (e.g., preventative care, medical diagnosis), is mixed. For example, a 2023 Pew Research Center survey found that 52% of Americans feel more concern than excitement about developments in AI, an increase from 37% in 2021 (Pew Research Center, 2023a). Moreover, Pew found that people want to see more regulation and oversight of AI technologies. For example, 67% do not think the government will go far enough to regulate the use of ChatBots, 75% think health care providers are moving too fast incorporating AI into their practices, and 87% want driverless vehicles to be held to higher safety testing (Pew Research Center, 2023b). Indeed, legal scholars have argued that the “race to AI” must be accompanied by a “race to AI regulation” (e.g., Smuha, 2021).

Public perception of AI also tends to be negative in areas of creative expression (e.g., Castelo et al., 2019; Köbis and Mossink, 2021; Pew Research Center, 2023c; Schepman and Rodway, 2020). The recent development of generative AI technologies has given computers the ability to create audio, text, and image content. Generative AI therefore stands to redefine creative processes that have, until now, been uniquely human. Human-created literature, film, music, dance, and art are often thought to convey the creator’s ideas, emotions, and deliberative intention to impact the viewer in some manner (e.g., Bullot and Reber, 2013; Jucker et al., 2014; Pignocchi, 2014). The arts are a way to express thoughts and communicate with others, often without words. They are valued not just for aesthetic pleasure but also the creator’s talent and originality in thought or approach. In contrast, we do not perceive generative AI as being capable of reflecting on the human condition, feeling or expressing emotions, honing talent over years of work, or developing new ways of thinking. Thus, recent cases where award-winning creative works were revealed to be AI-generated (or generated with AI assistance) have sparked extensive criticism and debate on social media platforms (see, e.g., Boris Eldagsen’s image “The Electrician” taking first place at the 2023 Sony World Photography Awards and Rie Kudan’s novel “Tokyo-to Dojo-to” winning the 2023 Akutagawa Prize).

In the visual arts, artworks attributed to an AI (or created with significant assistance from digital technologies) are generally rated lower than art attributed to a human creator in terms of aesthetics, liking, quality, novelty, meaning, and collection/purchase intention (Chamberlain et al., 2018; Chiarella et al., 2022; Gangadharbatla, 2021; Gu and Li, 2022; Hong and Curran, 2019; Kirk et al., 2009; Ragot et al., 2020; Xu and Hsu, 2020), although the magnitude of the effect can vary. For example, the bias is stronger among experts (Gu and Li, 2022), reduced when considering abstract art (Gangadharbatla, 2021), and eliminated in some viewing contexts (Chiarella et al., 2022). Regardless, within the general population, people often hesitate to call AI an “artist” or its creations “art” (Hong, 2018; Lyu et al., 2022; Mikalonytė and Kneer, 2022) and the Pew Research Center has found that while over half of Americans view AI as a major advance in fields such as medicine (59%), agriculture (54%), and meteorology (50%), fewer than a third (31%) consider it to be a major advance in art (Pew Research Center, 2023c).

While negative explicit attitudes toward AI-generated art are well documented, much less research has considered the degree to which implicit measures of bias (i.e., those that could detect a person’s unconscious reactions to visual input) are affected by artist attribution during their encounters with artworks, with existing work providing mixed results. For example, brain activity in the entorhinal cortex, temporal pole, and primary visual cortex is greater when observers view artworks attributed to humans compared to AI, irrespective of their explicit ratings of aesthetic value (Kirk et al., 2009). However, implicit measures of psychophysiological activation, such as electrodermal activity and heart rate, have been shown to be independent of artistic attribution (Chiarella et al., 2022). Here, we ask if people’s explicit, conscious, negative biases toward AI-generated art are mirrored by implicit, unconscious, shifts in how they look at that art.

When viewing artworks (or any other visual stimulus), people continuously reorient their gaze from place to place. The resulting sequences of fixations (periods of time where the eyes are relatively stationary and high-fidelity foveal vision is used to accumulate visual detail from a relatively small area of a display) and saccades (ballistic eye movements that shift the point of gaze from one place to another) are not random, but arise from the real-time information processing priorities of the visual system. These priorities, and hence the eye movement behaviors exhibited while viewing art, can change as a function of image content (e.g., DiPaola et al., 2013; Fuchs et al., 2011; Massaro et al., 2012; Quiroga and Pedreira, 2011) and style (e.g., Pihko et al., 2011; Uusitalo et al., 2009), as well as the observer’s goals (Sharvashidze and Schütz, 2020), artistic preferences (e.g., Alvarez et al., 2015; Mitschke et al., 2017; Plumhoff and Schirillo, 2009), knowledge (Bubic et al., 2017), artistic expertise (e.g., Francuz et al., 2018; Lin and Yao, 2018; Koide et al., 2015; Pihko et al., 2011; Vogt and Magnussen, 2007), and perceived challenge in understanding an artwork (e.g., Ganczarek et al., 2020).

Recently, Zhou and Kawabata (2023) provided the first evidence that viewers’ beliefs about the source of an artwork (human or AI) may be associated with their viewing behavior. In their study, participants looked at 40 artworks, half made by humans and half made by generative AI. Participants were not told how each artwork was created, but they were instead asked to categorize the works themselves based on their own intuitions about their origin. The authors found that participants’ ability to discriminate between human- and AI generated artworks was poor, but when they believed an artwork was made by a human artist they looked at it longer. This result suggested to them that explicit beliefs can also manifest as implicit shifts in viewing behavior, although they acknowledged that multiple mechanisms could be responsible for those shifts and cautioned against generalization of their findings to other image sets and viewing contexts. Our study is therefore an attempt to conceptually replicate and extensively extend Zhou and Kawabata’s investigation to test the generalizability of their conclusions and to more fully characterize the potential associations between explicit attitudes towards particular artworks and how they are implicitly viewed. As discussed in more detail below, this included the inter-relationships between explicit attitudes, temporal and spatial measures of gaze control, changes in gaze behavior over time, implicit measures of engagement and mental effort, and a variety of individual differences.

Numerous eye movement variables can be measured and related to cognitive processing of visual information. Here, we focused on gaze measures that are considered content-independent because they can be obtained without reference to the visual input itself. We concentrated on such measures for two reasons. First, they reflect general processing speed and overall implicit information gathering strategies rather than local or idiosyncratic shifts in viewing based on specific stimulus content. Second, they are more likely to generalize across stimuli, tasks, and viewing contexts than content-dependent measures (e.g., visual salience and semantic content at fixation). As such, they could potentially constitute robust indicators of implicit bias with respect to artist attribution.

The “pace” with which visual information is acquired is revealed by temporal indices of gaze control such as the number of fixations and the durations of those fixations. Longer, and thus fewer, fixations tend to be associated with more difficult or more complex visual processing as more time is needed to understand the fixated information (see Henderson, 2007 for a review). The spatial extent of visual sampling can be measured by saccade amplitude (the distance between consecutive fixations) and fixation dispersion (a measure of the spread of fixation points). Shifts in spatial aspects of gaze may reflect changes in viewing strategies. For example, observers may adopt a more “exploitative” strategy in which visual processing is concentrated on a few areas or a more “exploratory” strategy where processing is more diffusely spread across many locations (e.g., Gameiro et al., 2017; Hills et al., 2015). Additionally, gaze can be used as an implicit measure of viewer engagement with, and effort applied to, visually-based tasks. Blink rates decrease when observers are looking at content that they think is important or relevant (e.g., Ranti et al., 2020); the peak velocity of saccades is inversely related to task complexity (e.g., Di Stasi et al., 2013); and, pupil size is positively correlated with the cognitive resources needed to complete a task (e.g., Kahneman and Beatty, 1966).

In the current study, we had people view a set of 24 artworks that depicted people and events described in the Bible. To control for any actual differences that might exist between AI- and human-created art, all these artworks were created using the generative AI program DALL-E 2. Thus, none of the participants had prior experience with the pieces. In a between-subjects manipulation, half of participants were led to believe that the artworks were created by humans and the other half were told they were created by AI. Our choice to use artworks that portray religious and sacred stories stemmed from a desire to maximize the dichotomy between humans and AI. While humans are capable of experiencing spirituality, faith, and a belief in the divine, machines are not. Hence, divergence in viewers’ perceptions of the intentionality of human and AI creators (a key aspect of art appreciation, see, e.g., Bullot and Reber, 2013) should be highlighted in the context of sacred art. Additionally, religious contexts may also evoke notions of morality, which people are less likely to entrust to AI (Gogoll and Uhl, 2018; Zhang et al., 2022).

Based on prior work discussed above, we expected participants in the AI group to have more explicit negative attitudes towards, opinions of, and reactions to the artworks. Our goal was to determine if these differences in attitudes are accompanied by shifts in the pace of visual processing (fixation count and duration), the extent of spatial exploration (saccade amplitude and fixation dispersion), and the exertion of effort (blink count, peak saccade velocity, and pupil size) during viewing. If people “discount” or “devalue” AI generated artworks, and this affects viewing behavior, we may observe shifts in gaze-based hallmarks of greater visual and cognitive engagement. For example, art thought to be created by humans may enjoy fewer fixations, longer fixation durations, greater fixation dispersion, fewer blinks, higher peak velocities, and/or larger pupil size. It is, however, important to recognize that such shifts may develop over time as people view artworks. As people view art, they transition from an initial global survey of the piece aimed at understanding its compositional elements and overall gist to a more focal analysis aimed at building a complete conceptual representation of its content (Nodine and Krupinski, 2003). By considering potential changes in eye movements over time, our goal was to determine if artistic attribution has more influence on viewing behavior early (i.e., when aesthetic appreciation is prioritized) and/or late in viewing (i.e., when understanding is prioritized).

In addition to examining the potential impact of artist attribution on viewing behavior, we took the opportunity to also consider whether and how individual differences in participants’ own religiosity, desire for aesthetics, and general attitudes toward AI affect gaze behavior regardless of author attribution. It is possible that people who are more religious (i.e., interested in the content of the artworks used in this study) or are more driven by aesthetics could view the artworks differently than people who are less so. We additionally considered individual differences in people’s general attitudes towards artificial intelligence. Those who are more positive about AI may engage with AI-created artworks differently than those who are more concerned. As with artistic attribution, such individual differences may be observed by changes in spatial, temporal, and/or cognitive aspects of gaze.



Method


Participants

A minimum sample size was guided by Zhou and Kawabata (2023) who reported negative explicit biases toward art they believed to be created by artificial intelligence as well as correlated shifts in the distribution of fixation durations. Their study included a single sample of 34 participants. Given our 2-group between-subjects design, we set a minimum sample size of 68 participants, with a goal to collect data until the conclusion of the Spring 2024 academic term. The final sample of 92 participants was obtained, all of whom were undergraduate students at the University of Notre Dame. Demographic information is reported in the Sample Characteristics subsection of the Results. While we did not measure participants’ level of art experience or expertise, none of them were art, art history, or design majors. Hence, the variability in our sample was likely consistent with that within the non-expert population. All participants were compensated with course credit.



Stimuli

Stimuli consisted of 24 artworks created by DALL-E 2, OpenAI’s natural language visual art generator. Artworks were generated by providing prompts that included a topic and artistic style or artist to emulate. Examples of prompts included “painting of the Tower of Babel in a realistic style” or “painting of the loaves and fishes story in the style of Kandinsky.” Religious topics were Christian in nature, drawn from both the Old and New Testaments of the Bible. Various artistic styles were used, including Impressionism, Cubism, and realism. A full list of prompts is provided in Table 1 and the stimuli are illustrated in Figure 1.



TABLE 1 Prompts provided to DALL-E 2 to generate stimuli.
[image: A numbered list of art descriptions, each depicting biblical scenes or figures rendered in various artistic styles such as cubism, impressionism, and realism. Examples include Adam and Eve, Cain and Abel, David and Goliath, and the Last Supper. Styles noted include those of Monet, Kandinsky, and Miro, among others.]

[image: Collage of 24 abstract and stylized paintings depicting biblical scenes. Titles include "Adam and Eve," "Cain and Abel," "David and Goliath," "Tower of Babel," "Moses and the 10 Commandments," "Nativity of Jesus," "Shepherds at the Birth of Jesus," "Adoration of the Magi," "Holy Family," "Madonna and Child," "Money Changers at the Temple," "The Baptism of Jesus," "Jesus in the Desert," "Wedding at Cana," "Woman at the Well," "Jesus Healing a Leper," "Sermon on the Mount," "Loaves and Fishes," "Jesus Walks on Water," "The Raising of Lazarus," "The Last Supper," "Crucifixion of Jesus," "Resurrection of Jesus," and "Ascension of Jesus." Each image employs vivid colors and modern interpretations.]

FIGURE 1
 Artworks generated by DALL-E 2 and used in this study. Image numbers correspond to prompts provided in Table 1.




Measures


Eye gaze

Eye position was recorded while participants viewed the artworks (see Apparatus). From these records, several temporal, spatial, and cognitive aspects of eye gaze were computed. Temporal parameters of gaze control included the number of fixations observers made while viewing each artwork and the duration of those fixations1. Spatial aspects of gaze included saccade amplitude and fixation dispersion. Saccade amplitude is the distance between consecutive fixations. Fixation dispersion is the root mean square of the Euclidean distance between each fixation point and the average position of all fixations (reported on a 0–1 scale). Gaze measures correlated with viewer engagement and cognitive effort included blink rates, the peak velocity of the eyes reached during a saccade, and pupil size.



Questionnaires

To assess participants’ attitudes toward the artworks, as well as the cognitive and emotional impacts of the artworks, we created a questionnaire, which, for ease of discussion, we call an artistic impressions survey. This survey is not presented here as a formally constructed scale, but rather as a selective amalgamation of questions drawn from (or closely inspired by) prior works that were themselves devised to understand different aspects of people’s attitudes toward artworks. Some questions were aimed at participants’ overall appreciation of the artworks. They were asked to indicate how much they liked the artworks (see Chamberlain et al., 2018) and how beautiful, immersive, sincere, and moving they found them to be as a whole (see Miller et al., 2024). Other questions pertained to their perception of artistic quality by rating originality, composition, aesthetic value, and communication of ideas (see Hong and Curran, 2019). Finally, some questions assessed the impact the artworks had on participants by asking them to indicate the degree to which emotions and memories were evoked (see Dageforde et al., 2024). All responses were made on a 7-point Likert-type scale. The full text of these questions and the response options are provided in Table 2. For analysis, we derived several scores based on (1) the aggregate of all responses, (2) the responses to items pertaining to art appreciation, (3) the responses to items pertaining to art quality, and (4) the responses to items pertaining to artistic impact (see Results for further details).



TABLE 2 Art impressions survey questions and response options.
[image: Survey items table with sections on art appreciation, artistic quality, and artistic impact. Questions 1 to 11 cover liking, beauty, immersion, emotional impact, originality, composition, aesthetics, and memory evocation of art pieces. Response options include a seven-point Likert scale, with labels from "Not at all" to "Very" for most items, and from "Very Poor" to "Excellent" for others.]

Individual differences in attitudes toward aesthetics, religion, and artificial intelligence were measured with three additional questionnaires. The Desire for Aesthetics Scale (Lundy et al., 2010) is a 36-item questionnaire that measures individuals’ motivation to seek out and care about a wide range of aesthetic stimuli (e.g., indicating degree agreement with statements such as “I often find myself staring in awe at beautiful things.”). The Centrality of Religiosity Scale (Huber and Huber, 2012) measures the importance of religion and religious engagement in a person’s life (e.g., “How often do you experience situations in which you have the feeling that God or something divine intervenes in your life?”). Multiple versions of the questionnaire are available and we elected to use the 20-item interreligious version. The General Attitudes Towards Artificial Intelligence Scale (Schepman and Rodway, 2020) is a 20-item questionnaire that measures the degree to which a person supports, or has concerns regarding, the use of artificial intelligence in daily life. It includes both positive (e.g., indicating degree of agreement with statements such as “Artificially intelligent systems can help people feel happier.”) and negative scales (e.g., indicating degree of agreement with statements such as “Organizations use Artificial Intelligence unethically”).




Apparatus

Artworks were presented on a 22” LCD monitor, at a resolution of 725 × 725 pixels on a dark gray 1,024 × 768 pixel background. Questionnaires were presented using Qualtrics and were presented on a Microsoft Surface Pro 8 tablet. While viewing the artworks, participants’ eye movements were sampled monocularly at a rate of 1,000 Hz using an EyeLink Portable Duo eyetracker (SR Research Inc.). Viewing distance was constrained with a chin rest positioned 95 cm from the display.



Design and procedure

Participants were randomly assigned to one of two groups based on artistic attribution. The human attribution group (n = 46) was told that they would be viewing images of artworks created by students enrolled in a college course titled “Picturing the Bible” in which students study the ways Christians represented their sacred stories in visual art from the early Christian period to present day. This cover story was fictitious but believable given our extensive catalog of theology and religion-focused courses coupled with a university requirement that all undergraduate students take courses in theology and/or Catholicism. The AI attribution group (n = 46), was (truthfully) told that they would be viewing religiously themed artworks created by DALL-E 2, an artificial intelligence created by a research and development company called OpenAI that responds to natural language prompts with images.

Participants then viewed the artworks serially while their eye movements were recorded. Each trial began by presenting a “title” for each artwork (i.e., part of the prompt provided to DALL-E 2) in the center of the screen for 2 s. Then, the artwork was shown for 10 s. Between trials, participants completed a 1-point calibration to correct for drift in the eye tracker signal. The 24 items were presented in a different random order for each participant and they moved from trial to trial at their own pace. Gaze was tracked for the entire viewing phase. After viewing all artworks, participants completed the questionnaires and surveys described above, during which gaze was not tracked.




Results


Sample characteristics

Among participants in our sample, 62 identified as female and 30 as male. The mean age was 19.3 years (SD = 1.08). Sixty-eight identified as Roman Catholic, 12 as a non-Catholic Christian denomination, 2 as another Abrahamic religion (Jewish or Muslim), and 10 as having no religion.

Table 3 reports mean scores and inferential statistics obtained on the Desire for Aesthetics Scale, the Centrality of Religiosity Scale, and the General Attitudes Towards Artificial Intelligence Scale, broken down by attribution group. On the Desire for Aesthetics Scale (Lundy et al., 2010) the minimum possible score is 0 and the maximum is 216. A score of 108 indicates a neutral attitude toward aesthetics; lower scores indicate lesser, while higher scores indicate greater motivation to appreciate and incorporate aesthetics in their daily lives. On the Centrality of Religiosity Scale (Huber and Huber, 2012) the minimum possible score is 1 and the maximum is 5. Higher scores indicate religiosity is of greater, or more central, importance to a person. On the General Attitudes Towards Artificial Intelligence Scale (Schepman and Rodway, 2020) the minimum possible score is 1 and the maximum is 5. A score of 3 indicates a neutral attitude toward AI. Higher scores, regardless of subscale, indicate a more positive attitude toward AI. For none of the scales did we observe reliable differences between attribution conditions (all p’s > 0.48). Because these scales could not be used to differentiate participant groups, they cannot account for differences in gaze behavior based on creator attribution, should they be observed.



TABLE 3 Mean scores (with standard deviations) obtained on the desire for aesthetics, centrality of religiosity, and general attitudes toward artificial intelligence scales broken down by attribution.
[image: Table comparing human and AI attribution across four categories: Desire for aesthetics (Human: 132.9, AI: 133.3), Centrality of religiosity (Human: 3.36, AI: 3.23), General Attitudes Toward AI - Positive (Human: 3.32, AI: 3.33), and General Attitudes Toward AI - Negative (Human: 2.90, AI: 2.87). Statistical analysis includes t-values, p-values, and Cohen's d for each comparison.]



Artistic attribution and explicit attitudes toward artworks

Responses to the individual questions included in our artistic impressions survey are summarized in Figure 2. We analyzed this data in multiple ways. First, we computed an overall impressions score by averaging responses across all questions. This was higher (more favorable) for the human attribution group (M = 5.12, SD = 0.80) than the AI attribution group (M = 4.47, SD = 0.97), t(90) = 3.52, p < 0.001, d = 0.22.

[image: Bar chart titled "Artistic Impressions Survey Responses by Item" shows mean scores on a scale of 1 to 7 for various survey items. The Human Attribution Group consistently scores higher than the AI Attribution Group across all items, with the largest differences seen in "Beauty," "Sincerity," and "Aesthetic Value." Stars indicate statistically significant differences for each item.]

FIGURE 2
 Mean responses to items included in the artistic impressions survey. Full item descriptions are provided in Table 2. Error bars depict +/− 1 standard error of the mean. Asterisks denote reliable differences between the human- and AI attribution groups (p < 0.05).


Second, we calculated an appreciation subscore by averaging responses to the 5 questions pertaining to participant liking, and to how beautiful, immersive, sincere, and moving they found the set of artworks to be. This subscore was higher for the human attribution group (M = 5.13, SD = 0.94) than the AI attribution group (M = 4.48, SD = 1.13), t(90) = 3.01, p = 0.003, d = 0.22. Within this set of questions, average scores were numerically higher on all items within the human attribution condition, with reliable differences observed for liking (p = 0.012), sincerity (p = 0.006), and movement (p = 0.002). Differences between groups were marginally reliable for ratings of beauty (p = 0.09), and not reliably different for judgments of immersiveness (p = 0.15).

Third, we calculated a quality subscore by averaging responses to the 4 questions pertaining to originality, composition, aesthetic value, and communication of ideas. This subscore was higher for the human attribution group (M = 5.72, SD = 0.67) than the AI attribution group (M = 5.02, SD = 1.09), t(90) = 3.75, p < 0.001, d = 0.23. Within this set of questions, average scores were numerically higher in the human attribution group for all items, with reliable differences observed for composition (p = 0.01), aesthetic value (p = 0.004), and communication of ideas (p < 0.001). A marginally reliable difference between groups was observed for ratings of originality (p = 0.08).

Fourth, we calculated an impact subscore by averaging responses to the 2 questions regarding evoked emotions and memories. This subscore was higher in the human attribution group (M = 3.88, SD = 1.54) than the AI attribution group (M = 3.34, SD = 1.24), but this difference was only marginally reliable, t(90) = 1.87, p = 0.07, d = 0.21. Within this set of questions, scores were numerically higher in the human attribution group for both items, with reliable differences observed for emotion (p = 0.05), but not memory (p = 0.21).

Finally, although we had no a priori hypotheses regarding the relationship between participants’ attitudes towards the artworks, their religiosity, desire for aesthetics, and attitudes towards artificial intelligence, for archival purposes Table 4 reports the correlations among these measures within each attribution group. Across groups, participants who viewed the artworks more favorably tended to more strongly incorporate aesthetics into their lives and report greater religiosity. Interestingly, in the human attribution group, participants who viewed the artworks more positively tended to have a more negative attitude toward artificial intelligence, an effect that was absent in the AI attribution group. Based on this group-level difference, we speculate that the experience of knowingly viewing AI-generated art enabled participants in the AI-attribution group to separate their evaluation of AI-generated art per se from their more general (negative) posture toward artificial intelligence as a technology.



TABLE 4 Correlations (p values) among survey scores.
[image: Table showing survey results comparing human and AI attribution groups across different attributes: artistic impressions, desire for aesthetics, centrality of religion, and attitudes to AI (positive and negative). Numerical values represent correlations, with significance levels in parentheses. Human attribution group shows significant correlations, such as between artistic impressions and centrality of religion (0.377, p<0.01). AI attribution group exhibits less significant correlations, with the highest between attitudes to AI (negative) and centrality of religion (0.605, p<0.001).]



Artistic attribution and gaze behavior

Prior to data analysis, we established several a priori criteria for including gaze-based data in our analyses. Fixations that occurred outside the image borders (1.0%), fixation durations under 50 milliseconds or over 2,000 milliseconds (2.0% of fixations), saccade durations over 200 milliseconds (5.4% of saccades), and saccade amplitudes over 20 degrees (<1% of saccades) were excluded. Following these trims, 62,289 fixation samples (97.1%) and 58,828 saccade samples (94.2%) were included in the analyses.

Potential differences in gaze variables based on artistic attribution were assessed over time to determine if such differences emerge or diminish as viewing progresses. Each trial was divided into four 2,500 ms time windows and, within each window, average values for each gaze variable were calculated. For this within-trial analysis, gaze variables were therefore submitted to separate 2 (attribution group) × 4 (time window) mixed model analyses of variance. Data are illustrated in Figure 3 and the inferential statistics obtained from the ANOVA analyses are provided in Table 5. As viewing progressed within a trial, participants made fewer fixations, maintained fixation for longer, executed shorter saccades, and blinked more frequently. These changes over time are typical as viewing strategies shift from more global to more local visual analysis and fatigue increases. Importantly, no main effects or interactions involving art attribution were reliable2.

[image: Six line graphs compare human and AI attribution groups over time. Fixation Count decreases for both groups. Fixation Duration increases. Saccade Amplitude stays stable. Fixation Dispersion remains flat. Blink Count slightly increases. Saccade Peak Velocity is generally stable with slight fluctuation. Pupil Size increases slightly. Error bars indicate variability.]

FIGURE 3
 Gaze variables plotted over elapsed viewing time within trials. Error bars depict +/− 1 standard error of the mean.




TABLE 5 Summary of main effects and interactions for ANOVA analyses of gaze measures, with art attribution as a between-subjects factor and time bin within trials as a within-subjects factor.
[image: Table displaying statistical analysis of various gaze variables categorized under temporal, spatial, and cognitive. Each variable lists effects such as attribution, time, and their interaction, alongside F-values, p-values, and partial eta squared values. Notable p-values less than 0.05 indicate statistical significance in "Time" under fixation count, fixation duration, saccade amplitude, and blinks.]



Individual differences and gaze behavior

Scores on the Artistic Impressions, Desire for Aesthetics, Centrality of Religiosity, and General Attitudes Towards Artificial Intelligence Scales were correlated with each gaze variable. For this analysis we collapsed across artistic attribution, time windows within trials, and blocks of trials across the experiment. Our analysis of participants’ attitudes towards AI was restricted to the AI attribution group because this was the only group that was told the artworks were produced by a generative AI. Correlation coefficients and associated p-values are reported in Table 6. Within each scale, p-values were adjusted using the false discovery rate (Benjamini and Hochberg, 1995) to correct for multiple comparisons. None of the calculated correlation coefficients was statistically reliable. Hence, we obtained no evidence that individual differences in the importance religion and aesthetics play in people’s lives altered the way in which they viewed religiously themed artworks. Similarly, we obtained no evidence that people’s attitudes towards AI affect their viewing of AI generated art.



TABLE 6 Correlations coefficients (with FDR adjusted p-values) among gaze measures and survey scores.
[image: Table showing correlations between survey topics and eye-tracking measures. Topics include artistic impression, desire for aesthetics, centrality of religion, and attitudes toward AI. Measures include fixation count, fixation duration, fixation dispersion, saccade amplitude, peak velocity, blink rate, and pupil diameter, presented with their respective correlation coefficients and p-values in parentheses.]




Discussion

Generative AI has the ability to produce content that, until recently, depended exclusively on the creative efforts of human beings. Today, algorithms can generate, in seconds (or less), original textual, audio, and visual outputs. Despite the potential utility and efficiency of such programs, people are hesitant to refer to their outputs as “art” (Hong, 2018; Lyu et al., 2022; Mikalonytė and Kneer, 2022) and consider them to have less intrinsic and extrinsic value than those created by a person (Chamberlain et al., 2018; Chiarella et al., 2022; Gangadharbatla, 2021; Gu and Li, 2022; Hong and Curran, 2019; Kirk et al., 2009; Ragot et al., 2020; Xu and Hsu, 2020). The primary goal of the study reported here was to determine if the attribution of visual artworks to AI leads people to look at them differently than when they are attributed to a human artist. Our focus was on potential shifts in the pace and extent of visual exploration, as well as the exertion of mental effort during encounters with artworks.

Participants in this study looked at a set of artworks created using DALL-E 2, a generative AI program that can produce realistic images from a natural language prompt. These artworks all depicted events described in the Old and New Testaments of the Bible. In a between-subjects manipulation, participants were either told the images were created by students in a college course called “Picturing the Bible” or truthfully told they were generated by an AI. While viewing the artworks, participants’ eye movements were recorded, and afterward, they completed surveys to ascertain their opinions of the artworks and to measure their attitudes towards religion, aesthetics, and AI.

Even though all of our participants saw exactly the same artworks, those in the human-attribution group had more positive opinions of them. Specifically, participants in this group judged the artworks to be more likable, sincere, and moving; they found them to be better composed, to have higher aesthetic value, and to more effectively communicate ideas to the viewer; and, they felt that the artworks evoked stronger emotional responses. These findings are consistent with prior work (Chamberlain et al., 2018; Chiarella et al., 2022; Gangadharbatla, 2021; Gu and Li, 2022; Hong and Curran, 2019; Kirk et al., 2009; Xu and Hsu, 2020), and indicate that people’s appreciation and evaluation of visual artworks, as well as their affective response to them, are affected by the knowledge they have about the human- or machine-made origin of those works. Such results are also consonant with studies that have shown that viewers’ impressions of artworks can be modulated by other contextualizing information provided alongside artworks such as titles (Millis, 2001), explanatory labels (Temme, 1992), and artist statements (Specht, 2010), as well as prior knowledge of the artist including his or her prestige (Mastandrea and Crano, 2019), personality (Van Tilburg and Igou, 2014), nationality (Mastandrea et al., 2021), disability (Szubielska et al., 2020), and other biographical details (e.g., Kaube and Rahman, 2024).

The differences we observed in participants’ attitudes toward artworks attributed to humans and AI were not accompanied by any changes in how they viewed the artworks. Fixation counts, fixation durations, fixation dispersion, saccade amplitude, blink rate, saccade peak velocity, and pupil size were unaffected by art attribution. Hence, we did not obtain any evidence to suggest that a person’s explicit “valuation” of artworks modulates the pace or spatial extent of visual exploration nor the cognitive effort needed or expended to develop an understanding of them. We were also unable to detect group differences in viewing behavior over time which further suggests that early exploratory viewing associated with aesthetic appreciation and later analytical viewing associated with understanding (cf. Nodine and Krupinski, 2003) are both insulated from conscious biases based on artistic attribution.

Our results provide some replication of, and contrast to, prior research seeking to connect artistic attribution to viewing behavior. Recently, Zhou and Kawabata (2023) considered fixation counts, individual fixation durations, and the cumulative time spent looking at images of artworks, some of which were human-created and others of which were AI-generated. When participants judged a work to be human-generated, their cumulative looking (dwell) times were, on average, 330 ms longer per image (the available viewing window was 20 s). That said, as in our study, fixation counts and individual fixation durations were not affected. For dwell times to increase without a corresponding increase in fixation counts and/or individual fixation durations is curious. One possibility is that the effect of artistic attribution may be too small to be reliably detected at the level of the individual fixations, and, instead, may only be observed when fixations are aggregated. To test this hypothesis in our own data, we calculated the total duration of all fixations made by our participants. Summing across all stimuli and fixations, participants in the human attribution group looked at the artworks for an average of 195,654 ms, or about 3 min and 15 s (SD = 14,672 ms), and those in the AI attribution group looked at them for 196,620 ms (SD = 14,805 ms) (Mdiff = 34 ms, p > 0.99). Hence, when aggregating fixations in our study we failed to replicate Zhou and Kawabata’s (2023) dwell time finding and have found no empirical support for their conclusion that gaze behavior can be affected by artistic attribution to humans or computers.

In addition to the effects of artistic attribution on how people look at art, we also considered, as a secondary question, the degree to which some individual differences might also affect viewing behavior. To this end, we measured participants’ own religiosity, desire for aesthetics, and general attitudes toward AI and correlated these with gaze behaviors. None of these individual differences correlated with any measure of viewing behavior. Hence, we obtained no evidence to suggest that individual differences in participant attitudes toward the subject matter of artworks, aesthetics, or artificial intelligence altered the way in which they viewed artworks.

While we observed no effects of artistic attribution and various individual differences on gaze, it is possible that other empirical approaches could demonstrate such links. First, our choice to focus on content-independent gaze parameters was motivated by our goal to consider implicit, generalizable, viewing strategies divorced from idiosyncratic differences in stimulus content. Future work could consider content-dependent measures related to the visual and semantic content of artworks. If one’s beliefs about the origins of art modify the balance between visual or semantic analysis, it may be that the degree to which gaze is driven by factors such as visual salience, edge density, and semantic informativeness could be altered. Indeed, an unplanned exploratory analysis of the current data suggests that such differences in content-dependent measures may exist3. Figure 4 depicts those areas within each image that were disproportionately fixated in the AI attribution conditions relative to the human attribution condition and vice versa. Areas marked in yellow and red tones were looked at longer in the AI attribution condition whereas areas marked in blue tones were looked at longer in the human attribution condition4. One striking commonality across the artworks was a propensity for participants to spend more time looking at faces when they thought the artworks were created by humans. Second, we chose to constrain viewing at a constant distance, for a set period of time, over a predetermined group of images. In many cases, however, when viewing art these parameters are not so limited. Future work could investigate the possibility that artist attribution and/or viewers’ interest in the content of art, their appreciation of aesthetics, and/or their attitudes towards AI could lead them to make different overt choices regarding how closely they might approach an artwork, how long they might look at them, or even which artworks to look at or pass by altogether. Third, while our participant sample was representative of the general public, we were unable to determine how the relationship between one’s attitudes toward art and gaze behavior might vary as a function of artistic expertise, a factor known to influence viewing (e.g., Francuz et al., 2018; Lin and Yao, 2018; Koide et al., 2015; Pihko et al., 2011; Vogt and Magnussen, 2007). Finally, aside from our exploratory artwork-level analysis described above, our measures of both explicit attitudes and implicit viewing behaviors collapsed across individual artworks, restricting our conclusions to those that can be drawn about the collection of works as a whole. In future work, a set of images could be constructed to specifically explore the possibility that more fine-grained differences will emerge between individual items that vary in artistic style, subject matter, image content, or other factors that differentiate one work from another in either its physical composition or its influence on individual participants (e.g., observer goals, artistic preferences, knowledge, etc.).

[image: A collage of various artistic styles depicting biblical scenes and figures. Each image incorporates vibrant color patterns and abstract elements, with blue and orange highlights suggesting a thematic or emotional focus. Styles range from stained glass to impressionistic and abstract renderings, showing interpretations of religious narratives.]

FIGURE 4
 Yellow and red tones denote areas looked at longer in the AI attribution condition whereas blue tones mark areas that were looked at longer in the human attribution condition (see Footnote 3 for additional detail).


In summary, while recent studies (including this one) have consistently found explicit negative biases against AI-generated art, we found no evidence that such biases are mirrored by implicit shifts in how non-expert viewers look at such art. Moreover, we found no evidence that individual differences in attitudes toward content, aesthetics, and AI alter looking behavior. Together, these results suggest that factors known to influence the specific content that we choose to look at (e.g., knowledge, personal attitudes and opinions) do not affect content-independent aspects of gaze related to the pace, spatial extent, and effort of visual exploration.
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Footnotes

1   Measures of frequency and duration are not orthogonal. Within a given amount of time, an increase in fixation durations should correlate with a decrease in the number of fixations observed. The measures do, however, characterize gaze in different ways and consistency across non-orthogonal measures enables stronger conclusions to be drawn from the data.

2   We additionally conducted an items-level analysis and no difference in any measure of gaze was observed between the human- and AI-attribution conditions for any item, indicating consistency in our findings across our materials.

3   We thank an anonymous reviewer for suggesting this exploratory analysis.

4   Each image in Figure 4 was generated using the “difference fixation map” function in EyeLink Data Viewer Version 4.1.63. These fixation maps collapse across participants and are based on the cumulative duration of all fixations. In order to highlight areas of greatest difference across the attribution conditions, the low activity cut-off percentage was set to 40%. All other parameters were set to default values. Note that like-colors indicate equivalent differences within, but not across, images.
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Mental health applications (apps) are proliferating to meet the needs of the increasing numbers of young people experiencing mental health challenges. However, many mental health apps for young people are either not evidence-based or fail to engage the interest of those who are not already receiving professional help. Since music listening is an activity that many young people are drawn to when experiencing high levels of psychological distress, MoodyTunes was developed to engage young people in learning about mental health within the context of their daily music listening activities. In this single cohort study, 70 participants aged 13–25 used MoodyTunes over a 4-week period. Pre- and post-intervention measures assessed mental health literacy, coping self-efficacy, depression, anxiety, and stress levels. Results demonstrated a significant increase in mental health literacy and decreases in anxiety and stress. Depression was found to have decreased, although not at a statistically significant level. No significant change in coping self-efficacy was found. These findings suggest that MoodyTunes may be an effective tool for improving mood regulation and psychological wellbeing in young people. Future research with larger, randomized samples and a comparative control group is recommended.
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1 Introduction

One in seven young people experience a mental health disorder globally, with depression and anxiety among the leading causes of illness and disability among adolescents (World Health Organization, 2024). Some countries around the world have seen steep increases in the rates of mental health issues in young people in recent years. In Australia, 39% of 16–24-year-olds had a mental health disorder in 2021, up from 26% in 2007 (Australian Bureau of Statistics, 2022). Similarly, in the U.K., one in five young people aged 8–25 had a probable mental disorder compared to a rate of about one in eight in 2017 (Baker and Kirk-Wade, 2024). The U.S. has seen similar increases (Lebrun-Harris et al., 2022).

Despite high levels of need, young people typically have low rates of help-seeking behavior, and research indicates that this has not increased along with rates of mental health disorders (Brennan et al., 2021; Upton et al., 2021). Smartphone apps for supporting mental health, however, are increasingly in demand (Ariz et al., 2022). The global mental health market is projected to reach a value of $USD 20.92 billion by the year 2033, a compound annual growth rate of 16% between now and then (Straits Research Private Limited, 2024).

Although there are a wide range of mobile mental health apps, few apps have been specifically developed for promoting emotion regulation (Eisenstadt et al., 2021). Furthermore, significant concerns exist around the safety and effectiveness of such apps. Many utilize approaches that are not evidence-based (Koh et al., 2022). Others apps fail to be engaging to users—especially those targeting young people—who tend to have high expectations of the technology they use (Garrido et al., 2019b; Borghouts et al., 2021). A recent review demonstrated that many apps for young people are not designed with them, do not solve issues they care most about, fail to respect privacy and are laden with privacy concerns (Torous et al., 2018). Studies suggest that smartphone apps that increase engagement such as through use of gamification or music (Garrido et al., 2019b), and that empower the user to take care of their own mental health rather than being directive (Gotz et al., 2022; Garrido et al., 2022) are of greater appeal to young users.

Music is also a promising tool for supporting mental health in young people. Formal music therapy, a research-informed, clinical practice in which clients work with a trained music therapist, is effective in reducing symptoms of depression and anxiety in adolescents (Ishak et al., 2021). However, even outside of music therapy where no music therapist is involved, music also has the potential to help improve mental health within the context of everyday music listening. Teenagers aged 13–18 years spend around 2 h per day listening to music (Dredge, 2019), and this amount can increase when young people are experiencing psychological distress (Stewart et al., 2019). Listening to music can help young people with both social wellbeing and emotion regulation (Papinczak et al., 2015). However, this reliance on music listening is not always helpful, with studies showing that many young people are attracted to music that can exacerbate negative thinking and depression (Ter Bogt et al., 2019; Larwood and Dingle, 2021; Garrido and Schubert, 2015; Powell et al., 2021). Thus, music can serve as a useful entry point into learning about mental health, providing both a tool that young people are naturally drawn to during periods of psychological distress and a unique opportunity to foster self-awareness and promote healthier coping strategies.

MoodyTunes1 is a smartphone app that was co-designed with young people and that draws on principles of cognitive behavioral therapy to help young people learn better self-management of mood in the context of their music-listening behaviors. It is designed to help young people become more aware of how their own choices influence their mood and wellbeing, using music as a medium to subtly enhance mental health literacy and promote healthy mood regulation strategies through experiential learning. As users listen to music on Spotify as part of their usual daily activities, the MoodyTunes app prompts users to record how specific music affects their mood. It creates “feel better” playlists to challenge habitual listening patterns and foster greater self-awareness. Additionally, the app encourages users to reflect on thoughts and emotions triggered by music and introduces techniques such as cognitive reframing and challenging automatic negative thoughts. It also directs users to short, informative articles on various mental health topics, and helps them to understand when professional help might be needed and how to get it (see Supplementary material for screenshots of the MoodyTunes app).

MoodyTunes was developed based on extensive research into the effect of music on mood and theory from both the music psychology and music therapy literature. In the early stages of development, co-design workshops were conducted in which young people identified the strengths and limitations of existing mental health apps and proposed ideas for integrating music and wellbeing research into an app (Garrido et al., 2019a). Young people were also involved in the creation of a mock-up and prototype, concept testing, a think-aloud study (Duguid et al., 2022) and further iterations of design and development (Garrido et al., 2022, 2024). The current study aims to conduct a preliminary investigation into the effectiveness of MoodyTunes in increasing mental health literacy and coping self-efficacy, as well as reducing symptoms of depression, anxiety, and stress. The study will add to the body of knowledge about how music can be used to enhance mental health and wellbeing in young people while demonstrating the potential of the MoodyTunes app to contribute to this.

It was hypothesized that:

	H1: Users will report increased mental health literacy and coping self-efficacy after a 4-week period in which they used MoodyTunes.
	H2: Users will report decreased depression, stress and anxiety after a 4-week period in which they used MoodyTunes.



2 Methods and materials


2.1 Study design

The study employed a single-group pretest-posttest design to evaluate initial trends on the primary outcome measures among young people who use MoodyTunes for 4 weeks. Given the pilot nature of the study and the early-stage development of the app, a randomized controlled trial was not considered appropriate at this stage. Participant engagement with the app was also assessed to explore the acceptability and appeal of the app to users. Potential differences in age and gender in response to the app were also explored.



2.2 Participants

Purposive sampling was used to recruit Australian youth, with an attempt made to balance recruitment across genders and two age groups: those aged 13–18 years and those aged 19–25. Participants were recruited from among undergraduate students at an Australian University through internal emails and noticeboards, via social media advertising to the general public and snowballing. Recruitment emails and social media read: “Do you like music? Would you like to know more about how you can use music to manage your moods? Researchers from Western Sydney University would like you to help us test and evaluate a smartphone app designed to help young people learn how to use music to effectively manage their moods. You get to download the app for free and use it for 4 weeks and will receive a $100 gift voucher upon completion.”

Ninety-two participants were initially recruited to take part in the study. Of these, 70 participants produced complete data at both baseline and follow-up. The responses for the remaining 22 participants were excluded due to incomplete data, representing a completion rate of 76%. There were no significant differences in age group, gender, or baseline DASS scores between completers and non-completers. Participants were eligible to participate if they were aged between 13 and 25 years of age and had access to a smartphone on which Spotify could be installed. Participants were not required to use a paid version of Spotify since the app works both with free and premium versions of Spotify. Participants were excluded if they had used MoodyTunes before or did not meet the inclusion criteria. Participants were given a $100 gift voucher for completion.

The mean age of participants was 18.0 years (SD = 4.0), with 42 participants aged 18 or younger (60%). For analysis, participant ages were grouped as either 18 and below (n = 42), or 19 and above (n = 28). This variable is hence referred to as “Age group.” The final sample of 70 participants included 22 males (31.4%), 39 females (55.7%), six participants (8.6%) who selected “Non-binary/Third gender,” and three (4.3%) who selected “Prefer not to say.” Due to the smaller sample sizes, the latter two gender categories were collapsed into a single category for all analyses (“Non-binary/Prefer not to say”).



2.3 Procedures

Ethics approval was obtained from the Human Research Ethics Committee of Western Sydney University (approval number H14725). Participants or their parents (if aged 15 or under) were emailed an information sheet and pre-screening questions to determine eligibility to participate. Eligible participants and the parents of those aged 15 or under signed a consent form which was returned to members of the research team by email. Once consent had been provided, participants were given a unique numerical identifier and emailed a link to the pre-intervention survey. Upon completing the pre-intervention survey, participants were emailed instructions about how to download and set up the MoodyTunes app on their devices. The instructions included information on connecting MoodyTunes to a Spotify account and how to enter their numerical identifier into the app. Participants were then asked to use MoodyTunes at least twice weekly for 4 weeks. A member of the research team contacted them shortly after this step to ensure that they had been able to install and use the app and then again at the 2-week mark to troubleshoot any technical issues. Once the 4-week period had ended, participants were emailed a link to the post-intervention survey.



2.4 Materials and measures

MoodyTunes is available for both Android and Apple devices, and participants used their own personal devices to access the app. Pre and post-study surveys were completed on Qualtrics. In the pre-study survey participants first completed 5-items relating to demographics and music listening behaviors, including the average amount of time they spend listening to music and the devices and platforms they typically use for music listening. They then completed several baseline measures (listed below), which were also completed in the follow-up post-study survey.

Participants were asked both at baseline and at post-study to rate their agreement with an additional three items specifically related to understanding the relationship between music and mental health: (i) Music is one of those things that always helps people when they are feeling depressed or anxious, (ii) Sometimes music can make someone feel worse if they are feeling depressed, and (iii) I feel confident in choosing music that can help me manage my moods. Participants indicated agreement or disagreement with the items using a Likert scale of 1 (Strongly Disagree) to 5 (Strongly Agree). The first question, being a statement that is incorrect, was negatively scored to indicate an accurate understanding of the relationship between music and mental health. These items were summed to create a total Music and Mental Health (MusicMH) score. These three items returned a reliability score of Cronbach's α = 0.61 at baseline, and 0.60 at post-study suggesting an acceptable level of reliability. Additionally, in the post-study survey participants were asked which type of Spotify account they had used in conjunction with MoodyTunes (a premium, free, or family account), and completed a series of questions examining responses to the app drawn from the Mobile Application Rating Scale (MARS; Stoyanov et al., 2015). Participants also provided general feedback in response to an open-ended question, which read: “Do you have any other comments you would like to make about the app concept or design or anything else relevant?”

The Coping Self-Efficacy Scale (CSES; Chesney et al., 2006) was used to measure confidence in coping behaviors pre- and post-survey when faced with stressful life challenges. The CSES is a 26-item scale in which participants report how confident they are in performing adaptive coping behaviors (e.g., “keep yourself from feeling lonely” and “Take your mind off unpleasant thoughts”) by responding to an 11-point Likert Scale (0 = “cannot do at all” and 10 = “certain can do”). The CSES exhibits commendable reliability, with Chesney et al. (2006) reporting a Cronbach's alpha of 0.95. Cronbach's alpha for the current study was α = 0.95 at baseline and α = 0.96 at post-study.

The Mental Health Literacy Scale (MHLS; O'Connor and Casey, 2015) and the Mental Health Literacy Questionnaire—Young Adult (MHLq-ya; Dias et al., 2018) were used to measure participants' understanding of mental health. The MHLS is a 35-item scale which assesses six aspects of mental health literacy. Since MoodyTunes primarily aims to reduce stigma and promote help-seeking only 20 items relating to these aspects of mental health were retained in the current study. The wording of some items was modified slightly to be more relevant to Australian youths. The MHLS exhibits good reliability, with O'Connor and Casey (2015) reporting a Cronbach's alpha coefficient of α = 0.87. Cronbach's alpha for the current study was α = 0.85 at baseline and α = 0.91 at post-study. The MHLq-ya is a 29-item Scale used to assess mental health experience, knowledge, attitudes, and mental health-seeking behaviors in young people using a 4-point Likert scale. Some items were omitted for irrelevancy to the current study, with a modified version of 22 items being used here. The original MHLq-ya exhibits good reliability, with Dias et al. (2018) reporting a Cronbach's alpha coefficient of α = 0.84. Our study returned a reliability score of α = 0.56 at baseline and α = 0.58 at post-study, suggesting this to be a less reliable scale than the MHLS in the current sample.

The Depression and Anxiety Scale (DASS-21; Lovibund and Lovibund, 1995) was used to measure Stress, Depression and Anxiety pre and post-study. The DASS-21 is a 21-item scale where participants indicated how much a statement applied to them (e.g., “I felt that I had nothing to look forward to” or “I found it hard to wind down”) using a 4-point Likert Scale of 0 (“Never”) to 3 (“Almost Always”). The DASS-21 exhibits excellent reliability, with Lovibund and Lovibund (1995) reporting internal consistency of Depression α = 0.90; Anxiety α = 0.84; Stress α = 0.90. Patrick et al. (2010) found an overall internal consistency of α = 0.92 when assessing validity for children and adolescents aged 11 to 17 years. Cronbach's alphas for the current study were Depression 0.93 at baseline and 0.91 at post-study; Anxiety 0.87 at baseline and 0.87 at post-study; Stress 0.87 at baseline and 0.88 at post-study.

A shortened version of the MARS (Stoyanov et al., 2015) was used post-survey to rate participants' overall experience using MoodyTunes. The MARS is a 23-item rating scale used to assess mobile health apps' engagement, quality, aesthetics, and impact. The present study used a 16-item scale, with some questions omitted or modified to be more relevant to MoodyTunes. Participants rated their experience using a 5-point Likert scale with varying wording for response categories depending on the wording of the question. Higher numbers indicated more positive responses to the app (see Table 1). For example, Item 1 asked “Was MoodyTunes interesting to use?” with responses ranging from 1 (“Not interesting at all”) to 5 (“Extremely interesting”), and Item 3 asked “How easy was it to learn to use this app?” with responses ranging from 1 (“Confusing, complicated”) to 5 (“Able to use immediately, intuitive, simple”) (see Table 1). One item (Item 9) was rated on a 3-point Likert scale. Subscale totals were calculated for engagement, aesthetics, quality and impact, with a single item assessing user perceptions of functionality. The MARS exhibits good reliability, with Stoyanov et al. (2015) reporting a Cronbach's alpha score of 0.85. The Cronbach's alpha for the current study was α = 0.90.

TABLE 1  Descriptive statistics for app ratings based on Mobile Application Rating Scales (MARS).


	Scale
	M
	SD
	Min.
	Max.





	1. Was MoodyTunes interesting to use?
	3.3
	0.9
	1
	5



	2. Do you think the content of MoodyTunes is appropriate for your age group?
	4.1
	0.8
	1
	5



	3. How easy was it to learn to use this app?
	3.7
	1.1
	1
	5



	4. What do you think of the design of the screens in this app?
	4.0
	0.9
	2
	5



	5. What do you think of the graphics used for icons/buttons?
	4.0
	0.7
	2
	5



	6. How good does the app look?
	4.2
	0.7
	3
	5



	7. How likely would you be to recommend MoodyTunes to others?
	3.7
	0.9
	2
	5



	8. How many times do you think you would use the app in the next 12 months?
	3.4
	1.2
	1
	5



	9. Would you pay for this app?
	1.5
	0.6
	1
	3



	10. What is your star rating for this app?
	3.6
	0.7
	2
	5



	11. This app helped me become more aware of the importance of addressing mental health problems
	3.5
	1.0
	1
	5



	12. This app helped me to better understand how music can influence mental health
	4.1
	0.9
	1
	5



	13. This app helped change my attitudes toward mental health
	3.2
	1.1
	1
	5



	14. This app helped to increase my motivation to do things that can benefit my mental health
	3.5
	1.0
	1
	5



	15. This app increased my confidence in my ability to manage my moods and mental health
	3.6
	1.1
	1
	5



	16. This app encouraged me to get professional help
	2.8
	1.1
	1
	5



	MARS Engagement
	3.7
	0.7
	1
	5



	MARS Aesthetics
	4.1
	0.5
	2
	5



	MARS Quality
	3.1
	0.8
	1
	5



	MARS Impact
	3.4
	0.8
	1
	5




Min. and Max. refer to the minimum and maximum response recorded for that scale. For all scales N = 70. All items were measured on 5-point scales, apart from Item 9 which was measured on a 3-point scale.





2.5 Data analysis

Descriptive statistics were generated to assess general acceptability and ratings of user experience of the app on the MARS. Repeated measures ANOVAs were performed with scores on outcome measures over Time (pre-study, post-study) as the dependent variable, Age Group and Gender as the independent variables. Data for the three DASS subscales were not normally distributed, and so Wilcoxon non-parametric tests were used to assess changes over time on these outcome measures. Analyses are based on median rather than mean scores for these three tests only.




3 Results


3.1 General response to the app

The majority of participants reported listening to music at least 1 h per day or more (1–2 h: n = 20, 28.6%; 2–5 h: n = 22, 31.4%; 5–8 h: n = 10, 14.3%; 8 h+: n = 2, 2.9%). The most commonly used devices for listening to music were iPhones (n = 56, 80%) and computers (n = 33, 47.1%). Most participants reported that for their general music listening (i.e., external to this study) they used Spotify for listening to music (n = 65, 92.9%), primarily a premium account (n = 34, 48.6%). YouTube was the next most frequently used listening platform (n = 27, 38.6%).

Descriptive statistics for individual items and the four MARS sub-scales are listed in Table 1. Ratings for all items were above the mid-point, indicating a generally positive response to the app. The highest rated aspect was related to app aesthetics (Item 6; MARS Aesthetics), with the lowest ranking being for item 16 (“This app encouraged me to get professional help”). However, it was notable that 15 participants agreed (n = 10, 14.1%) or strongly agreed (n = 5, 7.0%) that using the app had encouraged them to get professional help. On average, the four MARS subscales returned a mean of 3.6 (SD = 1.1).

Feedback in response to the open-ended question provided some useful suggestions for future improvement of the app. In particular, some participants wanted to be able to rate songs more easily upon opening the app rather than waiting for notifications (n = 7). A number of other participants reported some functionality issues that had impacted their overall experience with the app (n = 11). However, comments were generally positive, and participants expressed their enjoyment of the app and belief that it could make a difference to mental health: “I have nothing to add, this app was honestly so interesting and amazing to use. I'm so honored I could be a part of using this app” (16 year old, male).



3.2 Mental health literacy

The repeated measures ANOVA for MHLq-ya was significant [F(1, 69) = 6.51, p = 0.013, ηp2 = 0.086], with mean ratings increasing from baseline to post-study as shown in Table 2 and Figure 1. A subsequent repeated measure ANOVA was performed, adding both Age group and Gender as separate independent variables. The main effect (time) remained significant [F(1, 64) = 4.89, p = 0.031, ηp2 = 0.071], although there were no significant interactions with Age Group [F(1, 64) = 1.02, p = 0.315, ηp2 = 0.016] or Gender [F(1, 64) = 0.27, p = 0.762, ηp2 = 0.008].

TABLE 2  Descriptive statistics for outcome variables at baseline and post-study.


	Independent variable
	Baseline
	Post-study



	M
	SD
	Median
	M
	SD
	Median





	CSE
	169.0
	42.1
	–
	169.1
	54.1
	–



	DASS anxiety
	15.7
	6.2
	14.0
	14.6
	6.0
	13.5



	DASS depression
	15.4
	6.4
	14.0
	14.9
	6.2
	12.5



	DASS stress
	18.1
	5.7
	17.5
	16.7
	5.8
	16.0



	MHLq-ya
	86.9
	5.2
	–
	88.7
	6.3
	–



	MH literacy
	173.2
	11.6
	–
	177.5
	13.9
	–



	Music MH
	9.5
	1.6
	–
	10.1
	1.5
	–




Median values are additionally reported for the three DASS-21 subscales, as these were atypically distributed scales and so needed to be examined via Wilcoxon rank-based nonparametric tests. All other tests were examined by ANOVA, using mean ratings.




[image: Line graph titled "MHLq-ya" showing an increase in mean ratings from baseline to post-study. The baseline mean rating is approximately sixty-seven, rising to about seventy-four post-study. Error bars indicate plus or minus one standard error.]
FIGURE 1
 Mean MHLq-ya scores before and after the intervention.


The repeated measures ANOVA for MH Literacy also produced a significant main effect [F(1, 69) = 12.39, p < 0.001, ηp2 = 0.152], in which mean ratings increased over time (see Table 2 and Figure 2). When Age group and Gender were added as interacting variables the main effect again remained significant [F(1, 64) = 8.62, p = 0.005, ηp2 = 0.119] although as above the interactions with Age Group [F(1, 64) = 3.03, p = 0.087, ηp2 = 0.045] and Gender were non-significant [F(1, 64) = 0.15, p = 0.857, ηp2 = 0.005].


[image: Line graph titled "MH Literacy" showing mean ratings on the y-axis and time points "Baseline" and "Post-study" on the x-axis. Mean rating increases from approximately 174 at Baseline to 178 at Post-study, with error bars indicating plus or minus one standard error.]
FIGURE 2
 Mean MH literacy scores before and after intervention.


The repeated measures ANOVA for MusicMH produced a significant main effect [F(1, 69) = 13.04, p < 0.001, ηp2 = 0.159], and as per Table 2 and Figure 3 the mean values increased from baseline to post-study. Again, while the main effect remained significant [F(1, 64) = 4.60, p = 0.036, ηp2 = 0.067] the interactions with Age group [F(1, 64) = 0.75, p = 0.390, ηp2 = 0.012], and Gender [F(1, 64) = 1.72, p = 0.188, ηp2 = 0.051] did not reach significance.


[image: Line graph titled "MusicMH" showing an increase in mean rating from baseline to post-study. Baseline mean rating is approximately 9.6, and post-study mean rating is about 10.2. Error bars indicate plus or minus one standard error.]
FIGURE 3
 Mean MusicMH scores before and after intervention.




3.3 Coping self-efficacy

The repeated measures ANOVA for CSE did not reach significance [F(1, 69) = 0.01, p = 0.973, ηp2 < 0.001], and in the follow-up ANOVA neither did the main effect (p = 0.598) or the interactions by Age group (p = 0.518) and Gender (p = 0.343). As shown in Table 2, there was little change in CSE ratings over time.



3.4 Depression, anxiety, and stress

Young people in this study demonstrated extremely severe levels of Depression, Anxiety, and Stress at baseline (Table 2). Wilcoxon tests for both DASS Anxiety (z = −2.53, p = 0.011) and DASS Stress (z = −2.62, p = 0.009) showed significant decreases in Median values over time, whereas the decreasing values for DASS Depression only approached significance (z = −1.79, p =0.074). Distributions for all three DASS tests are plotted in the Supplementary Section 2 (Supplementary Figures 1–3).




4 Discussion

This study was a preliminary investigation exploring whether a cohort of young people would experience changes in mental health literacy, coping self-efficacy, depression, anxiety and stress after using the MoodyTunes app over a 4-week period. Results indicated that young people did experience increases in mental health literacy as well as decreases in stress and anxiety, after 4 weeks of app usage. General responses to the app were also positive, with rating scales indicating that young people found the app aesthetically pleasing, somewhat engaging and of good quality. They also believed that the app increased their awareness and confidence in managing mental health challenges, although there were no significant changes in coping self-efficacy over time. User engagement ratings on the MARS and changes in symptoms over time are comparable to that of other apps at similar stages of development (Serlachius et al., 2021; Elledge et al., 2023).

Helping young people to increase their mental health literacy is no small accomplishment. Previous research has shown that young people with high levels of mental health literacy are less likely to experience psychological distress than other youths, a relationship that is mediated by increased psychological resilience (Zhang et al., 2023). They are also more likely to seek professional help when needed, which can improve overall mental health outcomes (Bennett et al., 2023).

Nevertheless, challenges exist to engaging young people in learning more about mental health. Indeed, young people often prefer the anonymity, ease of access and non-threatening nature of digital mental health interventions, even if they acknowledge that face-to-face support might be better (Pretorius et al., 2019; Garrett et al., 2024). Despite lower ratings for the questionnaire item about seeking professional help (Item 16) than for other items, it is notable that a number of young people who participated in the study reported having been encouraged to seek professional help after using MoodyTunes. This study has therefore demonstrated that MoodyTunes holds potential to provide an engaging way for young people to become more aware of mental health challenges and how to manage them. This may be particularly valuable for those who may experience disparities in health services or who may not get professional help for other reasons (Amos et al., 2023).

The results of this study contribute to the existing body of evidence supporting the potential benefits of digital mental health interventions based on cognitive behavioral therapy for adolescents (Csirmaz et al., 2023). Familiarizing users with mood reflection techniques as used in CBT can help improve mental health outcomes (Barcak et al., 2022), and music can be an effective way to do this (McFerran et al., 2018). Furthermore, empirical research has consistently demonstrated that listening to music can be effective in regulating mood in young people, suggesting its usefulness as a means for developing healthy mood regulation strategies (Dingle and Fay, 2017). Young people in this study also tended to have increased confidence and understanding of how music can influence mental health by the end of the study.

Nevertheless, despite improvement in stress and anxiety in the current sample, it is important to note that these were non-clinical outcome measures and those participants were not necessarily representative of clinical populations despite their high levels of depression, anxiety, and stress at baseline. Therefore, these findings do not demonstrate the capacity for MoodyTunes to reduce symptoms of significant mental illnesses. Rather, the reduction in stress and anxiety in participants found in this study suggest the public health benefits of MoodyTunes as a tool for increasing self-management of non-clinical levels of mood disturbances. Furthermore, the lack of a control group and the fact that participants were only required to use the app a minimum of two times per week suggest that caution should be used in attributing these changes solely to use of MoodyTunes. Further research using a control group and randomization will be needed to confirm a causal relationship.

The high baseline DASS scores in our sample suggest that participants were experiencing substantial psychological distress at the time of recruitment. This may reflect a self-selection bias, where participants may have been drawn to the study due to its mental health focus. This suggests that caution should be taken in generalizing the findings to all young people, particularly those not experiencing high levels of distress. Future studies should explore the effectiveness of MoodyTunes in more diverse samples, including those with varying levels of baseline distress.

The finding in this study that age group and gender did not have an influence on outcomes is encouraging. Mental health issues can escalate in severity from ages 11 to 14 (Patalay and Fitzsimons, 2018), a group which tends to be particularly underserved by mental health services (National Mental Health Commission, 2023). Young males can also be especially difficult to engage in learning about mental health and tend to have poorer rates of mental health literacy than females in the same age group (Rice et al., 2018). The current study demonstrates that MoodyTunes may be a suitable tool for both younger age groups and young males. Indeed, a previous evaluation of MoodyTunes found that the app was particularly appealing to young people aged 17 and under Duguid et al. (2022).



5 Conclusion

The observed positive changes in mental health literacy and mood experienced after using MoodyTunes for a period of 4 weeks is notable given the increasing reports of young people experiencing mental health challenges. Feedback from participants indicates that further improvements to the app could be made to enhance functionality and appeal. However, these preliminary findings underscore the potential of this digital mental health intervention as a discreet and accessible tool to address the underutilization of mental health support among youth and to further encourage help-seeking behavior, overall suggesting that MoodyTunes is suitable for further investigation in a controlled trial.
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An fMRI study of crossmodal emotional congruency and the role of semantic content in the aesthetic appreciation of naturalistic art
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Numerous studies have explored crossmodal correspondences, yet have so far lacked insight into how crossmodal correspondences influence audiovisual emotional integration and aesthetic beauty. Our study investigated the behavioral and neural underpinnings of audiovisual emotional congruency in art perception. Participants viewed ‘happy’ or ‘sad’ paintings in an unimodal (visual) condition or paired with congruent or incongruent music (crossmodal condition). In the crossmodal condition, the music could be emotionally congruent (e.g., happy painting, happy music) or incongruent with the painting (e.g., happy painting, sad music). We also created Fourier Scrambled versions of each painting to test for the influence of semantics. We tested 21 participants with fMRI while they rated the presentations. Beauty ratings did not differ for unimodal and crossmodal presentations (when aggregating across incongruent and congruent crossmodal presentations). We found that crossmodal conditions activated sensory and emotion-processing areas. When zooming in on the crossmodal conditions, the results revealed that emotional congruency between the visual and auditory information resulted in higher beauty ratings than incongruent pairs. Furthermore, semantic information enhanced beauty ratings in congruent trials, which elicited distinct activations in related sensory areas, emotion-processing areas, and frontal areas for cognitive processing. The significant interaction effect for Congruency × Semantics, controlling for low-level features like color and brightness, observed in the behavioral results was further revealed in the fMRI findings, which showed heightened activation in the ventral stream and emotion-related areas for the congruent conditions. This demonstrates that emotional congruency not only increased beauty ratings but also increased the in-depth processing of the paintings. For incongruent versus congruent comparisons, the results suggest that a frontoparietal network and caudate may be involved in emotional incongruency. Our study reveals specific neural mechanisms, like ventral stream activation, that connect emotional congruency with aesthetic judgments in crossmodal experiences. This study contributes to the fields of art perception, neuroaesthetics, and audiovisual affective integration by using naturalistic art stimuli in combination with behavioral and fMRI analyses.
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1 Introduction

Our understanding of the world relies on interpreting environmental cues we receive from continuous sensory input, particularly from visual and auditory information (Vuilleumier, 2005). In contrast to pure multisensory audiovisual integration, crossmodal correspondence is the phenomenon in which features from different sensory modalities naturally align and associate (Spence, 2011). The underlying mechanisms of crossmodal correspondences have been widely investigated (e.g., Giannos et al., 2021; Mok et al., 2019; Motoki et al., 2020; Saluja and Stevenson, 2018) by using pairs of different sensory modalities, including, e.g., color and music (Palmer et al., 2013), taste and music (Wang et al., 2016) and odors and music (Levitan et al., 2015). In a review by Spence (2011), the mechanisms underlying crossmodal correspondences are categorized as structural, statistical, emotional, or semantic correspondences. Spence (2011) also highlights that emotional crossmodal correspondences connect sensations that evoke similar emotions; for example, happiness can be associated with both the color yellow and major musical tones. On the other hand, semantic correspondences are based on congruent semantic relationships, for example, pairing a meowing sound with a static image of a cat as congruent or with a dog as incongruent (Spence, 2011; Hein et al., 2007; Molholm et al., 2004; Spence and Deroy, 2013).

There is substantial evidence that emotional correspondences significantly contribute to high-level multisensory integration (e.g., Pelowski, 2017; Spence, 2020; Wang et al., 2017). An important factor in this process is how emotional (in)congruence influences the overall affective state. Studies suggest that congruent emotions coming from auditory and visual domains facilitate emotional experience (Baumgartner et al., 2006; Christensen et al., 2014; Gao et al., 2018; Gao et al., 2019; Rosenfeld and Steffens, 2019). Imagine watching a movie where a key scene shows the main character’s tragic death. You would expect the background music to be slow and sorrowful, congruent with the emotion. Similarly, in a joyful wedding scene with everyone smiling, upbeat and happy music seems fitting. According to Spence, crossmodal correspondences between complex auditory and visual stimuli significantly influence our emotional responses through emotional correspondences (Spence, 2020). Building on this premise, our study examines unimodal (paintings) effects, crossmodal (music and paintings) emotional (in)congruency, and its influence on aesthetic experience, reflecting growing interest in crossmodal aesthetic interactions.

Several studies have compared congruent crossmodal (audiovisual) stimuli with unimodal auditory or visual presentations (Kreifelts et al., 2007, 2010; Robins et al., 2009). Some studies focus on emotion perception, particularly on recognizing social emotion cues, showing that matching facial expressions with the tone of voice or emotional prosody enhances emotion recognition (De Gelder and Vroomen, 2000). Kreifelts et al. (2007) demonstrated that subjective ratings for the crossmodal presentation of congruent face and voice expressions significantly increased emotional experience compared to unimodal presentations (pictures alone). While comparisons of crossmodal and unimodal presentations have thus been explored, recent research has increasingly focused on understanding the intricacies of crossmodal interactions and on the role of emotional (in)congruency (Dolan et al., 2001; Müller et al., 2011; Gao et al., 2018; Gao et al., 2020; Christensen et al., 2014; Baumgartner et al., 2006).

The congruency of emotional information from auditory (music) and visual (faces) sources has been examined across behavioral and neuroimaging studies. For instance, Jeong et al. (2011) found in the behavioral ratings that the congruency of the music influenced the emotional ratings of faces: happy music increased ratings of happiness in happy faces and decreased sadness in sad faces (Jeong et al., 2011). Studies using functional magnetic resonance imaging (fMRI) demonstrated that emotional congruency enhanced activity across various brain regions, including the superior temporal cortex, amygdala, posterior/middle cingulate cortex, superior frontal cortex, insula, thalamus (Jansma et al., 2014; Klasen et al., 2011; Müller et al., 2011; Dolan et al., 2001; Petrini et al., 2011). For example, Klasen et al. (2011) studied emotional faces and voices in congruent or incongruent conditions using fMRI during an emotional classification task. The authors found that congruent emotions activated the amygdala, insula, ventral posterior cingulate, temporo-occipital, and auditory cortices. In contrast, incongruent emotions triggered a frontoparietal network and the bilateral caudate nucleus, suggesting increased processing demands on working memory and emotion-encoding regions. Gao et al. (2020) studied brain responses to audiovisual valence congruency, pairing positive or negative video clips with matching music. Their analysis revealed distinct neural patterns in areas such as the bilateral superior temporal cortex and right anterior cingulate, differentiating congruent from incongruent emotional valence. The majority of these studies have either focused on discrete emotions by using face-voice pairs (Dolan et al., 2001; Müller et al., 2011) or concentrated on emotional valence (Gao et al., 2018; Gao et al., 2019; Christensen et al., 2014; Baumgartner et al., 2006). While these fMRI studies provide insights into emotional congruency, the neural basis of emotional (in)congruency with naturalistic stimuli remains underexplored.

While previous research has primarily examined congruency in audiovisual pairings, often focusing on artistic style or complexity between music and paintings (Albertazzi et al., 2020; Isaacson et al., 2023), the role of emotional (in)congruency—particularly the happy-sad pairing—and its influence on aesthetic judgments has been less explored. Additionally, art has long been recognized for its ability to evoke strong emotions, with aesthetic theories acknowledging its integral role in shaping emotional experiences (Tan, 2000; Silvia, 2005). However, there has been limited exploration of how emotional congruency influences aesthetic experiences, particularly when using artistic stimuli in crossmodal contexts. Differing from earlier audiovisual affective studies, our research uses artistic stimuli—music and paintings—and investigates how emotional congruency and incongruency affect beauty ratings within crossmodal experiences.

We explore how the emotional congruency between visual (paintings) and auditory stimuli (music) influences the perceived beauty of paintings and investigate the underlying neural mechanisms by comparing crossmodal and unimodal presentations. We hypothesize that paintings in congruent trials will receive higher beauty ratings than those in incongruent trials (Van Lier and Koning, 2017), and for the fMRI results, we predict greater activation in audiovisual integration and emotion processing areas during crossmodal trials, in contrast to visual areas engaged by unimodal trials. Emotional congruency is also hypothesized to trigger greater activations in areas associated with audiovisual integration and emotion processing, compared to emotional incongruency in line with research showing activations in the temporo-occipital cortex, amygdala, and insula (Klasen et al., 2011; Gao et al., 2020). Overall, this study aims to shed light on the neural mechanisms underlying the interaction between emotional congruency and the aesthetic experience of art.

We presented paintings and musical excerpts with happy/sad valences (see also Van Lier and Koning, 2017). In the crossmodal condition, the music could be emotionally congruent (e.g., happy painting, happy music) or incongruent with the painting (e.g., happy painting, sad music). Importantly, we selected specific emotions (happy versus sad), which are known to be easily applied to both visual and auditory stimuli (Augustin et al., 2012). Moreover, we aimed to disentangle the effects of the specific colors and the effects of the semantics of the visual scene artwork. For example, a sad scene (depicting somebody dying) may be depicted in darker colors (e.g., brown, purple, grey), whereas happy scenes may be depicted in brighter colors (e.g., yellow, light blue). Furthermore, the study by Palmer et al. (2013) showed that music-color associations are strongly mediated by emotional content, with faster, major-mode music eliciting brighter, more saturated color choices and slower, minor-mode music evoking darker, desaturated colors. In that case, both the colors and the semantics of the scene may contribute to the congruence with the music. To account for that, we incorporated Fourier Scrambled versions of each painting (Wintermans, 2019), in which the semantic information was lost. Therefore, our selected stimuli set, evoking distinct emotional responses, allows us to investigate how the brain integrates these affective crossmodal experiences.



2 Methods

Before the current study, a behavioral pre-experiment was conducted to select stimuli carefully (Wintermans, 2019). In this initial phase, participants rated various paintings and music excerpts on perceived happiness and sadness, allowing us to identify stimuli that elicited robust emotional responses. With these selected stimuli, we performed an fMRI experiment, while behavioral data were additionally collected within the scanner.


2.1 Stimulus selection pre-experiment

Stimuli for the pre-experiment were obtained from the freely available Art UK (Public Catalogue Foundation, n.d.), WikiArt databases for paintings (WikiArt, n.d.), and the MagnaTagATune database (Law et al., 2007; Law and Von Ahn, 2009) for music. The stimuli were initially chosen based on already available tags indicating happiness and sadness. Details of the stimulus selection process are described in the report of the pre-experiment (Wintermans, 2019); here, we briefly summarize the main steps. The figurative paintings contained semantic information that evoked emotions (happy/sad), while the music excerpts were purely instrumental. Participants in the selection experiment rated the elicited emotion on a 9-point rating scale, going from “extremely sad” to “extremely happy.” For the fMRI experiment, we selected the 20 paintings that received the highest ratings for either happiness or sadness. Examples of sad and happy paintings for both the original and Fourier Scrambled versions are shown in Figure 1.

[image: Two rows and two columns show images labeled as "Original" and "Fourier Scrambled." The top row, labeled "Sad," contains an original painting depicting chaos and its scrambled version. The bottom row, labeled "Happy," shows an original image of people walking in a forest and its scrambled counterpart.]

FIGURE 1
 Example stimuli. A sad and happy painting in their original and Fourier Scrambled version.


During stimulus selection, we manipulated paintings by applying Fourier scrambling to evaluate the impact of the manipulation on emotional ratings. The Fourier Scrambled versions were generated by adding a random phase structure to the original phase spectrum of the images, combining it with the amplitude spectrum, and performing an inverse Fourier transform in MATLAB (The MathWorks Inc., 2021). Both original and Fourier Scrambled versions of these paintings were used, while music excerpts were retained in their original form. The chosen paintings were modified to achieve a square format and resized to dimensions of 600 × 600 pixels. Similarly, music excerpts were trimmed to 10 s, ensuring uniformity in the duration and size of all visual and auditory stimuli (Wintermans, 2019). These trimmed excerpts were rated for their emotional valence (happy-sad dimension) in this behavioral experiment. The selected stimuli, both visual and auditory, were utilized in the subsequent fMRI experiment.



2.2 Stimuli—fMRI experiment

The fMRI study had a factorial design comprising two main factors: Modality—Unimodal (only visual painting stimuli) versus Crossmodal (the visual paintings together with auditory music stimuli), and Semantics—Original versus Fourier Scrambled paintings, to control for the influence of semantic information from the paintings. Next, another manipulation was added related to emotional congruence/incongruence (combining music with visual paintings). Each painting and musical excerpt has an emotional valence, either tagged as happy or sad, based on the behavioral pre-experiment. Therefore, within the Crossmodal factor, we have two levels of Emotional Congruency: either emotionally congruent across visual and auditory domains or emotionally incongruent. The trial types are summarized in Tables 1, 2. Additionally, we performed a color analysis of original paintings, comparing the brightness of happy and sad paintings. We computed brightness using custom Python code by converting images to 8-bit grayscale, where each pixel has a single intensity value from 0 (black) to 255 (white). The average of these values gives a scalar measure of image brightness. The results showed that happy paintings were significantly brighter (mean brightness: 163.08) compared to sad paintings (mean brightness: 89.38). The Fourier Scrambled versions of the paintings maintained these low-level differences in happy/sad valences while removing differences related to semantic content. We used 20 unique paintings (10 happy, 10 sad) along with 20 Fourier Scrambled versions of these paintings. Furthermore, we incorporated 20 unique music excerpts (10 happy, 10 sad) to complement the visual stimuli.


TABLE 1 Trial types for the factors modality and semantics (containing all trials).


	Modality
	Semantics
	Trial number

 

 	Unimodal 	Original 	80


 	Fourier Scrambled 	80


 	Crossmodal 	Original 	160


 	Fourier Scrambled 	160




 


TABLE 2 Trial types for the factors of emotional congruency and semantics within the crossmodal trials.


	Emotional congruency
	Semantics
	Trial number

 

 	Crossmodal - emotionally congruent (happy painting/happy music or sad painting/sad music) 	Original 	80


 	Fourier Scrambled 	80


 	Crossmodal - emotionally incongruent (happy painting/sad music or sad painting/happy music) 	Original 	80


 	Fourier Scrambled 	80




 



2.3 Experimental design and procedure

Stimulus presentation in the fMRI scanner was conducted using PsychoPy (Peirce, 2007, 2009) on a 32-inch BOLDscreen (Cambridge Research). Participants viewed the screen through a visual surface mirror attached to the head coil, allowing them to see the stimuli.

The experiment was divided into two scanning sessions, each consisting of four runs. Each run included 60 trials per run and 480 trials for the entire experiment across two sessions (240 trials per session) (see Tables 1, 2). The trials within each run were presented in a random order and only demonstrated once throughout the experiment. To minimize the potential effects of recognition, parallel trials of original paintings and their Fourier Scrambled versions were not presented in the same scanning session. Original and Fourier Scrambled trials were presented within each run and across both sessions on the same day rather than on separate days.

The experiment began with on-screen instructions and was preceded by five practice trials, during which no scanning took place. In the main experiment, before the start of each trial, there was a blank screen for 0.75 s plus a variable jitter period (pre-stimulus interval). The jitter duration varied between zero, one, or two times the TR (1.5 s). After this blank screen period, a fixation cross was displayed for 0.75 s before the stimuli were shown. During the practice trials, the inter-trial interval consisted only of the blank screen and a fixation cross, each lasting for 0.75 s.

During each trial of the main experiment, after the fixation cross, a painting was displayed on the screen for 10 s, accompanied by either a music excerpt (crossmodal condition) or no sound (unimodal condition), depending on the trial type. After the presentation of the painting, participants were presented with a rating scale and used a button box with four buttons (HHSC-2×4-C, Current Designs) controlled by their right hand to rate the experienced beauty of the stimulus. The instruction presented on the screen was “Please indicate the experienced beauty,” and the rating scale was shown below (Figure 2). The Likert scale consisted of a 9-point scale ranging from “extremely low” to “extremely high.” A triangle above the scale indicated the position, and participants could move it left or right using the corresponding buttons. Once they were satisfied with the rating, they accepted it by pressing the green button on the button box. During the three breaks within each scanning session, participants had the freedom to decide when to continue.

[image: Diagram illustrating an experimental procedure with four stages: Pre-stimulus interval (0.75 seconds plus jitter), Fixation (0.75 seconds), Stimulus Presentation (10 seconds), and Rating (until response). Each stage is represented by a rectangle with text and icons indicating timing and actions.]

FIGURE 2
 Layout of an experimental trial: either a unimodal condition (where a painting was shown alone—top), or a crossmodal condition (where a painting was presented with an emotionally congruent or incongruent music excerpt—bottom) (Wintermans, 2019). The first rectangle indicates the jittered Pre-stimulus interval, the second shows the Fixation period, followed by the Stimulus Presentation: the painting appeared in the upper part of the screen, with accompanying music added in the lower part during crossmodal trials. This was followed by a Rating response period in which participants rated the experienced beauty of the painting.


Throughout the experiment, a mid-grey background was used. The screen was viewed with a visual angle of approximately 27.26° × 15.54°, and the paintings themselves were viewed with a visual angle of approximately 8.67° × 8.67°. The distance between the screen and the mirror was approximately 134 cm, while the distance between the mirror and the participants’ eyes was approximately 10 cm. The sound volume was adjusted to a comfortable level for each participant before the experiment began.



2.4 MRI data acquisition

The data acquisition process involved using a 3 T MAGNETOM PrismaFit MR scanner with a 32-channel head coil. The fMRI data were acquired using the multiband-4 (MB4) protocol, resulting in a 2.0 mm isotropic voxel size. The scanning parameters included a TR (Repetition Time) of 1.5 s, a TE (Echo Time) of 39 milliseconds, and a flip angle of 75°. Using the multiband-4 (MB4) acceleration factor, we captured images with 68 slices per volume, ensuring comprehensive brain coverage. The slices were acquired with no distance factor (0% slice gap), meaning there was no space between consecutive slices, allowing for a contiguous and precise representation of the brain structure. Each slice was 2.00 mm thick, matching our goal for isotropic voxel resolution.

The experiment consisted of two separate scanning sessions, with each session including four runs of the experiment. Each experimental run lasted between 17 to 20 min, depending on how quickly participants responded to the rating scale. For both of the two sessions, the total duration per session amounted to approximately 1.5 h. During the first scanning session, a structural scan was performed in the middle of the experiment after the first two runs, which lasted 5 min. The structural scan utilized the 3D Magnetization Prepared Rapid Acquisition Gradient Echo (MPRAGE) protocol, acquiring a T1-weighted image in the sagittal orientation. The structural scan had a voxel size of 1.0 mm isotropic, a TR of 2.30 s, a TI (Inversion Time) of 1.10 s, a TE of 3.03 milliseconds, and a flip angle of 8°. Parallel imaging (iPat = 2) was employed to accelerate the acquisition process.



2.5 Participants

Twenty eight participants who signed up for the experiment through the Radboud University student subject pool took part in the study and received compensation. To be able to detect an effect with a small-to-medium effect size for a more complex design, we initially recruited up to N = 28 participants. As the performed analyses focused on a reduced set of conditions, the resulting sample of N = 21 (d = 0.25, α = 0.05, and power = 0.8) was sufficient for the 2 × 2 design we report. The study consisted of two experimental sessions. However, the COVID-19 pandemic prevented Subjects 3, 8, 11, and 12 from participating in both sessions. Three subjects (16, 19, and 20) were excluded due to exceeding motion parameters, which led to poor fMRI data quality. Therefore, the final sample for analysis consisted of 21 participants who completed both sessions: 15 female and 6 male participants, with an average age of M = 25.71, SD = 6.16. All participants had normal or corrected-to-normal vision, normal hearing, and no color blindness. They did not report being claustrophobic, having epilepsy, having undergone brain surgery, having metal objects in or on their bodies (except for tattoos and dental wires), or being pregnant. Participants reported no history of psychiatric or neurological disorders. The written consent form was signed by participants before the study, which the ethics committee of Radboud University approved. Participants were compensated at an hourly rate of €10 for their time spent in the study.



2.6 Data analysis


2.6.1 Behavioral analysis

For Research Question 1, we explored the impact of crossmodal presentation (auditory and visual) versus unimodal on participants’ overall beauty ratings of the paintings, manipulating the independent variables of Modality (Crossmodal vs. Unimodal) and Semantics (Original vs. Fourier Scrambled). Following exposure to the assigned stimuli, participants provided ratings for their overall liking/appreciation using a 9-point scale ranging from “extremely low” to “extremely high.” Subsequently, we conducted two separate 2×2 Repeated ANOVA analyses for each research question, assessing the main effects of the relevant independent variables. Research Question 2 examined the impact of emotional congruency/incongruency between the visual and auditory stimuli in the crossmodal conditions on subjective beauty ratings. Here, the independent variables were Congruency (Congruent vs. Incongruent) and Semantics (Original vs. Fourier Scrambled), with the conditions of Congruent Original, Congruent Fourier Scrambled, Incongruent Original, or Incongruent Fourier Scrambled. In the latter, we also examined the interaction effect of main factors. We used post-hoc tests to follow up on any significant differences.



2.6.2 Data exclusion criteria

Subjects 16, 19, and 20 were excluded from the study due to excessive head motion beyond the −2 to +2 mm range, impacting data quality. Movements exceeding 1.5 or 2 mm thresholds can introduce artifacts, leading to exclusions based on previous research (Poldrack et al., 2011; Di and Biswal, 2023). After careful analysis, only run 3 for Participant 6 was omitted due to the presence of high motion parameters confined to a specific run. As a result, our dataset was ultimately refined to include data from 21 subjects for further analysis.



2.6.3 Univariate fMRI analysis

In the study, univariate analyses of fMRI data were performed using a systematic approach. The preprocessing steps involved slice-time correction, realignment to correct for subject motion, coregistration, tissue-specific segmentation, normalizing the data to MNI space (Ashburner et al., 2014), and ensuring accurate alignment across participants and smoothing with a FWHM kernel of 8 mm. Next, a whole-brain General Linear Model (GLM) analysis was conducted for each participant individually. This analysis aimed to investigate the effects of the experimental manipulations by examining univariate contrasts.

During the GLM analysis, brain volumes were analyzed based on their association with specific trials. We performed first-level and second-level analyses using SPM software (SPM12, Ashburner et al., 2014). At the first level, individual-level GLM analyses were conducted, modeling the data for each participant. Our experimental design matrix incorporated 6 conditions, structured into regressors of original trials that encompassed both unimodal and crossmodal stimuli, each further categorized into congruent and incongruent conditions. Therefore, we allocated three regressors in the matrix for original trials and three additional regressors for trials involving Fourier Scrambled, alongside six regressors dedicated to capturing motion parameters and participant ratings for inclusion in the general linear model (GLM). This setup allowed us to isolate and contrast the effects of interest precisely. We included the duration of the stimulus beauty rating duration as a regressor to account for the variable delay caused by the time participants took to rate the stimuli, during which the rating scale, and not the painting, was presented on the screen. Therefore, the design matrix included the period when participants were actively observing and engaging with the experimental stimuli, both visual and auditory (10 s), as well as the duration of the period during which participants were providing subjective ratings for the stimuli.

The second-level analysis combined the statistical maps across participants, enabling the identification of common activation patterns and differences between conditions at the group level. In line with behavioral analysis, we performed fMRI contrasts for Research Question 1 as follows: Crossmodal (all Congruent Original, Congruent Fourier Scrambled, Incongruent Original, and Incongruent Fourier Scrambled trials) versus Unimodal (Original and Fourier Scrambled trials) and Crossmodal Original (Congruent + Incongruent trials) versus Unimodal Original. For Research Question 2, we performed several contrasts. Firstly, for a more general understanding of the emotional congruency effect, we performed the contrast between Congruent Original and Incongruent Original conditions as well as the contrast between Incongruent Original and Congruent Original conditions. Then, to assess the impact of low-level features, the contrast between Congruent Fourier Scrambled and Incongruent Fourier Scrambled conditions is performed. Lastly, for assessing the interaction effect between congruent and incongruent when the low-level features’ impact is controlled, the interaction contrast (Congruent Original versus Fourier Scrambled) - (Incongruent Original versus Fourier Scrambled) is performed.





3 Results

We first present the behavioral results (Section 3.1), followed by the fMRI results (Section 3.2).


3.1 Behavioral results

In Research Question 1, we explored the impact of unimodal versus crossmodal presentation on beauty ratings, as shown in Figure 3A. A 2×2 Repeated Measures ANOVA was conducted with Modality (Unimodal vs. Crossmodal) and Semantics (Original vs. Fourier Scrambled) as factors. In Research Question 2, Figure 3B presents the effect of emotional congruency/incongruency between auditory and visual stimuli on beauty ratings in the crossmodal conditions. A 2×2 Repeated Measures ANOVA was conducted with Congruency (Congruent vs. Incongruent) and Semantics (Original vs. Fourier Scrambled), also examining their interaction. Post-hoc tests were performed to follow up on significant effects.

[image: Two box plot charts labeled A and B show beauty ratings. Chart A compares Unimodal and Crossmodal conditions, with Unimodal Normal rated highest. Chart B compares Congruency conditions, with Congruent Normal rated highest. Significant differences are marked by asterisks above the plots.]

FIGURE 3
 (A) Behavioral results of modality (Crossmodal vs. Unimodal) and semantics (Original vs. Fourier Scrambled). Boxplot of beauty ratings for modality conditions. Significant effects are indicated: the **semantics effect (**p = 0.0033) between Fourier Scrambled conditions and the ***modality × semantics interaction (**p = 0.0027) between Unimodal Original and Crossmodal Fourier Scrambled. (B) Behavioral results of emotional congruency/incongruency. Boxplot of beauty ratings for emotional congruence conditions. Significant effects are indicated: the **congruency effect (***p < 0.0001) between Congruent Original and Incongruent Original, the **congruency × semantics interaction (***p = 0.0001) between Congruent Original and Incongruent Fourier Scrambled, and the **semantics effect (***p = 0.0073) between Congruent Original and Congruent Fourier Scrambled. Error bars represent standard errors of the mean.


In addition to the main analyses, an exploratory analysis was conducted to examine the influence of happy and sad valences on beauty ratings in congruent and incongruent crossmodal stimulus pairs. The results, presented in Supplementary Figure 4, showed that sad-sad congruent pairs were rated significantly higher in beauty than happy-happy pairs, while the emotional content of the auditory stimulus had a stronger influence in the incongruent conditions. For the incongruent condition, sad music-happy painting pairs had higher ratings than happy music-sad painting.


3.1.1 The effect of modality (crossmodal versus unimodal)

The repeated measures ANOVA analysis of the beauty ratings indicated no significant main effect of Modality, F(1, 18) = 2.26, p = 0.150; a significant main effect of Semantics, F(1, 18) = 11.76, p = 0.003; and a significant interaction between Modality and Semantics, F(1, 18) = 11.08, p = 0.004. (Figure 3A). Our findings showed no significant difference in beauty ratings between the Crossmodal Original and Unimodal Original trials (no main effect of Modality), likely due to the inclusion of both Emotionally Congruent and Incongruent trials in the Crossmodal condition. As can be seen in Figure 3B, the effect of emotional (in)congruency in crossmodal trials may be due to the inclusion of both Congruent and Incongruent conditions. Furthermore, it can be seen in Figure 3A that beauty ratings for Fourier Scrambled stimuli were generally lower than for original paintings (main effect of Semantics), indicating that the presence of semantic information generally enhanced the beauty ratings and showed no distinction between the two modalities.

Through post hoc analyses using Tukey’s HSD, we investigated the impact of Modality (Crossmodal vs. Unimodal) and Semantics (Original vs. Fourier Scrambled) on the significance of the interaction effect. The analysis did not reveal significant differences between Crossmodal and Unimodal conditions within either Original-only or Fourier Scrambled-only trials. However, when delving into the Original vs. Fourier Scrambled comparisons (effect of semantics) across different levels of Modality, notable differences emerged. Specifically, the Original_Unimodal condition demonstrated significantly higher beauty ratings compared to Fourier Scrambled_Crossmodal (mean difference = 1.167, p = 0.002), and Original_Crossmodal beauty ratings were significantly higher than those in Fourier Scrambled_Unimodal (mean difference = 0.9289, p = 0.0203). Additionally, a significant difference favored Original_Unimodal over Fourier Scrambled_Unimodal (mean difference = 1.3204, p < 0.001). On the contrary, Fourier Scrambled_Crossmodal vs. Original_Crossmodal did not reveal any significant outcome. The contrast between Fourier Scrambled_Crossmodal and Fourier Scrambled_Unimodal, as well as the contrast between Fourier Scrambled_Crossmodal and Original_Crossmodal, revealed no significant difference. These findings suggest that both semantic clarity and emotional congruency influence interaction effects, demonstrating that paintings with intact information generally receive higher beauty ratings. Specifically, semantic clarity enhances beauty ratings, as seen in the higher ratings for Original compared to Fourier Scrambled stimuli, particularly in the unimodal condition. However, in the crossmodal condition, emotional congruency further modulates these effects, with congruent pairings enhancing beauty ratings and incongruent pairings reducing them. This suggests that both semantic information and perceived congruency contribute to aesthetic experience in distinct yet interacting ways.



3.1.2 The effect of emotional (in)congruency

The behavioral results of the beauty ratings indicated a significant main effect of Congruency, F(1, 18) = 27.34, p < 0.001; a significant main effect for Semantics, F(1, 18) = 10.07, p = 0.005, and a significant interaction between Congruency and Semantics, F(1, 18) = 20.95, p < 0.001 (Figure 3B). Consistent with our hypothesis, Congruent Original trials yielded higher beauty ratings than their incongruent counterparts. Meanwhile, beauty ratings for Fourier Scrambled trials demonstrated little difference, remaining relatively consistent. This could be caused by the effect of semantics, where Original trials are figurative paintings containing semantic cues that elicit emotions. At the same time, Fourier Scrambled has only color information with low-level features, leading to higher beauty ratings in Original trials compared to Fourier Scrambled, which is consistent with Crossmodal versus Unimodal behavioral beauty rating comparisons.




3.2 fMRI results

In visualizing the fMRI results, each figure (Figures 4–8) showcases sagittal, axial, and coronal images along with rendered views. These images are annotated to highlight significant activations, using white arrows and labeled abbreviations to denote key brain areas of interest.

[image: MRI scans depict brain activity with highlighted regions in two sections, labeled A and B. Section A shows areas pp, aSTG, pSTG, HG, and PT, while section B highlights POC, HG, and the insula. Both sections have a color scale indicating activity levels from yellow to red.]

FIGURE 4
 fMRI results for the contrast of Crossmodal Original > Unimodal Original trials. t-statistics for 2nd level analysis, N = 21 subjects, with a threshold of FWE < 0.05 and cluster size>20. (A) Shows auditory areas such as the Planum Polare (PP), Heschl’s Gyrus (HG), Planum Temporale (PT), and both the anterior (aSTG) and posterior (pSTG) portions of the Superior Temporal Gyrus. (B) Highlights Parietal Operculum Cortex (POC), Heschl’s Gyrus (HG), and Insula in the sagittal plane, with detailed views of the Insula.


[image: Brain imaging data show five panels labeled A to E, depicting different regions with varying activation levels. Colored areas indicate activation intensity, ranging from red (high) to yellow (low), against a grayscale background of brain scans. Panel A highlights regions such as HLOC and HG. Panel B includes areas like HG and pSTG. Panel C features the Thalamus and Hippocampus. Panel D displays LG and OP. Panel E shows SMA and Paracingulate cortex. Each panel includes both axial and sagittal views with corresponding brain models.]

FIGURE 5
 fMRI results for emotional congruency. t-statistics for 2nd level analysis, N = 21 subjects, with a threshold of p-uncorrected < 0.001 and cluster size>20. Congruent Original versus The Incongruent Original contrast revealed significant activations at (A) Occipital areas, including inferior Lateral Occipital Cortex (iLOC), Inferior Temporal Gyrus (ITG), and auditory areas Heschl’s Gyrus (HG), Planum Polare (PP), Planum Temporale (PT), Parietal Operculum Cortex (POC), as well as frontal lobe activations IFG, Inferior Frontal Gyrus (IFG). Additional activations at Insula. (B) Auditory areas Heschl’s Gyrus (HG), Planum Polare (PP), Planum Temporale (PT) (C) Thalamus, Hypothalamus activations as well as Occipital Fusiform Gyrus, Lingual Gyrus, and Lateral Occipital Cortex (D) The ventral stream of the occipital cortex for visual processing areas such as the Lingual Gyrus, Occipital Pole, inferior and superior portions of the Lateral Occipital Cortex, and Fusiform Cortex at both occipital and temporal lobes (E) Inferior Frontal Gyrus, Juxtapositional Lobule Cortex (formerly Supplementary Motor Cortex - SMA), Precentral Gyrus, and Paracingulate Gyrus.


[image: Four-panel brain MRI images highlighting different regions with color-coded activation levels.   A. Shows activation in the cuneus and LG with a gradient scale from 3 to 12.   B. Highlights the precuneus, cuneus, SC, and OC, with a scale from 2 to 6.  C. Indicates activation in the caudate and SFS, with a scale from 3 to 12.   D. Displays activation in the SPL, AG, and posterior cingulate gyrus, with a scale from 3 to 12. Color scale ranges from red to yellow, indicating increasing activation levels.]

FIGURE 6
 fMRI results for emotional incongruency. t-statistics for 2nd level analysis, N = 21 subjects, with a threshold of p-uncorrected < 0.001 and cluster size>20. The Incongruent Original versus Congruent Original contrast revealed significant activations at (A) Cuneus and Lingual Gyrus, (B) Cuneus, Precuneus, Supracalcarine Cortex (SC), and Occipital Cortex (OC), (C) Caudate and Superior Frontal Sulcus (D) Superior Parietal Lobe and Angular Gyrus (top) and Posterior Cingulate Gyrus (bottom).


[image: Four brain imaging panels labeled A to D, each highlighting different brain regions with varying color intensities from red to yellow. Panel A shows the pLOC, iLOC, Fusiform Cortex, and ITG. Panel B emphasizes the LG. Panel C highlights the OFC, pLOC, iLOC, Fusiform Cortex, and R Pallidum. Panel D focuses on the R Putamen, R Pallidum, and R Amygdala. Each panel includes lateral and horizontal views with a color scale indicating activation levels.]

FIGURE 7
 fMRI results for Interaction Effect: (Congruency Original-Fourier Scrambled) - (Incongruency Original-Fourier Scrambled) t-statistics for 2nd level analysis, N = 21 subjects, with a threshold of p-uncorrected < 0.001 and cluster size>20. (A) The ventral stream activations of the occipital cortex for visual processing areas such as anterior and posterior portions of the Lateral Occipital Cortex and Fusiform Cortex at both occipital and temporal lobes, as well as Inferior Temporal Gyrus (B) Revealing activations at Lingual Gyrus (LG), zoomed in on the Axial and Coronal planes. (C) The ventral stream of the occipital cortex for visual processing areas, such as the anterior and posterior portions of the Lateral Occipital Cortex and Fusiform Cortex at both occipital and temporal lobes, as well as the R Pallidum. (D) Right Putamen, Right Pallidum, and Amygdala as well as the inferior longitudinal fasciculus (ILF).


[image: Brain imaging scans displaying activation maps in three panels labeled A, B, and C, highlighting different regions with color gradients indicating activation intensity. Panel A shows areas such as PreC, PostC, HG, PT, IP, COF, OP2, and LG. Panel B highlights OP and LG. Panel C emphasizes SMA and PreC. Color scale bar on each panel ranges from gray to yellow, indicating varying levels of activation. L and R indicate left and right orientations.]

FIGURE 8
 fMRI results for Congruent Fourier Scrambled > Incongruent Fourier Scrambled contrast. t-statistics for 2nd level analysis, N = 21 subjects, with a threshold of p-uncorrected < 0.001 and cluster size>20. (A) Auditory activations at the Heschl’s Gyrus (HG), Planum Temporale (PT), Planum Polare (PP), Central Operculum Cortex (COP), as well as Precentral and Postcentral Gyrus (PreCG and PostCG). Further activations at Occipital Pole (OP) and Lingual Gyrus (LG). (B) Revealing activations at Occipital Pole (OP) and Lingual Gyrus (LG). (C) Demonstrating activations at the Juxtapositional Lobule Cortex (formerly Supplementary Motor Cortex - SMA) and Precentral Gyrus (PreCG).


The confirmatory analysis of the overall effects of modality and semantics included all trials: Modality - Crossmodal versus Unimodal, and Semantics - Original versus Fourier Scrambled. The fMRI results, related coordinate tables are provided in Supplementary Figures 1, 2, and Supplementary Table 1. In these broader comparisons (since they include all trials in two conditions – Crossmodal versus Unimodal and Original versus Fourier Scrambled), fMRI results for Crossmodal versus Unimodal revealed significant activation in auditory processing areas, including the STG, Planum Polare, Heschl’s gyrus, and Planum Temporale. Additionally, when analyzing Original versus Fourier Scrambled paintings, we found activations in the LOC, Fusiform Gyrus, and Thalamus, highlighting the importance of semantic content for processing objects and faces. These findings support the distinction between trials with and without semantic information. Together, these analyses validate our experimental design by confirming the main effects of modality and semantics.


3.2.1 The effect of modality (crossmodal versus unimodal)

To specifically examine modality effects, this section focuses exclusively on original paintings, excluding the Fourier Scrambled trials, as they seemed not to contribute substantially to the results. This decision was based on the findings outlined in the Supplementary section, where we compared crossmodal and unimodal conditions using both Original and Fourier Scrambled data. As the results in Supplementary Figure 1, Supplementary Table 1 show that the Fourier Scrambled trials did not contribute significantly to the observed effects, we have chosen to present only the Original comparison in this section. For the contrast of Crossmodal Original versus Unimodal Original, the fMRI results showed significant activation in auditory regions (Figure 4, Table 2). Specifically, the Planum Polare (PP), Heschl’s Gyrus (HG), Planum Temporale (PT), and both anterior and posterior segments of the Superior Temporal Gyrus (aSTG and pSTG) were more active for crossmodal versus unimodal trials. Additionally, the Parietal Operculum Cortex (POC) and the Insula were highlighted, showing their involvement. Comparing Supplementary Figure 1 with Figure 4 below reveals no observable difference in activated brain regions between the broader Crossmodal to Unimodal contrast (including both Original and Fourier Scrambled trials) and the more focused Crossmodal Original versus Unimodal Original comparison. These results indicate that the activation is mainly driven by both the inclusion of music (modality effect) and semantic content, and not changed by adding the Fourier Scrambled trials.



3.2.2 The effect of emotional (in)congruency

In this section, first, we compare congruent versus incongruent conditions to examine emotional congruency in Original trials only, similar to the approach in previous studies, focusing only on original images. Secondly, we present the reverse comparison - emotional incongruency. To extend beyond the emotional (in)congruency contrasts, the interaction effect of congruency versus semantics provides a clearer distinction between congruency and incongruency by controlling for low-level features, ensuring that emotional congruency effects are driven by semantic information (Congruency Original-Fourier Scrambled - Incongruency Original-Fourier Scrambled). For more general (confirmatory) main contrasts regarding emotional (in)congruency, we have added the fMRI results and corresponding tables in the Supplementary: Original versus Fourier Scrambled (Supplementary Figure 2, Supplementary Table 1 main effect of semantics) and the main contrast of Congruency (Original + Fourier Scrambled) versus Incongruency (Original + Fourier Scrambled) (Supplementary Figure 3, Supplementary Table 3).


3.2.2.1 The contrast for emotional congruency (congruent versus incongruent trials)

For the effect of emotional congruency, we used different thresholds for the fMRI results. It is the case that when comparing across modalities, the Crossmodal condition included both Congruent and Incongruent trials (each of 80 trials), resulting in a higher number of trials (in total of 160 trials). Consequently, for general contrasts like the effect of Modality (including Crossmodal versus Unimodal and Original versus Fourier Scrambled comparisons in the Supplementary materials), we applied a threshold of family-wise error (FWE) correction for multivoxel comparisons. However, for specific contrasts such as Emotional Congruency and Incongruency, which contained fewer trials, we used p-uncorrected thresholds with clusters exceeding 50 voxels. We report the corresponding uncorrected p-values for the activated brain areas in Figures 5–8 and Tables 3–5. In these reports presented in Tables 3–5, significant results surviving FDR correction (p < 0.05) are marked with an asterisk (*).


TABLE 3 Cluster characteristics and coordinates for the contrast of Crossmodal Original versus Unimodal Original trials.


	Region
	Cluster size
	Peak coordinates (MNI)
	Z score



	x (mm)
	y (mm)
	z (mm)

 

 	Crossmodal Original > Unimodal Original (FWE<0.05)


 	Planum temporale/ Parietal Operculum Cortex/ Posterior STG 	2,617 	52 	−28 	12 	6.69


 	Planum Polare/ Central Opercular Cortex 	 	64 	−30 	12 	6.66


 	Planum temporale/ Posterior STG 	 	66 	−18 	10 	6.62


 	Planum polare/ Anterior STG 	2,373 	−50 	−2 	−8 	6.79


 	Planum temporale/ Heschl’s Gyrus 	 	−50 	−28 	6 	6.56


 	Planum temporale/ Posterior STG 	 	−62 	−22 	8 	6.21




 


TABLE 4 Cluster characteristics and coordinates for emotional congruency.


	Region
	Cluster size
	Peak coordinates (MNI)
	Z score



	x (mm)
	y (mm)
	z (mm)

 

 	Congruency Original > Incongruency Original (p < 0.001)


 	Occipital pole/ Lingual gyrus* 	12,110 	16 	−90 	−6 	6,02


 	Lateral occipital cortex-inferior* 	 	−34 	−88 	−4 	6,00


 	R Thalamus/ R Hippocampus* 	 	−38 	−76 	−10 	5,99


 	Temporal Pole/Planum Polare* 	3,460 	54 	6 	−8 	6,38


 	Planum temporale, Superior temporal gyrus – posterior* 	 	52 	−24 	4 	6,31


 	Superior temporal gyrus – anterior* 	 	52 	−4 	−10 	5,56


 	Planum temporale/ Heschl’s gyrus* 	2,484 	−58 	−20 	6 	5,43


 	Parietal Operculum Cortex* 	 	−46 	−34 	14 	4,86


 	Superior temporal gyrus – anterior* 	 	−60 	−6 	−4 	4,63


 	Precentral gyrus* 	523 	58 	2 	40 	4,47


 	Inferior frontal gyrus* 	 	40 	12 	24 	4,42


 	Precentral gyrus* 	 	40 	2 	32 	3,86


 	Juxtapositional lobule cortex/ precentral gyrus* 	412 	−8 	0 	54 	4,95


 	 	−8 	10 	44 	3,87


 	Precentral gyrus* 	190 	−36 	−10 	52 	3,53


 	 	−22 	−6 	56 	3,48


 	Juxtapositional lobule cortex/ Superior frontal gyrus 	181 	10 	2 	56 	4,04


 	Superior frontal gyrus/ Middle frontal gyrus 	119 	−40 	14 	24 	3,52


 	Superior parietal lobule 	108 	−26 	−50 	50 	3,74


 	Superior parietal lobule/ Angular gyrus 	80 	30 	−46 	50 	3,63


 	Lateral occipital cortex - posterior 	73 	24 	−66 	32 	3,80





Results marked with * indicate significance after FDR correction (p < 0.05).
 


TABLE 5 Cluster characteristics and coordinates for emotional incongruency.


	Region
	Cluster size
	Peak coordinates (MNI)
	Z score



	x (mm)
	y (mm)
	z (mm)

 

 	Incongruency Original > Congruency Original (p < 0.001)


 	Cuneus cortex/precuneus* 	1,105 	−2 	−82 	32 	4.98


 	 	0 	−92 	20 	4.66


 	L inferior occipito-frontal fasciculus / Corpus callosum 	547 	−22 	28 	14 	4.42


 	 	−18 	10 	22 	3.93


 	Angular gyrus / Superior lateral occipital cortex* 	323 	54 	−60 	38 	3.89


 	 	62 	−44 	36 	3.75


 	Caudate* 	302 	22 	−42 	24 	3.99


 	 	28 	−46 	20 	3.93


 	Cuneus* 	175 	−34 	−50 	2 	4.15


 	 	−18 	−42 	14 	4.14


 	Frontal pole* 	174 	18 	48 	12 	3.60


 	 	20 	36 	2 	3.41


 	 	22 	60 	20 	3.22


 	Lingual gyrus* 	161 	2 	−66 	0 	4.38


 	 	2 	−54 	4 	3.33


 	R caudate* 	66 	16 	18 	20 	4.12


 	Cingulate gyrus 	33 	6 	−26 	40 	3.87





Results marked with * indicate significance after FDR correction (p < 0.05).
 

In our analysis of emotional congruency, the fMRI results for emotional congruency contrasting Congruent Original with Incongruent Original trials revealed that there are significant activations for Congruent Original compared to Incongruent Original across various brain regions, indicating a complex neural response to audiovisual emotional processing (Figure 5, Table 4). Notably, significant activation was observed in the occipital areas, including the inferior Lateral Occipital Cortex (iLOC) and the Inferior Temporal Gyrus (ITG) (Figure 5A), indicating the neural engagement in visual processing (Cichy et al., 2011 and Baldauf and Desimone, 2014). Auditory areas also showed pronounced activation, with Heschl’s Gyrus (HG), Planum Polare (PP), Planum Temporale (PT), and the Parietal Operculum Cortex (POC) being implicated (Figures 5B,D), alongside activation in the Inferior Frontal Gyrus (IFG), underscoring the involvement of auditory processing and integration in emotional congruency (Beauchamp et al., 2004; Hein and Knight, 2008; Obleser et al., 2006). In the Crossmodal versus Unimodal comparison, we observed similar auditory activations in the STG; however, emotional congruency resulted in broader activations, extending to visual and frontal areas.

Further activations were observed in the Insula, a region associated with emotional processing (Sepulcre et al., 2012; Eickhoff et al., 2010), and the ventral stream of the occipital cortex, associated with visual processing, including the Lingual Gyrus, Occipital Pole, and the anterior and posterior portions of the Lateral Occipital and Fusiform Cortex (Kravitz et al., 2013; Pehrs et al., 2015). This pattern of activation extends to the Thalamus and Hypothalamus (Figure 5C). Additionally, the Occipital Fusiform Gyrus, along with the Lingual Gyrus and Lateral Occipital Cortex, were significantly activated, indicating these regions are involved in visual and emotional processing.

Moreover, the Inferior Frontal Gyrus, Juxtapositional Lobule Cortex (formerly known as the Supplementary Motor Cortex - SMA), Precentral Gyrus, and Paracingulate Gyrus showed significant activation (Figure 5E). Together, these results in processing emotionally congruent stimuli show activations spanning from primary sensory areas to higher-order cognitive and emotional processing centers.



3.2.2.2 The contrast for emotional incongruency (incongruent versus congruent trials)

Neural activations contrasting Incongruent Original with Congruent Original conditions were observed in the Cuneus and Precuneus, alongside the Supracalcarine Cortex (Figures 6A,B). These areas are known to be involved in visual processing and attentional mechanisms (Kravitz et al., 2013; Seijdel et al., 2024). Additional activation was found in the Lingual Gyrus (Figure 6A), which is a higher-level visual processing region. Additionally, the Caudate and Superior Frontal Sulcus were significantly activated (Figure 6C), areas which are involved in cognitive control and emotional regulation. Moreover, significant activations were noted in the Superior Parietal Lobe and Angular Gyrus (Figure 6D), which are associated with spatial attention and the processing of emotional incongruency. The Posterior Cingulate Gyrus, known for its role in internally directed thought and emotional valuation, also showed significant activation. These results demonstrate a network of brain regions that are activated in processing emotionally incongruent stimuli (Table 5).



3.2.2.3 Interaction effect of semantic congruency on cortical processing

This section focuses on the key aspect of this study: the interaction effect between emotional congruency and incongruency in the context of semantic associations between music and paintings (Figure 7, Table 6). Emotional congruency results highlighted the differences between congruent and incongruent conditions in original paintings rich in semantic content, designed to evoke more robust emotional responses when controlled for low-level visual features like color effects. The fMRI findings for the interaction effect revealed significant activations within the ventral stream, encompassing the Lateral Occipital Cortex (LOC), Fusiform Cortex, and Inferior Temporal Gyrus (shown in Figures 7A,C). Additionally, activation in the high-level visual processing area, the Lingual Gyrus, was observed (Figure 7B). Emotion-processing regions, including the Putamen, Pallidum, and Amygdala in the right hemisphere, were notably activated in this contrast (Figure 7D). This suggests enhanced emotional and visual processing during emotional congruency, aligning with our hypothesis.


TABLE 6 Cluster characteristics and coordinates for interaction effect: (Congruency Original-Fourier Scrambled)—(Incongruency Original-Fourier Scrambled).


	Region
	Cluster size
	Peak coordinates (MNI)
	Z score



	x (mm)
	y (mm)
	z (mm)

 

 	Interaction effect: (Congruency Original-Fourier Scrambled)—(Incongruency Original-Fourier Scrambled) (p < 0.001).


 	Temporal occipital fusiform cortex / Inferior temporal cortex* 	4,855 	42 	−54 	−14 	5,87


 	 	34 	−88 	−2 	5,86


 	 	50 	−72 	−4 	5,80


 	Inferior lateral occipital cortex* 	4,145 	−38 	−80 	−10 	5,84


 	 	−34 	−90 	−2 	5,77


 	 	−42 	−84 	0 	5,69


 	R Pallidum/ amygdala/ putamen* 	128 	22 	−8 	−8 	4,54


 	 	32 	−4 	−8 	3,21





Results marked with * indicate significance after FDR correction (p < 0.05).
 




3.2.3 Effect of low-level features: Fourier scrambled

The Fourier Scrambled versions of the paintings served to control for the influence of low-level features, which are color and brightness. In this analysis, we aim to confirm that the activations observed with the Fourier Scrambled images genuinely reflect low-level features and that we are not overlooking any significant unexpected activations. Consequently, Section 3.3 will primarily focus on comparing congruency and incongruency in original paintings, highlighting the key differences when semantic information is kept differently from Fourier Scrambled trials. For the Congruent Fourier Scrambled versus Incongruent Fourier Scrambled comparison, fMRI data revealed activations in sensory-related regions for both auditory and visual stimuli, including Heschl’s Gyrus (HG), Planum Temporale (PT), Planum Polare, Occipital Pole, and Lingual Gyrus. Furthermore, activations in the Juxtapositional Lobule Cortex (previously known as the Supplementary Motor Cortex - SMA) and the Precentral Gyrus (PreCG) were noted (Figures 8A–C), which may be related to the processing of low-level visual features (Binder et al., 2017). The table containing coordinate information and relevant details can be found in the Supplementary Table 2.





4 Discussion

This fMRI study examined how emotional congruency and incongruency between auditory (music) and visual (paintings) inputs affect experienced beauty, exploring the underlying neural mechanisms. Our key findings indicate that emotional congruency enhanced beauty ratings, while incongruency did not. When comparing congruent and incongruent crossmodal conditions, fMRI results revealed stronger brain activations in higher-order visual areas and emotion processing areas. Furthermore, the fMRI results indicating activations in cuneus, precuneus, and caudate were particularly interesting for emotional incongruency. Most importantly, the fMRI findings on the interaction effect for emotional congruency, with color and brightness controlled, revealed activations in the ventral stream, suggesting potentially in-depth processing of the paintings. These results provide valuable insights into the neural mechanisms underlying emotional (in)congruency, consistent with the beauty ratings.


4.1 Beauty ratings

When assessing the crossmodal trials for effects of emotional congruency (congruent vs. incongruent) and semantic content (Original vs. Fourier Scrambled), paintings in the emotionally congruent condition received higher beauty ratings than those in the incongruent condition. Previous behavioral studies have investigated whether congruency intensifies emotional ratings but not beauty (Jeong et al., 2011; Müller et al., 2011). Other studies have used congruency of features like complexity and regularity rather than emotion. For example, Rančić and Marković (2019) combined abstract paintings with jazz music based on these perceptual dimensions. They found that while congruence between music and paintings enhanced the perceived correspondence in terms of regularity and complexity, it did not significantly influence aesthetic preference. A recent study by Fink et al. (2024) explored how congruence between music and paintings influences aesthetic experience, using curated audiovisual pairs based on emotional tone and artistic style. While curated pairs were rated as more corresponding, no differences emerged in viewing time or aesthetic appreciation. Although Fink’s study and ours both use music-painting pairs, the key difference lies in how congruency is defined: Fink et al. (2024) focuses on curated versus random pairings, whereas our study specifically investigates emotional congruency, distinguishing between happy and sad stimuli. Distinct from these studies that focused on non-emotional features or broader congruency definitions, our results suggest that when modalities are matched emotionally, congruency enhances perceived correspondence and impacts aesthetic appreciation (beauty). This may be due to using emotionally congruent pairs and artistic stimuli, which elicited higher ratings for experienced beauty, and might be associated with emotional mediation correspondence (Spence, 2020). It is known that crossmodal correspondences enhance multisensory integration by aligning sensory inputs in a meaningful way (Parise and Spence, 2013), e.g., by improving response speed and accuracy in temporal and spatial judgments (Parise and Spence, 2009). In the context of emotional experiences, such crossmodal emotional correspondences may mediate aesthetic appreciation, with emotionally congruent pairings enhancing perceived beauty, while incongruent pairings disrupt this effect, leading to lower ratings.



4.2 Emotional congruency versus incongruency

Our fMRI findings on emotional congruency versus incongruency in the crossmodal condition highlighted significant activations across distinct brain regions, categorizing them into sensory processing, emotional processing, and cognitive processing centers. Sensory processing areas, such as the occipital regions (including the inferior LOC, Lingual Gyrus, and Inferior Temporal Gyrus) and auditory regions (Heschl’s Gyrus, Planum Polare, and Planum Temporale) were prominently activated, indicating robust engagement in visual and auditory processing, respectively (Kravitz et al., 2013; Cichy et al., 2011; Belardinelli et al., 2004; Baldauf and Desimone, 2014; Robins et al., 2009). Similar to the studies (Petrini et al., 2011; Sepulcre et al., 2012; Eickhoff et al., 2010), we observed activations in the Insula, Thalamus, and Hypothalamus regions that might be associated with emotional processing. The activations that we observed in the frontal lobe regions, such as the Inferior Frontal Gyrus, Precentral Gyrus, and Paracingulate Gyrus, could be indicative of cognitive processes related to emotional congruency that were also found in these studies (Gao et al., 2020; Kreifelts et al., 2009). These findings collectively suggest that emotionally congruent stimuli elicit stronger widespread activations across several brain regions involved in sensory integration, emotional processing, and cognitive processing compared to incongruent stimuli.

In our data, when comparing emotional congruency versus incongruency using original paintings with semantic content while controlling for color and brightness through Fourier Scrambled images, we observed strong activation in the ventral stream. Notably, our results indicate that congruent audiovisual emotional stimuli may enhance higher visual processing compared to incongruency in these object recognition areas, including the LOC and face-selective regions like the fusiform gyrus, both of which are key components of the ventral stream. Research has shown that top-down attention modulates how audiovisual stimuli are integrated (Talsma et al., 2010; Seeley, 2012; Gao et al., 2023). Previous studies (Seijdel et al., 2024; Gerdes et al., 2021) suggest that the perception and processing of congruent audiovisual stimuli may be enhanced when attention is directed toward emotionally relevant aspects. The allocation of attention through congruency might enhance the detailed processing of elements within the paintings, such as objects, scenes, and faces. Thus, the activation in the ventral stream may reflect the detailed processing facilitated by attentional resources, suggesting a potential role of attention in our findings. Therefore, our findings lead us to speculate that the emotionally congruent music played with the paintings may have enhanced attention to the paintings, resulting in the observed activation patterns, and suggesting that emotional auditory cues can guide visual attention toward emotionally relevant stimuli.



4.3 Emotional incongruency versus congruency

While emotional congruency is relatively well understood in the literature (e.g., Jansma et al., 2014; Klasen et al., 2011; Müller et al., 2011; Dolan et al., 2001; Petrini et al., 2011), emotional incongruency remains relatively understudied and warrants further attention. It is a complex process, involving conflicting visual and auditory stimuli. Some neural findings regarding incongruence are either contradictory (Müller et al., 2011; Klasen et al., 2011) or inconclusive (Dolan et al., 2001). For instance, Dolan et al. (2001) contrasted emotionally congruent with emotionally incongruent conditions in an audiovisual paradigm. They observed greater activation of the left amygdala and right fusiform gyrus (FFG) in congruent conditions compared to incongruent ones, but did not report a significant effect in the reverse contrast. These inconsistencies show the challenges in capturing the effects of emotional incongruency. In addition to these studies, our research identified important neural areas involved in emotional incongruency, such as cuneus, precuneus, and caudate, contributing to a deeper understanding of emotional congruency in the context of existing literature.

For Incongruent Original versus Congruent Original trials, we report stronger activation in occipital areas, including the cuneus and supracalcarine cortex, as well as the precuneus in the parietal region. The cuneus and supracalcarine cortex are primarily associated with visual processing (Kanwisher and Yovel, 2006; Booth et al., 2005; Matthews et al., 2005), with the cuneus also playing a role in response inhibition (Haldane et al., 2008). This may reflect crossmodal incongruence rather than response inhibition, as participants viewed the stimuli passively and responded only afterward, suggesting suppression of one modality over the other during incongruent trials. Another study indicated that the precuneus, along with the superior parietal lobule, is significantly activated during incongruent face processing (Hassel et al., 2020). It is also shown that the precuneus plays a key role in the prefrontal-parietal circuit during inhibitory tasks (Garavan et al., 2002; Mehren et al., 2019). The literature suggests that emotional incongruency engages the frontoparietal network in line with our findings in parietal regions like the precuneus, though further research is needed to confirm this.

Furthermore, for the contrast of emotional incongruency, we found significant activations in the Caudate and Superior Frontal Sulcus, implicated in selective inhibition, cognitive control, and emotional regulation (Schmidt et al., 2020). The caudate is crucial for controlling response interference and maintaining emotional incongruency, as it resolves response conflicts and inhibits interfering tendencies (Schmidt et al., 2020). This is relevant to our study, where emotional incongruency arises from conflicting emotions elicited by paintings and music. In Klasen et al. (2011), researchers used computer-generated avatars displaying neutral, angry, or happy facial expressions paired with disyllabic pseudowords spoken in matching or mismatching emotional prosody, with incongruent stimuli featuring conflicting facial and vocal emotions. Their fMRI results showed that incongruent stimuli engaged a frontoparietal network and the bilateral caudate nucleus, indicating a greater processing load. It also reflects the emotional conflict between the mismatched stimuli, also aligning with the results in the context of emotional conflict and monitoring, as discussed by Etkin et al., 2006 and Ochsner et al., 2009. These fMRI studies indicate the caudate’s role in managing conflicting emotional stimuli within the frontostriatal circuitry (Müller et al., 2011; Schmidt et al., 2020), which is in line with our finding for emotional incongruency.



4.4 Controlling low-level features (color and brightness): Original versus Fourier scrambled

Our findings comparing original paintings to Fourier Scrambled versions reveal higher-level visual and memory activations in areas like the LOC, OFC, Thalamus, and Hippocampus. This can be ascribed to the semantic context present in original paintings, which might elicit strong emotional responses and influence neural activation patterns (Doehrmann and Naumer, 2008). Additionally, given the nature of the stimuli, original paintings prompt more detailed processing and object recognition, leading to higher activation in areas like the LOC and Lingual Gyrus. The presence of semantic information and repetition of stimuli during the experiment might allow for greater association with semantic memory, potentially related to activation in the hippocampus. The contrast between Original and Fourier Scrambled paintings also reveals sensory and frontal activations in regions associated with lower-level processing of features like color and brightness, aligning with existing literature on activation patterns related to various low-level features (Cichy et al., 2011; Baldauf and Desimone, 2014; Mueller et al., 2019; Binder et al., 2017).



4.5 Interaction effect: emotional congruency versus incongruency when low-level features are controlled

Fourier Scrambled paintings served as an effective control condition for emotional responses by removing semantic content while retaining low-level features like color and brightness. This approach is important, as color and brightness can independently elicit emotions (Koelsch et al., 2006) and thereby confound results. Therefore, by using Fourier Scrambled stimuli and further contrasting them with original stimuli, we isolated the effects of semantic information on emotional congruency in paired paintings and music. This reduced potential confounds from crossmodal associations based on shared low-level features, such as music-color associations.

In examining the interaction effect of higher-level semantic congruency, where the difference between congruent and incongruent conditions is controlled for low-level features, we found striking activations in the ventral stream of the occipital cortex. This included visual processing areas such as the LOC, Fusiform Cortex, Lingual Gyrus in both the occipital and temporal lobes, as well as the Inferior Temporal Gyrus. These activations likely occur because congruent visual and auditory information leads to coherent emotional experiences, directing more attentional resources toward the paintings and facilitating detailed processing. Conversely, regarding emotional incongruency, studies showed that participants may automatically or attentively decrease visual processing to minimize interference during incongruent audiovisual speech streams (Deneve and Pouget, 2004; Ernst and Bülthoff, 2004). This might lead to higher activation in object and face recognition areas, reflecting the diverse objects, scenes, and faces in the paintings. These findings align with our results, where emotional congruency elicited enhanced activation along the ventral stream, while emotional incongruency led to selective inhibition, particularly in the caudate.

For the interaction contrast, we also observed activation in emotion-related regions, including the right putamen, pallidum, and amygdala, which may have been influenced by our use of emotionally rich artistic stimuli. Unlike general valence images, art can evoke stronger emotions (Tan, 2000; Silvia, 2005). We chose ‘happy’ and ‘sad’ music-painting pairs to span a broad valence range. While behavioral responses cannot confirm emotional intensity, this neural engagement supports the role of such stimuli in crossmodal emotional processing. Regarding our findings in the ventral stream and emotion-processing regions, one possible interpretation involves a neurobiological model. It suggests the swift processing of emotional signals by linking prefrontal cortex structures associated with emotions to areas responsible for object processing in the ventral stream (Rudrauf et al., 2008). This model consists of two pathways: one cortical, facilitating conscious processing of emotional stimuli, and another subcortical, involving the thalamus and amygdala, possibly supporting subconscious processing (Rudrauf et al., 2008; Garrido et al., 2012). The activation patterns in the ventral stream in our results highlight the progression from visual domains to emotion-related regions, demonstrating how coherent emotional experiences enhance processing in both visual and emotional areas (De Borst and De Gelder, 2016) The meta-analysis from Gao et al. (2019), encompassing 306 participants across 18 experiments, identified five key brain regions linked to audiovisual affective integration, including the right pSTG/STC, left aSTG/STS, right amygdala, left thalamus, and right thalamus. The regions we identified are aligned with this finding on congruent versus incongruent conditions, reflecting audiovisual affective integration.



4.6 Audiovisual processing and integration: superior temporal gyrus

The Crossmodal versus Unimodal contrast revealed bilateral activation in auditory regions, including Heschl’s Gyrus (HG), Planum Polare (PP) which is located in the posterior part of the Superior Temporal Gyrus (pSTG), and Planum Temporale (PT) (in the anterior part of STG), consistent with increased auditory processing for our crossmodal stimuli (Angulo-Perkins et al., 2014; Moerel et al., 2014; Trébuchon et al., 2021; Ahveninen et al., 2013). While these areas are primarily linked to auditory perception, some studies suggest that posterior STG (pSTG) may also contribute to audiovisual integration (Beauchamp et al., 2004; Hein and Knight, 2008; Obleser et al., 2006). The peak activation at pSTG was observed for Crossmodal versus Unimodal trials (MNI: 66, −18, 10; Z = 6.62). Additionally, the Congruent versus Incongruent crossmodal contrast showed bilateral activation, including in pSTG (MNI: 52, −24, 4; Z = 6.31), suggesting a potential role in the audiovisual congruency processing because both conditions involved audiovisual input. Yet, pSTG activation was stronger for congruent compared to incongruent trials. This could suggest that the effect might be specifically driven by audiovisual integration rather than auditory processing alone. Furthermore, we used the coordinate of the peak pSTG activation (MNI: 52, −24, 4; Z = 6.31) at Neurosynth (Poldrack et al., 2011) to check the association maps for different functional terms. Neurosynth reports a higher posterior probability for “audiovisual” tasks (0.89) than for “auditory” (0.82) or “speech perception” (0.62). An audiovisual interpretation aligns with meta-analytic findings (Gao et al., 2020), suggesting especially pSTG involvement in audiovisual tasks, particularly in emotional contexts, leading to affective audiovisual integration. However, we would like to reiterate that reverse inference (Poldrack et al., 2011) limits definitive conclusions about auditory vs. audiovisual processing.

In addition to these auditory regions, significant activation was also observed in the Parietal Operculum Cortex (POC) and the Insula. This finding aligns with the role of the parietal operculum (PO) – a segment of the central operculum – in the emotional processing of music, as it works cooperatively with the insula (Chen et al., 1995; Gebauer et al., 2014). Supporting the findings regarding the posterior operculum (PO) and insula, earlier research showed that a patient with a lesion in the central operculum and insula exhibited no emotional response to music (Griffiths et al., 2004). Furthermore, studies show that PO activation is expected during music tasks (Tanaka and Kirino, 2018), such as singing (Kleber et al., 2007) or listening to pleasant music (Koelsch et al., 2006). This suggests that parietal operculum activation is an expected response when engaging with music, whether through listening or performance, which is in line with our findings in the posterior operculum. Additionally, the insula plays a particularly important role in audiovisual integration, which is in line with our findings. A recent meta-analysis from (Gao et al., 2019) revealed that the insula shows activation for auditory attention but not visual attention. This result from Gao et al. is in line with our finding that insula exhibited increased activation when comparing crossmodal (auditory + visual) conditions to unimodal (visual-only) conditions, indicating that the addition of music enhances the processing of visual stimuli. This difference may be explained by the insula’s role in salience processing, as it is a key node in the ‘salience network’ responsible for detecting behaviorally relevant signals (Menon and Uddin, 2010; Uddin, 2015). In this study, coactivation patterns showed interactions of the amygdala and insula with STG/STS during emotional processing (Lindquist et al., 2012). This fits with our findings that span very similar regions, including the posterior operculum, insula, and superior temporal gyrus; audiovisual affective processing might require bringing together cognitive and emotion processing.



4.7 Limitations and future directions

In our univariate fMRI analysis, we implemented multiple comparison corrections, such as the Family-Wise Error (FWE) correction, for the broader contrast between crossmodal and unimodal comparisons. For our main contrast of Crossmodal Original versus Unimodal Original, we applied FWE and reported these results. We had very few trials in the emotional congruency and incongruency conditions, which is why we did not apply family-wise error (FWE) correction for multiple voxel comparisons, understanding that this could affect the robustness of the findings (we did include FDR-corrected findings in the tables). While we are eager to share our findings with the community, it is important to note that no multiple comparison corrections have been applied to the more specific contrasts that are zooming in on the emotional congruency effects.

Another consideration is the repetitiveness of the stimuli and the length of the experiment, which may have influenced participant engagement. However, the stimuli were carefully piloted and selected from the highest-rated happy and sad paintings and music (Wintermans, 2019), which likely enhanced emotional resonance and engagement. Although participants in the current fMRI experiment may not have perceived the stimuli as strongly congruent or incongruent, we addressed this by also collecting behavioral data. Future studies could further refine this process by expanding the stimulus set and including a broader range of emotions beyond happiness and sadness. Furthermore, in a future study, also the Fourier Scrambled versions of audio stimuli could also be used. Given that some individuals exhibit auditory dominance, future research could benefit from degrading both auditory and visual signals to further explore multisensory integration dynamics. Future research could also benefit from more dynamic presentations, which may enhance ecological validity and engagement. While our crossmodal and unimodal comparisons indicated activity in the bilateral superior temporal gyrus (STG), further examination of multivariate voxel patterns could reveal specific regions within the STG that contribute to different trial conditions, particularly in crossmodal situations.




5 Conclusion

In conclusion, our study explored the impact of modality on beauty ratings in both crossmodal and unimodal contexts, putting light on this aspect within the existing literature. Further, we examined emotional congruency using pairs of happy/sad paintings and music as naturalistic stimuli, combining in-scanner beauty ratings with fMRI analysis. Our findings revealed that emotional congruency elicits more robust behavioral and neural responses compared to incongruency. Specifically, congruent stimuli elicited heightened activations across brain regions involved in multisensory processing and integration, and emotional and cognitive processing. Particularly, the ventral stream activation showed the impact of semantic content when low-level features are controlled. In conclusion, this study contributes to understanding the neural mechanisms underlying audiovisual affective processing.
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The analysis of ocular scanpaths during the observation of artistic pictures has paved the way for neuroaesthetics to question the involvement of brain mechanisms during artistic experiences. In this review, we revisit the main aspects of three fundamental domains of investigation implicated in the perception of art and beauty: (1) oculomotor science, (2) vision, and (3) the dynamics of brain oscillations. For each of these fields, central elements are highlighted to demonstrate their functional inter-dependency for the future development of neuroaesthetics, upon which connoisseurship expertise depends. Namely, the scanpath theory, linked to basic neurophysiological concepts such as saccadic and blink suppression, fixational eye movements, and sensorimotor mnemonic, were described and integrated with other important elements of visual search. The meaning, saliency, and integrated priority maps were discussed in relation to working memory and consciousness. Then, the basic and specialized networks of the visual framework were reviewed in relation to bottom-up, top-down, and corollary discharge mechanisms. Finally, the EEG dynamics of alpha and gamma oscillations were proposed to decipher the involvement of brain wave generators during scanpath artistic exploration.
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1 Introduction

Since the remarkable monograph published by Zangemeister and Stark (2007) devoted to the importance of the theory of ocular scan paths in the dynamics of the artistic brain, the present perspective proposes to trace the new major discoveries in this field to develop new tools for analyzing cerebral activity associated with eye movements during the exploration of art and masterpieces.

In this context, the connoisseurship is an ability of critical quality assessment by the most talented experts with sufficient specific domain knowledge and experience, using all known methods of interdisciplinary art history and material analysis when necessary. Its validity is initiated by an independent peer review by the best experts in the related artistic field. The connoisseurship practice is based on a bottom-up observation of the artwork immediately followed by top-down categorization and a critical assessment by comparison with other works of the quality and the definition of the final label (attribution). The intrinsic quality of an object concerns its aesthetic properties, the technical skill of the medium (form and beauty) and its originality and uniqueness. However, the intellectual judgment of the connoisseurship asserts that the artistic merit of an object cannot be its intrinsic quality but rather a label attributed by the discerning eye. it is thus the collaborative activity between the sensory areas and the medial frontal cortex that form the basic constituent allowing the access to abstract visual beauty (Rasche et al., 2023).

This intellectual judgment asserts that the artistic merit of an object cannot be its artiness and intrinsic quality but rather a label attributed by the discerning eye. Consequently, the experience of art is subjective, involving cognitive perception, its inferences and bias. The subsequent emotion becomes feeling through the implication of the observer’s personality (Jan De Maere, 2011). The artiness which the observation of an object initiates cannot be evaluated in isolation. It is embedded in its cultural context including social, historical, and political influence (Darda and Chatterjee, 2023), as well as by information and cognitive bias.

Interest in these discoveries should also enhance the field of connoisseurship by providing insights into the neural factors involved in the identification, qualification and evaluation of pictorial works of art.

The future development of scientific studies devoted to neuroaesthetics, a term coined by Zeki (1999) consisting of a scientific approach to the brain mechanisms involved during artistic experience in the widespread sense (Zeki et al., 2020), depends largely on the interaction of at least six fundamental fields of investigation (1) oculomotor skills, (2) vision, (3) oscillatory dynamics of the brain, (4) emotion, (5) memory and (6) identity of the observer. These fields constantly interact, and it is unrealistic to believe that we can understand the mechanisms involved in the perception of art and beauty without considering all these areas of investigation. This review also explores the potential extension of this methodology to the field of expertise and connoisseurship in fine arts to enhance our understanding of the decision-making process involved (Jan De Maere, 2011).

In this inaugural article, we intend to review the current relevance of these three domains to trace a perspective for future practical applications in the neuroaesthetics field ranging from visual search to consciousness.


1.1 The artist’s intentions: Vermeer versus bacon

The incommunicability of the artist’s intention is beautifully and symbolically illustrated in Vermeer’s painting “The Atelier” (Figure 1A). In this allegory celebrating pictorial genius, the artist depicts himself from behind, facing his canvas. His gaze is directed obliquely toward his model. To this day, the original message intended by Vermeer remains a mystery, open to various interpretations. Of remarkable expressive merit, this painting ranks among Vermeer’s most technically refined and compositionally innovative works. For the discerning eye, it immediately exemplifies Vermeer’s distinctive quality, individual style, use of materials, pictorial and spatial strategies, and artistic practice. Its apparent simplicity, chromatic vibrancy, formal perfection, compositional innovation, and complex iconographic meaning represent pictorial challenges of the highest order. Vermeer’s composition is functionally intertwined with his iconographic and pictorial strategies, which are seamlessly integrated into the artist’s synthesis and creative vision.

[image: Panel A depicts a classic interior scene with a painter and model in period clothing, surrounded by rich fabrics and a map. Panel B is an abstract portrait with swirling, distorted features in vibrant colors set against a dark background.]

FIGURE 1
 Illustration of Vermeer’s painting “the Atelier” (Reproduced from “Jan Vermeer – The Art of Painting” by Jan Vermeer via Wikimedia Commons under CC0, https://commons.wikimedia.org/wiki/File:Jan_Vermeer_-_The_Art_of_Painting_-_Google_Art_Project.jpg) (A) and (B) an AI-generated reinterpretation in the visual style of Francis Bacon, Self-portrait, 1969 © The Estate of Francis Bacon, created using OpenAI’s generative tools, used solely for illustrative and academic purposes.


Over centuries, the socio-cultural (art historical) validation by countless discerning observers has established it as a masterpiece, leaving a lasting and profound emotional impact on the receptive viewer (De Maere, 2023).

Bacon’s paintings are a tightrope walk toward a new synthesis of figurative painting following years of its deconstruction. Rather than striving for likeness, the artist declared his goal of delivering an enduring “visual shock” to the viewer by distorting the representation of faces and bodies—categories of stimuli that hold a privileged status in visual perception. Semir Zeki writes: “Viewing stimuli that depart significantly from the normal representation of faces and bodies entails a significant difference in the pattern of brain activation.” The face recognition cells of the fusiform gyrus respond more rapidly to caricatures than to normal facial features. The deformed aspects of Bacon’s compositions captivate neurons specialized in facial recognition through their disfluency, presenting a complexity that resists matching with automatic memory prototypes.

The reconstruction of the distorted elements in faces and bodies through emotional color and movement conveys the artist’s inner experiences of suffering, disarray, and desire. There is something archetypal in his primitive touch, evoking a return to the roots of creativity itself. Whether or not this resonates with the observer (the so-called “Intentional Fallacy”), Bacon deconstructs reality to delve into the hidden roots of his subconscious fears and his drive toward destruction. The fragmentation of identity into deformed components avoids mimicry, instead producing basic emotional signs that coalesce into a disturbing yet meaningful whole for many viewers. Bacon paints his tormented identity within a new order, aiming for universality. He situates himself in a black, spaceless box, shifting between mood and persona in a desperate quest for hope, while focusing primarily on painterly quality.

This pictorial embodiment commands the viewer’s attention, leaving them in a state of startling disarray. Facial recognition neurons are unsettled by the ambiguity of the distorted face, struggling to resolve it. Eventually, through top-down cognition, the viewer recognizes it for what it is: a work of art, intended as an illusion that transcends reality.




2 The neuroaesthetics complexity


2.1 The Shannon’s theory of information is an example of neuroesthetic complexity

An object considered a work of art is part of the broader context of interpersonal communication, spanning from the artist’s intention to the passive and active reception by the observer. This process of communication was first analyzed by Zangemeister and Stark (2007) based on Shannon’s theory of information (Shannon, 1948). According to this framework, the artistic work represents a channel of communication, where the artist is the sender, the viewer is the receiver, and the artwork serves as the message. Within these structural elements, the brain employs various encoding and decoding processes to construct the final perceptual interpretation of the message.

It is important to note, however, that the artist’s intention, as expressed, cannot be received in its entirety by the observer. Instead, the observer projects their own subjective understanding onto the object, recognizing it as a work of art. It is evident that this subjective aspect illustrates the interpersonal differences in appreciation. The ‘Intentional Fallacy’ of the creativity of the artist indicates that the observer freely interpretates its sense and meaning, unhindered by the intention of the artist. The experience of observation of art activates different representations in different viewers at different times.

This illustrates that the experience of art relies on numerous brain processes, encompassing various bottom-up mechanisms, the richness of top-down control exerted by the brain, and their connections to memory, personal experience, and domain-specific knowledge. These complexities can be analyzed using different brain imaging methods, with a precise focus on eye scanpaths that reflect the temporal and spatial exploration of the artwork. This exploration evokes neural signals that range from emotional responses to the final interpretation of the painting.

A striking example of the diversity of artistic intentions and their potential receptions is provided by Francis Bacon’s paintings (e.g., Figure 1B), as studied by Zeki and Ishizu (2013) Bacon’s work demonstrates the direct intention of the painter to evoke a powerful visual and emotional impact.




3 Oculomotor skill


3.1 The scanpath theory is a strong foundation for the visual search

According to the scan path theory proposed by Noton and Stark (1971), the observation of a painting, an object, or any scene, initiates a series of saccades of the eyes which direct the areas of the retina presenting the highest definition (the fovea) towards certain peremptory elements following a path in the observed object.

The scanpath theory benefits from a unique mode of intermittent control of the visual system called the sampled-data operation (Young and Stark, 1963). This automated process of information sampling is supported by an intermittent movement of the gaze consisting of the production of saccades or micro-saccades reaching a frequency of 4 Hz in the case of reading. The duration of the successive fixations was about 250 ± 50 ms (Henderson and Ferreira, 1993; Krischer and Zangemeister, 2007; Henderson, 2017; Seelig et al., 2021) during which the image of the object is projected into the fovea disposing of a visual field of less than 2° in diameter with the highest cones receptor density allowing color sensitivity and the higher acuity in comparison with the periphery of the retina presenting lower resolution uncolored vision but a high dynamic sensitivity to moving visual stimuli and contrast. In case of viewing pictures the fixation durations (dwell time) are of about 450 ms (Schomaker et al., 2017).

Another issue concerns the exploration of a visual scene, which involves exploratory saccades that move from one point to another along a path (scanpath) precisely defined by the brain. The visual scene appears to us as perfectly unified and flows seamlessly before our eyes. However, the visual cortex receives images only as small areas of high clarity from the fovea—those areas where the saccades have been successively directed along a specific scanpath and followed by position maintenance, allowing the brain to process these visual signals. Beyond these areas projected onto the fovea, the rest of the scene is perceived by the peripheral retina and is therefore blurred. All these fragments contribute to the stabilized ambiguity of the final retinal image of the visual scene.

Retinal persistence should facilitate the task of the brain which must reorganize all the scanpaths carried out over time and reconstruct a visual scene in its relatively clear overall state. Numerous mechanisms, some of which have not yet been discovered, are involved in this function. First of all, the central idea defended by Wurtz’s work lies in the idea that the brain compensates for the jerky, fragmented nature of visual perception produced by eye movements using the principle of corollary discharge (Wurtz, 2018). According to this principle, the brain uses the information stored in memory. This information is then linked to the execution of saccades and the different scan paths carried out (Zangemeister and Stark, 1982a, 1982b; Zangemeister et al., 1995; Brandt and Stark, 1997; Krischer and Zangemeister, 2007).

When the superior colliculus decides to trigger a saccade, this same command is transmitted, via the thalamus (Cavanaugh et al., 2020), to the frontal cortex, where it triggers the reactivation of memory elements and potential automatisms (prefrontal cortex), previously associated with visual perceptions.

Between two successive saccades during the fixation period, the eyes are not immobile, incessant microscopic movements are present. The eye wanders following an apparent random drift trajectory occasionally interrupted by micro-saccades (see Figure 2) (Rucci and Poletti, 2015).

[image: Diagram with three parts: A depicts a building scene with labeled points F1 to F12, showing lines between points. B is a graph showing eye movement degrees from 5 to 6 seconds, highlighting F12. C displays eye movement data from 0 to 6 seconds for points F1 to F12, with a consistent pattern. An inset in A shows a drawing of people with a 20-degree visual angle.]

FIGURE 2
 (A) Illustration of normal eye movements when an observer explores a scene, a succession of saccades determines the scanpath (yellow lines) separated by short periods of fixation during which visual information is acquired (F1–F13; red dots). (B) Horizontal (black line) and vertical (gray line) positions of the oculomotor sequence of the gaze in deg. In the circle, the enlargement shows details of the scene explored by small drifting of the eye during fixation. (C) Eye movements (ocular drift) are occasionally interrupted by microsaccades (magenta bars) present during one fixation (F12; circle in panel A and yellow region in B panel), (modified from Rucci and Poletti (2015) with permission).


The importance of the presence of these intermittent eye movements during fixation was already demonstrated by the ingenious apparatus of Ditchburn and Fender (1955). This device (illustrated in Figure 3) allows the production of a moving visual target so that its image remains in the same place of the retina despite the presence of involuntary eye movements. This system artificially prolonged the duration of fixation and demonstrates that in this condition the image fades out after about 5 s (Ditchburn et al., 1959).

[image: Optical setup diagram illustrating a projection system. Light from a source passes through lens L1 near the projector, reflects off lens L2, and reaches a test object. It then travels to mirrors labeled M1, M2, and M3, with additional lenses L3 and a set of Dove mirrors guiding the light path. Arrows indicate the direction of light through the system.]

FIGURE 3
 Illustration of the apparatus used for producing a stabilized retinal image. The ‘Pointolite’ lamp (Light of the ball B) is made parallel by the lens L1 and illuminates the object. The lens L2 emphasizes the source on the mirror M1 and forms an image of the object at I1. The lens L3 forms an image of I1 on the ground-glass screen G by reflections at the mirrors M2 and M3, and the subject views this screen directly. The lens L. reverses the direction of motion of the image concerning the eye, but this is corrected horizontally by the mirrors M2 and M3 and vertically by a mirror analog of a Dove prism. The adjustment of the optical system allows that the angular movement of the image on the ground-glass screen to be the same as the angle of rotation of the eyeball. The retinal image is thus stationary concerning the retinal receptors (Modified from Ditchburn and Fender (1955) with permission).


In addition to the basic refreshing function, fixational eye movements accomplish other functions in visual processing. In this context, it is important to make a clear distinction between saccades and larger micro-saccades participating in scan path exploration of the scene and the fixational eye movements (drift/tremor and smaller micro-saccades) occurring only during fixation periods (Martinez-Conde et al., 2004, 2006).

The fact that human vision is supported by a retina which is never strictly still but agitated by the existence of these fixational movements makes it possible today in the field of neuromorphic vision (Douglas et al., 1995) to imagine new processes for capturing images integrating these fixational movements (Testa et al., 2023). Neuromorphic vision concerns processing inspired by the structure and function of biological vision systems. It attempts to mimic how biological systems process visual information. For this aim, even-based cameras detect changes in light intensity at individual pixels.



3.2 Saccadic and blink visual suppression

If saccades are essential to enable efficient foveal vision in a complex environment, as we have seen previously, they make the functioning of the visual system more complex. It is well-recognized that we are blind during the movement phase of the saccade (Zuber and Stark, 1966). This suppression of visual input is unconscious. Our impression of a continuous visual perception as not being interrupted by saccades and blinks is firstly due to the retinal persistence (Coltheart, 1980) supported by the feedforward-feedback laminar network in the retina (Coltheart, 1980; Yeonan-Kim and Francis, 2019). This persistence is of the order of 50 ms after the switch-off of the image on the retina.

Saccadic suppression is an important phenomenon for visual perception; it occurs before the saccade is triggered, which raises the possibility that an active mechanism is at work. How can we explain that many neurons in the visual cortex are inhibited 80 ms before the start of the saccade and 55 ms before the triggering of a blink? As explained before, the dominant idea is that there is a corollary discharge (Wurtz, 2018) coming from subcortical and cortical regions involved in the programming and triggering of saccades or blinks. Given that this motor programming will cause a certain delay before the execution of the saccade, a corollary discharge should be able to inform the neurons of the visual cortex of the arrival of the saccade and initiate the suppression mechanism.

The theory of scanpath associated with the analysis of other gaze strategies (pursuit and head-eye coordination) (Levin et al., 1982; Stark, 1983) has also paved the way for the study of eye movements in psychiatry (Pereira et al., 2014, 2020; Wolf et al., 2023). This demonstrates the functional intricacy of the genesis and control of eye movements within cognitive cerebral functioning. These movements indeed present stereotyped alterations both in schizophrenia (Levy et al., 2010; Wolf et al., 2021) and in Alzheimer’s disease (Wolf et al., 2023).

It is interesting to know that using a forced-choice saccade task presenting two different images on the right and left side, Kirchner and Thorpe (2006) demonstrated that human subjects can produce a saccade at a short latency of 120 ms towards the target image. This means that the visual processing along the ventral stream is very fast for the programming of the saccade. In the same context, It was recently demonstrated (Castellotti et al., 2023) that fragmentary images presented for a duration of 25 ms can be rapidly discriminated when they contain optimal local information providing salient features necessary for rapid visual feature extraction (Castellotti et al., 2021). A model based on constrained maximum entropy presented by the same group allows the optimization and the speed-up of visual image reconstruction (Del Viva et al., 2013).

This model is founded on the need for a strong data reduction that must be operated by the visual system at an early stage, to optimize and speed up the reconstruction of visual images. In the same vein, the presentation of salient distractors just before the onset of a saccade directed to a target can change the curvature of the saccade. The magnitude of the curvature change depends on the optimal visual features of the distractors (Figure 4). The direction of the curvature depends on the presentation time of the distractor concerning the time presentation of the target. If the distractor arrives before −200 ms the increased curvature is directed toward the opposite side of the distractor (repulsion). Inversely if the distractor arrives after −150 ms the increased curvature is directed toward the distractor (attraction) (Castellotti et al., 2023). This experiment confirmed that the visuo-oculomotor system can rapidly process the presence of optimal visual features and generate a dynamic attraction or repulsion curvature of the saccade trajectory.

[image: Diagram illustrating a visual experiment. Section A shows sequences for fixation, distractor, target, and saccade with corresponding timings. Section B presents a timeline of distractor-to-saccade onset asynchrony (DSOA). Section C graphs eye position changes relative to saccades, divided by long and short distractor-to-saccade onset asynchrony. Curves indicate repulsion and attraction effects with distractors, demonstrating how optimal features affect saccadic curvature.]

FIGURE 4
 Illustration of the experimental condition. (A) Example of a trial. The duration of the different stimuli is reported under each panel. In this example, the distractor is presented as an empty square and had a negative distractor to target onset asynchrony (DTOA) (presented before the target), and the target is presented 7 deg above the fixation. (B) Display sequence. The fixation point disappears as soon as the target appears. The time 0 refers to the target onset. Relative to target onset, the distractor could appear from 150 ms before the target to 100 ms after the target. (C) The time distance between the distractor offset and the saccade onset (yellow arrow) is the distractor offset-to-saccade onset asynchrony (DSOA). When the DTOA is < −200 ms the saccade is deviated away from the distractor (repulsion); oppositely, when the DTOA is > −150 ms the saccade is deviated toward the distractor (adapted from Castellotti et al. (2023), CC BY 4.0).




3.3 The fixational eye movements and sensory-motor mnemonic trace

Although traditionally regarded as a simple mechanism to refresh neural activity and prevent perceptual fading, a growing body of evidence indicates that fixational eye movements play a more central role in vision. These movements are now known to modulate neural responses in various cortical areas, such as MT (Hohl and Lisberger, 2011). Multiple studies support the idea that they are involved not only in the acquisition of visual information but also in its processing (Martinez-Conde et al., 2004, 2006; Costela et al., 2017). For example, recent research demonstrated that the disappearance of stationary images (Troxler fading), as exemplified by the sun in Monet’s painting, was more pronounced when the rate of micro-saccades was reduced (Alexander et al., 2021). The authors concluded that oculomotor dynamics during fixation contribute to a cornerstone of Impressionism. The aesthetic impact of this painting is further enhanced by Monet’s intentional use of “iso-luminance” (Jan De Maere, 2011).

Although traditionally regarded as a simple means to refresh neural activity and prevent perceptual fading, a plethora of mounting evidence indicates that fixational eye movements play a more central role in vision. These movements are now known to modulate neural responses in various cortical areas such as in MT. Multiple studies support the notion that they are involved not only in the acquisition of visual information but also in its processing. For example, it was recently demonstrated that the disappearance of stationary images (Troxler fading) in the case of the sun in Monet’s painting (Figure 5) was more intense when the micro-saccade rate was reduced. These authors concluded that the oculomotor dynamic during fixation contributes to the cornerstone of Impressionism. The aesthetic impact of this painting is greatly enhanced by Monet’s incident potential of “iso-luminance” (Jan De Maere, 2011).

[image: Two paintings side by side depict a harbor scene with boats on the water. The left painting shows a vibrant sunrise with a red sun and orange reflections. The right painting is a grayscale version, retaining the same composition and elements but lacking color.]

FIGURE 5
 Illustration of Claude Monet, “Impression du Soleil levant”, Musée du havre (Fr). Reproduced from De Maere, J. Neurosciences et connoisseurship: la physiologie du Beau et l’attribution des Tableaux Anciens, https://lib.ugent.be/en/catalog/rug01:002963364.


The successive fixations and the trajectory followed by the movement of the eyes are most often characteristic of the painting or the scene and are reproduced by learned automatisms (prefrontal cortex) when the same object is again presented to the subject.

The scanpath makes it possible to acquire a sequence of visual information sampled over time which represents a visual and cognitive memory. The exploratory motor sequence itself constitutes a sensory-motor mnemonic trace of what has been perceived. It is in fact on these two fundamental aspects of the scan path theory that other neuroscientific theories will be grafted, involving the complex processes of visual physiology and of bottom-up and top-down dialogues.

Numerous pieces of evidence supported the idea that the scan path movements of the eyes are linked to mnemonic processes (Brockmole et al., 2006; Henderson, 2017). Because visual perception is time-bound, the temporally discontinuous inputs obtained by successive scanpath-induced fixations must be linked to the working memory [visual short-term memory (VSTM)]. It is a question of integrating over time the different spatially isolated percepts according to the order prescribed by the ocular exploration (Brockmole and Irwin, 2005).

However, it remains discussed if the scan path movements are a sensory-motor mnemonic trace working in parallel independently to the visual processes, or in a complementary manner. This latter possibility is supported by the fact that repeated presentation of the same object elicits fewer fixations and sampling regions (energy saving automatisms) as if previous presentations had stored data that need not be secure again (Ryan et al., 2007).

In the same vein, repeated presentations increased the accuracy of target memory locations (Althoff and Cohen, 1999; Stacey et al., 2005), the speed of target search (Chau et al., 2011), the detection speed of invariant targets in comparison to novel ones (Chun and Jiang, 2003; Brockmole and Henderson, 2006).

The relationship between eye movement and mnemonic content relating to observed objects can be better understood by referring to the reading of a text. In this case, to read English the gaze moves mainly from left to right. Most words are read and recognized, but some are ignored and others are reread several times, which involves looking back so that previously read text can be reread (Henderson and Ferreira, 1993).

This predictive capacity would mean that the understanding of the text being read should be directly available so that the ocular motricity can trigger the next forward saccade in search of the new word containing the most appropriate semantic and syntactic information for understanding the final content of the message.

This reflection from the field of reading can be applied to the exploration of a painting which, like a text, can be managed in a predictive way by the scan path of the gaze directing itself according to certain more striking or significant pictorial elements (pop-out) (Peacock et al., 2023) than others and linked together by the emotional and cognitive context carried by top-down influxes. In this situation, the return of the gaze to elements already explored can indicate the interest and the questioning brought by these pictorial elements to the understanding of the work.

In an Opinion Paper, Henderson (2017) posed a series of outstanding questions that may pave the way for future scientific explorations of the artistic domain:


	1. How precise are the spatial predictions that are used to guide gaze?

	2. Are the predictions that guide gaze used strategically or automatically?

	3. Can the prediction approach to gaze control in natural scenes be extended to gaze control in tasks such as face perception, reading, and spatial navigation?

	4. Can the prediction approach to gaze control be extended to account for both where fixation is directed and how long fixation is directed there?

	5. How are the memory structures that generate predictions for gaze control encoded, stored, retrieved, and deployed?





3.4 Meaning maps versus saliency maps

The concept of meaning maps, introduced by Henderson and Hayes (2017) captures the spatial distribution of semantic information in real-world images. Semantic information refers to the meaningful content or interpretation of elements in an image. This includes the identification, categorization, and understanding of objects, actions, and relationships present within the visual scene. Similarly, saliency maps, as proposed by Itti and Koch (2001) and Elazary and Itti (2008), encode the spatial distribution of luminance contrast, edge orientation, and color (see Figure 6). Attentional guidance can thus be influenced by saliency maps primarily driven by bottom-up mechanisms (stimulus-driven attention) and/or by meaning maps supported by top-down mechanisms, including cognitive memory.

[image: Six-panel image depicting a kitchen scene and related analysis maps. Panel (a) shows the real-world scene of a kitchen. Panel (b) illustrates a meaning map highlighting significant areas in red. Panel (c) displays a saliency map emphasizing visually prominent regions. Panel (d) presents a difference map with blue and red areas. Panel (e) highlights the top ten percent meaning with green outlines. Panel (f) displays the top ten percent saliency with green outlines.]

FIGURE 6
 Meaning and saliency maps for a real-world scene. In (a), the real-world scene on which the eye-scanpaths are performed to extract the meaning map (b) and the saliency map (c). In (d), the difference between the meaning and the saliency maps. In (e) and (f), the top 10% of the meaning and the saliency maps are highlighted, respectively (reproduced from Henderson et al. (2019), CC BY 4.0).


To construct meaning maps, visual scenes are systematically divided into small parts (patches), which are then presented individually to multiple participants for evaluation of their meaningfulness and assignment of a score. This score is represented as a colored zone overlaid on the original scene, facilitating comparison with the saliency map. Previous research has shown a high correlation between meaning and saliency (Tatler et al., 2011) prompting the empirical question of which map ultimately guides attention.

Eye movement recordings during scene observation were used to address this question, comparing the distribution of fixations over time with meaning or saliency maps (Henderson and Hayes, 2017). While it might be intuitive to suggest that the saliency map, driven by direct input from the retina, operates first in the attentional process, followed by the slower influence of the meaning map (Anderson et al., 2015). Henderson and Hayes (2017) demonstrated that the meaning map is a superior predictor regardless of timing. The prevalence of the meaning map cannot be explained solely by central bias, the tendency for viewers to fixate on scene centers (Peacock et al., 2020).

In a recent study, the same group concluded that the meaning of an object plays a crucial role in selective attention during passive scene viewing (Peacock et al., 2023).



3.5 Integrated priority map and working memory

While top-down and bottom-up processes are often defined as distinct, it’s important to recognize that they can interact, giving rise to a third process where past attentional selection, based on history, integrates with current goals and physical salience. All together these elements form an integrated priority map (Awh et al., 2012) in which the working memory (WM) plays an important function (Baddeley, 2003; Hamamé et al., 2012).

Working memory refers to our ability to hold a small amount of information for ongoing cognitive processes, with a limited capacity compared to episodic long-term memory (LTM) (Cowan, 2001). The content of the WM is protected against proactive interference (PI) coming from the information contained in the LTM (Oberauer and Awh, 2022; Oberauer and Greve, 2022). It was concluded that the information flow was flexibly gated from the LTM to the WM only when this transfer was helpful (Mızrak and Oberauer, 2022).

Recent research has revealed that working memory, with its recurrent connections, can sustain attentional demands (Lansner et al., 2023), allowing information to be retained despite temporary interruptions in working memory activity, a phenomenon termed “silent” working memory (Wolff et al., 2017; Oberauer and Greve, 2022).

However, the neurophysiological mechanisms underlying WM are complex and subject to debate (see, for example, Barbosa et al., 2021; Fields, 2022). Consequently, new studies that integrate eye scan paths and EEG dynamics during visual exploration are highly valuable.



3.6 Scanpath exploration and consciousness

About the ever-increasing complexity of knowledge concerning both structural and functional aspects of the circuitry involved in visual search, which remains essential to better understand the working mechanism of connoisseurship expertise, the question of the emergence of consciousness in decision-making appears as an essential element.

Based on neuroanatomical data and experiments about the perception of color and motion, Zeki suggested that visual consciousness is not a single unified entity, but consists of many micro-consciousnesses occurring at different times and in different nodes in the neuronal space (Zeki, 2001, 2015). He writes: the consequence of spatially and temporally distributed micro-consciousnesses is that their integration is a multistage, nonhierarchical process that may involve a neural “glue.” This theoretical position of post-binding is different from the most popular idea that it is the binding itself that generates consciousness (Crick and Koch, 1990; Engel and Singer, 2001; Fries et al., 2001).

The decision of a connoisseurship expert also involves the activation of the self-awareness network, which plays a crucial role in conscious experiences, particularly in self-monitoring and behavioral control (Lou et al., 2017). This network is in the medial parietal cortex, the posterior cingulate cortex, as well as the medial prefrontal cortex and the anterior cingulate cortex. It is composed of numerous neuronal “hubs” interconnected by gamma oscillations (40 Hz) generated by GABAergic inhibitory interneurons and regulated by dopamine. This network also requires a high metabolic rate, supported by an adequate oxygen supply (Lou et al., 2020).




4 The framework of visual processing


4.1 The basic visual circuits and the major specialized visual pathways

After the first treatment of the visual input by the retina, the neural signal is conveyed by the axons of the magno- and parvocellular ganglion cell (each eye containing 1 million optics nerve axons) reaching the V1 visual cortex through the lateral geniculate nucleus (LGN).

Several studies demonstrated that form and motion information are treated separately by ventral and dorsal visual streams, and converge to the posterior portion of the superior temporal sulcus (Vaina et al., 2001; Giese and Poggio, 2003; Blake and Shiffrar, 2007) (Figure 6).

In addition to this classical subdivision between the ventral stream named a ‘What’ pathway supportive of object identity and a dorsal stream called a ‘Where’ pathway supporting the location and motion related to the object, the dorsal stream give rise to three sub-pathways dedicating to (1) visually-guided actions (premotor cortex), (2) spatial working memory (medial temporal lobe) and (3) navigation (retro-splenial areas) (Kravitz et al., 2011). More recently, a third visual pathway dedicated to social perception (Pitcher and Ungerleider, 2021) projects from V1, via V5/MT areas, into the superior temporal sulcus (STS). This third pathway is representative of face and body moving expression including diverse dynamical aspects of social perception, from face and gaze expression, and audio-visual integration to intention and mood (Pitcher and Ungerleider, 2021).



4.2 The superior colliculus and the corollary discharge

From V1, the visual input is also dispatched to the posterior parietal cortex (in particular the lateral intraparietal region, LIP) and the dorsal frontal cortex (in particular the frontal eye field, FEF). From these cortical regions, the visual information is sent back to the superior colliculus (SC) which is the timetable structure to program the saccade (Sparks, 1986) finally performed by the midbrain and brainstem circuits (Robinson and Keller, 1972; Cheron et al., 1986; Godaux and Cheron, 1996) up to the motoneuronal pool and the extraocular muscles. The SC is a layered entity occupying a crucial crossroad in the control of saccadic eye movement. The SC is implicated in the sensorimotor transformation consisting of the process of first sensing an element in the environment for producing a saccade in response to that element (Ayar et al., 2023).

To produce a voluntary ocular saccade, a higher-order command of cortical origin (frontal cortex) informs SC of the interest in triggering a saccade towards a visual target present in the environment. The SC is a complex structure composed of 3 layers of neurons, a superficial layer which is a true internalized retina, an intermediate sensorimotor layer, and a deeper layer of motor neurons (Sommer and Wurtz, 2002, 2008). It is these latter neurons that will trigger the saccade by activating the saccade-generating neurons located in the reticular formation of the brainstem and the midbrain. These latter neurons produce bursts of high-frequency action potentials proportional to the speed of the saccade. Once activated, these burst neurons activate the motoneurons and the saccade is produced.

The SC motor map is interconnected with the parietal and frontal cortex, with the basal ganglia, and with the premotor circuitry (Sparks, 1986; Gandhi and Katnani, 2011; Krauzlis et al., 2013). It plays also a central position in eye-head coordination (van Opstal, 2023). This explains that electrical stimulation in one point of the SC retinotopic map caused the eyes to move toward that point of the visual field which projected to that point of the SC (Robinson, 1972).

The recent study of Yu et al. (2024) demonstrates that SC visual neurons can preferentially respond to face within 50 ms of stimulus onset. Thus, largely in advance to the face recognition exerted by the in visual cortex. This short-latency face preference is explained by a direct connection between the LGN and the SC and may thus contribute to the preparation of voluntary saccadic scan path as such performed by a connoisseurship which could be automatically directed to face element well before the recognition of individual faces by the higher-order visual area. This also confirms the implication of the SC neurons in the endogenous attention phenomenon (Ignashchenkova et al., 2004; Cavanaugh et al., 2006) and occupies a strategic position in the oculomotor theory of attention proposed by Rizzolatti et al. (1987).

Following this theory, our attention is directed to a given point of the visual field when the oculomotor program for moving the gaze to this point is ready to be executed. The corollary discharge emerging from the SC may play this role in attention and visual search mechanism (Wurtz, 2018).

It is interesting to note that V1 collects not only retinal information but also important recurrent influx from other cortical zones, the modulatory input from the thalamus, and projections from the brainstem. In addition, nonretinal projections represent active modulation conveying specific information (Singer, 2021; Zatka-Haas et al., 2021; Pinto et al., 2022). It was recently demonstrated that the same V1 neuronal population can simultaneously treat information about a visual stimulus and the related forthcoming choice before the onset of the motor response (Yiling et al., 2023a; Yiling et al., 2023b).

However, it is not proven that this latter neuronal activity linked to the selection of the appropriate response is carried out locally within V1. Rather, this V1 activity is most likely induced by top-down inputs from other cortical regions. The existence of a top-down entry explains not only the delay between the activity of recognizing the object and the activity linked to the choice of the response but also the clear separation between these two periods of activity. Current data (Yiling et al., 2023a; Yiling et al., 2023b) suggests the existence of subspaces within V1 associating dynamics linked to local recurrent loops involving the different interneurons and pyramidal cells of the different layers and top-down loops originating from higher-order cortical areas including corollary discharges motor commands. The abundance of reciprocal recurrent loops is the basis of complex dynamical landscapes working in parallel that can switch over time into relatively independent subspaces to avoid interference between the different functions (visual recognition versus behavioral decision). In this context, the presence of traveling waves (Davis et al., 2021; Benigno et al., 2023) (see below) is one of the numerous signatures of this complex dynamics. Recently, it was demonstrated that this complex dynamics included the brainstem which is hierarchically organized into integrative hubs of nuclei presenting similar cortical connectivity implicated in numerous functions (Hansen et al., 2024).



4.3 The mirror neuron network

Initially discovered in the F5 area and inferior parietal lobe (IPL) of the macaque (di Pellegrino et al., 1992), the mirror neurons are a particular class of visuomotor cells. Their specificity lies in discharging both when the monkey performs an action (for example, “grasping an object”) and when, at rest, it observes a fellow, whether monkey or human, performing the same action. Thus, these neurons are not directly concerned with the exploration of a passive pictural image but are well-engaged during the observation of any type of action performed during artistic gesture (Zarka et al., 2022). In addition, the observation of static images depicting dynamics action can activate the MMN (Proverbio et al., 2009).

During execution as well as observation of a gesture, their response begins at the start of the movement and stops at the end, and is therefore not linked to motor task preparation (Gallese et al., 1996).

Moreover, mirror neurons in monkeys are only stimulated by actions, meaning gestures with a certain semantic value (transitive or intransitive). They do not activate mimed gestures, meaningless gestures, or emotional gestures. The motor theory of perception, is based on the fact that movement perception is influenced by implicit knowledge about the working principles of motor control (Rizzolatti and Craighero, 2004).

In this context, it is useful to outline the basic circuitry from the retina to eye muscles to demonstrate the large involvement of different cortical and subcortical long-range loops which are constantly present during any type of experiments involving visual search. It is well demonstrated that a mirror neuron network (MNN) exists in humans. The observation of motor acts produces a modulation of the EEG mu rhythm analogous to that occurring during motor act execution. In particular, the cortical motor system closely follows the velocity of the observed movements (Avanzini et al., 2012). In addition, Koch et al. (2010) demonstrated that the anterior intraparietal cortex (AIP) and the ventral premotor cortex (PMv) were activated when the subjects observed goal-directed grasping performed by another subject. The following regions including the inferior frontal gyrus (IFG), the inferior parietal lobule (IPL) including the angular gyrus, and the posterior part of the superior temporal sulcus (pSTS) participate actively in the MMN (Rizzolatti and Craighero, 2004; Cebolla et al., 2014) (see Figure 7).

[image: Diagram illustrating brain regions and pathways involved in visual and motor processing. Panel A shows connections between the frontal cortex, lateral geniculate nucleus (LGN), and superior colliculus (SC) via visual cortex V1. Panel B displays pathways from the frontal eye fields (FEF) to the medial thalamus and SC, indicating sensory motor processing. Panel C highlights brain areas such as PMD, PMV, IFG, SPL, IPS, IPL, and STS.]

FIGURE 7
 The circuit from the retina to the mirror neurons network. Monkey Brain circuits for visually guided saccades (A) and saccade-based corollary discharge (CD, B) (Modified from Wurtz, 2018). See text for more details. (C) Cortical areas of the human brain are related to the parietofrontal mirror system responding to different types of motor acts. Yellow indicates transitive distal movements; purple, reaching movements; orange, tool use; green, intransitive movements; blue, portion of the superior temporal sulcus (STS) responding to observation of upper-limb movements. IFG indicates inferior frontal gyrus; IPL, inferior parietal lobule; IPS, intraparietal sulcus; PMD, dorsal premotor cortex; PMV, ventral premotor cortex; and SPL, superior parietal lobule (Modified from Cattaneo and Rizzolatti (2009)).





5 Oscillatory dynamics of the brain


5.1 Spatial attention and alpha oscillation

Spatial attention occupies a central role when looking at a painting, it enhances the speed and quality of the scan path directed toward targeted locations (Carrasco, 2011). To better understand the complexity and various intricacies revealed by numerous psychological studies, it is increasingly useful to address the neurophysiological correlations of human attention. It is well-admitted that selective attention results from two major mechanisms: target selection and distractor suppression (Foxe and Snyder, 2011). However, the independence of these mechanisms remains highly debated (Wöstmann et al., 2019; Schneider et al., 2022).

The first dominant oscillatory activity in humans in the resting state, the alpha rhythm (8–12 Hz) is the one appearing to play an important role in the processes of visual attention. It was mentioned that the topographic distribution of alpha power is reduced (ERD) at the scalp contralateral to an attended location (Kelly et al., 2006). During the same experiments these authors showed an increase of the alpha power over the ipsilateral (ignoring) hemisphere suggesting that alpha power increase (ERS) corresponds to a mechanism of active attentional suppression of the informational content present in the non-attended visual hemisphere. This physiological interpretation is by the inhibition-timing hypothesis of the alpha rhythm defended by Klimesch et al. (2007).

This suggests that measuring the power of the alpha which accompanies the exploratory saccades of a common subject, or an expert could tell us what pictorial information is subject to inhibition and what are its cognitive, cultural, and emotional attributes, at the basis of this attentional suppression. The tracking of the alpha power of an observer toward spatial attended or not attended location has been already performed concluding that these spatially alpha power signature provides the direction of spatial attention (Popov et al., 2019) and may also predict the future spot of selective attention (Hanslmayr et al., 2011; Saurels et al., 2021).

In the same vein, the phase of the ongoing EEG oscillations is another mechanism that may help to make distinction between the different functions played by these oscillations (Harris et al., 2018). These authors demonstrated that the detection of unattended targets was more related to the 5 Hz theta phase oscillation than the detection of attended targets. In contrast, the phase of the alpha oscillation was not related to this attentional role but well to the perceptual ability.

The alpha oscillations are involved in at least 5 functions or characters: (1) global resting state, stabilizer; (2) selective attention, perceiver; (3) cognitive performance, predictor; (4) inhibition and gating, inhibitor; (5) consolidation of new motor sequence (sleep-spindle) (Cheron et al., 2016; Clayton et al., 2018). By using neural representational dissimilarity matrices on MEG recordings, Kaiser (2022) demonstrated that alpha and beta oscillations track our aesthetic judgments of natural videos allowing the possibility to decode the brain signature of beauty and a separate one for art.



5.2 Travelling waves

In direct relation to this last point, the existence of mobile oscillation (traveling wave, TW) may help us to decipher the subtle mechanism implicated in neuroaesthetics. TW occurs during different brain states ranging from low-frequency oscillation in sleep to higher frequency oscillation in awake situation. TW may perform various functions such as those involved in dynamic processing of sensory information to memory consolidation and recall (Muller et al., 2018). TW were studied in the visual cortex of the monkey (Davis et al., 2021) and treated with recurrent neuronal models (Benigno et al., 2023). This group was able to explain how the networks of the visual cortex could predict with high accuracy complex and naturalistic inputs.

Recently, Zabeh et al. (2023) demonstrated in monkeys that TWs in the beta band circulating between the frontal and parietal cortex were more intense when eye saccades were directed towards targets previously associated with reward than those directed towards neutral targets. The phase delays between TW oscillations between different brain regions and the thalamus may also provide useful paradigms to understand the mechanism of the temporal binding (Alamia and VanRullen, 2019, 2024). The same group demonstrated that when attention is allocated to one visual hemifield the alpha TW propagates from frontal to occipital areas ipsilateral to the attended location. Conversely, alpha TW propagates from occipital to frontal areas contralateral to the attention side (Alamia et al., 2023).



5.3 Gamma wave in visual suppression

Gamma oscillation (30–100 Hz) occupies a central position in cognitive neuroscience. The contemporary understanding of gamma oscillation points to its emergence from the synchronous activity of a large ensemble of firing neurons (Eckhorn et al., 1988; Gray et al., 1989; Jensen and Colgin, 2007). It is central to the binding theory, in which gamma oscillations combine different features in a visual scene to form a coherent percept (Singer, 1999). For example, the observation of video of walking human avatar in upside-down condition elicited gamma power increase at about 150 and 400 ms and a gamma ERD at the same latency in uncoordinated condition (Zarka et al., 2014). The subject was not instructed to perform any mental task, but implicit recognition can recruit gamma activity for unconscious and conscious neuronal process (Aru et al., 2012; Vidal et al., 2014). These results are in agreement with the data of Tallon-Baudry et al. (1996) where they demonstrated the presence of non-phase-locked gamma activation (60 Hz) at about 300–400 ms after the presentation of an illusory Kanizsa triangle figure.

The complex interplay of these gamma wave occupies a central position in cognitive neuroscience (Kandel, 2013). In the context of the Global Workspace Theory, serial and parallel processing take part from the widespread treatment of unconscious information to the emergence of consciousness (Baars, 1988; Changeux and Dehaene, 1989; Mashour et al., 2020).

A recent study in macaque (Denagamage et al., 2023) demonstrates the existence of the corollary discharge at the level of the high-order V4 zone activating the inhibitory interneurons of layer IV for producing the visual suppression well before the saccade onset. Layer IV of V4 receives the visual information from the lower-order zones V1, V2, and V3 (Ungerleider et al., 2008). At the same time, the superficial (II/III) and deep layer (V/VI) of V4 receives input from the prefrontal cortex (FEF) and subcortical structure as the pulvinar. These latter inputs convey the corollary discharge related to the saccade programming. These influx were then treated by V4 circuitry and then transmitted to downstream visual areas, such as the superior temporal cortex (ST) (Boussaoud et al., 1990), the inferior temporal cortex (TEO) (Distler et al., 1993) and the visual association area (TE) (Borra et al., 2010).

The contribution of cerebral oscillations to the mechanisms of visual suppression accompanying saccades and blinks was suggested by different groups (Lachaux et al., 2008; Ramot et al., 2012; Kuzovkin et al., 2020). According to these studies carried out using intracerebral recordings, rapid gamma-type oscillations (20–150 Hz) can play an important role either in a positive way as a synchronizing acceleration (‘accélération synchronisatrice’) anticipatory named by Bremer et al. (1960), cited by Steriade (2000). In agreement with the oscillatory theory of Singer (Gray et al., 1989; Singer, 2013), the gamma wave is now recognized to participate in the active processes of visual perception and also in a negative way through a disruptive desynchronization playing an active role in visual suppression as recently reported by Denagamage et al. (2023) (Figure 8).

[image: Diagram illustrating visual processing during saccadic eye movements. Two images show retinal motion. Arrows indicate saccadic suppression signals flowing through brain areas: Frontal Eye Fields, Pulvinar, and visual cortex layers I to VI. Cortical column involves excitatory (E) and inhibitory (I) signals.]

FIGURE 8
 Illustration of the saccadic suppression linked to the retinal image motion occurring during saccade. This is mediated by a saccadic suppression signal input to layer IV of area V4 activating the interneuron (I) of layer IV which inhibit the pyramidal cells (E) of the same layer. These excitatory cells project to layer II/III and from there to layers V/VI. The saccadic suppression signal comes from the Frontal Eye Fields and the pulvinar (reproduced from Denagamage et al. (2023), CC BY NC ND).


These authors demonstrated that saccadic neural suppression in V4 points around 125 ms after saccade onset. It is important to note that this neuronal suppression must occur when the visual information linked to the image motion on the retina during the saccade arrives in V4. It is therefore necessary to consider the delay between the retina and V4, i.e., approximately 100 ms for the average duration of the saccade plus the conduction time of approximately 65 ms, i.e., around 165 ms after the start of the saccade. It is only after this delay that V4 should produce positive gamma and present effective activity for the recognition of the content of the image present on the retina at the end of the saccade, i.e., at the beginning of fixation. It appears obvious that the start of the fixation at the end of the saccade is a priority period for information processing.

We have already pointed out that this period is preceded by pre-saccadic inhibition. The ‘fixation- -amplifier’ hypothesis (Lisberger and Nusbaum, 2000) has been demonstrated and occurs even in the dark (Rajkai et al., 2008), demonstrating that it is driven by a motor mechanism independent of vision.



5.4 Top-down processing and pre saccadic attention influence scanpath

We might think at first glance that when we open our eyes, the world appears to us as it is, and that each element of our visual environment acquires an equivalent representation. Confronted with an overwhelming quantity of visual information we have the impression of fluently understanding what we see. We are not conscious of the complex attentional selection that helps us to prioritize visual input (Hanning et al., 2023). This impression is purely subjective; our vision is highly selective, even in the absence of exploratory eye movement. We can indeed choose voluntarily to wait or not to wait for the appearance of an object which, respectively, increases or decreases the sensitivity to this object, making its appearance sharper or more blurred (Carrasco et al., 2004).

This attentional selection is realized by the scan path forming by a series of saccades performed toward relevant information of the visual environment. However, to achieve this real feat the brain must in a certain way know the target towards which the saccade must be directed, this is called pre-saccadic attention. It was demonstrated that pre-saccadic attention increased the maximal response, the visual sensitivity (Deubel and Schneider, 1996), the acuity (Kwak et al., 2023), and contrast sensitivity (Hanning et al., 2022) at the saccade target and reduced it at the non-target locations (Li et al., 2021).

The conscious experience of a scene depends both on the content of the retinal image and the state of attention of the brain. In this context, when several stimuli are present simultaneously in the visual field, they compete to achieve the most effective cortical representation (Desimone and Duncan, 1995).

This competition can be resolved by the voluntary deployment of selective attention which activates “top-down” signals which originate in the regions responsible for executive control and located at the level of the prefrontal cortex. The activation of neurons in the prefrontal cortex increases the firing frequency of neurons located at a lower hierarchical level and coding for the expected object.

However, not all processes managing attention are voluntary or under the control of a top-down process. For example, when you find yourself in a store waiting for someone to take care of you, each time the door opens entry, your attention will be drawn to it. This is another control process that can be described as “bottom-up.” In this case, attention is captured by particular stimuli that are intrinsically meaningful (salient) (Beck and Kastner, 2005).

The competition for a cortical representation is a consequence of the hierarchical architecture of the visual system: at the level of V1 (the primary area of the visual cortex), the receptive fields are very narrow (0.5 to 1.5 deg) and the behavior of the cells is simple, complex and hypercomplex boils down to local visual properties that are ultimately simple (compared to the complexity of the objects perceived) such as the recognition of contrasting bands and the orientation of the edges of objects (Hubel and Wiesel, 1998). Neurons in secondary and subsequent visual areas, such as V2, V4, and the inferotemporal cortex (IT), have larger receptive fields and more complex and highly controlled visual properties. Thus, V4 neurons have receptive fields whose diameter is approximately equal to the distance between the center of the retina and the fovea and respond to complex contours (Pasupathy and Connor, 2002). Neurons in area IT have large receptive fields that can span an entire visual hemifield and can respond to complex shapes and faces (Grill-Spector, 2003).



5.5 From eye movement recordings to brain generators identification

The advent of recent functional imaging using high-density EEG dynamics coupled with mobile eye-movement recordings may offer a synthesis of the different mental operations occurring since the onset of the pictural presentation, the dynamic of the eye scan paths exploration, the emotional reaction (detected by the pupil dilatation) (Waschke et al., 2019; Shourkeshti et al., 2023), and the final interpretation. Each of these functional operations can be detected and deeply explored using the event-related potentials (ERP) triggered by the onset of the picture presentation and for the different repetitive elements of the eye scan paths. Then for each ERP component, a frequency analysis of the EEG waves can be performed and quantified following the event-related spectral perturbation (ERSP) and the inter-trials coherence (ITC) (phase locking factor).

When these neuronal activities recorded on the scalp were defined, a deeper exploration can be made to explore the neural generators responsible for the genesis of the ERP and ERSP components. For this, independent component analysis (ICA) can be performed to select the ICA that originated in the brain from those coming from outside and not related to the studied processing. The neural generators of these ICA dipoles were localized in the brain and 3D inverse modeling methods (Makeig et al., 2002; Cebolla et al., 2011) were used to better define the localization of the generators corresponding to ERSP or ITC components occurring during the pictural exploration. Thanks to these operations a dynamic evolution of the different generators over time can be obtained and will help to better understand the electrical activities of the brain.

Finally, all of these different databases issued from high-density EEG dynamic can be introduced into different computational pipelines such Reimannian classifiers, convolutional neural networks, and deep learning (Simar et al., 2020, 2022). This methodology can be compared to the different models and computational neuroaesthetic approaches already proposed (Li and Zhang, 2020).

Human perceptual behavior can be initiated unconsciously or consciously, driven by curiosity, emotion and attention. The mental attitude of recognizing form through reduction, abstraction and elaboration is greatly based on learned automatisms and their appropriate inhibition, when necessary. Form and pattern recognition are based on criteria of global form, characteristics, but also on the architecture of their links.




6 Conclusion

In summary, the present proposal suggests the development of a new approach to dynamic scanpath EEG analysis aimed at enhancing expertise and connoisseurship in neuroaesthetics. This approach should be drawn from various perspectives established in psychology, neuroaesthetics and neuroscience, fostering a dialogue between psychometric and neurometric methodologies. This dialogue should be facilitated by novel experimental paradigms rooted in theoretical frameworks that consider the specific nature of neuroaesthetic inquiry about the relation between the viewer and the work of art.

The proposed method involves recording eye scanpaths and analyzing factors such as saccadic-blink suppression, fixational eye movements, sensory-motor mnemonic traces, saliency-meaning, and integrated priority maps. These analyses would be coupled with EEG recordings capturing different brain oscillations, which can aid in identifying distinct brain states and neural generators. These recordings would be conducted in carefully controlled artistic environments, allowing for a more precise definition of the neurophysiological signatures associated with the neuroaesthetic experience. Such an approach holds promise for the scientific understanding of the brain mechanisms involved in hedonic-aesthetic valence in cognitive perception, in the appreciation of quality, in expertise and in connoisseurship, especially in paintings.
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Background: This study presents a novel paradigm termed Contrasting Routines Affecting Bereitschaftspotential (C.R.A.B.), designed to analyze readiness potential (RP) waveforms preceding movements across varying experimental settings. This paradigm continues Libet's work on decision-making, with an emphasis on the motor planning component like in classical Libet experiment. However, existing paradigms for studying RP work poorly across ages (requiring different instructions) and do not accurately identify the components associated with RP formation.
New method: The C.R.A.B. paradigm enables modeling the when-decision through indirect measurements, thereby avoiding reliance on participants' introspective reports. We believe that this framework can isolate the motor planning component from decision-making and is also suitable for implementation with children of different ages and disorders.
Results: As a proof of concept, we employed the C.R.A.B. paradigm with healthy adult participants to validate its effectiveness. Our findings revealed distinct RP waveform variations across different trial conditions. Comparison with existing methods C.R.A.B. paradigm has several advantages over traditional methods: the design of the experiment provides for the assessment of different components of RP—motor planning, attention level, and spontaneity of decision-making since the design of the experiment is developed in a game form, it is suitable for both children and adults.
Conclusions: The C.R.A.B. paradigm effectively demonstrated differences in RP waveforms across trial types; therefore, this paradigm can be used to study the various components of the RP in detail. Since this paradigm represents a game interface, it is possible to study the RP in children, including children with various disorders.
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Introduction

The concept of the Readiness Potential (RP) was first documented in 1964 (Deecke et al., 1969; Kornhuber and Deecke, 1990) and is also referred to as the Bereitschaftspotential (a German term that translates as “readiness potential”). This phenomenon was initially associated with the activation of the motor cortex and the supplementary motor area of the brain, which are involved in the planning of precise voluntary movements. However, subsequent experiments by (Libet et al. 1983) showed that this potential is also associated with decision-making mechanisms, including unconscious ones. The fundamental question concerns the distinction between motor planning and decision-making processes. Of particular interest is the ability to assess changes in RP with age, especially in children (see below). In this methodological article, we have proposed a gamified paradigm that is suitable for individuals of different ages. Moreover, by modifying the settings of this design, it becomes possible to assess different components of RP in addition to other features of decision making and motor planning.

Studies focusing on premovement motor-related cortical potentials have traditionally focused on adult participants, including Libet's (1983) seminal study. Meanwhile, the developmental perspective on RP and other premovement potentials especially in children remains underexplored. The self-paced movement paradigm has been used in the limited literature aimed at assessing the parameters of RP in children (e.g., Jarczok et al., 2019). To study lateralized readiness potential (LRP) waveforms in an alternative setting, a version of the Stroop task that manipulates the size of the animal (animal-size Stroop task) was used (Bryce et al., 2011; Nayak et al., 2020; Szucs et al., 2009). However, this approach did not aim to track the development of movement preparation over time but instead focused on response competition and inhibitory control mechanisms. In addition, many factors can influence LRP, such as sleep (Song et al., 2023), which is also age dependent.

Another approach was suggested by (Cavazzana et al. 2014), who used a stream of letters, similar to the study by (Soon et al. 2008), to examine intentional binding (the subjective compression of the temporal interval between a voluntary action and its external sensory consequence) in children. Remarkably, no such effect was found in children, unlike in adults (Cavazzana et al., 2014). The authors noted that the traditional Libet's clock (subjective assessment of the moment of decision making), which has also been used to study intentional binding (Haggard et al., 2002), does not seem to be a suitable solution for children due to the difficulties they might face in monitoring the clock's rotation while tracking their introspective sensations. However, one might think that the perception of a stream of letters might also be too demanding for children. This is particularly relevant for younger children, who may not have fully developed reading skills or whose skills are significantly affected by socioeconomic factors, resulting in greater variability in reading skills up to the age of 8–10 years (Suggate et al., 2013) (Supplementary Table 1).

Nevertheless, these approaches did not aim to track the development of RP over time in a Libet-like manner, which would have required participants to make their when-decisions according to the classification by (Brass and Haggard 2008): “a component related to the decision about which action to execute (what component), a component that is related to the decision about when to execute an action (when component), and finally the decision about whether to execute an action or not (whether component).” Our primary motivation was to compare the development of RP waveforms in children, focusing mainly on healthy children and those with different conditions, such as motor disorders, autism, and others (Anguelova et al., 2016; Bahm et al., 2009; Mehta et al., 2006). Given that no appropriate design was found in the literature that satisfied our requirements, we aimed to develop a novel framework to assess the development of premotor electrophysiological activity considering the three types of decisions proposed by (Brass and Haggard 2008): when-decisions, what-decisions, and whether-decisions.

To achieve these goals, we proposed a gamified paradigm, Contrasting Routines Affecting Bereitschaftspotential (C.R.A.B.), that can be used to track the development of pre-movement neuronal activity over time and disentangle various factors related to decision-making that affect the RP waveform. To provide proof of concept for this approach, we conducted a pilot study on healthy adults using a bimanual version of the game. We hypothesized that the three experimental conditions used in this framework would elicit prominent RP waveforms that would differ in amplitude and onset parameters.



Methods


C.R.A.B. game

The goal of the game was to create a scenario in which it is possible to separate the moment of decision-making into three paradigms: the correct decision is known in advance; the correct decision is unknown until the last second and becomes clear only at the last moment; and the correct decision is not known a priori—a spontaneous decision. The separation of evoked potentials (EP) in EEG using this method may allow us to distinguish motor planning from the actual process of decision-making.

The game consisted of a series of rounds of hide-and-seek, each of which corresponded to one experimental trial (see the video in Supplementary materials). The participants were instructed to help the avatar (the actor-crab) find one of three hiding game characters (the hider-crabs) by navigating the actor-crab along one of three non-overlapping trails (an upper trail, a middle trail, and a lower trail) (Figure 1). At the beginning of each hide-and-seek round, the actor-crab started moving rightward from its initial position on the middle trail and finished in one of the three hiding spots. If the actor-crab ended up in the hiding spot where the hider-crab was located at the end of the hide-and-seek round, the participant earned 1 point and won that particular round of the game. If the actor-crab finished in a hiding spot with no hider-crab, the participant earned 0 points for that particular round. The duration of the actor-crab's movement from its initial position to one of the hiding spots was 5,000 ms. Importantly, at any point during the hide-and-seek round, the participant could change the trajectory of the actor-crab's movement by shifting it from the middle trail to the upper or lower trail. However, the trajectory could only be changed once per round.


[image: Illustration of a crab in water with seaweed and bubbles, surrounded by directional arrows. Below are two buttons with icons, each pressed by a hand, indicating navigation or control.]
FIGURE 1
 The gameplay of the paradigm. Throughout the trial, the actor (red crab) moves toward the hider (orange crab). The goal of the participant is to make the actor meet the hider.


All hide-and-seek rounds were divided into three types corresponding to their difficulty levels: “easy,” “medium,” and “hard.” Each trial type corresponded to a particular hider-crab avatar. We want to emphasize that all game settings and decision-making moments can be edited in the experiment's program code.

In the easy trials, the participants observed the hider-crab's hiding spot from the very beginning of the actor-crab's 5-s walk. Because the hiding spot remained unchanged throughout the round, the participant was aware of the hider-crab's final location from the start, which greatly facilitated decision-making.

In the medium trials, the participant could similarly observe the hider-crab's hiding spot during the actor-crab's 5-s walk. However, the hider-crab could change its hiding spot by “jumping” to a neighboring hiding spot at any time during the actor-crab's walk. The hider-crab could make up to three jumps, with both the number of jumps and their timings chosen randomly before each trial. Therefore, the participant needed to maintain a high level of attention until the very last moment of decision-making.

Finally, in the hard trials, the hider-crab was invisible during the entire period of the actor-crab's walk from the starting spot to one of the hiding spots along the chosen trajectory. Accordingly, as the participants could not use visual information to select the trail followed by the hider-crab, they had to rely on spontaneous decision-making.

Importantly, before the experimental session began, the participant was presented with a short story explaining the fictional narrative of the three hider-crabs, corresponding to the three experimental conditions. The participant observed the game mechanics used in all three types of trials and was subsequently able to identify the forthcoming game type based on the shape and color of the hider-crab at the beginning of each hide-and-seek round.

In the bimanual edition of the game, the left-hand movement corresponded to moving the actor-crab one trail up (from the middle trail to the upper trail), while the right-hand movement corresponded to moving the actor-crab one trail down (from the middle trail to the lower trail). In the unimanual version, the participant used a three-button game controller operated with their dominant hand. The task's difficulty is coded by the color of the crab the subject is manipulating.

Accordingly, the participants implemented all three decision types suggested by (Brass and Haggard 2008). What-decisions were made by choosing upward or downward movement in the bimanual edition or by selecting one of the three buttons on the controller in the unimanual edition. When-decisions were made by choosing the moment to press the button to change the actor-crab's trajectory in the bimanual edition, or to select the hiding spot of interest in the unimanual edition. Whether-decisions were recorded only in the bimanual edition and represented the participant's choice to change the actor-crab's trajectory from the middle trail to the upper or lower trail or to leave it unchanged by taking no action.

As demonstrated in Figure 2, the paradigm under study differs from other paradigms in the literature (see Supplementary Table 1). The parameters that this game design allows for control are marked in red. The central theme of this study is the analysis of the various components that, when considered as a whole, give rise to the phenomenon of “free will.”


[image: Diagram illustrating the process of decision-making leading to movement towards a goal. Concepts like attention, motor planning, and decision value flow towards a conscious decision, depicted by an arrow leading to a hand pressing a button and then to a monitor displaying the word "goal."]
FIGURE 2
 The factors that can be controlled in the proposed paradigm are marked in red, and the way these factors interact is illustrated.




Software for the C.R.A.B. game

The stimuli were created in Python 3.10 using the PsychoPy library for graphical support and high-precision response registration (Peirce et al., 2019). The open-source code is available in the author's GitHub repository (github.com/DimitriBr).



Proof-of-concept testing: participants

The pilot study involved a group of 23 healthy adult volunteers (16 females and 7 males). The participants had a mean age of 21.1 years, with a standard deviation of 2.1, and were recruited through social networks and campus advertisements to ensure a diverse sample. Before data collection, all participants received detailed information about the experimental procedure and provided written informed consent. As an incentive for their participation, the volunteers were compensated with an average of 250 rubles per hour, as the study lasted ~2 h. The project received ethical approval from the HSE Committee on Interuniversity Surveys and Ethical Assessment of Empirical Research, ensuring compliance with ethical guidelines and standards.



Proof-of-concept testing: recording

Electroencephalograms were recorded during the game using a 64-electrode setup (ActiCap, BrainProducts) placed according to the international 10–20 system, with Cz as the reference electrode and the forehead electrode as the ground electrode (Sehatpour and Javitt, 2024). The impedance of all electrodes was kept below 10 k℧. The EEG signal was amplified by a BrainAmp DC (BrainProducts) and recorded using a 0.01–100 Hz bandpass filter and a 50 Hz notch filter. The signal was digitized with a sampling frequency of 500 Hz.



Proof-of-concept testing: EEG pre-processing

The EEG signal was filtered with a 0.1–40 Hz bandpass. Biological artifacts (blinks and eye movements) were removed using decomposition after independent component analysis (Infomax algorithm). Based on visual inspection, only epochs without excessive noise were retained for further analysis. The remaining trials (at least 30 for each condition) were averaged. The signal-to-noise ratio was subsequently calculated for each participant: the mean amplitude of the 400 ms pre-movement signal (averaged RP peak) was normalized by the standard deviation across the entire pre-movement duration of the epoch. If a participant's signal-to-noise ratio was below 1 in any of the conditions, that participant was excluded from the analysis (N = 4).

Subsequently, the identified epochs in the EEG were analyzed. In order to construct Figures 3, 4, the baseline was determined to be from −5,000 to −4,800 ms before the button was pressed. For Figure 5, the timeframe was set to −2,100 to −1,900 ms. Finally, for Figure 6, the baseline was set to −5,100 to 4,900 ms. For these figures, EP estimates were made for specific triggers.
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FIGURE 3
 Topography of the RP waveform throughout the experimental session in the three experimental trial types: easy trials (Upper panel), medium trials (Middle panel), and hard trials (Lower panel).
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FIGURE 4
 Button-press-locked (0 ms—button press) RP waveforms in the three experimental trial types: easy trials, medium trials, and hard trials. All time series were derived from the Cz channel. The shadows of the curves reflect the spread of the data.



[image: Three line graphs show brain activity levels labeled as "easy," "medium," and "hard" tasks. Each graph compares F5 (blue line) and F6 (red line) data over time in milliseconds. To the right, images of brains highlight different activation areas corresponding to each difficulty level.]
FIGURE 5
 The lateralization of responses under different conditions is illustrated using frontal electrodes F5 and F6 as an example. To ease evaluation, the data are averaged for the interval −400 to −300 ms. The ordinate scale is shown in μV. The source reconstruction for this interval by eLoreta is shown on the right of the panel. The shadows of the curves reflect the spread of the data.



[image: Line graph displaying three sets of data over a time span from negative four to zero seconds. The top graph uses orange lines, the middle uses green, and the bottom uses purple, each labeled as "Presented" and "Non_Pressed". The y-axis is labeled in microvolts, ranging from negative ten to ten. Each graph ends with a circle marker at zero seconds, indicating a significant event. The data shows variation in microvolt levels over time for each condition.]
FIGURE 6
 End-of-trial-locked RP waveforms in the three experimental trial types: easy trials (Upper panel), medium trials (Middle panel), and hard trials (Lower panel). The solid line represents the time series terminated by a button press, while the dashed line represents the time series not followed by any button presses. All time series were derived from the Cz channel.


The activity sources in the −400 to 300 ms interval were also analyzed. Specifically, an eLORETA solution (Pascual-Marqui et al., 2011) was computed on a realistic head model based on the Montreal Neurological Institute (MNI) template, employing a boundary-element method to account for the conductivity properties of head tissues. Source reconstruction was constrained to cortical gray matter and applied to grand-averaged data to enhance signal-to-noise ratio. The analysis was performed using the sLORETA/eLORETA software package on the mean ERP of dissonant and neutral conditions within the peak time intervals identified in the signal-space ERP analysis (https://www.uzh.ch/keyinst/NewLORETA/Software/Software.htm).




Results

Behavioral results showed that in the case of Easy Trail the success rate was 100%, in the case of Medium Trail−71% (±9), Hard Trail−49% (±11).

Over the course of this study, we tracked the development of the RP waveform. We confirmed that the typical RP topography was registered in the medium and hard trials (Shibasaki and Hallett, 2006). In contrast, ultra-rapid reactions to stimulus presentation in the easy trials were not accompanied by a typical RP spatial pattern (see Figure 3).

The development of the RP waveform (Figure 4) is characterized by a clear, slow drift of the signal into the negative domain in the Cz electrode, which is a typical feature of the RP waveform (Shibasaki and Hallett, 2006). However, the onset of the potential differed across the three experimental conditions, as reflected in the variation in the distribution of the area-under-the-curve (AUC) values (Figure 7, upper panel). Specifically, an ANOVA with the factor TrialType indicated a difference in the AUC distribution between the experimental types (F = 2.1, p = 0.018). The pairwise comparison showed that AUC values differed specifically between the medium and easy trials (F = 4.3, p = 0.003).


[image: Two violin plots illustrate AUC values across difficulty levels: easy, medium, and hard. The top plot shows data for each difficulty level in different colors: orange for easy, green for medium, and purple for hard, with a statistical significance mark. The bottom plot distinguishes between "Pressed" and "NonPressed" conditions using blue and orange. Statistical significance is indicated between the conditions.]
FIGURE 7
 (Upper panel) Distribution of area-under-the-curve (AUC) values assessed separately for the press-locked time series in the easy trials (orange), medium trials (olive), and hard trials (violet). (Lower panel) Distribution of AUC values assessed separately for followed-by-press and press-free trials in the three experimental trial types. The solid line represents the time series terminated by a button press, while the dashed line represents the time series not followed by any button presses. All time series were derived from the Cz channel. *p < 0.05; ***p < 0.001.


When both followed-by-press and press-free trial-end-locked trials were included in the analysis (see Figure 4, lower panel), the difference in the distribution of AUC values persisted (F = 2.9, p = 0.024; factor TrialType). In this case, the AUC values differed specifically between the easy and medium trials (F = 2.7, p = 0.0006, zval = 3.39) and between the medium and control trials (F = 3.3, p = 0.007, zval = 2.67). Importantly, we did not observe any difference between the followed-by-press and press-free trials (F = 2.8, p = 0.013, zval = 2.1; factor IsPressed).

We additionally confirmed the similarity of the RP waveforms in the followed-by-press and press-free trials by plotting the end-of-trial-locked epochs (Figure 7). We showed that the standard error bars calculated for each time point in the time series overlapped between the followed-by-press and press-free trials in all three experimental conditions.

In addition, an assessment was conducted of the localization of the components of the readiness potential in relation to its lateralization. The activity of electrodes F5 and F6 (frontal area) was evaluated for this purpose. As illustrated in Figure 5, the pressing of a key evokes a specific activity. The dynamics associated with different decision conditions are visible. Figure 5 also illustrates the source analysis for the selected time period. For the “hard” condition, there is more involvement of the frontal and central regions of the cortex, as well as greater asymmetry.



Discussion

In this study, we introduced a novel paradigm, C.R.A.B., which allowed us to compare the RP waveforms preceding movement in different experimental settings. Unlike simple self-paced movement tasks (Suwandjieff and Müller-Putz, 2024), our proposed framework allowed us to model the when-decision through indirect measurements without relying on the participants' reflective reports. At the same time, all mechanical parameters of the executed movements were identical.

As a proof-of-concept study, we piloted the paradigm on healthy adult participants and confirmed that the experimental settings induced different RP waveforms in various types of trials. In particular, we observed a difference between easy trials, during which the participants knew the exact location of the hider-crab from the beginning of the trial and could thus make a button-press decision immediately after the trial started, and medium trials, during which the participants could not be certain of the hider-crab's final location until the very end of the actor-crab's walk. Moreover, medium-difficulty trials explicitly required constant monitoring of the hider-crab's location in order to make the whether-decision (to press or not to press the button) and the what-decision (to press the left button or the right button), in accordance to the decision types outlined by (Brass and Haggard 2008).

Given that the RP waveforms were smaller (starting later and with less amplitude) in the condition where the hider-crab's final position was presented at the beginning of the trial (easy trials) than in the condition (medium and/or hard) characterized by evidence accumulation, our data support the evidence accumulation model (Schurger et al., 2012). According to this model, in easy trials, the presented evidence was strong enough to cross a relatively low threshold at the beginning of the trial (almost simultaneously with the trial onset), whereas in medium trials, the discrete-in-time presentation of evidence was insufficient to cross a relatively high threshold. We would also like to emphasize that in medium trails the main emphasis is on maintaining the subject's attention. Perhaps such a strong difference from other RP is related precisely to the control of the subject's attention. In this type of trail, the subject has to follow minimal changes on the screen until the end of the trial and make a decision at the very last moment.

Considering these results, it is interesting to speculate on the nature of RP waveform development in the game's hard trials. In our study, the hard trials did not provide any clues or hints regarding the hider's location. Essentially, this type of trial served as a control, as in the Libet paradigm (Libet et al., 1983). Previous studies have demonstrated the influence of various internal factors, such as breathing patterns (Park et al., 2008) and heartbeat cycles (Al et al., 2021), on participants' responses in the Libet paradigm. For example, research shows that specific breathing patterns reliably increase heart rate and improve decision-making (De Couck et al., 2019). These findings indicate that internal bodily processes play a role in decision-making, even when no explicit external cues are present. Therefore, it is plausible that in our study, the participants may have relied on some internal information, possibly related to bodily rhythms or other physiological cues, to guide their decision-making process in the hard conditions. In other words, this internal information could have served as evidence to be accumulated by the accumulator.

The absence of a difference between the followed-by-press and press-free trials can also be explained using the evidence accumulation model for the RP waveform (Schurger et al., 2012). The difference between followed-by-press and press-free trials in all trial types, except for the easy trials, can be explained by the ongoing accumulation of evidence, regardless of the final decision at the end of each trial. In easy trials, by contrast, no evidence accumulation occurred after the initial rapid input of evidence. If these explanations hold true, in future studies using the C.R.A.B. paradigm, we would expect to see differences in the point of no return (Schultze-Kraft et al., 2016) in vetoing movement at different stages of the experimental trial in medium and hard conditions. Given a presumably more prominent evidence accumulation in medium trials, we expect these differences to be stronger in the medium trials.

The discriminability of the RP waveforms across all types of experimental trials and their distinguishability from each other provide a solid ground for testing the paradigm in the child population. If the pilot results in adults are replicated, we suggest that the proposed framework could be useful for tracking the development of the RP waveform as a function of age. Additionally, it can be easily adapted for more decision-making scenarios, offering a means to disentangle the contribution of the decision-making process (as explained by the evidence accumulator model) from the purely motor pre-movement potential components described by (Shibasaki and Hallett 2006). Finally, we believe that this method could be useful in the design of brain-computer interfaces related to RP by identifying decision scenarios that elicit the most prominent RP patterns.



Limitation

In our opinion, it is extremely difficult to create a paradigm in which all conditions can be reproduced and the “what,” “when,” and “whether” components can be separated. By adjusting the initial parameters of a given paradigm, one can only regulate the response to which the parameters and the design of the experiment are directed. For example, setting a time frame for decision-making limits the “spontaneity” of the “decision-making” process, but increases the role of attention. Changing the bonus points for different conditions controls the motivational contribution to making a particular decision. Therefore, it is impossible to “solve” the “Libet paradigm” using the same settings.



Conclusion

In this study, we introduced a novel paradigm, C.R.A.B., to compare RP waveforms preceding movement in different experimental settings. Unlike simple self-paced movement tasks, the proposed approach allowed us to model the when-decision through indirect measurements without relying on the participants' introspective reports. At the same time, all the mechanistic parameters of the executed movements were identical.

In this proof-of-concept study, we piloted the framework on healthy adult participants and confirmed that the experimental settings induced different RP waveforms in different trial types. In particular, we observed a difference between easy trials, during which the participants knew the exact location of the hider-crab from the beginning of the trial and could thus make a button-press decision immediately after the trial started, and medium trials, during which the participants could not be certain of the hider-crab's final location until the end of the actor-crab's walk. Moreover, medium trials explicitly required constant monitoring of the hider-crab's location to make a whether-decision (to press or not to press) and a what-decision (to press the correct button).

The C.R.A.B. paradigm effectively demonstrated differences in RP waveforms across trial types, therefore, this paradigm can be used to study in detail the various components of the RP. Since this paradigm represents a game interface, it is possible for studying the RP in children, including children with various diseases. We believe that studying the change in the generation of RP at different stages of human development and with different disorders is an important component of assessing brain development.
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We present a theory on the neural basis of aesthetic experience, and judgment of beauty. It is based on both empirical facts concerning brain mechanisms and theoretical mathematical theories. We first recall previous evidence that the brain uses several non-Euclidian geometries for perception and action at different scales of space (personal, peri-personal, near locomotor, environmental, imaginative). This is supported by neuroscience data (brain imaging, neuropsychology, movement control, etc.). For example, the movement of drawing obeys specific kinematic rules, that reflect the control by Euclidian and affine geometries. We already formulated the corresponding geometries in brain's networks by using Topos and Stacks theory of the mathematician Alexander Grothendieck. The present article extends the previous proposals by suggesting that a meta-geometry provides the binding between these specialized geometries, by using known higher structures and dynamics (like n-Topos and n-Stacks) for joint perceptions and movements, and other modalities, as concepts, memories or emotions, at different spatial scales domains. We suggest that a form, an object, a movement, an environment, an event, an idea, is perceived as beautiful if the data provided by the senses and programs are embedded in these higher geometries, providing a sort of dynamic recognition, through relations of generalized proportions.
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Introduction


A brief historical perspective

A traditional view on the perception of beauty came from Plato, who insisted upon the role of configurations of symmetries and color. Aristotle identified measure and order as being crucial for experience of beauty, reformulating the theory of Plato of generalized symmetry. The word symmetry in ancient Grece had the meaning of the many relations between the parts of an entity. The theory presented here insists upon two major ideas. The first idea is that a form or object, or idea, which is qualified, or experienced, as aesthetic or beautiful, is always perceived as having movement or motion and related to a repertoire of Euclidian and non-Euclidian movement related geometries. The role of movement was mentioned in 1616 by François de Sales (1969) “But as for animate and living things their beauty is not accomplished without good grace, which, besides the propriety of perfect parts, which makes beauty (of the fixed); adds the propriety of movements, gestures and actions, which is like the soul and life of the beauty of living things….” Movement influences deeply the judgment of beauty and reciprocally the emotional valence of a stimulus does influence temporal goal-oriented movements (Esteves et al., 2016).

The second idea is that the judgment, or experience of beauty (or its contrary ugliness) is not reserved to visual (or auditory, or tactile) impressions, it can be also attributed to entities (beings) that have no dimensions, nor visual representation, like some events, behaviors, decisions, ideas or theories. This is compatible with the view of the Greek philosopher Plotin (or Plotinus) who, against the Gnostics, rightly observed that for him, the judgment of beauty can rely on sensations and perceptions, not necessarily visual, and relies on the harmony between different ideas, or between ideas and what they represent, e.g. words related to things or events. For Plotin, the judgment of Beauty relies on the elevation to Reason. Plotin wrote a treatise about “beauty of intelligible.” He also insisted that higher level of beauty correspond to an adequation between the inner world and the external one (cf. Plotin, 2021). This is similar to suggestion made in our own theory: elevation to a higher order of dynamical structures as proposed by Plotin.

A very clear mention, of the importance of motion and some higher dynamical form of geometry is present in The analysis of beauty by the painter Hogarth (2010). His magic curve, “his line of beauty,” evokes liveliness and movement. For him beauty comes from the evocation of motion, and is related to life. Six principles are necessary conditions of perception of beauty: fitness, variety, regularity, simplicity, intricacy, quantity. The forms are full, they are not diagrams or real lines, they are movements themselves, rotations and translations, imagined or felt.

As a last example in a vast litterature, Diderot (1751) in his Encyclopedia article “Beau,” extended the view of Plato and Aristotle about symmetries and proportions. He quotes St Augustine idea that beauty is an immediate perception of ratios, not only of measurable proportions. Beautiful is everything that evokes the idea of ratios in the intellect (entendement). What we suggest is very similar to what Diderot suggested. We consider the role of geometries, their variety, and idendify different levels of beauty. We also propose that “beauty” refers to higher sets or categories, forming generalized geometries for action spaces, cf. Appendix 1. We shall relate our geometrical theory of beauty with goal-oriented movement and action.

We will suggest that the feeling of beauty, or the judgment of “beauty,” is attributed to something, an object, an idea, when this thing evokes an internal geometry of the brain (in the sense we will describe below). It implies an homology, in the sense of relation between relations (not necessarily an isomorphism) between an inner state (or event) of mind and a state (or event) of the perceived, or imagined world. We also will suggest that a multiplicity of inner spaces and geometries on them is necessary and must be conceived dynamically, but the compatibility of the different processes must be maintained. It's a problem similar to that posed for vision, where objects are broken down into attributes: color, movement, place etc., but perceived as a whole. It is still debated whether the unified perception of an object's identity is due to a “grandfather neuron,” or to synchronizations in the coding of the different attributes. More simply, we can assume that at each level of composition of elements of information, something new is added in the process, like a predisposed reservoir of forms for assembling the elements, supported by specific dynamics of neuronal assemblies.

We have proposed elsewhere (Bennequin and Berthoz, 2017) that for the preparation and execution of movements, new kinds of brains geometries are necessary, without points, made by topos in the sense of Grothendieck, developed in XXth century for the needs of arithmetic and algebraic geometry (cf. Appendix 1). Our model was that in the brain, the information flows in geometrized spaces over a family of categories, with enlargement of geometry when information sources are joined. The geometries of topos (or more generally of fields of n-stacks), allow us to describe operations, at several levels (essentially three), guiding the adaptation of movements and their combinations (here, rapid neural adaptation to a context is mainly concerned.).

We hypothesize now that the feeling of beauty in front of a scene, corresponds to the access of our brain's operations to several “levels” of geometries, able to join movement, emotion, memory and other aspects of inner life.

We cannot here review the vast amount of work done on the behavioral or neuronal basis of the experience and judgement of beauty. But we have selected a few results relevant to our own approach.



Behavioral evidence

Most of the available studies deal with visual perception and aesthetic cognitive and emotional experience of beauty (Stamkou et al., 2024). Gustav Fechner (1856) claimed that beauty results from immediate pleasure, see (Brielmann et al., 2021). Recent evidence (Brielmann and Pelli, 2019) has shown that indeed, intense beauty requires intense pleasure. In addition, follow-up repeated measures showed that shared taste contributed 19% to beauty-rating variance, only one third as much as personal taste (58%). Addressing age-old questions, these results indicate that feeling beauty is a kind of pleasure, and that beauty is more personal than universal.

However, pleasure is not a sufficient characteristic of beauty, as shown by the attribution of “good” or “testy,” and not beautiful, for odors and tastes. In order to respect the meaning of beauty in different cultures, it is necessary to characterize better the associated feelings reports. Experimental results were lacking until recently. First convincing results are described by Brielmann et al. (2021). Six dimensions are statistically significant: (1) Intense pleasure; (2) impression of universality; (3) wish to continue the experience; (4) exceeding expectation; (5) perceived harmony in variety; (6) meaningfulness. The authors underline that this agrees with the views of Plato and Kant about universality (contrary to Hume). Surprise, considered by Aristotle and Hegel, is discarded; it is even detrimental to beauty, (Santatyana, 1896), see (Brielmann et al., 2023). Note that harmony and variety belong to the aesthetic list of Hogarth, but not the other aspects.

It was shown that curved and angular shape of visual forms were rated pleasing and harmonious if the stimuli consisted of a few lines that were clearly discernible (Stanischewski et al., 2020). This was in accord with neurophysiological data suggesting that different brain networks treated, respectively, shape and texture (upcit).

An important question concerns the difference between attention and perception of beauty. Children seem to attribute more attention to symmetrical patterns, relative to similar but asymmetrical patterns, but they showed no explicit preference for those patterns (Huang et al., 2018). The aesthetic experience of biological beauty is dictated by inherited brain concepts, which are resistant to change even in spite of extensive experience. The experience of artifactual beauty on the other hand is determined by post-natally acquired concepts, which are modifiable throughout life by exposure to different experiences. The experience of mathematical beauty (Ishizu and Zeki, 2011) is consistent with one of the characteristics of the biological categories, namely a lesser variability (Zeki et al., 2018). Note a paradoxical bias toward positive judgement (particularly of beautiful) of works with negative content (Menninghaus et al., 2017).



Neurophysiological mechanisms

Several atemps have been made to establish a brain based theory of the experience of beauty and in particular Semir Zeki has provided several studies on this approach.


Contribution of the visual system

Elementary constituents of neuronal receptive fields of the primary visual areas in mammals are based on positions, directions, textures (preferential excitation by grids movements), and colors. The first result of visual integration is to put them in a whole, making composition, adding coherence, creating types (cf. area IT for the first forms, and V8 for colored figures). This is typical of the first level of neural mechanisms for attribution of beauty to a visualy perceived form. For instance, there seems to be evidence that curvature is involved. A region in early visual cortex (BA 17) encompassing largely areas V2-V3 is sensitive to variation in computational curvature across both beauty judgments and approach-avoidance decisions, whereas a region encompassing the fusiform gyrus (BA 37) exhibits sensitivity to perceived curvature only when participants made beauty judgments (Vartanian et al., 2024).

Some studies deal with the attribution of beauty to human face, for example, greater aesthetic judgment was attributed to the mobile and communicative parts for the female face, but by contrast, to the rigid, structural, parts for the male face (Øvervoll et al., 2020). Brain imaging results suggest that better memory for attractive faces reflects greater interaction between a region associated with reward, the orbitofrontal cortex, and a region associated with successful memory encoding, the hippocampus (Tsukiuraa and Cabeza, 2011). While the beauty of faces convergently activated the left ventral striatum, the beauty of visual art convergently activated the anterior medial prefrontal cortex (aMPFC). This activation of the prefrontal cortex was confirmed in another study (Cela-Conde et al., 2004). For a relation with the default mode network, see Cela-Conde et al. (2013). And for the relation with the mu-rythm, see Umilta et al. (2012).

However, a conjunction analysis failed to reveal any common brain regions for the beauty of visual art and faces (Chuan-Peng et al., 2020).



Movement and judgment and experience of beauty

As stated in the introduction, our theory suggests that movement is essential in the experience of beauty. Experimental evidence has been provided by a number of studies. For example, compared with no action observation, aesthetic judgments of calligraphy images with action observation elicited stronger activation in the anterior cingulate cortex and the bilateral insula. Meanwhile, the superior parietal lobe which is associated with relevant inner action imitation, was also activated when observing the creator's action. Brain activation in the superior parietal lobe, anterior cingulate cortex, and the bilateral insula indicated that observing the creative action of the creator contributed to the aesthetic experience of the observer (He et al., 2021).

In aesthetic judgments, the medial and lateral subdivisions of the orbitofrontal cortex as well as subcortical stations associated with affective motor planning (globus pallidus, putamen–claustrum, amygdala, and cerebellar vermis), are engaged, whereas the motor, premotor and supplementary motor areas, as well as the anterior insula and the dorsolateral prefrontal cortex, were engaged by both aesthetic and affective judgments (Ishizu and Zeki, 2013). The hedonic state associated with activation of right dorsal anterior insula underpines aesthetic experience for art work. It therefore seems that specific brain “motor” or at least dynamic networks, not usually involved in movement control, are involved in the experience of beauty.

More generally, dynamic scenes induce more activation in aesthetic experience than static scenes in several related regions of the brain (Zhao et al., 2020). In this study, static and dynamic landcapes where shown, the occipital lobe, frontal lobe, supplementary motor area, cingulate cortex and insula were commonly activated both in the aesthetic judgments of dynamic and static landscapes. But stronger activations of middle temporal gyrus (MT/V5), and hippocampus were found in the aesthetic judgments of dynamic landscape.




Computational models

Some studies concern the preference for certain sensory patterns by eveluating the quatity of information level and the influence of temporal rythms and symmetry. Models based upon Fisher information (i.e. the structure of the lower bounds of variance in estimation) have been proposed (Grzywacz and Aleem, 2022). Computational algorithms have also ben used to identify image properties thought to have a role in aesthetic appeal for visual stimuli (Brachmann and Redies, 2017). Others attempt to distinguish between aesthetic and basic non aesthetic sensory processing: in one model (Rezaul Karim et al., 2022), an aesthetics-only channel primarily involves restricted local processing for quality or richness (e.g., attractiveness, beauty/prettiness, elegance, sublimeness, catchiness, hedonic value) analysis, whereas a perception-to-aesthetics channel involves global/extended local processing for basic feature analysis, followed by a restricted local processing for quality or richness analysis. In another study (Pombo and Pelli, 2023), it was shown that the perception of beauty is not different of normal non aesthetic sensory motor perception, from the point of view of Information theory (the Shannon statistical approach). However, the theory of fluency suggests that beauty is determined by the efficiency of information processing in the perceiver's brain (Yoo et al., 2023) (Here fluency is the likelihood to reproduce the stimulus from the inner state in a neural network.). This theory was supported by Dibot et al. (2023), using experiments with faces and a sparse artificial neural network (sparse means low density of connectivity). The fluency theory, joined to learning theory, is used in the computational model of Brielmann and Dayan (2022). A great advantage of this model is to permit to take into account interindividual differences and changes in time (Brielmann et al., 2023). It is obvious that universal models are not adequate and sufficient. One must consider interindividual differences. Therefore, the above model deserves to be praised. We will come back to this important question at the end of the present article.




Internal brain geometries

None of the above approaches has really been able to propose a theory on the neural foundations of perception and experience of beauty.

Our hypothesis is that the qualification of “beautiful” expresses that the perceived object or form, or event, or thought, belongs to a geometry that is linked to our cerebral processes for processing internal spaces. These spaces and their geometries (specific transformations acting on a space (cf. Appendix 1, and Bennequin and Berthoz, 2017), are mathematical models for the brain processes to prepare, initiate and control body movements, but they also underlie a transposition of these processes into other sensory-motor domains (e.g., color, form, actions, …). Examples are Euclidian classical or log-polar coordinates (Tabareau et al., 2007), The internal geometries in these spaces are linked to transformations in the external world, and related transformations of the inner world, which correspond generally to virtual rather than possibly real transformations of the external world. The judgment of beauty expresses the feeling that the concerned stimulus belongs to such a geometry, or to generalized ones combining them, as we will describe later. This is a way for extending the notion of using perception of ratios, mentioned by the tradition, from Plato and Aristotle to Diderot. But it corresponds also to the idea of Plotin, that in beauty something in the world meets deeply ourself.

The first part of the following section reviews the main known examples of such geometries, involving networks of brain areas, generally multimodal. In appendices (cf. Supplementary document) we describe the mathematical models that we had used: transformations, groups, categories, functors, then topos and stacks (networks of coherent geometries). We also introduce 2-categories (for describing networks of networks), and 3-categories, corresponding to “higher-order geometries,” that allow to decribe the influences of modalities one over the others (emotion, memory, cognition, learning).


Geometries for adaptation

An important function of the neuronal networks in a brain's area, helped by other systems of cells, glia or neuromodulators, is to shape the inner information flow (sensori-motor and inside world). When the incoming messages, or external or internal conditions, are changed, the area has to preserve or optimize this function. One important manner to achieve that consists to transform the cells activities correspondingly. These transformations are made by using information and action at different scales, of spatial extent and time delays, from microns and milliseconds to centimeters and hours. The complexity of these processes is such, that evolution and development use a repertory of chosen standard transformations, depending on individual cells, but involving drifts and shifts between cells, in a cooperative manner. At this point, it is advantageous to use a geometry.

A clear example is the space of color: in the thalamus and the primary visual areas, a virtual space is created and used to adapt the color preferences of sensitive cells, in particular to a change of ambient light. It has the form of a 3D affine space (cf. Derrington et al., 1984). Affine transformations (linear plus translation, cf. Appendix 1) compensate for changes in the world through changes in the activities of neural ensembles (cf. Webster and Mollon, 1995). In the same manner that voluntary movements compensate for spatial displacements, according to Poincaré (1902). In deeper areas, the color field is complicated by (semi-)local effects analogs to a curvature of surfaces in differential geometry (Coxeter, 1969).



The brain's multiple (functional) geometries for controlling voluntary movements

The idea that action is at the foundation of geometry and of the concept of space is not new. Poincaré (1902) wrote that to localize a point in space is simply to imagine the movement necessary to reach it. It is not a question of representing the movements themselves but simply the muscular sensations which accompagny them. He also insisted upon the idea that the notion of space arises from the fact that the identity of objects stems from our movements relatively to them. There is no a priori space, but exploitation of a set of transformations, described by groups (cf. Appendix 1).

We find the elements of Euclidian geometry in many regions of the brain: motor areas like M1, Basal Ganglia, Cerebellum, vestibular sensors and central nuclei, and at the “end” of the visuo-vestibular flow of information, in the parahippocampal region, where are situated Place cells, Head direction cells and Grid cells, but also the cells for boundaries, corners, velocities, durations (Rowland et al., 2016; Moser et al., 2017) that are elements for Dynamics and Topology (as developed by Poincaré himself in his fundational works, on Dynamical systems and Analysis Situs). This system is known to serve navigation in ambient space.

However, several other geometries contribute to sensation, perception and action in space. A departure of perceived space from being merely Euclidian was suggested also by the pioneering works of Jan Koenderink (Koenderink and van Doorn, 1991; Todd et al., 2001; Koenderink et al., 2002), Luneburg and Heelan cf. (Heelan, 1983) also suggested that optical space is not totally different from a geometrized (homogeneous) space, although it is in no way close to being Euclidian. They also considered models where the curvature changes from being elliptic in near space to hyperbolic in far space (then non-homogeneous). Rudrauf et al. (2020) explained several optical illusions (Moon illusion, Ames room, …) by changes of 3D projective frames in the brain.

Euler (1707–1783) (cf. Coxeter op.cit.) understood that a coherent affine geometry can be defined outside the Euclidian geometry, and is well-adapted to study several kinds of ratios without notion of length. During the hisory of mathematics and their applications, the scope of geometry was considerably enlarged. Starting with Euclidean geometry, based on rigid displacements and mirror symmetries, the elements of affine geometry, forgetting about size and angle, but retaining the notion of parallelism of straight lines, were recognized in Arabic sciences and developed by Descartes (XVII th century). Then a full affine geometry was explicitely formulated by Euler in eighteen century. Poncelet et al. (XIX-th century) invented Projective geometry, further extending the allowed transformations to optical effects, like anamorphosis (Baltrusaitis, 1969), by including points at infinity (introduced by Kepler, and Desargues) in a space, larger than the affine space. Affine geometry contributes to organize the generation of voluntary movements, writing and locomotion, in particular the relation between shape and timing. We did not know where in the brain can be detected affine areas: higher visual areas like OT, premotor areas, cerebellum? nucleus NST?

For movement and perception, it has been shown that the brain uses multiple (functional) geometries for controlling voluntary movements. These are essentially guides for the adaptation of these movements. Several internal geometries intervene together for the movement of an effector in the same space, 2D or 3D physical space (Bennequin et al., 2009), through variation of geometries and their compositions. For example the law which states that linear velocity is proportional to the radius of curvature to the power of 1/3 (named 2/3 law because of the resulting angular velocity), was experimentally discovered by Lacquaniti et al. (1983). Its validity, stability and possible origins are discussed by Zago et al. (2018); in particular it is proved here that it is not a statistical artifact. The 2/3 law is pertinent for hand movements and for locomotion (Vieilledent et al., 2001). It can be interpreted as the kinematical law invariant by the “equi-affine” geometry, that which respects area as well as being affine, according to Hanzel and Flash (1999) and Pollick and Sapiro (1997) (It means that if a curve is transformed in equi-affine manner, the transported law conserves the same form). The group of this geometry (Appendix 1), the so-called “special affine” group, is the only one of co-dimension 1 in the affine group. Based on this special geometry, we suggest that we prefer to generate piecewise parabolic trajectories because the subgroup of the affine group that respects the parabola is of dimension 2. For a straight line, it's of dimension 3, even better when possible. For the circle or a conic, it is of dimension one.

As a result, we can see that what counts is not necessarily the shortest path, or the one that saves the most energy, but the one that offers the most freedom, in order to adapt its on-line dynamics to as many conditions as possible. In fact, geometric invariance is compatible with optimization (Flash et al., 2016) combining minimum jerk (principle of maximum smoothness; Flash and Hogan, 1985; Viviani and Flash, 1995) and geometrically invariant path laws, pure or mixed. Then during the same movement, depending on the shape of the trajectory, the particular local conditions, we (and other animals no doubt) call upon several geometries. Where the trajectory is almost straight, Euclidean geometry dominates; where we need to turn quickly, equi-affine geometry prevails; and for transitions (as inflection points), pure affine geometry comes into play. This explains isochrony, the fact that two similar trajectories tend to be covered in the same time (at least if they are close in time). A number of brain imaging studies have identified the brain structures involved in these kinematic laws (Levit-Binnun et al., 2006; Casile et al., 2010; Dayan et al., 2007), for perception, seeing trajectories.



A variety of internal spaces
 
Multiplicity of action spaces

Space is not uniquely processed in the brain but, throughout Evolution, distinct neural modules have been organized for action, perception, memory, emotion, etc. Our hypothesis is that different geometries are implemented in these various networks that need to be compatible to save the unity of mental processes. This modular organization is compatible with the principles of simplexity (Berthoz, 2012) and vicariance (Berthoz, 2016) and the basic evolution of the brain connectome and networking (Changeux et al., 2021).



Spatial action spaces

Well-know evidence from neurology tells us that there are several action spaces. Brain imaging studies also have shown different networks for so-called “far” and “near” action spaces. According to a vast neuropsychological literature and recent brain imaging data we have proposed to distinguish at least four mains action spaces (Berthoz, 2020).

	(1) Body space (personal space). This is the space of our body movements coded in a number of reference frames. A synthetic “body schema” has ben identified in the temporo-parietal junction (Carter and Huettel, 2013).
	(2) Reaching and grasping space (peripersonnal or “near action” space). At a fine grain a mosaic of areas: F2, F7 are involved for object location and coordination of body and arm, F5 for the hand (and mouth). Reaching, grasping, holding, manipulations: M1, F2, F3, for movements parameters, amplitude, timing, motor command … F4-VIP, for transforming object location into appropriate movements toward them, AIP for size, shape, orientation, identity, weight, visual and physical information (Michaels et al., 2020).
	(3) Near Locomotor space (extra-personal space). It involves a core of areas in M1, PP, BG, Thalamus, MLR (PNf, PPR), RF, Cerebellum, BSN, chord (cf. Wei et al., 2020), networks vary for different contexts (Berg et al., 2023; Pernía-Andrade et al., 2021).
	(4) Environmental and navigational space. A number of areas have been identified for navigation and environnemental spatial memory (cf. Bermudez-Contreras et al., 2017) among which: anterior subiculum, ventral striatum, thalamus, retrosplenial cortex, parietal cortex, hippocampus, medial entorhinal cortex and neocerebellum (see also Ghaem et al., 1997).

We will detail in what follows (Appendix 2) how these spaces support new sort of geometries, without points, described by convenient toposes and stacks (cf. Appendix 1), that are deep inventions of Alexander Grothendieck, motivated by arithmetic and algebraic geometry, but which are also related to Logics.

It is also known that there is a lateralisation between the left and the right brain. The left brain is involved not only in language but also in sequential, egocentric, memory for navigation, preference to process details (and spatial high frequencies), and the right brain involved in more global, allocentric, processing of spatial information. The neural syndrome of neglect in which right parietal damage induces an ignorance of the left space although visual perception is maintained is one of the most spectacular illustrations of this lateralisation. The ability for perspective change is also lateralised as well as processing of boundaries etc. Finally lateralisation has also been shown in the cerebellum for navigation (Igloi et al., 2010; Iglói et al., 2015) and also in its contribution to disctinct networks for exploration and for exploitation in a spatial navigation path. This suggest that there is a variety of geometrical mechanisms implemented in the corresponding neural networks.



More abstract internal spaces

Buszaki and Moser (2017), after the discovery of grid cells in the Entorhinal cortex, conjectured that analog cells and structures exist also in the parahippocampal region for cognition, in the form of a sort of navigation in a space of concepts, feelings and thoughts. In the Hippocampus proper, cells transposing place cells, are supposed to support reasoning and probabilistic inference. Prehension space uses cells in pre-motor areas, close to mirror cells, that code for points in space, for reaching them, independently if this is made by the hand (pointing) or the gaze (saccade). To generate real movements, the neural system has to make some logical or semantic operations, that show his aptitude of abstraction (Neromyliotis and Moschovakis, 2017). Note that Georgopoulos attributed the origin of reasoning to the necessary computations in Premotor areas for generating motions in good order (Georgopoulos, 2000). We see on these examples that the geometries (here topological and Euclidian for navigation) of motion spaces, generate indirectly similar geometries for thinking.




Models of topos and stacks. Categories, n-categories and topodynamics
 
Summary of general properties of topos and stacks (“champs” in French mathematical terminology)

In the Appendix 1, we have summarized some “modern” mathematical concepts, mathematical basis of our model of “higher geometries” in the brain. Definitions, of groups, transformations, spaces, categories can also be found in Bennequin and Berthoz (2017), and in a neighboring form in Habas et al. (2020) and Torkhani-Langlois et al. (2024). The paradox is that the new geometries appearing here, are at the same time, more complex from the mathematical point of view, but more concrete and closer to the intuition in their applications to the brain, because in them, fields replace points, dynamical connections replace figures, local preferences (and indifferences) replace fictive global representations. The reader can go to Appendix 1 for finding a discussion of Group, Category, Grothendieck topology, sieve, site, presheaf, sheaf, Topos, Geometrical space, geometrical topos, stack, champ, 2-category, functor, 3-category.

Intuitively, a category is made by a collection of objects and paths between them, named morphisms, or arrows, that can be composed. For instance, an oriented graph generates a category. Group is the particular case with only one object and all arrows invertibles (i.e., revertibles, as for displacements in our ambient space). A topology is a data of sets of arrows going to the objects, representing refinements of the objects. A presheaf is a collection of ensembles (or sets) labeled by the objects, equipped with maps lifting the arrows in the reverse directions (it is also named a contravariant functor). A presheaf is a sheaf when the refinements determine these sets at the goal from the sets at the sources. Both the collections of pre-sheaves and sheaves over a site (a category with a topology, cf. Appendix 1) have natural structures of categories, whose morphisms are coherent natural transformations, objects by objects. A topos of Grothendieck is any category of sheaves over a given site (see for instance Bell, 2008; Caramello, 2017).

A fundamental theorem of Giraud and Grothendieck, see (Grothendick and Verdier, 1972) asserts that all the usual constructions of Set theory (the doday basis of most of mathematics), i.e., make coherently products of families of sets, make quotients by equivalence relations, make sets of subsets and sets of mappings, are possible in any topos. Thus, a topos is a kind of complete world for natural constructions. On another side, sheaves and toposes are the tools for describing possible relations between local and global, for instance in differential, analytic or algebraic geometry. Stacks add the local actions of other categories, like groups, considered as internal structures. Then they give a notion of geometrical sheaves, richer than ordinary ones.



Dynamical levels and brain networks

The brain is a whole that works in part locally, dividing its work in networks of inner areas, but preserving the coherence of the local processes to ensure the success of its actions, in function of the goals. That is why it is so important to adapt the local and global processes in order to optimize the information flow and the execution of movements. Therefore, it is not surprizing that toposes would be welcome for describing brains dedicated networks, and that for adaptation, we need geometries on these toposes, i.e., stacks.

In the following subsection, we present how topos geometries, represented by stacks, give models for the different action spaces. In addition, the different action spaces must be coordinated. This can be obtained by building another kind of space which will combine the several actions spaces and make them compatible. We propose that in the brain it happens at least at three levels of such generalized geometries.



The topos level, or equivalently level 1

The simplest example of a geometric topos we have in mind is in motor control for example the arm/hand movement groupoid, which covers all rigid (i.e., Euclidian) movements in physical space, when manipulating objects. Here, for topos terminology the site consists of two elements (i.e., objects): a (label for configuration of arm and hand geometry), and b (label for what happens in Euclidian space), and three arrows (two self returning arrows called identities 1_a, 1_b, and a unique arrow from b to a). The internal structures for the stack (in fibers over the objects) are given, respectively, by non-holonomic transformations of the arm and the hand over a and by rigid dispalcements over b.

In order to take into account, the properties of the 3D objects in the world it is necessary to take into account more than one or two areas, say three elements a, a', a” linked together by neural connections, each possessing a specific group (or a category) of transformations of its activities G, G', G”, so that their respective actions are compatible, and adaptable (cf. Figure 1). So, the activities of all three areas together are to be taken into account, at different instants of time. The good way to realize (artificially) such a dynamic, is a “recurrent neural network” or RNN (cf. Appendix 2) (cf. Figure 2).


[image: Illustration of a brain diagram with labeled areas such as "V," "AIP," "M1," "F5," and "ST." Arrows indicate connections and direction of neural pathways between these regions.]
FIGURE 1
 Simplified schema of the connections between brain's areas of monkeys underlying reaching and grasping. The occipital visual areas V send information to the anterior intra-parietal area AIP, reciprocally related with the rostro-ventral premotor cortex in F5, itself reciprocally related to the primary motor cortex M1. Then from M1, the descending tract goes to the brain stem and the motor neurons.



[image: Diagram illustrating a flowchart with arrows and annotations. It includes symbols like "Inem", "Out", and "Hold". Arrows connect various nodes labeled with symbols such as "a", "b", and "Nern". Light blue arrows cross-link between sections.]
FIGURE 2
 The (modular) recurrent neural network (RNN) unfolding Figure 1: horizontal arrows represent memory, vertical arrows the feedforward propagation and horizontal arrows the feedback. The transversal arrows in green represent a Hold signal before movement.


For example, we can consider the arm, the hand, and a goal to grasp, aided by the visual system. Here the inner categories G', G” describe, respectively, hand and finger posture and arm posture, and G describes the properties of the objects. All these contribute together to the known variety of frames (body-centered, hand-centered, eye-centered, object-centered, and so on) that govern the action pattern (cf. Figure 3). In order to construct an associated topos, we shall use a particular case of what is developed in the first chapter of Belfiore and Bennequin (2022) and the neurophysiological exposition of the grasping network in monkeys by Michaels et al. (2020) (see Appendix 2) (cf. Figure 4).


[image: Diagram depicting a central hexagon labeled "X" with arrows pointing outward to terms: "Feedback," "Feedforward," "Memory," and "HoA" (highlighted). Arrows connect each term back to the center, illustrating a network of interrelated concepts.]
FIGURE 3
 The generic vertex of the RNN network of Figure 2, with four incoming arrows and three outgoing arrows.



[image: Diagram depicting two particle interaction processes. The left diagram shows particles x, y, and z interacting to produce x', y', and z'. The right diagram includes intermediary particles labeled A and A*, with arrows indicating the direction of particle interactions, leading to x', y', and z'.]
FIGURE 4
 The local surgery transforming a vertex into a fork, where the vertex is replaced by two vertices and one arrow. Over this last arrow we impose an isomorphism in the sheaf. The topology at A* contains the covering by incoming arrows, implying that the value of the sheaf in A* is the product of its values in x, y, z.


Having constructed the adequate topos, the flow of activities is an object X of this topos T. It is also proved in Belfiore and Bennequin (2022) that the repertory of dynamics for the network (called its weights), also defines an object in T, and that the learning gradient flows is a morphism in T. The advantage of creating such a topos is that all the operations on the neural network or between several such networks, become natural, from both the logical and geometrical points of view. This naturalness is a condition in order to be used by the brain. (For instance, we can consider the addition of new neurons.). Another advantage was to introduce natural places in the network for inner decisions (cf. Figure 5).


[image: Hand-drawn contour map with six protrusions surrounding a central point labeled "A". Each protrusion has concentric ovals and small dots within, possibly representing topographical features. Lines extend outward from certain areas.]
FIGURE 5
 A finite site with ordinary topology defining the same topos as the surgeries. The close contours represent the open sets.


At this level 1, it is possible to create analog toposes for the other mentioned action spaces, Body, Locomotion, Navigation.

A construction of (toposic) level 1 can also represent what happens for the mixtures of geometries in drawing or walking (Bennequin et al., 2009): the populations of several areas are divided in subregions A,A', A”, …, controled by the different groups of plane geometry (affine, equiaffine, Euclidean), but after M1 and before the muscular connection, in the descendant path to the chord, they jointly project to the same assembly of neurons, say B, giving a signal of velocity that combine the purely geometrical velocities.



The 2-category level, or level 2 of geometry

To describe more complex actions, such as grabbing an object with the hand while walking around a room, we need to take into account several topos and functors of one into the other. For that we will use 2 and 3-categories (cf. MacLane, 2010).

The fundamental example of 2-category in Mathematics, on which our intuition must be based to make this structure intelligible, is that of the 2-category of topological spaces, with continuous applications as arrows (or 1-cells) and homotopy classes (i.e., continuous deformations) of homotopies between two applications as 2-cells. Then morphisms of morphisms are homotopies. In general, a 2-category is made by a collection of objects, and for any pair of objects a, b, a category Mor(a,b) of 2-morphisms from a to b, whose objects are named horizontal arrows, and morphisms between two arrows are named vertical arrows, which, considered as 2-cells, are pieces of surfaces with given boundaries.

For instance, the category of categories itself is naturally a (strict) 2-category: the horizontal arrows are the functors and the 2-cells are the natural transformations between functors. There are then two compositions of morphisms, the horizontal composition of 2-cells for two composable functors, f:T → T', f':T' → T”, and the vertical one for three functors f, g, h from T to T'. These two compositions, are associative and compatible, and there exist natural “units” U_T: Id → F(T,T), analogs of neutral elements in a category. Taking these properties for axioms, we get (so-called strict) 2-categories. However, a notion of a weak 2-category is preferable in many respects; it imposes the associativity of horizontal composition only to the extent of isomorphism.

The same happens for morphisms of stacks, and for fields of stacks over sites (cf. Giraud, 1971). Taking for objects the geometrical toposes of the motion spaces, and for morphisms the functors compatible with the geometries, we obtain a notion of geometrical 2-category, applicable to networks of networks in the brain. Such a geometry can serve to adapt the dynamic of one action space to another one when coupling actions.

An example is a geometry corresponding to the role of the thalamus in the sensory motor process. The thalamus unfolds the spaces for forms, colors etc. The thalamo-cortical connections select and distribute the preferred characteristics of neurons in cortical areas cf. the “black-board theory” of Mumford (1991). Moreover, the various nuclei of the thalamus are linked via the cortex, generating specific oscillations (Llinas, 2002), and all send copies of activities to the motor system, giving a sort of sensori-motor web (Sherman and Guillery, 2002).

Example: let us consider locomotion and prehension together: to keep an object when walking. The brains networks controlling the two tasks is known, and there exist experimental results about their coupling (Ivanenko et al., 2005). It appears that the five main independent components of muscular synergies in locomotion are preserved in the coupling but with different weights, and one component is added by the task. Then the supplementary task influences locomotion changing weights of the synergies without changing its fundamental aspects, and transforms its own dynamic. We propose that the prehension system influences the locomotion system through reciprocal connections with the thalamic nuclei. In terms of toposic description, this corresponds to the schema of oriented product of the two toposes over a topos of the Thalamus (Giraud, 1972). This can be modelized by 2-stacks over 2-topos.



The level 3

An example of level 3 is given by the action of the cerebellum on the whole brain activities. The cerebellum is now known to have a cognitive role, in addition to its role in movements preparation and their control in real time, plus learning and so on. For instance, in the article of Heck et al. (2023), it is suggested that the wide projections of the cerebellum to the thalamus, has for function the stabilization of the synchronization of oscillations at large distance between cortical activities, that are established in great part by interactions with the thalamus.

Another example is given by Thalamo-basal-ganglia- cortical networks (cf. Squire, 2013). Several large loops in the brain have been proposed: (a) a dorsal BG regions with a specifical oculomotor loop; (b) a more cognitive loop, e.g., for language learning, homologous (by convergence) to the pallium-striatum loop for learning to sing in birds; (c) an emotional loop, involving rather ventral BG regions. And so on. However, there are many reciprocal connections between the loops (Hintzen et al., 2018).

This invites us to consider the mathematical structure that brings together 2-categories, within a 3-category: between two objects (here, complete loops open to action) the arrows are 2-functors (respecting the second-order structure) which themselves constitute a 2-category, with horizontal arrows and vertical 2-cells; moreover, there are 3-cells to compose these arrows and cells.

The 3-cells, homotopy classes of homotopies of homotopies, are the new elements; in our neural interpretation, they involve large loops through the internal connections to the central nuclei and cortex. If this conjectural model holds, it entails remarkable compatibility relationships, which neuromodulators must maintain.

It seems that 3 already permits a lot of combinations, and 4 is not necessary. This unique geometry organizes combinations of brain's networks. This system involves sensory-motor networks in the cortex, related by thalamic connections then linked and covered by connections between subcortical structures, colliculus, cerebellum, basal ganglia, cortical networks, all these systems being alimented and adapted by convenient varying diffusions of neuro-modulators.

Then our suggestion is compatible both with modularity of the brain (Changeux et al. op.cit.) and re-entrance (Edelman et al., 2011). Action spaces involve specific networks of areas (related to distinct action/perception spaces) distributed over the brain (in general between three and ten areas), but higher geometries involve several of these specialized networks. This level may bring together, without mixing them, action, cognition, emotion, memory, etc. like a 3-symphony.

Remark: The different levels correspond to different kinds of geometries, simply because they do not relate to the same levels of structures. Let us take an analogy: At level 1: People exchange ideas, at level 2: several people observe several groups of people talking to each other, and try to integrate (by exchanging information) these level 1 exchanges, for example to synthesize them, but perhaps also to help a group with the remarks of others. At level 3: the supervisors observe all this, to help the level 2 observers to do their job. Complexity evidently grows with the level.





A geometrical theory of beauty

The core of our theory of beauty is that perception, judgment, and experience of beauty are possible when the brain can process the characteristics of the object with these high-level geometries. Then we propose that there are at least three levels in this dynamic processing, corresponding to the three level of geometries described above.

Our suggestion therefore is that beauty reflects the embedding of a subject of interest (ideal or existent) in a higher structure of spaces of the inner world of the brain. This relates beauty judgment to a coincidence between outside and inside world. Moreover, in general the local geometries come (directly or indirectly, by transposition) from motion spaces, then beauty is constantly linked with movements. In each case, beauty is the internal access to higher geometries, involving generalized parts of a whole, not of things but of relations between things or events and thoughts.

In this section we shall give a few examples which we believe support the theory proposed above. Most of the examples of experience or judgment of beauty are related with the ordinary geometry of ambient space. But every reference in the brain to the ambient space is dependent of a space of movement (cf above quotation of Poincaré). Thus, we suggest that the beauty of forms, visual, tactile, auditory, depends upon their relation with movements, mostly voluntary movements (cf. what was said by Saint François de Sales mentioned in the introduction), where preparation and adaptation are used.

Almost all examples of experience of beauty can be related to all the three levels of geometries and neural systems. Higher is the level, higher the feeling of beauty. Then for more pleasure we certainly try to access higher levels. Certain experiences go immediately to level 2 or 3. Other examples are purely of level 1, because they mainly rely on one particular geometry, through a group G. Example: an ellipse, it relies on affine transformations that preserve the ellipse, and other affine transformations that send this ellipse to another one. And a simple motion on the arc of this ellipse is juged beautiful when it obeys the 2/3 law. However, the ellipse alone is something too poor and abstract for generating a full feeling of beauty. An example that enriches the feeling is given by the consideration of the ellipses drawn by Piero della Francesca for representing the aureolas in his paintings, like The Annunciation (polyptique de Saint Antoine de Padoue). The cultural and pictural context can lead the experience at level 3.

The first level of beauty related to geometrical properties concerns “geometry” in the classical sense. It covers the characteristics of beauty given, as mentioned in the introduction, by Plato and Aristotle, who relied on symmetries or “proportions” between the elements of a whole.


The beauty of a high jump

The perception of beauty when watching a high jump or even a picture of it, may come from the successful adaptation between the body motions and the obstacle. The topos geometries can internalize the dynamic properties of the object. For sport, several individual action spaces can describe different sports. They correspond to specific strongly adaptated learnings. Then they probably are of level 1. But they attain higher levels when comparing with other performances, or when embedding in special context.

At the second level, we have the unfolded spaces of movements all involved together, linked by “functors”; example: the harmony of all the segments of a human body tending toward the same goal of embracing another.



The golden ratio

It is the unique ratio between the lengths of perpendicular segments, which is stable under the operation of subtraction of a largest inscribed square. Its recurrent appearance in architecture is known, but this number also appears frequently in nature, for instance in phyllotaxis, and convincing explanation were found recently by Douady and Couder (1996). Clearly this ratio refers to Euclidian geometry, but proportions theory overlaps Affine geometry, and more deeply, the infinite process of dividing the rectangle describe a spiral, belonging to Conformal geometry. This relation between three groups and asymptotics is at the level 2.



A beautiful body

The body is always represented in various postures which, as Nicolai Bernstein wrote, is “preparation to act.” What is therefore immediately perceived is the graph of relations between body parts as for example in bodily expression of emotion (de Gelder, 2016) or the repertoire of coordination of head, arm and legs in the basic postural synergies (described by Fukuda, 1961, for instance). Underlied social interactions put it at least at level 2, probably 3.



A beautiful decision

Elegantly (economically) solving difficulties, respecting symmetries or acting on them (cf. Gordian knot of Alexander). In this case, the reference space itself has to be invented for containing the action, and what is changed by the event must possess some evidence. The higher structure here is at least of level 2, because the decision, to be beautiful, must realize a transformation of stories, some of them being at level 1.



The Cistercian square

Form of building propagated, elected by St Bernard in the architecture of convents. It manifests agreement between the thoughts, the actions and the form, then it also has something of level 2. Beauty comes from the many relations between these entities.



A beautiful face

What makes a face beautiful or attractive is a very old and debated subject. See the summary or researches “Contribution of the visual system” in the introduction. Surely it involves a delicate balance between symmetry and harmony of many proportions, which evokes a complex geometry of level 1, but it is not sufficient in general. For instance, the expression in the eyes, the mouth, the chin and other parts, plays an important role for augmenting the feeling of beauty. This combines the judgment of beauty with other impressions and emotional feelings, like fear or joy. An example is the activation of the fusiform gyrus when we look at a face without exchanging gaze and the additional involvement of the amygdala, which activates the emotional system, as soon as we look at the other looking to us. This induces a great variability in the experience, and eventually the judgment, of beauty. Remark that subtile artificial technologies can generate all the characteristics of a beautiful face, this gives apparently a geometry of level 1 (where for instance harmony requires generally a lack of excessive symmetries). But this cannot be interpreted as a complete geometry for beauty, because what matters is always the inner geometry, not the external reality. And this geometry for the faces, involves in general not only forms and moves but also emotions and social values, relying on other loops in the brain. Therefore, in general the geometry underlying the experience of beauty of a face is of level 3.



Beautiful music

The harmony in a concerto (or even a symphony) of all the instruments animated by all the musicians, the acoustics of the hall and its visual splendor. A beautifull opera evokes the correspondence between a spectacle, songs, movements, scenery and a story, romance, drama, feelings; this implies more than one topos. Similarly, a fine film, a fine novel, respectively, different from a good film and a good novel, which make for a good time; une belle vie, the song says ah la belle vie! Surely at level 3. This does'nt forbid a basic geometry at level 1, taking various forms depending on cultures or fashions, whose principles appear in the various rules in musical composition.



The paintings of Chardin

As we have chosen to present in more details the geometry in the sense of topos of the reaching and grasping space, we suggest to have a look at the famous paintings of Jean Siméon Chardin, around the middle of XVIII th century. Many of them represent persons, children, young ladies or women and painters, taking objects in their hands, or touching them with their eyes (Maurice Merleau-Ponty said “vision is palpation by gaze”). For instance, “L'enfant au toton” painted before 1738, a very young noble child looking at a spinning top, hesitating to keep it in the right hand. The form and movement of the goal is familiar, such that we understand its instant properties, and also memorize personal experience with them; however, we are immediately also attracted by the hand, delicately semi-open, rested on the table, well-prepared for a future movement of grasping, helped for that by the angle of the arm in space. But our attention is also attracted by the body, although vertical, we feel its inclination to the table and the spinning top, and we are also interested by the semi-closed eyes. Note that quickly, we feel an ambiguity: the child has just put the spinnin top in motion, and is withdrawn by contemplation, which augments the scene in the past.

All these parts are in dynamic relations, aside from the main scene, object plus hand ready to start. The scene is a whole, but we feel peripheral elements as essential, which is an occurrence of the morphisms between the space-time of the main scene and the other ones, like body, head, eyes. Perhaps very important is the atmosphere in the room, the contrast with the immobile books and the interesting forms in the desk drawer, the harmony with the colors of the back wall, the four vertical red lines on it, and the living attitude of the child.

This experience of beauty is evidently at level 3, even if the movement of level 1 remains central. Many other paintings of Chardin can be analyzed in the same way, for instance, “Le dessinateur” taking and shaprpening its pencil, or “Le chateaux de cartes,” or “La jeune fille au volant.” All being examples of gestures beauty.




Discussion

In the present text we provide previous evidence that the brain uses for perceiving and acting, a variety of geometries made for the production, adaptation, and control of voluntary goal oriented actions, requiring movements. We also suggest that the brain provides prolongations and transpositions of these geometries in thinking, remembering and other domains, and use all of them for feeling and experiencing or judging beauty. We have proposed a mathematical model inspired from Alexander Grothendieck, but adapted by one of us (D.B), of generalized spaces for these geometries, based on Topos, Stacks and n-categories. And we have suggested that the sensation of Beauty coincides with the feeling of participation of something in the world to these inner geometrical spaces. Given that we cannot at his stage provide empirical demonstration of the validity of our theory. Clear limitations of this theory can be mentioned. We shall list a few of them.

First, we do not have yet described precisely the inner geometries of all the motion spaces, or observed them experimentally. A computational model should bee developped in the direction of the remarkable work of Michaels et al. (2020) for reaching.

Secondly, we would have to consider the emotions produced by these higher level geometries, more or less directly related to movements, sensations and perceptions in space.

Thirdly, we have, in the first part of this article, mentioned the existence of several action spaces (body, peripersonal, near locomotor and far, environnemental) and proposed that different geometries are involved in the brain for the treatment of perception and action in these different spaces. Moreover, Berthoz (2020) has proposed that in painting one can very often observe the use by painters of at least three canonical spaces. The link between this modularity and the three levels described above still has to be established.

Our theory is compatible with some previous philosophical and neuroscientific theories. We agree with Plotin. For him, the judgement of Beauty relies on the elevation to Reason. This is similar to our suggestion: elevation to a higher order of dynamical structures. We already mentioned that our theory extends the oldest theories of Plato (insitsing upon proportions and colors), of Aristotle, Stoicists and Epicurians (privileging order and measure, and measurements comparison), and of Diderot on perception of natural ratios. We also integrate parts of the Hogarth criteria in relation to motion, with respect to his “Six principles” which are, according to him, necessary or helpful conditions of beauty: Fitness, Variety, Regularity, Simplicity, Intricacy, Quantity. Only Variety is clearly compatible with our theory because it implies the embedding in higher dimensional spaces, but the other ones are also directly related to one of the main property of the Topos type geometries which is adaptation.

We agree with the discoveries of Brielmann et al. (2021). Our suggestion that to experience beauty, we must access a higher order of intelligibility, explains her concepts of “universality,” “exceeding,” “harmony in variety,” and “meaningfulness.” The two last aspects “pleasure,” “persistence,” belong to the emotional world, and are more behavioral, in the sense of James (1950). There is in all these concepts a difficulty which is the dependence of the judgment on social and other contextual factors, like it is when we want to qualify a gesture as friendly or violent (Chartier et al., 2017).

One of the limits of the present work concerns the difference between the universal and the particular individual experiences of beauty. In our theory we have insisted upon the universality of the geometrical and dynamical features which underly the essence of objects, forms, scenes, a.s.o. that can access to the general category named beauty. However, it is of common knowledge that there is a great diversity in the way humans perceive, experience and sense beauty. Indeed, at the outset of this article we recalled that shared (universal) taste contributes only 19% to beauty-rating variance, while personal taste contributes 3 times as much, and we concluded that beauty is more personal than universal. It is known that in different cultures, different things are considered as beautiful. In contrast to bodily action in space, some judgments are deeply rooted in the historical community (and even action in space may depend on some historicity, but it surely has a more “humanly universal” nature). For example, it is hard to identify Chinese appreciation of beauty and European, even less in music: history makes them very different. Example: major and minor ranges based on octave vs. pentatonic sequences.

Then, our theory can appear as an excessive “universalization” of aesthetic judgments. The higher geometries that are envisaged as the abstract substrates of movement generation as well as of aesthetic judgments are presumably an invariant property of all brains. This is compatible with the universals of both motor planning and aesthetics. But how can we reconcile these invariant properties with the variable, individual features of both movement generation and sense of beauty?

But we insist here on the fact that the various generalized geometries used by the brain contain themselves the power of diversity. Whatever being the level of generalized geometry, 1, 2 or 3, a multiplicity of specific solutions can be installed and used. At level 1 already the coordination of movements and the laws of movement, because they involve dynamic relationships between kinematic variables, may allow a variety of concrete generating different “styles,” depending on contexts and individual subjects. However, surely the variability grows with the level of geometry.

In other words, it seems to us that there is no a priori opposition between our general theory and the diversity of the concrete implementations in our brain of the experience and judgment of beauty. However, we have not been able in this paper to account precisely for this important issue which is also present in the opposition, for instance, in paleontology between genotype and phenotype, and in the distinction between simplexity and vicariance (Berthoz, 2012, 2016). Further work based upon empirical attempts to confirm our theory in various circumstances may provide a better understanding of this fascinating challenge.

A recent study (Brielmann et al., 2023) has modeled the existence of particular individual judgments of beauty over time by using a form of predictive optimal coding based on fluency and efficient learning. The method uses an artificial deep neural network (implementing a neural crossbreed morphing algorithm) for measuring liking judgments of images. In this model, there is no explicit consideration of the brain functioning or of geometry, however it could be fruitful for us to compare with our theory, as it was useful to combine optimization and statistics with the geometrical approach for better understanding hand movements (cf. Flash et al., 2016; Zago et al., 2018).

Our approach could be judged as tautological in the sense that we suggest that the experience of beauty occurs when appears a common activation of some neuronal assemblies in which particular geometries are installed. But we have not proposed how the conscious knowledge of experience and judgment of beauty arise. This is similar to the general question of conscious experience as discussed by many contemporary authors that we cannot review here. A potential candidate is the activation of neuronal assemblies specific of the involment of the self in presence of some thing, or event. Because experience of beauty is known to involve a unique link with the circuits of self-reference and sel-relevance. See the recent paper study by Salgues et al. (2021). Their results suggest that a basic mechanism, appraisal of self-relevance, could ground aesthetic judgments. Then we conjecture that self-relevance is active when geometries are installed in specific networks, and continues to be active when feeling geometry and beauty, that concern our own integration in the world.
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Objective: This meta-analysis aimed to evaluate the effectiveness of art therapy interventions in improving motor function performance in patients with Parkinson’s Disease (PD), with a focus on identifying the most effective modalities.
Method: Randomized controlled trials were identified through searches in PubMed, Embase, Web of Science, and Cochrane Library. Twenty-six studies were included, assessed for quality, and analyzed following PRISMA guidelines (PROSPERO: CRD42024611770). Subgroup analyses were performed for primary outcomes (UPDRS, TUG, Mini−BESTest), while secondary outcomes (Stride Length, FOG, 6MWT, and Gait Speed) were evaluated using forest and funnel plots to estimate pooled effects.
Results: Art therapy significantly improved motor function, as evidenced by reductions in UPDRS III scores (SMD = −0.44, 95% CI [−0.61, −0.26], p < 0.05), TUG scores (SMD = −0.25, 95% CI [−0.41, −0.10], p < 0.05), and increases in Mini-BESTest scores (SMD = 0.41, 95% CI [0.10, 0.72], p < 0.05). Among the interventions, dance therapy demonstrated the most significant effects on motor function (UPDRS III: SMD = −0.52, 95% CI [−0.78, −0.26], p < 0.05; TUG: SMD = −0.37, 95% CI [−0.58, −0.17], p < 0.05; Mini-BESTest: SMD = 0.56, 95% CI [0.25, 0.87], p < 0.05). Secondary outcomes revealed small to moderate improvements in gait speed (SMD = 0.34, p < 0.05), 6MWT (SMD = 0.41, p < 0.05), FOG (SMD = −0.33, p < 0.05), and stride length (SMD = 0.59, p < 0.05). Although the findings were robust, high heterogeneity in certain outcomes highlights the need for standardized intervention protocols to ensure consistency and reproducibility.
Conclusion: This study underscores the clinical significance of art therapy in improving motor functions in PD patients. Among the interventions, dance therapy exhibited the most pronounced effects, highlighting its potential as a pivotal component in multidisciplinary neurorehabilitation programs.
Systematic Review Registration: https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42024611770, identifier (CRD42024611770).
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1 Introduction

The disability and mortality rates of PD (PD), an incurable progressive neurodegenerative disorder, are rising faster than those of any other neurological condition (Playfer, 1997; World Health Organization, n.d.). Early loss of dopaminergic neurons in the substantia nigra pars compacta (SNpc) leads to dopamine deficiency in the basal ganglia and dysfunction in the basal ganglia-supplementary motor area (BG-SMA) interaction (Cunnington et al., 1996), resulting in movement disorders characterized by classic Parkinsonian motor symptoms (Kalia and Lang, 2015). These motor symptoms include resting tremors, bradykinesia, rigidity, postural instability, freezing of gait, and balance difficulties (Kuhlman et al., 2019; Morris et al., 1994). Motor decline also directly affects non-motor functions, such as depression, anxiety, obsessive-compulsive behaviors, cognitive decline, reduced quality of life, and autonomic dysfunction (e.g., bladder and sexual issues) (Chaudhuri and Schapira, 2009; Postuma and Montplaisir, 2009). The diagnosis of PD relies on clinical motor signs as key indicators (Postuma et al., 2015), Reduction in the amplitude of step size (hypokinesia) is a regular feature of PD (Morris et al., 1994) and gait disturbances are closely associated with disease severity (Iansek et al., 2006). Gait disturbances and impaired motor function are major contributors to the decline in quality of life and loss of independence among PD patients, profoundly impacting their physical and mental health.

Dopaminergic medications are the standard treatment for PD and are effective in managing motor symptoms during early stages (Cotzias et al., 1969), however, they often fail to address the full spectrum of motor symptoms (Fahn, 2008; Bohannon, 1993). Over time, complications masked by these medications may emerge (Lang and Lozano, 1998). The progressive worsening of PD symptoms, combined with the high costs of traditional treatments (Balestrino and Schapira, 2020), underscores the urgent need for adjunctive interventions that are cost-effective, safe, and effective in clinical practice.

Art therapy is an umbrella term for disciplines that use creative expression within therapeutic relationships to facilitate emotional exploration, self-awareness, and healing. This heterogeneous field encompasses distinct modalities: visual art therapy employs non-verbal expression through painting or sculpting to process emotions; dance/movement therapy integrates rhythmic auditory cues and body awareness to enhance motor-cognitive connections; music therapy uses structured sound patterns for neurological retraining; and drama therapy focuses on role-play for interpersonal skill development (Kaplan, 2003). As a safe and reliable adjunctive intervention, art therapy has demonstrated effectiveness across clinical contexts including stroke rehabilitation (Kongkasuwan et al., 2016), cancer care (Boehm et al., 2014), mental health (Moo and Ho, 2024; Zhang et al., 2024), and diabetes management (Krishnan et al., 2015; Yang et al., 2021). The current review specifically examines movement-based creative interventions (dance therapies) within Parkinson’s disease (PD) care, where their multisensory integration mechanisms—combining rhythmic auditory stimulation, visual prompts, and choreographed movements—synergize with social engagement to target motor dysfunction. Culturally specific approaches, such as Biodanza, tango, and Qi dance, enhance gait rhythm through rhythmic auditory stimulation and improve adherence through social engagement. Studies suggest these methods positively impact gait speed, stride length, freezing of gait, motor function, attention, and cognition (Morris et al., 1994).

Despite several clinical trials, no comprehensive meta-analysis has evaluated the effects of art therapy on physical function and gait in PD. This study addresses this gap by providing evidence-based insights to support cost-effective, personalized, non-pharmacological interventions for clinical practice and research. In this study, “body function” is defined as a multidimensional concept encompassing both gait and dynamic balance, with gait being a core component.



2 Methods

The study strictly follows the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) reporting checklist and has been registered in PROSPERO (CRD42024611770). Subgroup analyses were performed exclusively for primary outcomes (UPDRS III, TUG and Mini-BESTest), which are central to evaluating motor function in PD. Secondary outcomes (Stride Length, FOG, 6MWT, and Gait Speed) were quantitatively analyzed using forest plots and funnel Plots to estimate pooled effects.


2.1 Search strategy

A thorough literature search was performed across multiple electronic databases, including the Cochrane Library, Web of Science, PubMed, and EMBASE, covering publications from their inception up to July 31, 2024. Using a comprehensive search strategy that combined Medical Subject Headings (MeSH) and free-text terms, we screened titles, abstracts, keywords, and subsequently conducted a full-text review. The temporal range of this review spanned from January 1900 to July 2024, with non-English language literature excluded. These time and language restrictions were applied to focus the research team on the latest, relevant studies within their language proficiency, thereby enhancing the quality and validity of the findings. The search strategy, initially based on PubMed, was extended to additional databases. A manual search was also conducted by reviewing the bibliographies of pertinent articles and references within the selected studies.

The detailed search formula was as follows:

((“1900/01/01”[Date - Publication]: “2024/07/31”[Date - Publication])) AND (((((trial[Title/Abstract]) OR (random*[Title/Abstract])) OR (“Randomized Controlled Trial” [Publication Type])) AND ((((((“singing”[Title/Abstract] OR “dancing”[Title/Abstract] OR “painting”[Title/Abstract] OR “drawing”[Title/Abstract] OR “calligraphy”[Title/Abstract] OR “music”[Title/Abstract] OR “sculpture”[Title/Abstract] OR “collage”[Title/Abstract] OR “poetry”[Title/Abstract] OR “drama”[Title/Abstract] OR “clay”[Title/Abstract] OR “theater”[Title/Abstract]) OR (“visual art therapy”[Title/Abstract])) OR (“yoga”[Title/Abstract])) OR (“mindfulness”[Title/Abstract])) OR (“meditation therapy”[Title/Abstract])) OR (“Art Therapy”[Mesh]))) AND ((“Parkinson Disease”[Mesh]) OR ((((((((((((Idiopathic Parkinson’s Disease[Title/Abstract]) OR (Lewy Body Parkinson’s Disease[Title/Abstract])) OR (Parkinson’s Disease, Idiopathic[Title/Abstract])) OR (Parkinson’s Disease, Lewy Body[Title/Abstract])) OR (Parkinson Disease, Idiopathic[Title/Abstract])) OR (Parkinson’s Disease[Title/Abstract])) OR (Idiopathic Parkinson Disease[Title/Abstract])) OR (Lewy Body Parkinson Disease[Title/Abstract])) OR (Primary Parkinsonism[Title/Abstract])) OR (Parkinsonism, Primary[Title/Abstract])) OR (Paralysis Agitans[Title/Abstract])) OR (Parkinson[Title/Abstract])))). Additionally, a manual search was conducted through the bibliographies of relevant review articles and studies cited in the selected papers. The full search strategies for each database are documented in Table 1.


TABLE 1 Search strategy on PubMed.


	Number
	Search terms

 

 	#1 	Parkinson disease [MeSH]


 	#2 	Idiopathic Parkinson’s disease [Title/Abstract]


 	#3 	Lewy body Parkinson’s disease [Title/Abstract]


 	#4 	Parkinson’s disease idiopathic [Title/Abstract]


 	#5 	Parkinson’s disease Lewy body [Title/Abstract]


 	#6 	Parkinson disease idiopathic [Title/Abstract]


 	#7 	Parkinsons disease [Title/Abstract]


 	#8 	Idiopathic Parkinson disease [Title/Abstract]


 	#9 	Lewy body Parkinson disease [Title/Abstract]


 	#10 	Primary parkinsonism [Title/Abstract]


 	#11 	Parkinsonism primary [Title/Abstract]


 	#12 	Paralysis agitans [Title/Abstract]


 	#13 	#2 OR #3 OR #4 OR #5 OR #6 OR #7 OR #8 OR #9 OR #10 OR #11 OR #12 OR #13


 	#14 	#1 OR #2 OR #3 OR #4 OR #5 OR #6 OR #7 OR #8 OR #9 OR #10 OR #11 OR #12 OR #13


 	#15 	Art therapy [MeSH]


 	#16 	Singing [Title/Abstract]


 	#17 	“Dancing” [Title/Abstract]


 	#18 	“Painting” [Title/Abstract]


 	#19 	“Drawing” [Title/Abstract]


 	#20 	“Calligraphy” [Title/Abstract]


 	#21 	“Music” [Title/Abstract]


 	#22 	“Sculpture” [Title/Abstract]


 	#23 	“Collage” [Title/Abstract]


 	#24 	“Poetry” [Title/Abstract]


 	#25 	“Drama” [Title/Abstract]


 	#26 	Theater [Title/Abstract]


 	#27 	“Clay” [Title/Abstract]


 	#28 	Visual arts therapy [Title/Abstract]


 	#29 	Meditation therapy [Title/Abstract]


 	#30 	Mindfulness [Title/Abstract]


 	#31 	Yoga [Title/Abstract]


 	#32 	Psychodrama [Title/Abstract]


 	#33 	#16 OR #17 OR #18 OR #19 OR #20 OR #21 OR #22 OR #23 OR #24 OR #25 OR #26 OR #27 OR #28 OR #29 OR #30 OR #31 OR #32


 	#34 	#15 OR#16 OR #17 OR #18 OR #19 OR #20 OR #21 OR #22 OR #23 OR #24 OR #25 OR #26 OR #27 OR #28 OR #29 OR #30 OR #31 OR #32


 	#35 	“Randomized controlled trial” [Publication Type]


 	#36 	“Trial” [Title/Abstract]


 	#37 	“random*” [Title/Abstract]


 	#38 	“Randomized controlled trial” [Publication Type]


 	#39 	#35 OR #36 OR #37 OR #38


 	#40 	#14 OR #34 OR #39





MeSH, Medical Subject Headings.
 



2.2 Inclusion and exclusion criteria


2.2.1 Inclusion criteria

The selection process follows the PICOS framework (Population, Intervention, Comparison, Outcome, and Study Design) to ensure consistency and rigor:

Population: (1) Individuals clinically diagnosed with PD by qualified clinicians or established diagnostic guidelines. (2) Aged ≥ 40 years, capable of standing for at least 30 min, and able to walk independently for a minimum of 3 meters (with or without assistive devices). (3) Excludes participants with psychiatric conditions other than PD or those unable to continue observation due to severe physical illness.

Intervention: (1) Experimental group: Any form of art therapy (e.g., singing, dancing, painting, yoga, or other artistic expressions), including combined therapies. (2) Control group: Standard care, no intervention, or non-art-based therapies.

Outcome: (1) Primary outcome measures include UPDRS III, TUG, Ministerial. (2) Secondary outcomes include 6MWT, Stride Length, FOG, and Gait Speed.

Study design: (1) Only randomized controlled trials (RCTs) published in English and reporting original clinical data. (2) Excludes case reports, editorials, reviews, conference abstracts, and other non-clinical formats.



2.2.2 Exclusion criteria


	1. Literature with titles and abstracts in English (or American English) but with the full text in a different language will not be considered.

	2. Non-randomized studies, such as reviews, animal studies, study protocols, conference abstracts, case reports, and online reports, are ineligible.

	3. Studies lacking complete experimental data or having missing information will not be included.

	4. Observational studies will be excluded.



Overall, the inclusion criteria for the meta-analysis are designed to include only high-quality and rigorously conducted studies.




2.3 Study selection and data extraction

Records that align with the specified search criteria will be imported into Endnote 20 for deduplication purposes. Two independently evaluated the relevance of search results and extracted data using a standardized form, an initial review was conducted, and any differences between the reviewers were discussed until a consensus was reached. If an agreement could not be achieved, a third reviewer was consulted to make a final decision after discussions with the original two reviewers. To measure the agreement between the two primary reviewers during abstract and full-text screening, kappa values were calculated following established guidelines. Prioritizing intention−to−treat data over completer analysis data when available. They recorded details from each article, such as publication year, study location, diagnostic criteria, sample size, mean/median age, percentage of male participants, registration number, intervention method, and outcomes of interest. For studies with missing or unextractable data, attempts were made to contact the authors for additional information.



2.4 Quality assessment

The methodological quality of the included studies was assessed using the Cochrane Risk of Bias Tool 2.0. This tool evaluates key domains, including randomization process, deviations from intended interventions, missing outcome data, measurement of outcomes, and selection of reported results, ensuring a comprehensive assessment of potential bias. Two independent reviewers conducted the evaluations, and any discrepancies were discussed to reach consensus. If consensus was not achievable, a third reviewer provided the final decision. This rigorous quality assessment establishes a robust foundation for the meta-analysis, enhancing the validity and reliability of the findings. Which examines the generation of random sequences, allocation concealment, blind method for implementers and participants, blinding of outcome assessors, incomplete data, selective reporting, and other sources of bias. Studies were classified as “low risk,” “unclear,” or “high risk” of bias (Figure 1).
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FIGURE 1
 (A) Methodological quality assessment of included studies. (B) Distribution of methodological quality across included studies.


D1: For random sequence generation, 26 studies (Volpe et al., 2013; Vitale et al., 2024; Van Puymbroeck et al., 2018; Thaut et al., 2019; Son and Choi, 2018; Solla et al., 2019; Shanahan et al., 2017; Romenets et al., 2015; Pohl et al., 2020; Modugno et al., 2010; Michels et al., 2018; Li et al., 2022; Lee et al., 2018; Kwok et al., 2019; Kunkel et al., 2017; Khuzema et al., 2020; Hackney et al., 2007; Hackney and Earhart, 2009; Haas et al., 2024; Frisaldi et al., 2021; Feng et al., 2019; Duncan and Earhart, 2014; Duncan and Earhart, 2012; De Luca et al., 2020; de Bruin et al., 2010; Calabrò et al., 2019) demonstrated a low risk of bias, accounting for 100%.

D2: Concerning allocation concealment, 11 studies (Volpe et al., 2013; Van Puymbroeck et al., 2018; Thaut et al., 2019; Son and Choi, 2018; Shanahan et al., 2017; Romenets et al., 2015; Pohl et al., 2020; Kwok et al., 2019; Kunkel et al., 2017; Frisaldi et al., 2021; Calabrò et al., 2019) were found to have a low risk of bias (42.31%), while the remaining 57.69% had an unclear risk.

D3: 28 studies (Volpe et al., 2013; Vitale et al., 2024; Van Puymbroeck et al., 2018; Thaut et al., 2019; Son and Choi, 2018; Solla et al., 2019; Shanahan et al., 2017; Romenets et al., 2015; Pohl et al., 2020; Modugno et al., 2010; Michels et al., 2018; Li et al., 2022; Lee et al., 2018; Kwok et al., 2019; Kunkel et al., 2017; Khuzema et al., 2020; Hackney et al., 2007; Hackney and Earhart, 2009; Haas et al., 2024; Frisaldi et al., 2021; Feng et al., 2019; Duncan and Earhart, 2014; Duncan and Earhart, 2012; De Luca et al., 2020; de Bruin et al., 2010; Calabrò et al., 2019) exhibited a high risk of bias in the blinding of participants and personnel, with no studies at low risk.

D4: For blinding of outcome assessment, 24 studies (Volpe et al., 2013; Van Puymbroeck et al., 2018; Thaut et al., 2019; Son and Choi, 2018; Shanahan et al., 2017; Romenets et al., 2015; Pohl et al., 2020; Modugno et al., 2010; Lee et al., 2018; Kwok et al., 2019; Kunkel et al., 2017; Khuzema et al., 2020; Hackney et al., 2007; Hackney and Earhart, 2009; Haas et al., 2024; Frisaldi et al., 2021; Feng et al., 2019; Duncan and Earhart, 2014; Duncan and Earhart, 2012; De Luca et al., 2020; Calabrò et al., 2019) were assessed as having a low risk of bias (84.62%), with 11.54% showing high risk and 3.84% remaining unclear.

D5: In terms of incomplete outcome data, 20 studies (Volpe et al., 2013; Vitale et al., 2024; Van Puymbroeck et al., 2018; Son and Choi, 2018; Solla et al., 2019; Shanahan et al., 2017; Romenets et al., 2015; Pohl et al., 2020; Michels et al., 2018; Li et al., 2022; Kwok et al., 2019; Khuzema et al., 2020; Hackney et al., 2007; Hackney and Earhart, 2009; Haas et al., 2024; Frisaldi et al., 2021; Feng et al., 2019; Duncan and Earhart, 2014; Duncan and Earhart, 2012; De Luca et al., 2020; Calabrò et al., 2019) were found to have a low risk of bias (76.92%), while 23.08% were rated as high risk.

D6: Regarding selective reporting and outcome reporting, 28 studies (Volpe et al., 2013; Vitale et al., 2024; Van Puymbroeck et al., 2018; Thaut et al., 2019; Son and Choi, 2018; Solla et al., 2019; Shanahan et al., 2017; Romenets et al., 2015; Pohl et al., 2020; Modugno et al., 2010; Michels et al., 2018; Li et al., 2022; Lee et al., 2018; Kwok et al., 2019; Kunkel et al., 2017; Khuzema et al., 2020; Hackney et al., 2007; Hackney and Earhart, 2009; Haas et al., 2024; Frisaldi et al., 2021; Feng et al., 2019; Duncan and Earhart, 2014; Duncan and Earhart, 2012; De Luca et al., 2020; de Bruin et al., 2010; Calabrò et al., 2019) showed a low risk of bias, making up 100%.

D7: For other types of bias, 11 studies (Thaut et al., 2019; Romenets et al., 2015; Pohl et al., 2020; Li et al., 2022; Lee et al., 2018; Kwok et al., 2019; Frisaldi et al., 2021; Duncan and Earhart, 2012; De Luca et al., 2020; Calabrò et al., 2019) exhibited a low risk (38.46%), while 61.54% were found to have a high risk.



2.5 Data analysis

We conducted analyses using R software (version 4.1.2) with the “meta” package. For each intervention group, standardized mean differences (SMD) and their corresponding standard deviations were calculated. To compare various art therapies with control groups, pairwise meta-analyses were performed. Heterogeneity was assessed using the Cochrane Q statistic and I2 index, with thresholds indicating low (0–25%), moderate (25–50%), and substantial (>50%) heterogeneity. When heterogeneity exceeded 30%, a random-effects model was applied; otherwise, a common-effects model was used. Statistical significance was determined by a two-sided p-value of less than 0.05. Publication bias was assessed through Egger’s test and funnel plot visualization.

Setting a 30% threshold for heterogeneity assessment facilitates the early detection of variability across studies included in this meta-analysis. Compared to the conventional 50% threshold, the choice of a 30% cutoff enables the application of a random-effects model under moderate heterogeneity, thereby more comprehensively accounting for inter-study differences (Higgins et al., 2003). This approach improves the accuracy and robustness of the meta-analysis findings.




3 Results


3.1 Study identification

This search yielded 1,377 citations. After removing duplicates, 998 articles were left for screening. Of these, 914 were excluded due to issues with titles and abstracts, Non RCTs, Literature review, meta analyse, comments, Unrelated literature, Incomplete literature etc. The remaining 84 full−text articles were evaluated for eligibility; 20 were non-relevant outcomes, 7 were non-compliant study design, 7 were Incomplete or unsuitable full text, 6 were non-target populations, 13 Insufficient or inadequate data, 5 non-eligible intervention, Ultimately, 26 studies included in review (Figure 2).

[image: Flowchart depicting a study selection process for a meta-analysis. Identification phase shows 1377 initial records from Embase, Pubmed, Web of Science, and Cochrane. After removing 379 duplicates, 998 records remained. Screening excluded 914 for reasons like inappropriate titles or study design. Eligibility phase assessed 84 full-text studies, excluding 58 for reasons including non-relevant outcomes and inadequate data. Ultimately, 26 studies were included in the meta-analysis.]

FIGURE 2
 PRISMA flow diagram.




3.2 Study characteristics

This meta-analysis incorporated 2,756 individuals from 26 randomized controlled trials. The studies were conducted between 2007 and 2024. All control groups were non-art therapy. The average age of participants in the experimental group was 65.98 ± 3.81 years, with 60.86% being male, and the mean disease duration was 4.01 ± 2.95 years. In the control group, the average age was 68.97 ± 6.08 years, with 51.98% being male, and the mean disease duration was 5.38 ± 3.38 years. 53.85% of the trials had a registration number. The studies included seven from Italy, seven from the United States one from Sweden, three from China (including Hong Kong), one from India, one from Brazil, one from Ireland, two from Korea, two from Canada, and one from the United Kingdom.



3.3 Characteristics of the intervention

Among the 26 studies, the types of art-based interventions were diverse. Specifically, 5 studies utilized music, 14 focused on dance, 2 employed yoga, 1 incorporated mindfulness, 1 used theater, 1 employed game-based therapy through virtual reality (VR), 1 combined Tai Chi and yoga, and 1 combined Qigong and dance. This variety demonstrates the wide range of creative and therapeutic approaches used in the included studies. Four were combined art therapies. Training sessions lasted between 30 and 120 min, with program durations ranging from 4 weeks to 3 years. Control interventions varied widely: 18 of them were passive control conditions, including two wait−list controls and 13 usual care or no intervention. Ten of them were active control conditions, including physical interventions such as physical therapy, walking, Nordic Walking, Deep Water swimming, podcasts, stretching, flexibility exercises, Stretching and Resistance Training Exercises, and multimodal exercise programs. The UPDRS III was used in 19 of the 26 studies and the TUG in 20 studies, reflecting their frequent utilization (Table 2).


TABLE 2 Summary table of included reviews.


	Study
	Study design
	Country
	Types of art
	Sample size
	Gender
 (M)
	Mean age
	Disease duration
	Funding registration
	Intervention
	Outcome



	
	
	
	
	EG
 CG
	EG
 CG
	EG
 CG
	EG
 CG
	
	Intervention content
 Time, frequency, period (EG)
	Intervention content
 Time, frequency, period (CG)
	

 

 	Volpe 2013 	RCT 	Italy 	Dance 	EG:12
 CG:12 	EG: 58.33%
 CG: 50% 	EG: 61.6±4.5 years
 CG: 65±5.3 years 	EG: 9.0±3.6 years
 CG: 8.9±2.5 years 	2012-005769-11 	Irish set dancing classes (1.5-h sessions once a week for 6 months) 	Physiotherapy (1.5-h sessions once a week for 6 months) 	UPDRSIII, FOG


 	Vitale 2024 	RCT 	Italy 	Dance 	EG:14
 CG:14 	EG: 85.71%
 CG: 71.43% 	EG: 64.1±7.9 years
 CG: 62.9±4.7 years 	EG: 5.5±2.8 years
 CG: 6.5±3.5 years 	N/A 	Biodanza involves movement, music, and emotional experiences (2-h sessions once a week for 12 weeks) 	No intervention or motor activity 	UPDRSIII, TUG


 	Thaut 2019 	RCT 	United States 	Music 	EG:25
 CG:23 	EG: 68%
 CG: 68.18% 	EG: 71 ± 7years
 CG; 73 ± 8years 	EG: 10.9 ± 5 years
 CG: 11.2 ± 6 years 	NCT03316365 	Gait training with rhythmic auditory stimulation (RAS) (30 min per day, for 24 weeks) 	Stopped training between weeks 8 and 16 	Gait speed, stride length


 	Son 2018 	RCT 	Korea 	Mindfulness 	EG:33
 CG:30 	EG: 42.42%
 CG: 30% 	EG; 63.2 ± 1.13 years
 CG: 62 ± 1.58 years 	EG: 9.4 years
 CG: 10 years 	N/A 	Mindfulness meditation combined with physical exercises (2-h sessions, once a week, for 8 weeks) 	No meditation or exercise intervention (routine outpatient care) 	6MWT


 	Shanahan 2017 	RCT 	Ireland 	Dance 	EG:20
 CG:21 	EG: 65%
 CG: 61.90% 	EG; 69 ± 10 years
 CG: 69 ± 8 years 	EG: 5.5 ± 6 years
 CG: 6 ± 8 years 	NCT01939717 	Irish set dancing (1.5-h sessions once a week for 10 weeks) 	No additional intervention, maintaining routine care and activities (usual care and daily activities) 	6MWT, MINI BEST


 	Romenets 2015 	RCT 	Canada 	Dance 	EG:18
 CG:15 	EG; 66.67%
 CG: 46.67% 	EG: 63.2 ± 9.9 years
 CG: 64.3 ± 8.1 years 	EG: 5.5 ± 4.4 years
 CG: 7.7 ± 4.6 years 	NCT01573260 	Argentine tango classes (two 1-h sessions per week for 12 weeks) 	Routine home exercises based on provided Parkinson’s disease exercise guidelines (daily self-guided exercise, no fixed time) 	UPDRSIII, FOG, MINI BEST


 	Puymbroeck 2018 	RCT 	United States 	Yoga 	EG:15
 CG:12 	EG: 66.67%
 CG: 58.33% 	EG: 65.53 ± 6.09 years
 CG: 70.5 ± 4.44 years 	N/A 	Pro00041068 	Yoga training (two 2-h sessions per week for 8 weeks) 	No intervention, only regular follow-up by phone (no intervention, only phone follow-ups) 	UPDRSIII, FOG, MINI BEST


 	Pohl 2020 	RCT 	Sweden 	Music 	EG:23
 CG:15 	EG: 65.38%
 CG: 70% 	EG: 69.7 ± 7.0years
 CG: 70.4 ± 6.0years 	EG: 6.0 ± 4.4 years
 CG: 6.8 ± 3.6 years 	NCT02999997 	The Ronnie Gardiner Method, which combines multitasking exercises with visual symbols, coordinated body movements, and verbal synchronization to music rhythm (two 60-min sessions per week for 12 weeks) 	Usual care with no additional activities (no additional intervention) 	TUG, FOG, MINI BEST


 	Paolo 2019 	RCT 	Italy 	Dance 	EG:10
 CG:9 	EG: 60%
 CG: 70% 	EG: 67.8 ± 5.9 years
 CG: 67.1 ± 6.3 years 	EG: 4.4 ± 4.5 years
 CG: 5 ± 2.9 years 	NP/3339 	Traditional Sardinian folk dance (two 90-min sessions per week for 12 weeks) 	No additional intervention, continuing with regular medical care (no additional intervention) 	6MWT, TUG, gait speed, stride length


 	Modugno 2010 	RCT 	Italy 	Theater 	EG:10
 CG:10 	EG: 60%
 CG: 50% 	EG: 63 ± 1.13 years
 CG: 62 ± 1.58 years 	EG: 9.4 ± 4.5 years
 CG: 10 ± 5 years 	N/A 	The theater workshops (one or two workshops per month, 6 h each, over a period of 3 years) 	Physical therapy included muscle stiffness prevention, posture correction, balance training, and gait training (three weekly sessions, 2–3 h each, over 3 years) 	UPDRSIII


 	Michels 2018 	RCT 	United States 	Dance 	EG:9
 CG:4 	EG: 66.67%
 CG: 25% 	EG: 66.44 years
 CG: 75.5 years 	EG: 2.11 ± 0.33 years
 CG: 2.50 ± 1.00 years 	N/A. 	Dance therapy (60-min sessions once a week for 10 weeks) 	The support group involved education and emotional support discussions without any physical activity (weekly discussions and education sessions without physical activity) 	UPDRSIII, TUG


 	Luca 2020 	RCT 	Italy 	Music 	EG:20
 CG:20 	EG: 50%
 CG: 35% 	EG: 63.2 ± 8.4 years
 CG: 66.5 ± 6.2 years 	EG: 9.3 ± 4.8 years
 CG: 10.1 ± 5.2 years 	N/A. 	Rhythmic music beat (3 sessions per week, 30 min each, for 8 weeks) 	Conventional gait training without music assistance or real-time gait feedback (3 sessions per week, 30 min each, for 8 weeks) 	TUG


 	Li 2022 	RCT 	China 	Dance
 Music 	EG:17
 EG1:18
 CG:14 	EG:50%
 EG1:50%
 CG:46.67% 	EG: 67.40 ± 6.06 years
 EG1:69.16 ± 6.17 years
 CG:67.18 ± 7.2 years 	EG:3.65 ± 3.37 years
 EG1:4.89 ± 3.53 years
 CG:25.03 ± 3.66 years 	ChiCTR2200061252 	(1) Yang-ge dancing, participants practiced with props (fan and handkerchief) to music, (2) Conventional exercise with music (60 min per session, 5 sessions per week, for 4 weeks) 	CG: Conventional exercise, EG1: 5 sessions per week, for 4 weeks 	UPDRSIII


 	Lee 2018 	RCT 	Korea 	Dance
 Qigong 	EG:25
 CG:16 	EG: 40%
 CG: 43.75% 	EG: 65.8 ± 7.2 years
 CG: 65.7 ± 6.4 years 	EG: 4.5 ± 3.3 years
 CG: 4.4 ± 3.0 years 	IRB No.200902 	Turo PD, a hybrid qigong-dance program (60 min per session, twice a week, for 8 weeks) 	No intervention during the 8-week period, followed by participation in the same Turo PD program (N/A during the first 8 weeks, then the same program as the Turo PD group) 	UPDRSIII


 	Kwok2019 	RCT 	Hong Kong, China 	Yoga 	EG:57
 CG:55 	EG: 52.1%
 CG: 41.8% 	EG: 63.7 ± 8.2 years
 CG: 63.5 ± 9.3 years 	N/A 	CUHK_CCRB00522 	Mindfulness Yoga (90-min sessions, once a week, for 8 weeks) 	SRTE, consisting of 60-min group sessions focusing on stretching, resistance training, and warm-up exercises (60-min sessions, once a week, for 8 weeks) 	UPDRSIII, TUG


 	Kunkel 2017 	RCT 	United Kingdom 	Dance 	EG:31
 CG:15 	EG: 52.78%
 CG: 40% 	EG: 71.3 ± 7.7 years
 CG: 69.7 ± 6.0 years 	EG: 4.7 ± 3.5 years
 CG: 7.0 ± 4.9 years 	ISRCTN 63088686 	Ballroom dancing sessions (twice a week for 10 weeks) 	Control group participants received usual care and were offered dance class vouchers at the end of the study (No intervention during the trial period, usual care during the trial period, usual care) 	TUG, 6MWT


 	Khuzema 2020 	RCT 	India 	TaiChi, Yoga 	EG:9
 EG1:9
 CG:9 	EG: 66.67%
 EG1: 66.67%
 CG: 77.78% 	EG:72 ± 5.22 years
 EG1:68.11 ± 4.23 years
 CG:70.89 ± 6.01 years 	EG:5.67 ± 2.33 years
 EG1: 6.2 ± 1.67 years
 CG:5.23 ± 3.12 years 	N/A 	EG: Home-based Tai Chi exercises. EG1: Home-based Yoga exercises (30–40 min per session, 5 days a week, for 8 weeks) 	Conventional balance exercises like backward walking and trunk rotations (40–45 min per session, 5 days a week, for 8 weeks) 	TUG


 	Hackney 2009 	RCT 	United States 	Dance 	EG:14
 EG1:17
 CG:17 	EG:78.57%
 EG1:64.71%
 CG:70.59% 	EG: 68.2 ± 1.4 years
 EG1:66.8 ± 2.4 years
 CG:66.5 ± 2.8 years 	EG: 6.9 ± 1.3 years
 EG: 9.2 ± 1.5 years
 CG:5.9 ± 1.0 years 	N/A 	EG: Argentine Tango dance classes. EG1: American Waltz and Foxtrot dance classes [1-h sessions, twice per week, for 13 weeks (20 lessons total)] 	No intervention (no sessions during the study period) 	UPDRSIII, TUG, 6MWT, FOG


 	Hackney 2007 	RCT 	United States 	Dance 	EG:9
 CG:10 	EG: 66.67%
 CG: 60% 	EG: 72.6 ± 2.2 years
 CG: 69.6 ± 2.1 years 	EG: 6.2 ± 1.5 years
 CG: 3.3 ± 0.5 years 	N/A 	Tango dance lessons (1-h sessions, twice a week, for 13 weeks) 	Participants engaged in chair-based strength and flexibility exercises with some standing exercises (1-h sessions, twice a week, for 13 weeks) 	UPDRSIII, TUG, FOG


 	Haas 2023 	RCT 	Brazil 	Dance 	EG:31
 CG:21
 CG1:31 	EG:67.74%
 CG:19.05%
 CG1:25.81% 	EG: 71.6 ± 8.9 years
 CG: 66.8 ± 9.0 years
 CG1:67.9 ± 11.2 years 	EG: 5.6 ± 5.1 years
 CG: 8.0 ± 4.7 years
 CG1:7.0 ± 5.1 years 	NCT03370315 	Brazilian dance (60-min sessions, twice a week for 12 weeks) 	CG: Deep-water running and muscle strength exercises. CG1: Nordic walking focusing on coordination and balance with walking poles (60-min sessions, twice a week for 12 weeks) 	UPDRSIII, TUG, 6MWT


 	Frisaldi 2021 	RCT 	Italy 	Dance 	EG:19
 CG:19 	EG: 52.63%
 CG: 68.42% 	EG: 60.68 ± 6.34years
 CG: 61.21 ± 7.18years 	EG: 5.99 ± 2.18 years
 CG: 6.43 ± 2.50 years 	N/A 	1 h of conventional physiotherapy followed by 1 hour of dance class (focused on contemporary dance and ballet without music) (1 h of physiotherapy and 1 h of dance, 3 times a week, for 5 weeks) 	Physiotherapy followed by another hour of conventional physiotherapy (1 h of physiotherapy, 3 times a week, for 5 weeks) 	UPDRSIII, TUG, 6MWT, FOG, MINI BEST


 	Feng 2019 	RCT 	China 	Game (VR) 	EG:14
 CG:14 	EG: 53.33%
 CG: 60% 	EG: 67.47 ± 4.79years
 CG; 66.93 ± 4.64years 	EG: 7.07 ± 1.44 years
 CG: 6.60 ± 1.45 years 	N/A 	Virtual reality (VR) training (45 min per session, 5 days a week, for 12 weeks) 	Conventional physical therapy following the 2014 edition of the Chinese Guide to Parkinson’s Disease treatment (45 min per session, 5 days a week, for 12 weeks) 	TUG


 	Duncan 2014 	RCT 	United States 	Dance 	EG:5
 CG:5 	EG: 80%
 CG: 80% 	EG: 69.6 ± 6.6 years
 CG: 66 ± 11.0 years 	EG: 6.6 ± 7.5 years
 CG: 11 ± 3.9 years 	N/A 	Argentine tango (AT) dance classes (1-h session, twice weekly, for 2 years) 	No prescribed exercise 	UPDRSIII, TUG, 6MWT, FOG, MINI BEST


 	Duncan 2012 	RCT 	United States 	Dance 	EG:26
 CG:26 	EG; 57.69%
 CG: 57.69% 	EG: 69.3 ± 1.9 years
 CG: 69.0 ± 1.5 years 	EG: 5.8 ± 1.1 years
 CG: 7.0 ± 1.0 years 	NCT01388556 	Community-based Argentine Tango classes (1-h session, twice weekly, for 12 months) 	No prescribed exercise 	UPDRSIII, 6MWT, FOG, MINI BEST


 	Calabrò 2019 	RCT 	Italy 	Music 	EG:25
 CG:25 	EG; 45%
 CG: 30% 	EG: 70 ± 8 years
 CG: 73 ± 8 years 	EG: 10 ± 3 years
 CG: 9.3 ± 3 years 	NCT03434496 	Treadmill gait training without Rhythmic Auditory Stimulation (non-RAS) (30 min per day, 5 times per week, for 8 weeks) 	Treadmill gait training without Rhythmic Auditory Stimulation (non-RAS) (30 min per day, 5 times per week, for 8 weeks) 	TUG, Gait speed, Stride length


 	Bruin 2010 	RCT 	Canada 	Music 	EG:11
 CG:11 	EG: 54.55%
 CG: 45.45% 	EG: 64.1 ± 4.2 years
 CG: 67 ± 8.1years 	EG: 6.4 ± 4.2years
 CG: 4.5 ± 3.3years 	N/A 	Walking while listening to -matched, individualized music playlists (30 min per session, 3 times per week, for 13 weeks) 	Continued with regular activities (no music intervention) (regular activities without specific intervention for 13 weeks) 	UPDRSIII, Gait speed, Stride length




 



3.4 Effects of art therapy on Parkinson’s disease

Meta-analysis of the difference: Given the significant differences between pre − and post−intervention, this study conducted a meta−analysis using SMD. This method directly captures the intervention’s effect while controlling for baseline differences, improving the accuracy and statistical power (Tables 3, 4).


TABLE 3 Meta analysis of baseline evaluation at enrolling.


	Outcome
	No. of study
	No. of individuals
	Model
	SMD (95%CI)
	P value
	I2
	P for heterogeneity

 

 	UPDRGIII 	19 	685 	Fixed 	0.06 [−0.09; 0.21] 	0.45 	0% 	0.49


 	6MWT 	11 	453 	Fixed 	−0.15 [−0.33; 0.04] 	0.123 	0% 	0.99


 	FOG 	10 	309 	Fixed 	0.29 [0.06; 0.51] 	0.013 	0% 	0.86


 	GIAT SPEED 	5 	161 	Random 	0.23 [−0.27; 0.73] 	0.369 	62% 	0.03


 	MINI BEST 	7 	245 	Fixed 	0.09 [−0.16; 0.34] 	0.48 	0% 	0.53


 	STRIDE LENGTH 	5 	161 	Fixed 	−0.06 [−0.37; 0.26] 	0.73 	6% 	0.37


 	TUG 	21 	706 	Random 	0.16 [−0.06; 0.37] 	0.149 	45% 	0.02





We first compared baseline questionnaire scores in individuals before intervention. Individuals receiving art therapies has similar UPDRGIII (P = 0.458), TUG (P = 0.149), 6-minute test (6MWT) (P = 0.123), GAIT SPEED (P = 0.369), stride length (P = 0.73) and MINI BEST (P = 0.48) at enrollment compared to those in the control groups. Risk of bias.
 


TABLE 4 Meta-analysis of post-intervention evaluation at the end.


	Outcome
	No. of study
	No. of individuals
	Model
	SMD (95%CI)
	P value
	I2
	P for heterogeneity

 

 	UPDRGIII 	19 	685 	Random 	−0.56 [−0.88; −0.25] 	0.0001 	70% 	P < 0.01


 	6MWT 	11 	453 	Random 	0.63 [−0.01; 1.27] 	0.053 	87% 	P < 0.01


 	FOG 	10 	309 	Random 	−0.04 [−0.43; 0.35] 	0.85 	60% 	P < 0.01


 	GIAT SPEED 	5 	161 	Fixed 	0.62 [0.30; 0.94] 	0.0001 	0% 	0.56


 	MINI BEST 	7 	245 	Random 	0.49 [0.11; 0.87] 	0.01 	50% 	0.06


 	STRIDE LENGTH 	5 	161 	Fixed 	−0.06 [−0.37; 0.26] 	0.0001 	6% 	0.37


 	TUG 	21 	706 	Random 	−0.13 [−0.44; 0.18] 	0.34 	69% 	P < 0.01





Further, we evaluated treatment effects after intervention. Individuals receiving art therapies had UPDRGIII (SMD= −0.56, 95%CI [−0.88, −0.25], P < 0.05), 6MWT (SMD = 0.63, 95%CI [−0.01, −1.27], P = 0.053), FOG (SMD= −0.04, 95%CI [−0.43, 0.35], P > 0.05), Gait speed (SMD = −0.62, 95%CI [0.3, 0.94], P < 0.05), MINI Best (SMD = 0.49, 95%CI [0.11, 0.87], P < 0.05), Stride length (SMD = −0.06, 95%CI [−0.37, 0.26], P < 0.05), TUG (SMD = −0.13 95%CI [−0.44, 0.18], P > 0.05).
 

Effect sizes are interpreted based on Cohen’s guidelines, defining small (SMD = 0.2), medium (SMD = 0.5), and large (SMD = 0.8) effects, and are further refined by relevant meta−analytic literature: Small Effect 0.2 ≤ SMD < 0.35, Slightly Medium Effect 0.35 ≤ SMD < 0.5, Medium Effect 0.5 ≤ SMD < 0.65, Slightly Large Effect 0.65 ≤ SMD < 0.8, Large Effect SMD ≥ 0.8.


3.4.1 Primary outcomes


3.4.1.1 UPDRS III

UPDRS III is used to measure motor function in PD patients, with lower scores after intervention indicating better motor function. Nineteen studies (n = 685). utilized the UPDRS III to assess treatment effects. Revealing a significant reduction in UPDRS III scores in the experimental group compared to the control group (SMD = −0.44, 95% CI [−0.61; −0.26], p < 0.05), with medium effect and statistical significance, with high heterogeneity (I2 = 36%) (Figure 3). Excluding the study by Vitale. reduced heterogeneity (I2 = 4%). Egger’s test indicated no publication bias (p = 0.07). Although the results were statistical significance, the high heterogeneity, possibly due to the small sample size, and the bias risk identified by Egger’s test suggest that these findings should be interpreted with caution. Which was further supported by the funnel plot (Figure 4).

[image: Forest plot illustrating a meta-analysis of multiple studies comparing experimental and control groups. The plot shows standardized mean differences with confidence intervals for each study and the overall effect. Most individual studies lean toward favoring the experimental group, with the overall analysis indicating a mean difference of -0.43 under the fixed effect and -0.44 under the random effect, favoring the experimental group. Heterogeneity is low, with an I-squared value of 36%.]

FIGURE 3
 Forest plot of the UPDRS part III.


[image: Funnel plot displaying study precision through standard error on the vertical axis and standardized mean difference on the horizontal axis. Data points form a funnel shape centered around zero, suggesting publication bias assessment.]

FIGURE 4
 Funnel plot of UPDRS part III.


Subgroup analyses indicated that music (SMD = −0.19, 95% CI [−0.73; 0.35], p > 0.05), theater (SMD = −0.44, 95% CI [−1.33; 0.45], p > 0.05) and yoga intervention (SMD = −0.33, 95% CI [−0.66; −0.01], p > 0.05) were non-significant. Dance intervention (SMD = −0.52, 95% CI [−0.78; −0.26], p < 0.05) showed a medium effect and statistical significance, but with high heterogeneity (I2 = 50%) (Figure 5).

[image: Forest plot illustrating a meta-analysis of studies across four subgroups: dance, music, theater, and yoga. Each line represents a study's standardized mean difference with its confidence interval. Diamonds indicate pooled estimates for each subgroup and overall effect, suggesting a favorable effect for experimental groups over controls. The plot includes measures of heterogeneity, showing varying results among subgroups.]

FIGURE 5
 The subgroup analysis of the effect of art therapy intervention types of UPDRS part III.




3.4.1.2 TUG

Twenty studies (n = 742) reported the effects of art therapy interventions on TUG scores. The TUG test is widely used to evaluate dynamic balance, gait function in PD patients. Results demonstrated a reduction in TUG scores in the experimental group compared to the control group (SMD = −0.25, 95% CI [−0.41, −0.10], p < 0.05), indicating a small effect size with low heterogeneity (I2 = 6%) (Figure 6). Egger’s test showed no evidence of publication bias (p = 0.08). These findings suggest art therapy has a modest but statistically significant impact on dynamic balance and gait function.

[image: Forest plot displaying the standardized mean differences (SMD) between experimental and control groups across multiple studies. Each study is represented by a square, with the size indicating the study's weight, and horizontal lines show confidence intervals. The diamond at the bottom represents the overall effect size, favoring the experimental group. The plot suggests heterogeneity among studies with Chi-squared equals twenty point two seven, degrees of freedom equals nineteen, and I-squared equals six percent. The total SMD is negative zero point two five with a ninety-five percent confidence interval of negative zero point four one to negative zero point one zero.]

FIGURE 6
 Forest plot of the TUG.


Subgroup analysis showed that music (SMD = −0.16, 95% CI [−0.47, 0.14], p > 0.05), game-based interventions (SMD = −0.06, 95% CI [−0.80, 0.68], p > 0.05), and yoga (SMD = −0.09, 95% CI [−0.43, 0.26], p > 0.05) yielded small, non-significant effects. However, dance interventions resulted in a greater reduction in TUG scores (SMD = −0.37, 95% CI [−0.58, −0.17], p < 0.05), with a slightly medium effect size and moderate heterogeneity (I2 = 28%). This underscores the potential of dance therapy to improve motor function in PD patients (Figure 7).

[image: Forest plot displaying the standardized mean differences for various interventions across different studies. Groups include Dance, Music, Game, and Yoga. Each group presents individual study results with mean, standard deviation, weight, and confidence intervals. Summary estimates for each category and overall are given, showing a tendency to favor the experimental intervention over control with a pooled standardized mean difference of -0.25. Heterogeneity statistics are noted for each group, indicating variability in study outcomes.]

FIGURE 7
 The subgroup analysis of the effect of art therapy intervention types of TUGS.




3.4.1.3 Mini–BESTest

The Mini–BESTest, used to assess balance functions (e.g., postural control and gait stability), showed that art therapy participants had higher scores (SMD = 0.41, 95% CI [0.10; 0.72], p < 0.05) across seven studies (n = 245), with moderate heterogeneity (I2 = 31%) reduced to 9% upon excluding (Duncan, 2012) (Figure 8). Publication bias was not found (p = 0.356). Art therapy showed a slightly medium effect and statistical significance.

[image: Forest plot showing standardized mean differences from various studies comparing experimental and control groups. Each study lists mean, standard deviation, and weight. Confidence intervals are displayed alongside the individual study results. A diamond at the bottom represents the overall effect size, leaning towards favoring the experimental group with the confidence interval not crossing zero.]

FIGURE 8
 Forest plot of the Mini−BESTest.


Subgroup analysis indicated that music (SMD = −0.06, 95% CI [−0.65; 0.54], p > 0.05) and yoga (SMD = 0.17, 95% CI [−0.59; 0.94], p > 0.05) were non-significant, while dance showed the strongest effect (SMD = 0.56, 95% CI [0.25, 0.87], p < 0.05) with low heterogeneity (I2 = 20%). This medium effect underscores dance as the most effective intervention with statistical significance (Figure 9).

[image: Forest plot from a meta-analysis showing the standardized mean differences (SMD) and confidence intervals (CI) for studies grouped by DANCE, MUSIC, and YOGA. Group 1 includes five DANCE studies with a total common effect SMD of 0.57 [0.23, 0.90]. MUSIC and YOGA groups each have one study, with MUSIC showing SMD -0.06 and YOGA 0.17. The overall total SMD is 0.41 [0.10, 0.72], favoring the experimental intervention. Heterogeneity and subgroup differences are noted.]

FIGURE 9
 The subgroup analysis of the effect of art therapy intervention types on Mini−BESTest.





3.4.2 Secondary outcomes


3.4.2.1 Gait speed

Gait speed, an indicator of walking performance, was assessed in five studies (n = 161). Art therapy participants demonstrated improved gait speed scores compared to controls (SMD = 0.34, 95% CI [0.03, 0.65], p < 0.05), with low heterogeneity (I2 = 0%) and no evidence of publication bias (p = 0.9), suggesting a small but statistically significant effect.



3.4.2.2 6MWT

The 6MWT, a measure of cardiovascular endurance and functional capacity, was evaluated in 11 studies (n = 453). Art therapy participants demonstrated higher 6MWT scores compared to controls (SMD = 0.41, 95% CI [0.11, 0.72], p < 0.05), indicating a slightly medium effect size with statistical significance. However, high heterogeneity was observed (I2 = 60%), which decreased to moderate levels (I2 = 43%) after excluding the study by Paolo et al. Publication bias was detected (p = 0.04).



3.4.2.3 FOG

The FOG scale, which assesses the severity and frequency of freezing episodes during walking, was evaluated in 10 studies (n = 309). Art therapy interventions demonstrated a small but statistically significant reduction in FOG scores compared to controls (SMD = −0.33, 95% CI [−0.58, −0.09], p < 0.05), with moderate heterogeneity (I2 = 32%) and no evidence of publication bias (p = 0.36). Excluding the study by Volpe reduced heterogeneity to 0%, further supporting the robustness of the results.



3.4.2.4 Stride length

Stride length, a measure of gait and walking ability, reflects improvements in walking efficiency, balance, and lower limb function when increased. Five studies (n = 161) reported a medium effect size for art therapy interventions (SMD = 0.59, 95% CI [0.09, 1.09], p < 0.05), indicating statistical significance. Moderate heterogeneity was observed (I2 = 57%) with no evidence of publication bias (p = 0.61). Excluding the Thaut’s study reduced heterogeneity to 0%, but subsequent analysis revealed no statistically significant difference in stride length between art therapy and conventional treatments. Sequential exclusion of the Paolo and Calabrò’s studies did not significantly alter heterogeneity, but reversed the findings, showing no statistical significance.






4 Discussion

PD significantly affects motor function and gait, both of which are essential for daily activities and independent living. As the disease progresses, impairments such as freezing of gait and reduced stride length lead to mobility loss, worsening disability, and diminishing quality of life (Noyes et al., 2006). Globally, PD prevalence has doubled over the past 25 years, with over 8.5 million cases reported in 2019. PD also accounts for the fastest-growing rates of disability and mortality among neurological disorders, with 5.8 million disability-adjusted life years (DALYs) and 329,000 deaths in 2019, representing increases of 81% and over 100%, respectively, since 2000 (World Health Organization, 2022).

Improving motor function and gait is critical to mitigating PD’s functional decline, enhancing independence, and reducing daily risks. However, current treatments are expensive, do not cure the disease, and often carry significant side effects. Medications like levodopa (L-Dopa), while initially effective, lose their therapeutic efficacy over time. They can also cause nausea, hypotension, L-Dopa-induced dyskinesia, and motor fluctuations, while COMT inhibitors may lead to gastrointestinal issues and, in severe cases, fatal liver toxicity. Surgical treatments such as deep brain stimulation (DBS) pose risks of infection, bleeding, cognitive decline, and speech or balance disorders. Despite these interventions, all available treatments fail to cure the disease, and PD remains a progressive disorder that ultimately leads to severe disability—particularly due to increasingly treatment-resistant motor and gait impairments, which are critical to maintaining functional independence (Poewe et al., 2017). Given the significant limitations and adverse effects of existing treatments for PD, exploring alternative therapeutic approaches has become imperative. Studies in neuroaesthetics show that art therapy engages prefrontal–limbic integration, enhances default mode network (DMN) connectivity for flow states, modulates cortisol and dopamine levels, promotes empathy via mirror neuron activation, and facilitates theta–gamma coupling—together mediating neuroplastic therapeutic effects. Art therapy holds significant promise in addressing both motor and non-motor symptoms in individuals with Parkinson’s disease (PD). This therapeutic potential is supported by evidence suggesting that art therapy can enhance neuroplasticity and activate dopaminergic pathways, thereby improving emotional regulation. These neural adaptations may help mitigate psychosocial stress and psychosomatic symptoms, highlighting the therapeutic promise of art-based interventions through well-defined neurobiological mechanisms (Lauring et al., 2019). This meta-analysis focuses on evaluating the impact of art therapy on motor function, particularly gait and dynamic balance, which are crucial for maintaining independence and reducing the risk of complications. By analysing validated studies, this research sheds light on the therapeutic potential of art therapy, especially dance, in enhancing physical function in PD patients. Dance therapy integrates rhythmic movement, music, and social engagement, enhancing motor coordination, neuroplasticity, and dopamine release while stimulating sensorimotor integration, emotional regulation, and cognitive-motor synchronization to mitigate Parkinson’s symptoms.

The motor function of this meta-analysis was defined as a multidimensional concept encompassing both gait and dynamic balance, with gait serving as a core component. Relevant studies that used validated scales to measure these aspects were included to ensure a comprehensive evaluation. This study demonstrates that art therapy significantly improves both motor and gait functions in patients with PD. Among the specific types of art therapy interventions evaluated, including drama, music, yoga, and dance, dance consistently demonstrated the most remarkable effects. The use of multifunctional assessment scales provided a comprehensive evaluation of body function, enabling simultaneous analysis of gait and dynamic balance-two closely interconnected components of motor performance. This meta-analysis presents strong evidence that art therapy enhances physical function in PD patients, with dance interventions yielding the most substantial benefits. Specifically, dance showed the strongest effects on gait and dynamic balance, with a moderate effect size and low heterogeneity. Furthermore, dance interventions also demonstrated significant improvements in overall body function. These findings underscore the exceptional value of dance as a targeted intervention for improving gait and dynamic balance, offering promising clinical implications for PD rehabilitation.

Furthermore, the meta-analysis revealed significant overall improvements in secondary outcomes, including stride length, freezing of gait (FOG), the 6-min walk test (6MWT), and gait speed, following art therapy interventions. However, subgroup analyses were not conducted for these measures due to limited data availability, high heterogeneity in study designs and outcome measurements, and insufficient statistical power. These findings underscore the importance of future research with larger sample sizes, standardized protocols, and comprehensive data reporting to better explore subgroup-specific effects on secondary outcomes and provide more robust evidence for the role of art therapy in PD rehabilitation.

Studies demonstrate that art-based interventions significantly benefit motor function in Parkinson’s disease (PD). For instance, the study by Frisaldi et al. (2021) and Li et al. (2022) reported enhanced upper limb mobility using the DArT method and improved lower limb strength with Brazilian Dance Group (BDG) exercises. Similarly, Volpe et al. (2013) found that Irish dance, characterized by rhythmic music and large-amplitude movements, effectively addressed gait freezing, balance issues, and motor impairments. Hackney’s study (Hackney et al., 2007; Hackney and Earhart, 2009) showed that tango specifically targeted motor deficits related to gait and balance. de Bruin et al. (2010) and Puymbroeck’s studies (Van Puymbroeck et al., 2018) demonstrated the efficacy of music-assisted gait training and yoga in improving stride length, speed, rhythm, postural stability, and alleviating gait freezing. These findings suggest that rhythm-based therapies hold significant potential for managing motor symptoms, particularly in areas like gait and balance.

Art therapy also shows promise in addressing non-motor symptoms in PD. Pohl’s study suggests that group music interventions positively impact mental health and social engagement, though with minimal cognitive effects. Modugno et al. (2010) reported that combining active theater with conventional treatments enhanced cognitive, emotional, and motor functions, ultimately improving quality of life. Similarly, Kwok et al. (2019) highlighted that mindfulness yoga reduced anxiety and depression while enhancing motor function, mental health, and overall quality of life. Vitale et al. (2024) further demonstrated that Biodanza, an intervention combining movement, music, and group interaction, not only improved motor function but also strengthened cognitive and social outcomes. Despite these findings, some studies report that cognitive benefits and reductions in depressive symptoms often lack statistical significance, likely due to variations in sample size, intervention duration, or assessment sensitivity. This underscores the need for further research to refine art therapy protocols aimed specifically at cognitive outcomes.

Although the primary focus of this paper is on motor function, the long-term efficacy of art therapy in managing PD remains underexplored. Duncan’s longitudinal study (Duncan and Earhart, 2012) revealed that community dance programs could slow the progression of both motor and non-motor symptoms over 2 years, improving daily living activities and balance. However, challenges persist in evaluating the long-term effects of different art forms, particularly in mood and cognition. Volpe et al. (2013) noted the need for more studies quantifying the effects of various dance forms, such as modern dance, tango, and jazz ballet. Thaut et al. (2019) similarly emphasized the importance of exploring the sustained benefits of Rhythmic Auditory Stimulation (RAS) on non-motor symptoms.

Visual arts and painting, however, represent a significant research gap. While some studies examined Visual arts and painting as a tool for assessing disease progression (Kuosmanen et al., 2019; Celik et al., 2024), its direct therapeutic effects remain unexplored. This underscores the need for future research on the potential of visual arts, such as painting, in addressing non-motor symptoms like cognition and emotional health.



5 Future research directions

Emerging therapies such as clay therapy, game therapy, and virtual reality (VR) therapy also show promise. Although these fields are in their infancy and lack robust RCT data, integrating VR into therapeutic frameworks may offer innovative approaches to PD treatment. Future studies should explore these possibilities to enhance the scope of art-based interventions for PD.



6 Limitations

Dependence on secondary data from previously published RCTs introduces potential biases related to study design and reporting. Heterogeneity across studies—particularly in intervention types, sample sizes, and outcome measures—limits the consistency of conclusions. Notably, variability in art therapy implementation (session frequency, duration, and artistic mediums) creates challenges for cross-study synthesis. Additionally, the lack of participant and personnel blinding in some studies increases the risk of bias. The exclusion of non-English publications may introduce language bias in evidence selection; reliance on self-reported outcomes could lead to subjectivity, and the long-term sustainability of interventions remains uncertain without extended follow-up data. Future research should focus on larger, high−quality RCTs with standardized protocols and direct comparisons between different art therapy modalities.



7 Conclusion

This meta-analysis demonstrates that art therapy significantly improves motor and gait functions in patients with PD, offering robust evidence for its clinical utility. Motor function benefits were substantiated by reductions in UPDRS III and TUG scores and increases in Mini-BESTest scores. Additionally, secondary outcomes revealed small to moderate improvements in gait speed, 6MWT performance, FOG scores, and stride length, indicating a comprehensive impact on mobility and functional independence.

Notably, dance therapy exhibited the most pronounced effects across motor function outcomes, emphasizing its potential as a cornerstone intervention in multidisciplinary neurorehabilitation. Despite these promising results, the high heterogeneity observed in certain outcomes underscores the critical need for standardized protocols to ensure consistency, reproducibility, and broader applicability. Future research should focus on optimizing intervention designs, identifying patient-specific predictors of success, and exploring long-term benefits to maximize the therapeutic impact of art-based interventions for PD. These findings provide a compelling case for the integration of evidence-based art therapies, particularly dance therapy, into tailored treatment regimens aimed at enhancing quality of life and functional outcomes in PD populations.
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BA, Brodmann area; DLPFC, dorsal lateral prefrontal cortex; DMPFC, dorsal medial prefrontal cortex; MPFC, medial prefrontal cortex; VMPFC, ventral medial prefrontal cortex.
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Overlapping brain regions: Early stage of brand love & aesthetic experiences
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2 Money RD 0.217 2 Conflict Ccw 0.82 Reasoning Cognition 11.061

3 Midline Self 0.190 3 Cognitive Ccw 0.8 Positive Emotion 10.295
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4 Referential Self 0.155 4 Borne RD 0.69 Language Cognition 10.066
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5 Default DMN 0.154 5 Evaluation EM/RD/CW | 0.67 Memory Cognition 8.904
(Working)

Overlapping brain regions: Migration stage of brand love & aesthetic experiences
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2 Money RD 0.207 2 Borne RD 0.65 Reasoning Cognition 6.338
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4 Color UD 0.170 4 Demand (0%% 0.79 Language Cognition 4.291
(Phonology)

5 Performance | CW 0.169 4 Switching (0%% 0.79 Language Cognition 4.011
(Speech)

BAP, Behavioral Analysis plugin; R, rank; MP, mental process constructs; Corr, correlation coefficients; Sim, similarity score; Z, z-score; CW, cognitive control and working memory; DMN,
default mode network; EM, emotion; RD, reward-based decision-making; SC, social cognition; Self, self-referential; SL, semantic and language; UD, undefined.
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Manipulable Structural actions (N = 198) Functional actions Chi-square test (Chi-Square value,

object (N =198) p-value)
Pinch Clench Wave Press Structural Functional
actions actions
Brush 195 3 198 0 186.18, <0.001 198, <0.001
Comb 193 5 196 2 178.92, <0.001 190.94, <0.001
Hammer 0 198 195 3 198, <0.001 186.18, <0.001
Dryer 2 196 192 6 190.94, <0.001 174.72, <0.001
Clamp 196 2 0 198 190.94, <0001 198, <0001
Scissor 198 0 0 198 198, <0.001 198, <0.001
Stapler 2 196 2 196 190.94, <0.001 190.94, <0.001

Bottle 3 195 1 197 186.18, <0.001 194.14, <0.001
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Time window Structural action semantic congruency x Functional action type
ANOVA result p-value

Functional action type Structural action semantic Interaction effect

Main effect congruency

Main effect
30-44ms 0.030 0176 0153
144-194 ms <0.001 0338 0,603
218-232ms <0.001 0732 0670
300-400 ms <0.001 0.268 0.105
562-576 ms <0.001 0.268 0402
456-470 ms 0.794 0.001 0241
610-660 ms 0.147 0.003 0808

The bold values represent significant effects with p-values < 0.05.
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Survey items
Artappreciation

1. How much did you like these pieces?

2. To what degree did you find the pieces you viewed beautiful?

3. To what degree did you find the pieces you viewed immersive?

4. To what degree did you find the pieces you viewed moving?
5. To what degree did you find the pieces you viewed sincere?
Artistic quality
6. How would you rate the pieces in their originality?
7. How would you rate the pieces in the composition (i.¢., use of space)?
8. How would you rate the pieces in their aesthetic value?
9. How would you rate the pieces in their successful communication of
ideas?
Artistic impact
10. o what degree were emotions evoked by the picces your viewed?
11. o what degree were memories from your own life evoked by viewing
these pieces?
Response options
Ttems 1-5 and 10-11: 7-point Likert-type scale with verbal labels provided for
ratings of 1 (“Not atall"), 4 (“Moderately”), and 7 (“Very").
Ttems 6-9: 7-point Likert-type scale with verbal labels provided for ratings of 1
(“Very Poor”), 4 (*Neutral”), and 7 (“Excellent”).
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Human attribuf Al attribution
Desire for aesthetics 1329 (18.8) 1333 (209) 1(90) =0.10,p=0.92,d = 0.02
Centrality of relgiosity 336 (0.79) 323(0.94) H90) =071, p=048,d =0.15
General Attitudes Toward AT 332(0.67) 333 (070) 1(90) =0.07, p=0.94,d =002
(Positive Subscale)
General Attitudes Toward AT 290(0.72) 287 (067) 1(90) =0.22,p=0.82,d =005

(Negative Subscale)
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Survey

Artistic impressions Desire for Centrality of Attitudes to Al Attitudes to Al
aesthetics religion (positive) (negative)

Human attribution group

Artistic imp. -

Desire aesth. 0.268 (0.07)

Cent. relig. 0,377 (<0.01) 0.136 (0.37)

AL+ ~0.509 (<0.001) ~0.286 (0.054) ~0381 (<0.01)

AL(-) ~0.372 (0.013) ~0.262 (0.08) -0242(0.11) 0.493 (<0.001) -
Al attribution group.

Artistic imp. -

Desire acsth. 0306 (0.04) -

Cent. relig. 0.402 (<0.01) 0.115 (045)

AL(+) ~0.113 (046) 0.152 (0.31) ~0.024 (0.87)

AL(-) 0.034(0.83) 0.174(0.25) 0.069 (0.65) 0.605 (<0.001)
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Jan Gossaert Adam and Ee painting in a cubist style
Painting of Cain and Abel in a cubist style.

David and Goliath in the style of impressionism.

Painting of the Tower of Babel in a realistic style.

Moses holding up the Ten Commandments in the style of cubism.
Jesus Nativity in the style of cubism.

Jesus Nativity with shepherds in the style of impressionism.
Adoration of the Magi in the style of impressionism.

Holy Family in the style of Kandinsky.

Raphael Madonna and Child in the style of impressionism.

Oil painting of the money changers at the Temple.

Painting of the Baptism of Jesus in the style of impressionism.
Painting of Jesus in the desert in an impressionist style.

A painting of the wedding at Cana.

Jesus talking with the woman at the well in the style of Miro.

Oil painting of Jesus healing a leper.

Jesus on a hill talking to a crowd below in the style of impressionism.

Painting of the loaves and fishes story in the style of Kandinsky.
Painting of Jesus walking on water in an impressionist styl.

A painting of the raising of Lazarus in the style of impressionism.
‘The Last Supper i the style of impressionism.

Painting of the Crucifixion in an abstract style.

Painting of the Resurrection of Jesus in an abstract style.

Painting of the Ascension of Jesus in the style of Monet.
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Regions Coordinates (mm)

Yy

30-44ms SEMedL Frontal_Sup_Medial_L -125 535 42
144-194 ms SOL Occipital_Sup_L -324 -843 384
SOR Occipital_Sup_R 24 854 4238

218-232ms SOL Occipital_Sup_L -324 843 384
SOR Occipital_Sup_R 24 854 4238

SPL Parital_Sup_L -39.1 834 302

300-400 ms SFDorl. Frontal_Sup_Dorsal_L -242 526 367

Functional actions

SEMedL Frontal_Sup_Medial L -57 27 634

MEL Frontal_Mid_L —408 267 457

SFDorR Frontal_Sup_Dorsal_R 146 466 487

MFR Frontal_Mid_R 33 375 464

562-576 ms MFL Frontal_Mid_L -369 373 354
IFOrbR Frontal_Inf_Orbital_R 528 406 -9.1

SOR Occipital_Sup_R 85 -915 295

Structural actions 456-470 ms PoCL Postcentral_L -58.9 -208 493
MTR Temporal_Mid_R 527 -21 —43.1

610-660 ms PreCL Precentral_L —43.1 -137 621
PreCR Precentral_R 424 -16 563

TPOmidL, Temporal_Pole_Mid_L —454 -22 -49.5

TPOsupL. Temporal_Pole_Sup_L -49.8 129 -29.1
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Study or Experimental Control

Weight

Weight

Std. Mean Difference

Std. Mean Difference

Subgroup Mean SD Total Mean SD Total (common) (random) d + Random, 95% C1 IV, Fixed + Random, 95% CI
Frisaldi 2021 058188 19 037140 19  163% 162%  012(-051,076] L
Romenets 2015 070300 18-260615 15  132% 139%  069(-002;139] -
Shanahan 2017 05025 20-073399 21  173% 169%  0.36(-026;0.98] -t

Duncan 2014 643254 5-258710 5 29%  39% 1.53(0.03; 3.02] -
Duncan 2012 300510 26-160537 26  203%  18.8% 086[020,144 -

Total (common c 88 36 70.0 0.56 [ -

Total (random effe: 3 8 [0.23; 0.90; -

Poh 2020 -060510 25-030506 19  186% 17.7%  -0.06[-0.65054]

Puymbroeck 2018 540890 15 400600 12  114% 125%  0.17[-059,094]

Total (common effect, 95% CI) 128 M7 100.0% . 0.40[0.15; 0.66]

Total (random effect, 95% CI) 100.0% 0.41[0.10;0.72]

Heterogeneity: Tau” = 0.0458; Chi’ = 8.68, df = 6 (I
Test for subgroup differences (common effect): Chi
Test for subgroup differences (random effects): Chi’

-3
Favours experimental

2 -

Favours control
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Study or Experimental Control Weight Weight  Std. Mean Difference Std. Mean Difference
Subgroup Mean SD Total Mean SD Total (common) (random) IV, Fixed + Random, 95% CI IV, Fixed + Random, 95% CI
groupt = DANCE

Vitale 2024 -084 077 14 013 080 14  34%  34%  -119[-201-038] —

Haas 2023a -364 570 31 046 753 21 74%  71%  -062[-1.19;-0.05] —

Haas 2023b -364 570 31-167 636 31 91%  91%  -032[-0.82; 0.1] —=

Frisaldi 2021 -060 107 19 -040 1.09 19 5.6% 5.6% -0.18 [-0.82; 0.46] s
Pacio2019 -182 094 10-048 119 9 23%  23%  -121[-220,-021) —

Michels 2018 -057 160 9-031 958 4  16%  16%  -005[-1.22; 1.13] —
Kunkel 2017 070 530 31-130 573 15  59%  59%  036(-026 098 Ha—
Hackney 20092 0102914 17 200 928 17  50%  50%  -009[-0.77; 0.58] s
Hackney 20095 -210 486 14 200 928 17 44%  44%  -052[-124; 020] e

Hackney 2007 -090 120 9 0101202 10  28%  28%  -0.11[-101; 0.79] ——
Duncan 2014 -004 214 5 206 236 5 13%  -084[-217; 0.48] —_—

Duncan 2012 -287 249 5 153 347 5 11%  -132[-275 0.12] ———f

Khuzema 20208 -333 498 9-140 688 9 26%  -031[-124; 062 e

Total (common effect, 208 176 = 7 [-0.56; - -

Total (random effect, — 522 -0.14] -

group1 = MUSIC

Pohi 2020 120 765 23 100 767 15  54%  54%  003[-062; 068]

Luca2020a <140 426 20-080 198 20  59%  59%  -0.8[-0.80; 0.44]

Luca 2020b -210 526 20-060 223 20  58%  58%  -036(-0.99; 0.26] -

Calabro 2019 200 819 25-100 700 25  74%  74%  -0.13(-068 043]

Total (common effec 88 80 245 -~ -016[-0.47; 0.14]

Total (random effect - 0.14] >

groupt = GAME

Feng 2019 3281214 14 -272 460 14 41%  41%  -006[-0.80; 0.68]

groupt = YO

Khuzema 20206 -140 1328 9-140 688 9  27%  27%  000(-092 092]

Kwok2019. -282 1539 57 -164 561 55  165% 165%  -0.10(-0.47; 027]

Total (common 64 0.09 [-0.43: 0.26]

Total (random 19.2% 09 [-0.43; 0.26]

Total (common effect, 95% CI) a2 334 100.0% -0.25 [-0.41; -

Total (random effect, 95% C1) - -0.25 [-0.41; -
Heterogeneity: Tau’ < 0.0001; Chi” = 20.27, df = 19 (P = 0.38); = 6%

Test for subgroup differences (common effect): Chi’ = 2,80, df = 3 (P = 0.42) 2 -1 0 1 2
Test for subgroup differences (random effects): Chi’ = 2.70, df = 3 (P = 0.44) Favours experimental Favours control
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Experimental Control Weight Std. Mean Difference Std. Mean Difference
Study Mean  SD Total Mean SD Total (common) (random) IV, Fixed + Random, 95% CI ixed + Random, 95% CI
Vitale 2024 -084 077 14 013 080 14  34%  34%  -1.19[-201;-0.38]
Haas 20232 -364 570 31 046 7.53 21 74%  74%  -0.62[-1.19;-0.05]
Haas 2023b -364 570 31-167 636 31 91%  91%  -032[-0.82; 0.18]
Frisaldi 2021 -060 107 19-040 109 19  56%  56%  -0.18[-0.82 0.46]
Pohl 2020 120 765 23 100 767 15  54%  54%  0.03(-062 068]
Luca 2020a -140 426 20-080 198 20  59%  59%  -0.18(-0.80; 0.44]
Luca 20206 -210 526 223 20 58%  58%  -0.36[-099 0.26]
Paclo2019 -182 094 119 9 23%  23%  -121[-220,-021]
Feng 2019 -328 1214 460 14 41%  41%  -006[-080; 0.68]
Calabro 2019 -200 819 700 25 74%  74%  -0.13(-068; 043]
Michels 2018 -057 160 958 4 16%  16%  -0.05(-122; 1.13]
Kunkel 2017 070 530 573 15  59%  59%  036[-026; 0.98]
Hackney 2009a -0.10 20.14 928 17 50%  50%  -009[-077: 0.58]
Hackney 20090 -210 486 928 17 44%  44%  -052[-124; 020]
Hackney 2007 -090 120 1202 10 28%  28%  -0.1[-101; 079
Duncan 2014a -004 214 23 5 13%  13%  -084[-217; 0.48]
Duncan 2014b -287 249 347 5 1% 14%  -132[-275; 0.12]
Khuzema 2020a -333 498 688 9 26%  26%  -0.31[-124; 062]
Khuzema 20200 -140 13.28 688 9  27%  27%  000[-092 092
Kwok2019 282 15.39 561 55  165% 165%  -0.10[-0.47; 0.27)
Total (common effect, 95% CI) 32 334 100.0% — 10]
Total (random effect, 95% CI) - 100.0% .10]

Heterogeneity: Tau? < 0.0001; Chi® = 20.27, df = 19 (P = 0.38); I = 6%

2
Favours experimental

1
Favours control
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Study or Experimental Control Weight ~ Weight  Std. Mean Difference Std. Mean Difference
Subgroup Mean  SD Total Mean  SD Total (common) (random) IV, Fixed + Random, 95% CI IV, Fixed + Random, 95% CI
group1 = DANCE ]

Vitale 2024 -706 420 14 -023 248 14 28%  32%  -192(-284;-100] —

Haas 2023a -100 674 31 049 611 31 96%  89%  -023[-073; 027)

Haas 20230 -100 674 31 153 616 21 76%  7.5%  -0.38(-094; 0.18]

Li 20228 -259 1124 17 -32710.43 18 54%  57%  0.06[-060; 0.73] !

Frisaldi 2021 -674 639 19-495 508 19 58%  60%  -030(-0.94; 0.34 4

Michels 2018 -412 1112 91751071 4 17%  20%  -020(-138 098] p

Lee 2018 -100 680 25 090 377 16 60%  62%  -032(-0.95 031] 4

Romenets 2015 -160 1015 18 -120 1403 15 51%  54%  -003[-0.72; 065] :

Volpe 2013 716 386 12-292 331 12 31%  35%  -1.14[-201,-027) —_

Duncan 2014 -1280 1199 26 -300 944 26  73%  72%  -089[-147,-032] -

Duncan 2012 20261059 5 522 507 5  06%  08%  -277[-474;-080] ———!

Hackney 2009 -260 1257 17 5001033 17 50%  53%  -065[-1.34; 0.05] s

Hackney 20095 -160 858 14 5001033 17 45%  48%  -067[-1.40; 0.06] =

Hackney 2007 -800 390 9-760 379 10  29%  33%  -0.10(-1.00; 0.80] —a—

Total (common effect, 95% C1) 247 225  67.5% ~0.48 [-0.67; ~0.30] +

Total (random effect, 95% Cl) 69.9%  -0.52[-0.78; -0.26] .

Heterogene 0.1007; 26. 002); = 50 !

group1 = MUSIC i

Li 20220 -329 883 14-3271043 18 49%  52%  -000[-0.70; 0.70] :

Bruin 2010 -560 9.18 11-180 652 11 33%  37%  -046[-131; 039 :

Total (common effect, 95% Cl) 25 29 82% -0.19 [-0.73; 0.35]

Total (random effect, 95% C) 8.9%  -0.19[-0.73; 0.35] <

Heterogeneity: Tau® = 0 Chi > = 0.42); = 0 :

group1 = THEATER |

Modugno 2010 740 1457 10180 939 10  30%  34%  -044(-133; 0.45] —a

groupt = YOGA i

Puymbroeck 2018 -640 1503 15 -1.16 1165 12 41%  44%  -037(-1.14; 039] -

Kwok 2019 -1380 1429 67 -9.111515 55  172% 134%  -0.32[-0.69; 0.06] -

Total (common effect, 95% Cl) 72 67 212% 033 [-0.66; 0.01] »

Total (random effect, 05% CI) 178% 033 [-0.66: 0.01] 3
Heterogeneity: Tau? = 0 Chi‘ = G > =0.90); ¥ = 0% |

Total (common effect, 95% CI) 354 331 100.0% . -043[-0.58;-0.27] 3

Total (random effect, 95% C1) . 1000%  -0.44[-0.61; -0.26] .

Heterogeneity: Tau’ = 0.0219; Chi” = 28.24, =0.06); I

Test for subgroup differences (common effect): Chi‘ = 1.46, df = 3 (P = 0.69) 4 -2 0 2 4
Test for subgroup differences (random effects): Chi? = 1.63, df = 3 (P = 0.65) Favours experimental Favours control
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Experimental Control Weight ~ Weight  Std. Mean Difference Std. Mean Difference
Study Mean  SD Total Mean ~SD Total (common) (random) IV, Fixed + Random, 95% CI IV, Fixed + Random, 95% CI
Vitale 2024 -706 420 14-023 248 14 28%  32%  -192(-284;-100]
Haas 2023a -100 674 31 049 611 31 96%  89%  -023[-073; 027)
Haas 20230 -100 674 31 153 616 21 76%  75%  -0.38(-094; 0.18]
Li2022a -259 1124 173271013 18  54%  57%  0.06[-0.60; 0.73]
Li2022b -320 883 14-3271013 18  49%  52%  -000[-0.70; 0.70]
Frisaldi 2021 -674 639 19-495 508 19  58%  60%  -030(-0.94 0.34]
Michels 2018 -412 1112 9-1751071 4 17%  20%  -020(-138 0.9
Lee 2018 -100 680 25 090 377 16  60%  62%  -032(-0.95 031]
Romenets 2015 -160 1015 18 -120 1403 15  51%  54%  -003(-0.72; 065]
Volpe 2013 -716 386 12-292 331 12 34%  35%  -1.14[-201,-027)
Duncan 2014 -1280 1199 26 -300 944 26 73%  72%  -0.89[-147:-0.32]
Duncan 2012 -2026 1059 5 522 507 5  06%  08%  -277[-474-080]
Modugno 2010 740 1457 10 -180 939 10 30%  34%  -044[-1.33; 0.45]
Bruin 2010 -560 9.18 11-180 652 11 33%  37%  -046(-131; 0.39]
Hackney 20092 -260 1257 17 5001033 17  50%  53%  -065(-134; 0.05]
Hackney 20095 -160 858 14 5001033 17  45%  4.8%  -067(-140; 0.06]
Hackney 2007 -800 390 9-760 379 10  29%  33%  -0.10(-100; 0.80]
Puymbroeck 2018 -640 1503 15 -116 1165 12 41%  44%  -037(-1.14; 0.39]
Kwok 2019 -13.80 1429 57 -9.11 1515 55  17.2% 134%  -0.32[-0.69; 0.06]
Total (common effect, 95% Cl) 354 331 100.0% . -0.27]
Total (random effect, 95% Cl) . 1000%  -0.44[-0.61; -0.26]
.0219; Chi’ = 28.24,

Heterogeneity: Tau’ =18 (P = 0.06); = 36%
0o 2 4
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