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Editorial on the Research Topic
Frontier research in equatorial aeronomy and space physics
s

Pioneering aeronomy and space physics research has long been underway near the
geomagnetic equator where, for example, a magnetic observatory has been in operation in
Huancayo, Peru, since 1919 when it was founded by the Carnegie Institution (Ishitsuka,
2015). In the 1930s, the Huancayo Observatory also hosted cosmic ray detectors and
an ionosonde prototype which can be seen today as having been the first pulsed radars
in operation anywhere. The ionosonde propelled ionospheric research and discovered
so-called “equatorial spread F” (ESF), a disruptive form of space weather that obscures
ionograms among its many effects (Booker and Wells, 1938). ESF continues to consume
much of the attention of the aeronomy community. Due in part to the notoriety of the
Huancayo Observatory, the Jicamarca Radio Observatory was established near Lima in
the 1960s at about the same time as the Arecibo Radio Observatory in Puerto Rico. Well
before it was even completed, Jicamarca was producing some of the earliest incoherent
scatter radar observations of the ionosphere (Woodman et al., 2019). Early results from
Jicamarca identified some discrepancies in the theory of incoherent scatter emerging at that
time and paved the way to their resolution (Bowles et al., 1962; Farley, 1964; Dougherty,
1964). Jicamarca also detected intense coherent scatter from field-aligned plasma density
irregularities (FAIs) in the F region that would be associated with ESF (Farley et al.,
1970). Moreover, it observed FAIs in the E region coming from the electrojet, a strong,
permanent current system that had been studied systematically much earlier at Huancayo
(Bowles et al., 1960). Pioneering observational and theoretical studies established a variety
of plasma instabilities as the causes of E- and F-region FAIs shortly thereafter (Farley, 1963;
Balsley and Farley, 1971; Woodman and La Hoz, 1976). These discoveries ushered an age
of computational simulations and explorations of the instabilities in question. Notably, the
instabilities do not rely on solar or geomagnetic activity for their existence, distinguishing
the equatorial zone from middle and high latitudes.

In subsequent years, additional plasma instabilities would be discovered to inhabit
the equatorial ionosphere where the horizontal geomagnetic field lines support
a range of instability mechanisms that cannot operate elsewhere. These include
unstable, long-lived, non-specular meteor trail echoes (Chapin and Kudeki, 1994),
the so-called “150-km echoes” found in the daytime valley region (Balsley, 1964),
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seemingly unrelated irregularities that sometimes occur
in the nighttime valley region (Chau and Hysell, 2004),
and topside irregularities characterized by a lower-hybrid
resonance observed in the inner magnetosphere during
solar minimum (Derghazarian et al., 2021). That some of these
phenomena have been discovered only recently hints at the
possibility of still more instability mechanisms awaiting discovery.

The purpose of this Research Topic was to capture contemporary
discovery research pertaining to observation, theory, and modeling
of processes in the equatorial ionosphere. Unsurprisingly, most of
the submissions deal with plasma instabilities and irregularities.
More surprisingly, some of them prompt a reexamination of the
theory used in aeronomy research, the experimental methods,
and some of the assumptions underlying causality and variability,
particularly as it pertains to space weather.

The equatorial plasma depletions or bubbles (EPBs) at the
root of ESF were reconsidered by a number of authors in this
Research Topic. Wu et al. demonstrated a novel method for
geolocating plasma irregularities responsible for radio scintillations
globally using satellite measurements. Kirchman et al. argued that
practical forecasts of the phenomenon based mainly on background
electric field measurements are possible and practical, but the
underlying electric fields themselves are highly variable even during
quiet times and remain difficult to predict. However, Yokoyama
showed that the E-region conductivity also plays a crucial role in
EPB occurrence. Additionally, Bossart et al. found an association
between EPB occurrence and the positive/northward meridional
wind phase of the quasi-two-day wave in the mesosphere. Finally,
Huba reviewed the complicated role of meridional winds on EPB
occurrence including destabilization associated with the midnight
temperature maximum. Together, the papers constitute a study of
overlooked influences on equatorial ionospheric stability that cannot
be neglected.

Subjects of the Research Topic were not confined to EPBs,
however. Yamazaki et al. examined the afternoon equatorial
electrojet from the point of view of CSES satellite data, showing that
the current is governed mainly by the DE3 and DE2 tidal modes
while also scaling in intensity with the local electron density.

To the extent quiet-time ionospheric variability arises from
variability in the mesospheric and lower thermospheric winds,
methods of forecasting the latter takes on central importance in
equatorial aeronomy and space weather. Mauricio et al. describe
a hybrid model combining time-series analysis with machine
learning, showing that it outperforms other models based on
conventional, established forecast methods. Machine learning was
also applied by Villalba et al., here to the emerging problem of
ionogram forecasting.

However, storm-time effects cannot be neglected when
considering variability in the equatorial ionosphere. Fejer et al.
reviewed experimental and theoretical work relating storm-time
drivers to climatological equatorial electrodynamic responses,
highlighting the complex and spatially structured pathways involved
and outlining the most important questions that remain. Valladares
et al. examined large-scale traveling ionospheric and atmospheric
disturbances (LSTIDs, LSTADs) from the points of view of space-
and ground-based ionospheric measurements, following the flow
of energy from polar to equatorial regions carried by these
perturbations.

Finally, fundamental theoretical questions regarding how the
ionosphere is modeled were examined in this Research Topic.
Dimant derived a new set of five-moment fluid equations for
electrons and ions starting from kinetic theory, taking into account
conditions appropriate for the partially-magnetized E region. Their
model equations form a basis for more accurate fluid simulations
of the E region going forward. Koontaweepunya et al. furthermore
considered how the strong electric fields in the electrojets can cause
the ions to depart from Maxwellian distributions both theoretically
and from the point of view of particle-in-cell simulations. They
found that the non-Maxwellian distributions led to more isotropic
heating than would otherwise be predicted.

The equatorial ionosphere continues to be a wellspring of
discovery science with both fundamental and practical findings
regularly coming to prominence as the field enters its second
century. The future of the research discipline remains bright, with
several new instrumentation deployments, experimental campaigns,
and model developments in planning or underway. These include
sweeping upgrades nearing completion at the Jicamarca Radio
Observatory, the modern phased-array Incoherent Scatter Radar
in Sanya with tristatic capabilities, the deployment of two LWA-
class radio array telescopes (J-ARGUS) that will work together
with and also independently of Jicamarca, the deployment of
SIMONe-class multistatic meteor radar systems in South America,
a NASA sounding rocket campaign (Cielo) tentatively planned for
Punta Lobos, Peru in 2028, contributions to equatorial aeronomy
by the DYNAMIC and GDC missions, and improvements to
coupled GCMs to tackle the problems highlighted by this Research
Topic. Research avenues where theory, model and simulation, and
experimental work in concert are especially promising.
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GOLD plasma bubble
observations comparison with
geolocation of plasma
irregularities by back
propagation of the high-rate
FORMOSA7/COSMIC 2
scintillation data
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Iurii Cherniak2 and Irina Zakharenkova2
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Using the high-rate phase and amplitude scintillation data from
FORMOSA7/COSMIC twomission and back-propagationmethod, we geolocate
plasma irregularities that cause scintillations. The results of geolocation are
compared with the NASA GOLD UV image data of plasma bubbles. The root
mean square of the zonal difference between estimated locations of plasma
irregularities and plasma bubbles are about 1.5° and for single intersection cases
0.5° in the magnetic longitude. The geolocation data provide more accurate
scintillation location around the globe compared to assigning to the tangent
point and is valuable space weather product, which will be routinely available
for public use.

KEYWORDS

scintillation, COSMIC, plasma bubble, geolocation, gold

Introduction

Using the FORMOSA7/COSMIC 2 (F7/C2) mission (Anthes and Schreiner, 2019;
Yue et al., 2014) GNSS high-rate phase and amplitude data and back-propagation method
(Sokolovskiy et al., 2002), we geolocate plasma irregularities that cause scintillations (below
we call this geolocation of scintillation for brevity). In the equatorial region, the scintillations
are often associated with the plasma bubbles. Plasma bubbles are caused by the Rayleigh-
Tayler (R-T) instability on the bottom side of the ionosphere [e.g., Sultan, 1996; Wu, 2015;
2017]. As bubble occurs, the ionosphere develops elongated depletions along the magnetic
field lines during the post-sunset hours. The pre-reversal enhancement of the vertical ion
drift can lead to positive growth rate of the R-T instability [e.g., Sultan 1996; Wu, 2015].
Inside the bubbles, which have scales hundreds of kilometers, the smaller-scale irregularities
develop. These irregularities with scales of order of 1 km or less are responsible for the
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scintillation localizable by back propagation. Thus, the geolocation
method detects the small-scale plasma irregularities in the bubble,
not the bubble itself. This space weather application has a great
value as the ionospheric scintillation which affects GNSS signals can
greatly disrupt the GNSS and other radio communication systems
potentially causing great economical losses.

The US-Taiwan joint mission F2/C2 has six equatorial orbiting
satellites and was launched into space on 25 June 2019. All six
satellites carry GNSS receivers called Tri-GNSS Radio Occulation
System (TGRS) (Tien et al., 2012). The TGRS instruments have
an on-board trigger mechanism to transmit high-rate (100 Hz for
GLONASS and 50 Hz for GPS) phase and amplitude data (later
stored in the scnPhs files) to the ground. The trigger is activated by
the on-board GNSS signal S4 value greater than 0.1. By applying
the back propagation method to the data from scnPhs files, the
F7/C2 team has been producing geolocation of scintillations on a
routine basis. In the past, when the S4 value fromGNSSROmissions

were analyzed, the scintillation was often assigned to the tangent
point, which is not true most of the time. The back-propagation
method derived geolocation of the scintillation are more accurate
compared to using the tangent point. Moreover, the F7/C2 can
provide geolocation around the globe.

Because of the strong connection between the scintillation and
plasma bubbles, we can assume that bubbles and scintillations are
co-located in most of the cases. Detecting and locating bubbles is
not easy. Ground based all sky cameras can capture bubbles [e.g.,
Okoh et al., 2017] as depletions in the O 630 nm redline emission.
But they have very limited coverage and are affected by weather
conditions. Satellite UV imagers can also detect bubbles in the
O 135.6 nm emission, which is proportional to the ion density
squared. In the past, most of satellite UV imaging detectors were
on high inclination orbits such as TIMED GUVI and DMSP SSUSI
instrument (Comberiate and Paxton, 2010). The NASA mission
GOLD UV imager (Eastes et al., 2017; Eastes et al., 2020) on board

FIGURE 1
Example of GOLD Image of Bubbles with the F7/C2 Geolocations of the Scintillations. The equatorial ionosphere anomalies are also plotted (EIA N, S,
orange and yellow circles). Bubbles are plotted at the magnetic equator (magenta cycles). F7/C2 locations (UCAR Sat L1C, cyan circles) and scintillation
geolocation (UCAR BP L1C, green circles) are shown. The GOLD image binning pattern for the northern (lime squares) and southern (magenta squares)
hemisphere within a 1-degree grid are displayed.
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FIGURE 2
The GOLD UV brightness averaged within 1° magnetic longitude grid between 0 and 25 MLAT (north, blue color) and 0 to −25 MLAT (south, orange
color). Selected bubble locations at northern UV brightness minima (with southern companions with in 2 degree of MLON). The nine bubbles are also
plotted in Figure 1.

a geosynchronous orbit is the first to provide continuous coverage
over the American sector and has frequently observed bubbles in
the night time data.

Because the F7/C2 back propagation geolocation data will be
used for operational purposes, a validation is needed. That can be
accomplished by using bubble detection to locate the source of the
scintillation and compare with the geolocation results. The GOLD
UV bubble images become a logical choice to for this purpose in
the American sector. The first step is to develop an algorithm to the
determine the bubble locations based on the GOLD UV images.

In this paper, we describe a GOLD UV image bubble location
algorithm and comparison with the geolocation. We will discuss
the results of validation of the F7/C2 geolocation product and
summarize our findings.

GOLD bubble analysis method

GOLD is a NASA mission of UV imager on a geo-
synchronous satellite over the American sector (47.5W) [e.g.,
Eastes et al., 2017; 2020]. The GOLD images cover the American
sector, we used the nighttime mode data, which is taken after dusk.
We use intensity of the O 135.6 nm emission line in the GOLD UV
spectra. Bubbles are often seen in the images.

TheGOLD instrument has two identical channels A andB,when
the solar terminator just across Africa, channel B is used to do both
northern and southern hemisphere for the night mode observation.

The northern and southern scan each lasts about 15 min. Hence the
combined north and south scan lasts about 30 min. As the solar
terminator reaches the American continent, both Channel A and B
are used for the nightmode observation. Channel A for the northern
and B for the southern hemisphere. Because of using two channels,
the combined north and south scan lasts only 15 min.

To determine the bubble locations in the magnetic longitude,
we bin the GOLD image pixels in 1-degree magnetic longitudinal
grids from 25° magnetic north to the magnetic equator. We bin
the pixels from the magnetic equator to 25° south for the southern
hemisphere with the same magnetic longitudinal grid. Figure 1
shows an example of the binning pattern for the northern (lime)
and southern (magenta) hemispheres and GOLD image of plasma
bubbles identified. In this way, we have a northern and southern
track of binned magnetic longitudinal variation of the UV 135.6 nm
emission. To locate bubbles, we search all minimum values in both
the northern and southern tracks of the binnedGOLDUV135.6 nm
emission (see Figure 2). We should expect the bubbles coincide with
the minima in the UV emission. To reduce false positive bubble
identifications, we compare the minimum locations in both the
northern and southern tracks, if we cannot find minimum within
2 degrees of magnetic longitude in both tracks, we will not flag
the minimum as a bubble location. Another reason for comparing
the northern and southern track is to ensure the depletion remain
roughly in the same magnetic longitude. Because GOLD image is a
2Dprojection of a 3D ionospherewith plasma bubbles, the depletion
from the bubble in the GOLD image may deviate from the same
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FIGURE 3
The GOLD bubble magnetic longitudes vs. that of the geolocations from GLONASS (blue) and GPS (orange) L1 signals.

FIGURE 4
Zonal difference distribution between the GOLD bubble and F7/C2 geolocation scintillation. GLONASS and GPS are in different colors.
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TABLE 1 GOLD bubble and F7/C2 geolocation zonal difference
distribution.

Error (deg) Samples %

All 845 100

<5 830 98

<2 772 91

<1 711 84

0 581 69

magnetic longitude. If that is case, our selection criterion will not
select the bubble for comparison with geolocation. If we find both
northern and southern bubbles, then we pick the northern location
for the bubble. Figure 2 shows the nine minima in northern and
all nine have companion minima in the southern hemisphere and
they are selected as shown in the figure. The locations are plotted on
GOLD image in Figure 1.

We also estimate the depth and width of the bubbles. The key
to estimate these depth and width is to calculate the baseline for a
non-disturbed condition.We used a polynomial fit of the binnedUV
longitudinal variation of the northern and southern tracks. Because
the existing bubbles, the fitted curves will be lower than an ideal
baseline. To address this issue with a simple algorithm, we remove
the binned UV data below the fitted curve, then use the remaining
UVdata points above the first fitting curve to do another polynomial
fit along the magnetic longitude. The second fit will be much closer
to the ideal baseline. We then use that as the baseline in our analysis.
The same procedure is used for both northern and southern tracks.
To estimate the width of the bubble, we pick the separation of the
half way points between the bottom of bubble and the baseline. We
will use the larger of the northern and southern bubble width for the
bubble width. The deeper depth of the two will be used to represent
bubble depth.

While this method can automatically determine bubble
locations when the UV emission is strong and bubble depletion
contrast is clear, we still have cases, where the bubbles are not
apparent in the GOLD images. To ensure no falsely identified
bubbles are used in analysis, we used visual inspection of the GOLD
images to confirm the automatic search results.The visual inspection
is performed by a group of people to reduce bias.

Back propagation method

Back propagation (BP) method has been used to geolocate the
scintillation based on the GNSS high-rate phase and amplitude
data (Sokolovskiy et al., 2002). The method is based on several
assumptions. First, plasma irregularities must occupy limited
volume so that wave propagation is considered in the phase
screen approximation. In other words, radio waves undergo only
phase fluctuations inside the volume. Amplitude fluctuations
(observed along receiver trajectory which crosses the direction
of wave propagation) develop after propagation through the
volume and increase with the distance from the volume due to

focusing/defocusing effects caused by the phase fluctuations induced
by plasma irregularities. The phase and amplitude measured by the
receiver in orbit can be used as the boundary condition for solving
wave equation in a vacuum and reconstruction of the phase and
amplitude fluctuations back from transmitter to receiver. Amplitude
fluctuations decrease from receiver to the region with irregularities
and then increase again due to imaginary focusing/defocusing.
Thus, the region of minimum amplitude fluctuations traces the
region with irregularities. Second, irregularities must be anisotropic
(elongated) to reduce wave propagation problem from three to
two dimensions. This is needed because the phase and amplitude
are measured on 1-dimensional receiver trajectory which is
insufficient for solving 3-dimensional wave propagation problem.
Third, direction of irregularities must be known for orientation
of the BP plane. In the equatorial F region plasma irregularities
are aligned with the magnetic field lines which allows to use
the magnetic field model (IGRF-13) for orientation of the BP
plane. Compared to (Sokolovskiy et al., 2002), the BP method was
fully automated and further enhancements improving geolocation
accuracy were included (this will be discussed in a separate
publication).

In this study, we applied BP in 10-s intervals. This is the trade-
off between two conditions: (i) the scanned volume must be large
enough to include multiple irregularities which cause scintillation
(to reduce the boundary effects in BP) and (ii) must be small
enough so that statistical structure of the irregularities must not
be substantially different inside the volume. Both (i) and (ii) are
required for a more reliable estimation of the distance to minimum
of amplitude scintillation by BP.

Comparison of the bubble location
and scintillation geolocation

We selected the time period from Day 044–106 in 2020 for the
GOLD bubble and F7/C2 scnPhs file geolocation comparison. The
selection of the time is associated with F7/C2 calibration/validation
of other instruments and mostly coincides with the bubble active
period in the American sector.

Figure 1 not only shows the GOLD UV image with bubbles, but
also F7/C2 geolocated scintillations. In the figure we also located
north and south equatorial ionosphere anomaly (EIA). Since the
GOLD bubble has time cadence of 30 min or 15 min, the F2/C2
geolocation (based on 10-s data intervals) can havemultiple overlaps
with the same GOLD images. We will associate the geolocation
with the GOLD bubble that is closest in magnetic longitude to the
geolocation. If the geolocation is within the width of the GOLD
bubble, then we label that as zero difference. If it is outside the
GOLD bubble width, then the distance from edge of the bubble to
the geolocation will be assigned as the longitudinal difference. In
the case shown in Figure 1, we have three geolocations from one
scnPhs file (green circles). The F7/C2 satellite locations are on the
west (cyan circles). The scnPhs file data are from the forward POD
antenna facing east. Two geolocations on the east, will be associated
with bubble # 6, whereas the one on the west will be linked to bubble
# 5.UCARgeolocation has the tendency to pick the scintillation near
the EIAs as shown in this case. Because both northern and southern
hemisphere GOLD data are used, if only one hemisphere data is
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FIGURE 5
Zonal difference distribution between GOLD bubble and F7/C2 geolocation scintillation for single intersection cases.

TABLE 2 Zonal difference statistics between GOLD bubble and F7/C2
scintillation for single intersection cases.

Error (deg) Samples %

All 54 100

<5 54 100

<2 54 100

<1 50 92

0 45 83

available, no bubbles will be picked at that magnetic longitude. In
Figure 1, there could be a bubble beyond bubble # nine on the east,
which was not picked because of missing the southern hemisphere
data as shown in Figure 2 the southern hemisphere brightness data
end earlier compared to the northern track.

Before the comparison, we inspected all GOLD images with
geolocations overplotted on top. The geolocations that are on the
edge of GOLD UV image data or do not intersect with the bubbles
were removed. A total of 8 GLONASS and 10 GPS scnPhs files were
removed for these reasons. A total of 84 GLONASS and 63 GPS
scnPhs files are used for our comparison. Out of these scnPhs files
we have 479 GLONASS and 366 GPS geolocations based on 10-s
intervals.

Figure 3 shows the GOLD bubble magnetic longitudes vs.
the F7/C2 geolocation scintillation longitudes. There is a general
good agreement between the bubble locations vs. geolocation of
scintillations for both GLONASS and GPS. To be more quantitative
of the zonal difference, the distribution is plotted in Figure 4. The
numerical distributions of zonal difference are listed in Table 1.
The RMS of the distribution is 1.57 deg and mean is 0.13 of the
distribution.

There are 15 geolocations from seven scnPhs files with zonal
differences larger than 5° in magnetic longitude. After a close
examination of GOLD images, we determined that in those cases,
the GOLD image either show weak structures which were not
selected by visual inspection or the GOLD images have poor
contrast. In other words, the GOLD data in those cases did not
provide good references for comparison.The imagesmay be selected
because there are other selected GOLD bubbles. Compared to the
total number of the geolocations, the number of outliers is small.

We have many multiple bubble cases as shown in Figure 1.
We would like to see how the geolocation performs in single
bubble intersection cases. A total of eight scnPhs files with 54
geolocations were selected for this zonal difference analysis. The
distribution is shown in Figure 5 and the same statistical values
are listed in Table 2. The RMS for the differences is 0.45 deg in
magnetic longitude and mean value difference is 0.00. That shows
in the case of single intersection the geolocation can be accurate up
to half degree in longitude (∼50 km). There are no outliers for the
single intersection case.
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FIGURE 6
Zonal difference vs. altitude (upper left), local time (upper right), geolocation distance (lower left), and SNR (Signal to Noise Ratio) of the GNSS signals
(lower right).

The zonal difference dependences on the scintillation
altitude, local time, geolocation distance, and GNSS signal SNR
are plotted in Figure 6. We do not see a clear trend of the
zonal difference vs. these parameters. That implies that the
geolocation method should work well over these parameter
ranges. Finally, the scintillation altitude and local time distribution
are plotted in Figure 7. As the ionospheric density gradually
decreases moving into the night, we see fewer scintillations
at high altitude. We have a cutoff at 600 km for geolocations.
Also the GOLD observations do not extend deep into the
night due to low UV emissions. Most of the bubbles occur
near dusk after sunset, which is why we see more geolocations
before 22 LT.

Discussion

The scnPhs files (including high rate phase and amplitude
data and orbits) along with the scnGeo files including geolocation
results (coordinates of the localized irregularities for those 10-s
intervals with successful BP) are new products from F7/C2. In this

analysis, we only used results obtained with GLONASS and GPS
L1 signals. Taking advantage of the availability of the GOLD UV
image data, we were able to show a good agreement between the
F7/C geolocation and the GOLD bubble locations. This suggests
that the scintillations selected in the local time interval in the
GNSS signals are mostly caused by the plasma bubbles. In the
cases with multiple bubbles, the overall statistics show the zonal
difference RMS of about 1.5°, whereas the single intersection cases
have about 0.5° RMS (∼55 km) zonal difference. Since we used
10 s intervals (maximum ∼70 km of the ray cross track) for the
BP method, the 70 km may be considered the spatial resolution
of geolocation. The RMS of the zonal difference is consistent with
the spatial resolution of the BP method. Note that the minimum
separation from GOLD image neighboring bubble is 2° in case
we have multiple bubbles. That is not to say we have multi-
bubbles all the time and the GOLD bubble location and COSMIC
geolocation separation can be larger than 2° as shown in the
statistical results.

The results also show the robustness of the geolocation
method, as we did not see many outliers in our comparison.
Geolocation will greatly improve our statistics of bubble
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FIGURE 7
F7/C2 geolocation of the scintillation altitude and local time distribution.

occurrence compared to past COSMIC GNSS S4 based
analysis [e.g., Wu et al., 2021]. That will help to track
down possible trigger mechanism by pin-pointing the
scintillation locations. Another useful information from
the geolocation files is altitude of the scintillation. While
we did not analyze the altitude in this study, the
altitude information may help characterizing the bubble
evolution.

The GOLD bubble location algorithm also works well. When
the GOLD quality is good, the method can determine the
bubbles in GOLD images very accurately. The north and south
track comparison helps to reduce false positive for bubble
location. Overall, the F7/C2 scnPhs file based geolocation will
be an important space weather product. It will pin point the
scintillations at regions, where the observational coverage has
been lacking.

Summary

1. F7/C2 high rate scnPhs files enable the back-propagation
method to geolocate the scintillations at all longitudes for
accurate scintillation locations.

2. Comparison with GOLD bubble locations show a good
agreement between the geolocation of scintillation and the
bubble locations. The zonal difference is about 1.5 deg in
magnetic longitude for all cases and 0.5 deg for single
intersection cases.

3. The GOLD bubble location determine method provides
accurate bubble information.
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Storm-time ionospheric electrodynamics effects have been the subject
of extensive studies. The solar wind/magnetosphere/ionosphere and
thermosphere disturbance wind dynamos have long been identified as the
main drivers of low latitude storm-time electrodynamics. Extensive detailed
studies showed that climatology of low latitude disturbance electric fields and
currents is in good agreement with results from global theoretical and numerical
models. Over the last decade, however, numerous studies have highlighted that
the response of low latitude electrodynamics to enhanced geomagnetic activity
is significantly more complex than previously considered. It is now clear that
the electrodynamic disturbance processes are affected by a larger number
of solar wind and magnetospheric parameters and that they also have more
significant spatial dependence. This is especially pronounced during and after
large geomagnetic storms when multiple simultaneous disturbance processes
are also active. In this work, we briefly review the main past experimental and
modeling studies of low latitude disturbance electric fields, highlight new results,
discuss outstanding questions, and present suggestions for future studies.

KEYWORDS

geomagnetic storms and substorms, magnetospheric effects on low latitude
ionosphere, electrodynamics response to solar wind disturbances, electrodynamics
response to magnetospheric disturbances, low latitude ionosphere

1 Introduction

The response of electrodynamics of the low latitude ionosphere to enhanced
geomagnetic activity has long been subject of numerous studies. Starting in the late
1970s, it was clearly established that the solar wind magnetosphere and the ionosphere
disturbance wind dynamos are the main processes driving storm-time global ionospheric
electric field and current perturbations. The solar wind magnetospheric dynamo drives
short-lived (up to a few hours) so-called prompt penetration electric fields processes
resulting from the leakage of high-latitude potential to lower latitudes when there is a
temporary imbalance between region 1 and region 2 Birkeland currents (e.g., Wolf, 1970;
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Kelley et al., 1979; Senior and Blanc, 1984; Spiro et al., 1988;
Sazykin, 2000; Huang C.-S. et al., 2007; Wolf et al., 2007; Fejer 
et al., 2007; Fejer, 2011; Chakrabarty et al., 2015). Shorter-lived
ionospheric prompt penetration electric fields and currents
extending down to equatorial latitudes are also often driven by
magnetospheric substorms (e.g., Kikuchi, 2000; Kikuchi et al.,
2008; Chakrabarty et al., 2008; 2015; Wei et al., 2009; Wei et al.,
2015; Huang C.-S., 2009; Fejer et al., 2021; 2024), solar wind
dynamic pressure changes (e.g., Rout et al., 2019; Huang C.-S.,
2020; Le et al., 2024), solar flares (e.g., Zhang R. et al., 2017)
and ULF waves (e.g., Huang C.-S., 2020). The thermosphere
disturbance dynamo, generated by storm-time enhanced energy
and momentum deposition into the high-latitude ionosphere,
drives longer lasting (up to a few days) global ionospheric electric
field and current perturbations (e.g., Blanc and Richmond, 1980;
Scherliess and Fejer, 1997; Fejer et al., 2017; Pandey et al., 2018;
Navarro et al., 2019). Storm and post-storm prompt penetration
and disturbance electric fields cause large perturbations on low
latitude thermospheric winds, composition, and plasma density,
and affect the occurrence of low latitude plasma irregularities (e.g.,
Fejer et al., 1999; Chakrabarty et al., 2006; Balan et al., 2008; Fuller-
Rowell al., 2008; Fagundes et al., 2016; Xiong et al., 2015; Heelis and
Maute, 2020; Navarro and Fejer, 2020).

The climatology of low latitude prompt penetration and
disturbance electric fields has been known for over 2 decades,
but there is still very little information on their temporal and
longitudinal variations [e.g., Abdu, 2016; Abdu et al., 2007; Fejer
and Maute, 2021]. Recent studies reported large spatial/temporal
changes on disturbance electric fields due, for example, to IMF By
changes, season, hemispheric dependent high latitude convection
rotations and skewings, and to polar electrojet effects. Furthermore,
as pointed out byDickWolf (private communication, 2022): “For the
last 15 years or so, it has become very clear that plasma distributions
are not approximately constant along the plasma sheet tailward
boundary, as assumed by old style convection models. As a result,
bubbles of depleted plasma sporadically occurring in the plasma
sheet, probably because of reconnection, can sometimes make their
way deep into the inner magnetosphere”. Highly dynamic related
processes, such as auroral streamers and substorms (e.g., Yadav et al.,
2023), likely cause the electrodynamic response of the low latitude
ionosphere to geomagnetic activity to be much richer and complex
than previously thought. In the meantime, global ionospheric storm
time models have recently undergone major improvements and
now have increasingly been used in global simulations of complex
storm events.

In the following sections, we first describe recent findings on the
effects of solar wind, magnetospheric and high latitude drivers on
low latitude ionospheric electric fields and currents. We also discuss
recent studies of high latitude electrodynamics that are likely to
affect the electrodynamics of the low latitude ionosphere. Next, we
illustrate the complex longitude dependent response of equatorial
ionospheric electrodynamic electric fields during extended periods
of high geomagnetic activity emphasizing the challenges in effects
of individual storm drivers. We then summarize recent results on
low latitude storm-time modeling. Finally, we highlight outstanding
questions and present suggestions for improving our understanding
of this complex subject.

2 Drivers of low latitude storm-time
electrodynamics

2.1 IMF Bz effects

The north-south (Bz) component of IMF is the most important
driver of dayside reconnection and of solar wind, magnetosphere
coupling (e.g., Wolf, 1970). Polarity changes in IMF Bz have
long been known as the main drivers of low latitudes storm-time
ionospheric disturbances. As extensively documented, southward
(northward) IMF Bz excursions faster than shielding time constant
(∼30 min) drive undershielding (overshielding) electric fields.
These electric fields cause upward/westward (downward/eastward)
prompt penetration equatorial plasma drifts during the day andwith
opposite polarity at night with peak values near the terminators (e.g.,
Fejer et al., 1990; Fejer et al., 1997; Huang C.-S., 2015; Kikuchi and
Hashimoto, 2016). Slower Bz turnings do not give rise to significant
penetration of electric fields. Regression analysis of IMF Bz and
conductivity-corrected equatorial electrojet data suggests higher
prompt penetration efficiency during northward than southern
turnings (Bhaskar and Vichare, 2013). The ratio of the equatorial
zonal penetration and the motional solar wind (dawn-dusk) electric
fields is ∼0.1 during the day (e.g., Kelley et al., 2003; Huang C.-S.
 et al., 2010; Huang C.‐S. et al., 2010; Manoj et al., 2012) and larger
near sunrise and sunset (e.g., Fejer and Scherliess, 1997; Wei et al.,
2008; Fejer, 2011). The amplitudes of the meridional/perpendicular
prompt penetration electric fields are about twice larger (e.g.,
Sazykin, 2000; Fejer and Emmert, 2003; Huang C.‐S. et al., 2010).
These ratios vary with solar wind and magnetospheric parameters
(e.g., Spiro et al., 1988; Garner et al., 2004) and under the effect of
additional solar wind (e.g., dynamic pressure) and magnetospheric
(e.g., substorms) processes.

The lifetimes of Prompt penetration electric fields associated
with rapid southward IMF Bz turnings faster are generally
∼1–2 h [e.g., Fejer and Scherliess, 1997; Manoj and Maus.,
2012], although much longer values (up to ∼10 h) have
also been suggested (e.g., Huang C.-S., et al., 2010a; Huang
C.-S., et al., 2010b). For slowly varying southward IMF Bz
conditions, short-lived prompt penetrations equatorial electric
fields can be driven by magnetospheric substorms, changes
in IMF By, and solar wind dynamic pressure changes. This
is illustrated in Figure 1 with F-region vertical plasma drift
measurements over Jicamarca, Peru (11.9°S, 76.8°W; dip latitude
∼0°). Over this site, eastward/downward electric fields of 1 mV/m
correspond to upward/westward drifts of ∼40 m/s. Equatorial storm
time electric fields during extended periods of southward IMF Bz
will be discussed in detail later.

Rout et al. (2022) presented evidence for quasiperiodic (1.5–2 h)
fluctuations in low latitude ionospheric electric fields, solar
wind zonal electric field and global geomagnetic fluctuations
during High-Intensity Long-Duration Continuous AE Activity
(HILDCAA) events. Recently, Milan et al. (2023) concluded that
the AE/AL disturbances during HILDCAAs are caused by high-
intensity quasi-periodic substorms driven by high but intermittent
dayside reconnection rate due to fast solar wind and quasi-
periodically varying IMF. Low latitude ionospheric electric fields
during these events, however, should also be directly affected by IMF
Bz sign fluctuations.
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FIGURE 1
(From top to bottom) IMF Bz/By, solar wind motional east-west electric field, SuperMAG ring current (SMR) and auroral current (SMU/SML) indices with
substorm onset times (small arrows in the bottom panel), Jicamarca vertical plasma drifts during the initial phase of the 17 August 2001slowly
developing magnetic storm. The smooth curve denotes the quiet-time drift pattern.

Even though prompt penetration effects are most often
associated with IMF Bz turnings and southward conditions, it has
been known for some time that this is not always the case. Recent
studies have reexamined earlier investigations (e.g., Kelley and
Makela, 2002; Zhao B. et al., 2008) of equatorial prompt penetration
electric fields and currents lasting longer than a few hours under
northward IMF (NBz) and duskward (By > 0) conditions. Li et al.
(2023) discussed one such event in connection with energy
deposition at higher latitudes than under southward IMF Bz.
They also showed that Thermosphere-Ionosphere-Electrodynamics
General Circulation Model (TIE-GCM) simulations reproduced
the observed changes in high latitude convection, Joule
heating and thermospheric winds, as well as resulting low
latitude westward prompt penetration electric fields. Wang
and Luhr (2024) presented extensive CHAMP and Swarm
measurements showing that, under long-duration NBz, the polar
electrojet driven low-high latitude ionospheric electrodynamical
coupling is strongly dependent on IMF By sign, local time,
and season.

2.2 IMF By effects

The dawn-dusk (By) component of IMF modulates the dayside
reconnection rate and affects the ionospheric convection patterns
(e.g., Heelis, 1984; Cunnock et al., 1992). Tsurutani et al. (2008)
pointed out that the polarity of equatorial prompt penetration
electric field perturbations near dawn and dusk could be affected due
to possible skewing and asymmetry between the DP2 convection
vortices. Tenfjord et al. (2015) described the role of IMF By on
asymmetric currents, convection patterns and substorm onset
locations in the two hemispheres (e.g., Østgaard et al., 2004; 2011).
Only recently have IMF By effects on the electrodynamics of the low
latitude ionospheric have been studied in detail.

Chakrabarty et al. (2017) suggested that unusual equatorial
prompt penetration electric fields with identical polarity near
dawn and dusk over nearly antipodal stations in Indian and
South American could be explained as resulting from IMF By
driven asymmetric and skewed DP2 current lobes. This role of
IMF By under southward Bz is also supported by consistently

Frontiers in Astronomy and Space Sciences 03 frontiersin.org19

https://doi.org/10.3389/fspas.2024.1471140
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org


Fejer et al. 10.3389/fspas.2024.1471140

observed (e.g., Kumar et al., 2023; Chakraborty and Chakrabarty,
2023) high latitude out-of-phase and low latitude in-phase variations
of the geomagnetic X component over the antipodal stations
corresponding to longitudes in the day and night sectors. We note
that asymmetric and distorted high latitude currents should also
have major spatial and temporal effects on equatorial disturbance
dynamo electric fields.

It is now evident that, contrary to what has been generally
assumed, the dependence of auroral currents on IMF By is not
symmetric with respect with its sign (e.g., Friis-Christensen et al.,
1972; 1985). This dependence is particularly strong in the AL index
and during the solstices. During northern hemisphere winter (i.e.,
under negative tilt angle of the Earth’s magnetic dipole relative to
the Sun-Earth line), for example, the northern AL index can ∼40%
stronger for By > 0 than for By < 0. Holappa and Buzulukova (2022)
suggested that this interhemispheric effect can be accounted for in
theNewell et al. (2007) solarwindmagnetosphere coupling function
dFMP/dt through (1− 0.04By tan ψ), where ψ is the dipole tilt angle
and By is nT. Reistad et al. (2022) reported more frequent substorm
occurrencewhen IMFBy anddipole tilt have opposite signs.Thiswas
attributed to a more efficient global dayside reconnection rate. We
note in passing that Cowley (1981), Cowley et al. (1991) and Laundal
and Ostgaard (2009) suggested stronger and more efficient solar
wind dynamo in the southern hemisphere under large positive IMF
Bx. The hemispheric asymmetries caused by IMF By and possibly
IMF Bx should play a major role on the spatial and temporal
variability of both equatorial prompt penetration and disturbance
electric fields near sunrise and sunset, particularly during the
solstices.

There are other aspects regarding IMF By effects on equatorial
disturbance electric fields remain unclear such as what proportion
of IMF Bz and IMF By is the most effective one and whether a stable
and significantly high IMF By is more effective than the polarity
reversal in IMF By or vice versa. In the absence of modelling and
clinching evidence, one should not discard the role of any of the
above factors ab initio.

2.3 Solar wind density and dynamic
pressure effects

Increased solar wind dynamic pressure causes magnetospheric
compression and drives enhanced the two-cell convection and
DP-2 currents (e.g., Liou et al., 2017). In the daytime equatorial
ionosphere, they give rise to short-lived (∼30 min) upward and
westward plasma drift perturbations (e.g., Fejer and Emmert, 2003;
Huang C.-S., 2020; Nilam et al., 2020). Sharp dynamic pressure
decreases cause prompt penetration electric fields with opposite
polarity (e.g., Le et al., 2024). These polarities do not appear to
depend on the directions of IMF Bz and By (Nilam et al., 2020).
Earlier, Wei et al. (2012) illustrated the control of the equatorial
prompt penetration electric field by the solar wind density during
a saturation of cross the polar cap potential, and Rout et al. (2016)
reported brief (∼30 min) simultaneous increases in the high-latitude
convection and electric equatorial electric fields under northward
IMF Bz after an increase in the solar wind density. Similar
effects in equatorial plasma drifts and thermospheric winds were

reported by Navarro and Fejer (2020) following solar wind dynamic
pressure increases.

2.4 Substorm effects

Induction electric fields resulting from magnetospheric
substorm dipolarizations (e.g., Wolf et al., 1982) are increasingly
been recognized as important drivers of short-lived (∼0.5 h)
equatorial prompt penetration electric fields and currents
(Kikuchi et al., 2003; Wei et al., 2009; Huang C.-S, 2012;
Chakrabarty et al., 2010; 2015; Hui et al., 2017; Tulasi Ram et al.,
2016; Fejer et al., 2021; 2024; Kikuchi, 2021; Sori et al., 2022; Fejer
and Navarro, 2022). Magnetospheric substorms always occur when
IMF Bz is southward for over ∼2 h after its southward turning (e.g.,
Caan et al., 1977). They are often associated with changes in the
solar wind drivers including IMF polarity reversals), sharp changes
in the solar wind ram pressure, and with internal magnetospheric
triggers (Liou et al., 2018). MHD simulations (Tanaka et al., 2010;
Ebihara et al., 2014) showed that during substorms, region-2 field
aligned currents driven by anisotropic plasma pressure in the inner
magnetosphere can cause overshielding-like effects (i.e., daytime
westward electric fields). Liou et al. (2020) reported that, on average,
there are ∼1/3 more substorms for IMF By > 0 than for IMF By < 0,
which was attributed to the asymmetry in enhanced convection.

Substorm onset and expansion phases have been associated
with both eastward (e.g., Hui et al., 2017; Huang C.-S., 2020) and
westward (Kikuchi et al., 2003; Hui et al., 2017) daytime equatorial
prompt penetration electric fields. A statistical analysis of disturbed
equatorial electrojet using AE index by Yamasaki and Kosch
(2015) indicates that the average equatorial electrojet perturbation
electric field associated with substorm onset is eastward and lasts
for 30–60 min. Their derived short-and long-term climatological
responses of the electrojet to substorms are consistent with
Jicamarca prompt penetration and disturbance dynamo electric
field patterns. Gao et al. (2023) also reported substorm driven
prompt penetration and disturbance dynamo patterns consistent
with previous results. As mentioned earlier, substorms often occur
during periods of changing solar wind parameters and, therefore,
it is usually difficult to isolate their contributions to penetration
electric fields.

Jicamarca radar drift measurements during periods of nearly
steady southward IMF Bz and By and small changes in the solar
wind dynamic pressure strongly suggest that substorm onsets and
expansion phases (recovery phases) are mostly associated with
eastward/poleward (westward/equatorward) prompt penetration
electric fields during daytime-evening and with opposite polarities
at night. This is consistent with plasma sheet heating and resulting
in reduction in shielding during substorm expansion phase
(Baumjohann et al., 1996).The eastward and westward perturbation
electric fields during onset-expansion and recovery phase often
appear to have comparable lifetimes and amplitudes, as in the
case of longer lasting (∼3 h) equatorial electric fields during the
so-called sawtooth events (Huang C.-S., 2012). Substorm driven
equatorial vertical drifts are generally small (less than ∼5–10 m/s)
during the day.

Figure 2 presents in the top 5 panels the IMF Bz/By, solar
motional electric field and dynamic pressure, and the SMR,
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FIGURE 2
(Top five panels) solar wind IMF Bz/By, motional east-west electric field and dynamic pressure, and SuperMAG ring current (SMR) and auroral current
(SMU/SML) indices with and substorm onset times (small arrows). (Bottom panels) Height averaged Jicamarca vertical and zonal plasma drifts. The
circle at 17 UT indicates noon over Jicamarca and the green curves denote the quiet time vertical and zonal drift patterns (adapted from Fejer and
Navarro, 2022).

SMU, and SML indices, and in the two bottom panels, the
daytime vertical and zonal F-region vertical drifts measured
over Jicamarca during the mostly steady southward IMF Bz
period encompassing the second main and recovery phases of
the September 2017 large geomagnetic storm. This Figure shows
upward/westward perturbation drifts during periods of slowly
varying southward IMF Bz and solar wind dynamic pressure,
and two large overshielding events at ∼12:30–13:30 UT and
15:00–16:00 UT. The first, which occurred after increase in the
solar wind dynamic pressure, could be interpreted as resulting
from the substorm associated process increased Region 2 Field-
Aligned Currents (R2 FACs) caused by inner magnetospheric
anisotropic plasma pressure (e.g., Ebihara et al., 2014). This process
will be discussed further later. The second overshielding event,
shown in Figure 2, occurred during substorm activity following
rapid fluctuations in the solar wind dynamic pressure and
IMF Bz sign. Yadav et al. (2023) associated dayside and nightside
equatorial electrojet overshieldings with equatorward extending
streamers resulting from plasma sheet burst flows. They suggested
that these auroral streamers, which can be associated with
sharp decreases in the SML index, cause overshieldings also

by strenghtening Region 2 Field-Aligned Currents (R2 FACs)
over R1 FACs.

The low latitude ionospheric typical electrodynamic response
to long-lasting southward IMF Bz-driven geomagnetic storms
is the nearly continuous occurrence of short-lived (time scales
∼30–60 min) substorm-driven prompt penetration electric fields.
This was the case, for example, of the equatorial electrojet
response to the CME driven July 2012 large geomagnetic
studied in detail by Bagiya et al. (2014), Liu et al. (2014), Kuai
et al., 2017. In this event, over a period of about 30 h of
slowly varying southward IMF Bz, SuperMAG identified 30
substorms, which gave rise to the observed daytime short-lived
equatorial electrojet eastward current perturbations, including
under strong disturbance dynamo conditions (Figure 5 in
Liu et al., 2014). Substorm-driven prompt penetration electric
fields under strong disturbance dynamo electric fields were
also reported by Fejer et al. (2024). Low latitude electrodynamic
signatures during long-lasting southward IMF Bz will be discussed
further later.

Substorm associated equatorial prompt penetration electric
fields often have very large amplitudes (over ∼100 m/s) near
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dusk (e.g., Fejer et al., 2021; 2024). Figure 3 shows solar wind,
magnetospheric, and high latitude ionospheric parameters, and
Jicamarca vertical drifts and coherent backscattered power from 3-
m plasma irregularities close to dusk during 27–28 August 2015.
This was a period of moderate recurrent geomagnetic activity when
the solar wind electric fields (∼3 mV/m) were typically too small
for directly driving noticeable equatorial prompt penetration electric
fields. These substorm associated prompt penetration electric fields
caused one of the largest dusk side upward drift perturbations
(∼60 m/s) ever recorded over Jicamarca during June solstice
(Fejer et al., 2021). The large and sudden backscattered power
decrease at ∼00:15 UT is indicative of strong westward prompt
penetration electric fields associated with substorm recovery.
Substorm associated prompt penetration electric fields near dusk
are most easily identified during periods of small prereversal
velocity enhancements, i.e., primarily near June solstice over
Jicamarca. Fejer et al. (2008) reported that this is also the season
with highest amplitude prompt penetration electric fields near the
terminators.

2.5 Solar flare effects

Sudden increases in solar X-ray and Extreme Ultraviolet (EUV)
radiation during solar flares lead to large and rapid ionospheric
changes (e.g., Tsurutani et al., 2020). Low latitude solar flare effects
were discussed in several papers (e.g., Qian et al., 2012; Fejer and
Maute, 2021). Zhang K. et al. (2021) reported solar associated
increases in daytime eastward equatorial electrojet current and
simultaneous decreases in the eastward electric fields, as indicated
by Jicamarca vertical drifts. They suggested that the eastward
electric field decreases may be due to disturbed ionospheric dynamo
caused by flare enhanced Cowling conductivity and perhaps also to
overshielding effects. Pedatella et al. (2019) and Chen et al. (2021)
presented numerical simulations of sudden daytime equatorial
upward drifts (eastward electric field) decreases similar to Jicamarca
observations after flare onsets. The simulations of Chen et al.
(2021) also indicate that solar flares increase global daytime
currents and reduce the eastward electric fields extending from
the equator to middle latitudes. Both simulations suggest that the
above electrodynamic effects resulted largely from flare-induced
conductivity enhancements; prompt penetration electric field effects
were not considered.

2.6 SAPS/SAID effects

The occurrence of large poleward-directed electric fields in
the evening sub-auroral ionosphere was first pointed out by
Galperin et al. (1974) who called them Polarization Jets (PJs).
Similar intense narrow electric field structures were called Sub-
Auroral Ion Drifts (SAIDs) (Spiro et al., 1979). These two structures
and the longer lasting broader latitudinal region of intense sunward
plasma drift (e.g., Yeh et al., 1991), are now commonly referred to
as Sub-Auroral Polarization Streams (SAPS) (e.g., Foster and Burke,
2002; Foster and Vo, 2002). SAPS are characteristic features of the
low conductivity subauroral region during the main and recovery
phases of strong magnetic storms (e.g., Foster and Burke, 2002;

Foster and Vo, 2002). These poleward electric fields are caused
by the separation of the ion and electron plasma sheet edges in
the magnetosphere. Huang C.-S et al. (2020b) presented Defense
Meteorological Satellite Program (DMSP) satellite measurements
showing SAPS peak westward velocities highly correlated with Dst
index lasting up to 2 days during both the storm main phase with
southward IMF and recovery phase with northward IMF. Huang
C.-S et al. (2021) suggested that during very large storms SAPS
plasma flows/electric fields near dusk penetrate to the equatorial
region driving peak westward plasma drifts of up to 200–300 m/s.
They these disturbance drifts related to Dst approximately
(correlation 0.87) through ΔV = 0.52 Dst, where 0.52 Dst is in
nT. The DMSP equatorial vertical drift measurements during these
periods were not discussed. Jicamarca radar measurements during
the 22–23 April 2023 geomagnetic storm presented by Fejer et al.
(2024) show ∼100 m/s westward disturbance drifts near dusk
under large, nearly steady, southward IMF Bz and SMR∼120 nT,
Dst∼100 nT conditions. During this period, the vertical drifts had
very large amplitude fluctuations typical of substorm driven prompt
penetration electric fields.

Huang C.-S et al. (2021) reported CHAMP satellite
measurements close to midnight showing large westward
disturbancewinds rapidly (within 2 h) extending down to equatorial
latitudes, and DMSP measured eastward drifts extending down
to ∼20° magnetic latitudes at 0930 LT. Huang C.‐S. (2020)
suggested that SAPS associated equatorial zonal disturbance
drifts do not result from southward IMF Bz driven prompt
penetration electric fields. SAPS have recently also been associated
with equatorial electrojet disturbance dynamo effects (Zhang
K. et al., 2021).

2.7 Disturbance dynamo effects

The disturbance dynamo mechanism (Blanc and Richmond,
1980; Scherliess and Fejer, 1997) is the dominant driver of low
latitude low latitude electric field and current perturbations in
the recovery phase of geomagnetic storms. Fejer et al. (2017)
reviewed their causes and recent results on their middle and low
latitude electrodynamic effects. Navarro et al. (2019) showed that
over Jicamarca the average disturbance dynamo vertical drifts
are downward and generally small during daytime. Pandey et al.
(2018) suggested that, in presence of a favorable semidiurnal
tidal component (particularly during equinoctial months in
high solar activity period), the disturbance dynamo related
electric field perturbations during daytime can be as large
as at nighttime. Near dusk, the disturbance dynamo vertical
drifts are downward, have largest values during the autumnal
equinox, smallest during May-June, and increase strongly
with solar flux and enhanced geomagnetic activity (e.g., Fejer,
2002). At night, they are upward, do not change much with
season, and increase with solar flux and geomagnetic activity
(Navarro et al., 2019). The zonal disturbance dynamo drifts are
eastward during the day and westward at night with generally
largest values near midnight (e.g., Fejer et al., 2005; Navarro and
Fejer, 2020).

Disturbance dynamo and prompt penetration electric fields
have also been studied recently using the magnetic response of
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FIGURE 3
Solar wind and magnetospheric indices, average Jicamarca vertical drifts and coherent backscattered power during August 27–28, 2015. The green
line corresponds to the quiet drift pattern. The errors bars denote the standard deviations of the drifts. Over Jicamarca UT = LT + 5 h.
Adapted from Fejer et al., 2021.

their equivalent current systems (e.g., Rodriguez-Zuluaga et al.,
2016; Bulusu et al., 2018; Younas et al., 2021). The disturbance
dynamo magnetic signatures, the so-called Ddyn (e.g., Le Huy
and Amory-Mazaudier, 2005; Amory-Mazaudier et al., 2017),
appear as storm-time negative geomagnetic field excursions
relative to their diurnal quiet time values, i.e., as anti-Sq
circulations. Rodriguez-Zuluaga et al. (2016) reported good
agreement between Equatorial Ionization Anomaly (EIA)
and disturbance dynamo parameters during high-speed solar
wind stream (HSSW), but not during coronal mass ejection
(CME) events. Younas et al. (2021) showed that Ddyn is longest
lasting during equinox, and that HSSW generated Ddyn occur
globally and generally last longer than the more localized CME)
generated Ddyn.

3 Equatorial ionospheric
electrodynamics during the December
2006 large geomagnetic storm

The CME driven 14–15 December 2006 large geomagnetic
storm started at ∼1414 UT with a large shock as a result
of the sudden increase in the solar wind speed from 650 to
980 km/s. After the shock, the solar wind speed underwent a
gradual decrease but remained above 600 km/s for most of this
long-lasting storm. The storm main phase started at ∼2310 UT
on14th following the IMF Bz rapid southward turning. Lei et al.
(2008), Wang et al. (2008) used Coupled Magnetosphere Ionosphere
Thermosphere (CMIT)model simulations to study the thermospheric
and ionospheric response to the initial phase (∼8 h) of this
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storm. Veenadhari et al. (2019) examined substorm electrodynamic
signatures during this storm and Ranjan et al. (2023) studied this
storm-driven ionospheric variability over the Indian sector.

Figure 4 shows in the top 5 panels the ACE satellite measured
IMF Bz/By and motional electric field (positive duskward), and the
SMR, SMU, SML geomagnetic indices from 00 UT to 10 UT on
15 December. The next two panels present the equatorial electrojet
data over Micronesia and India determined from the difference of
the magnetic field horizontal components over Yap (9.6°N, 138.1°E)
and Okinawa (26.3°N, 127.8°E) and Tirunelveli (8.7°N, 77.8°E) and
Alibag (18.7°N, 72.9°E), respectively (Veenadhari et al., 2019). The
bottom panels show the vertical drift velocity and backscattered
power from3-mplasma irregularitiesmeasured by the JULIA probe.
Over the ∼120–160 km height range, these drifts are the nighttime
equivalents to the daytime so-called 150 km drifts. The power
from the ∼110 km region results from the backscatter of electrojet
two-stream and gradient-drift plasma irregularities (e.g., Fejer and
Kelley, 1980). Height changes in the electrojet backscattered power
are indicative of zonal electric field reversals and occurrence of
gradient drift plasmas irregularities.

Figure 4 indicates that following the main phase onset, the IMF
Bz remained southward for several hours, except for brief northward
excursions at ∼0520 UT. The IMF By oscillated up to 00 UT on
the 15th, increased to ∼10 nT to ∼06 UT, and then decreased to
∼5 nT. The solar wind dynamic pressure (not shown) was very small
after ∼01 UT. The SMR went down to −163 nT at 0055 UT, and the
SMU and SML had peak values ∼1,000 and ∼2,400 nT, respectively.
Over this period, the SuperMAG website lists 20 substorm onsets
based on the Newell and Gjerloev (2011) criteria.

The solar wind, auroral electrojet, ring current, storm-time
equatorial electrojet data, and complementary geosynchronous
particle flux measurements from LANL (Los Alamos National
Laboratory) satellites (not shown) during this event were discussed
in detail by Veenadhari et al. (2019).They pointed out that the sharp
decrease in storm time electrojet at 0100UT over the Japanese sector
and at 0525 UT over the Indian sector, shown in Figure 4, were most
likely due to change in solar wind dynamic pressure and sudden
sharp IMF Bz northward turning, respectively. Figure 4 also shows
particularly large decreases in the East Asian and Indian storm -
time electrojet data between 0200 and 0400 UT when the solar wind
dynamic pressurewas low and steady, and the IMFBzwas southward
and slowly changing. Veenadhari et al. (2019) pointed out that, over
this period, LANL satellite dusk geosynchronous particle flux and
Asymmetric-D and Asymmetric-H data indicated the occurrence of
substorms. They suggested that these strong daytime overshieldings
driving westward equatorial electrojet currents during the large
southward IMF Bz can be interpreted as due to substorm driven
increased Region 2 Field-Aligned Currents (R2 FACs) (e.g.,
Ebihara et al., 2014). Veenadhari et al., (2019) pointed out that this
daytime overshielding does fit the standard disturbance dynamo
signatures. On the other hand, we believe that disturbance dynamo
effects cannot be fully ruled out.

The last two panels of Figure 4 show generally very strong
upward drifts (often over 150 m/s) and electrojet backscattered
power up to ∼04 UT (23 LT) over Jicamarca. This is particularly
the case during 02–04 UT when there was strong counter electrojet
activity in the East Asian and Indian sectors. Over this period, h’F
and hmF2 over Jicamarca reached over ∼500 km (among the highest

ever recorded), and the radar measurements showed very strong
spread F activity, which will be discussed later. From ∼04–08UT, the
Jicamarca data show large short-lived vertical drifts enhancements
(overshieldings) with corresponding variations in the height and
strength of the electrojet backscattered power. We associate these
large vertical drift enhancements with the occurrence of strong
substorms. After ∼08 UT, there were there were no further upward
drift enhancements, and the electrojet backscattered power became
strong again, which is indicative of strong westward electric fields
driven two-stream electrojet irregularities.

Figure 5 show highly structured early night equatorial 3-m
plasma irregularities over Jicamarca rapidly expending to high
latitudes as expected from the actions of the very strong and
highly variable upward drifts shown in Figure 5, and consistent with
elevated h’F and hmF2 values. The large structuring of the plasma
irregularities is consistent with highly variable substorm associated
vertical and zonal prompt penetration electric fields. The F-region
irregularities and the electrojet backscattered power weakened
significantly a about ∼04 UT (23 LT) consistent with decrease of
upward drifts. Later, the F-region irregularities systematically move
downward in spite of occasional occurrence of upward drifts.

Huang C.-S. (2019) presented dusk-evening upward drifts of up
to ∼180 m/s measured by five DMSP satellites during 00–12 UT
on 15 December 2006. These large upward drifts were interpreted
as caused by continuous penetration of solar wind electric fields,
in partial agreement with the radar data. The simultaneous
occurrence of strong daytime overshielding, as indicated by the
morning daytime electrojet data and evening and early night
strong undershielding, as shown by the radar and DMSP data is
not consistent with the expected prompt penetration electric field
pattern (e.g., Fejer and Scherliess, 1997). We speculate that these
apparently contradictory results might have been caused by strong
rotations and/or skewing of the northern and southern high latitude
convection patterns. The fundamental point highlighted by this
Asian and South American data is that interpretations based on
single site observations cannot be generalized to other longitudinal
sectors. This clearly points to the need for multiple measurements at
least during major magnetic storms.

4 Recent modeling studies

Magnetic-field aligned currents driven global convection
changes (e.g., Wolf, 1970) often give rise to strong global electron
electrodynamic perturbations (e.g., Nishida el al., 1966; Kelley et al.,
1979; Fejer, 2011; Kikuchi, 2021). The basic characteristics of storm
time driven low latitude short and longer lasting low latitude
electrodynamic perturbations have been largely explained by
numerous theoretical and numerical more than 2 decades ago (e.g.,
Blanc and Richmond, 1980; Senior and Blanc, 1984; Spiro et al.,
1988; Sazykin, 2000; Richmond et al., 2003; Maruyama et al., 2011).
However, these models did not accurately account for the coupling
of the magnetosphere to the ionosphere and thermosphere, which
made it particularly difficult to accurately simulate penetrating
electric fields (e.g., Lu et al., 2012). Recently, Lu et al. (2020) showed
that the TIEGCM driven by realistic storm-time magnetospheric
forcingwas able to reproducemany observed large-scale ionospheric
features during 17 March 2015 storm determined from GNSS
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FIGURE 4
(Top four panels) Solar wind IMF Bz/By and motional east-west electric field, and SuperMAG ring current (SMR) and auroral current (SMU/SML) indices
with and substorm onset times (small arrows). (Fifth and sixth panels) Equatorial electrojet magnetic fields data from the East Asian and Indian sectors
(adapted from Veenadhari et al., 2019). (Bottom two panels) Jicamarca vertical plasma drifts and backscattered power from 3-m plasma irregularities.
The open and full circles denote local noon and midnight, respectively.

TEC data. Although no comparisons were made with measured
low latitude electric fields and currents, the modelled equatorial
prompt penetration electric fields, in response to a rapid IMF
southward excursion, were consistent with their expected patterns.
Maute et al. (2021) presented TIEGCM simulations of hemispheric
asymmetric electric potential using the Weimer electric potential,
the Assimilative Mapping of Ionospheric Electrodynamics (AMIE)
derived electric potential, and auroral parametrization from
field-aligned currents based on AMPERE data. The simulated
equatorial electric fields using the different potentials were generally
consistent with each other and with expected patterns during

daytime, but not near dawn and dusk. Recently, Wu et al. (2024)
reported simulations of prompt penetration electric field during
the initial phase of the 3–4 November 2021 using the recently
developedMultiscale Atmosphere-Geospace Environment (MAGE)
mode MAGE that are generally consistent with measurements
from the Ionospheric Connection Explorer (ICON) satellite.
MAGE, which combines a MHD (Magnetohydrodynamics), the
Rice Convection Model (RCM) of the ring current, and the
TIEGCM models (e.g., Lin et al., 2022; Wu et al., 2024), has a
faster high latitude driver for the ionosphere thermosphere models
allowing for more realistic simulations of SAPS and prompt
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FIGURE 5
Backscattered power from 3-m plasma irregularities over Jicamarca during the 15 December 2006 geomagnetic storm. The full circle denotes
local midnight.

penetration electric fields. Hopefully, storm-time simulations using
these upgraded models will be extended down to low latitudes
more often.

5 Summary and suggestions for future
studies

We have seen that, over the last 2 decades, several studies
examined the roles of solar wind, magnetosphere and high
latitude ionospheric processes in driving geomagnetically active
low latitude electrodynamics (e.g., Fejer, 2011; Tulasi Ram et al.,
2012; Fejer et al., 2024; Wu et al., 2024; Chakrabarty et al., 2015;
2017; Huang C.-S. 2020a; b; Li et al., 2023; Wang and Luhr,
2024). They reported initial results on complex longitude
dependent electrodynamic responses caused by simultaneous
multiple disturbance drivers, IMF By convection rotations and
skewing, long lasting substorm activity, and season dependent
interhemispheric asymmetries. At present, the most pressing
outstanding questions revolve around the roles of IMF By sign and
season and hemispheric dependent convection pattern changes.
These processes play particularly important roles on low latitude
electrodynamic processes near dawn and dusk. Additional very
important remaining questions include the conditions for the
occurrence of very large amplitude substorms near dusk and
possibly also near dawn, and of large amplitude overshielding
driven by region 2 field-aligned current under slowly varying
southward IMF Bz. Overall, however, the main challenge is
how to account for the short- and -longer term effects of
these very diverse solar wind, magnetosheric, and high latitude
parameters.

Significantly more extensive comprehensive ground-based
and in-situ satellite measurements are required for detailed
studies of the above questions. In terms of ground-based data,
additional routine measurements of ionospheric electrodynamics
parameters over Africa and Asia are particularly desirable. The use
of common parameters would greatly improve the study of low
latitude electrodynamics during quiet and disturbed conditions.
For instance, equatorial electrojet magnetic field measurements
converted into vertical plasma drifts (i.e., zonal electric fields) using
the dual magnetometer procedure developed by Anderson et al.
(2002) would greatly facilitate comparisons with ground-based
electrojet, radar and satellite electric field measurements. Since
convection patterns changes appear increasingly important
for low latitude studies, significantly more frequent use of
northern and southern SuperDARN and other high and
middle latitude measurements and low latitude data is clearly
desirable.

The development of effective predictive models is the
ultimate objective of space weather research. The development
of increasingly comprehensive models like MAGE is a significant
step forward towards this objective. MAGE simulations routinely
extended to low latitudes would greatly improve low latitude
electrodynamics studies. In the meantime, simulations studies
with models like the TIEGCM and RCM, even with idealized
input parameters, can help to improve the understanding of
the effects of different physical processes and also can guide
experimental studies in singling out the effects of different
driving parameters. The recent experimental and modeling
studies indicate the strong continued interest in the study
of solar wind/magnetosphere low latitude coupling and their
electrodynamic effects.
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The mesosphere and lower thermosphere (MLT) are transitional regions
between the lower and upper atmosphere. The MLT dynamics can be
investigated using wind measurements conducted with meteor radars.
Predicting MLT winds could help forecast ionospheric parameters, which has
many implications for global communications and geo-location applications.
Several literature sources have developed and compared predictive models
for wind speed estimation. However, in recent years, hybrid models have
been developed that significantly improve the accuracy of the estimates.
These integrate time series decomposition and machine learning techniques
to achieve more accurate short-term predictions. This research evaluates a
hybrid model that is capable of making a short-term prediction of the horizontal
winds between 80 and 95 km altitudes on the coast of Peru at two locations:
Lima (12°S, 77°W) and Piura (5°S, 80°W). The model takes a window of 56
data points as input (corresponding to 7 days) and predicts 16 data points as
output (corresponding to 2 days). First, the missing data problem was analyzed
using the Expectation Maximization algorithm (EM). Then, variational mode
decomposition (VMD) separates the components that dominate the winds. Each
resulting component is processed separately in a Long short-term memory
(LSTM) neural network whose hyperparameters were optimized using the
Optuna tool. Then, the final prediction is the sum of the predicted components.
The efficiency of the hybrid model is evaluated at different altitudes using the
root mean square error (RMSE) and Spearman’s correlation (r). The hybrid model
performed better compared to two other models: the persistence model and
the dominant harmonics model. The RMSE ranged from 10.79 to 27.04 ms−1,
and the correlation ranged from 0.55 to 0.94. In addition, it is observed that the
prediction quality decreases as the prediction time increases. The RMSE at the
first step reached 6.04 ms−1 with a correlation of 0.99, while at the sixteenth
step, the RMSE increased up to 30.84 ms−1 with a correlation of 0.5.
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1 Introduction

The mesosphere and lower thermosphere (MLT) is the region
of coupling between the lower and upper atmosphere. It is a region
of complex chemical processes and dynamics (Liu et al., 2021).
Understanding of this region is still in progress and it is of interest
in atmospheric science and space traffic management.

The MLT dynamics is characterized by waves of different scales
generated by other sources. For instance, on planetary scales, it is
characterized by solar tides and planetary waves. The solar tides
present periods of subharmonics of solar days and are generated
mainly by the solar radiation absorption of tropospheric water vapor
and stratospheric ozone (Forbes, 1995). On the other hand, the
planetary waves have periods of days, e.g., the quasi-two-day waves
with periods of 2 days generated in situ by baroclinic instabilities
(McCormack et al., 2014). Moreover, the mesoscale gravity waves
have periods ofminutes to hours and can be generated by orographic
sources and deep convection (Piani et al., 2000).

The MLT dynamics has usually been investigated using
global circulation models (e.g., Liu et al., 2018), rockets (e.g.,
Staszak et al., 2021), satellites (e.g., Gasperini et al., 2023), lidars
(e.g., Emmert et al., 2021), and radars (e.g., Chau et al., 2021). On
the central and northern coast of Peru, twomulti-staticmeteor radar
networks, SIMONe Jicamarca (12°S, 77°W) in Lima and SIMONe
Piura (5°S, 80°W) in Piura, allow us to measure winds between 75
and 105 km altitude since 2019 and 2021, respectively (Chau et al.,
2021). Recently, diverse investigations have been conducted in the
low-latitude Peruvian sector. For example, Suclupe et al. (2023)
studied the climatology of large-scale dynamics, and Conte et al.
(2024) studied the mesoscale dynamics.

The MLT region at low latitudes is significant for studying
the effect of the lower atmospheric forces on the ionosphere
(Immel et al., 2006; Vincent, 2015), a region with important
implications for global communications and geo-location
applications.

From another point of view, Yang et al. (2023)mention that near
space (between 20 and 100 km altitude) is frequented by various
aerospace vehicles. Like other research, they describe that there are
complex dynamic processes, but emphasize that neutral atmospheric
wind is a critical atmospheric parameter that influences the design
and construction of aerospace vehicles. They argue that accurate
wind prediction at these altitudes is essential for aerospace research.
Similarly, Dhadly et al. (2023) mention that the upper atmosphere
(between 85 and 500 km altitude) has complex dynamics and
that the behavior of the climate in this region directly impacts
communication and navigation technologies that are important to
humanity. They add that, due to our increasing dependence on
these space technologies, predicting the dynamics in the upper
atmosphere will become increasingly important.

In wind predictive models, several investigations have been
carried out mainly at the tropospheric level (e.g., Hussin et al.,
2021; Hanifi et al., 2022). These investigations usually use two
types of models: statistical and machine learning models.
Hussin et al. (2021) mention that there are statistical models such
as autoregressive (AR), moving average (MA), autoregressive
moving average (ARMA), autoregressive IntegratedMovingAverage
(ARIMA), generalized autoregressive conditional heteroskedasticity
(GARCH), and ARIMA-GARCH. However, statistical models

require the assumption of constant variance, and the original
wind speed data do not meet this assumption. Hanifi et al. (2022)
highlight that machine learning models are more appropriate
methods for this data and that their success depends on an adequate
selection of hyperparameters. They argue that the integrated use
of Long Short-Term Memory (LSTM) neural networks and the
hyperparameter optimizer Optuna accelerates the optimal choice of
hyperparameters and gives more accurate estimates.

Recently, a time series decomposition technique called
variational mode decomposition (VMD) has been introduced.
This technique is applied before statistical modeling or modeling
with machine learning and helps to deal with the problem of
high variability. Ali et al. (2018) evaluate the application of this
techniquewith twomodels for 1-step, 5-step, and 10-step forecasting
horizons. In the first method, they use VMD with the ARIMA
model. The second method uses VMD with artificial neural
networks (ANN). These prediction methods are compared with
other hybrid models such as empirical mode decomposition
(EMD) with ARIMA, EMD with ANN, ensemble empirical mode
decomposition (EEMD) with ARIMA, EEMD with ANN, complete
ensemble empirical mode decomposition with Adaptive Noise
(CEEMDAN) with ARIMA, and CEEMDAN with ANN. They
conclude that the integration of VMD with ARIMA and VMD
with ANN significantly outperforms existing hybrid models, for all
prediction horizons.

In the prediction of wind speeds in the MLT region, Yang et al.
(2023) also propose to use VMD before inputting the data into
the prediction model. They used the hybrid VMD- PSO-LSTM
model, which can decompose the wind time series formore accurate
predictions. To do this, they used the VMD technique, which
decomposes the original time series into principal components
that dominate the signal. Then, each component is fed into the
LSTM neural network, which finds the best hyperparameter values
with the help of the particle swarm optimization (PSO) algorithm.
This methodology is compared with the seasonal auto-regressive
integrated moving average (SARIMA) statistical model and the
hybridmodels EMD-PSO-LSTM, EEMD-PSO-LSTM,CEEMDAN-
PSO-LSTM and VMD-PSO-LSTM. Time horizons of 1 step, 3 steps,
and 5 steps are predicted. They conclude that the proposed method
has better efficiency and stability inwind speed prediction in all their
comparisons.

This research studies the predictability of the mesospheric and
lower thermospheric winds. In Peru, this prediction analysis has
already been developed by Mauricio et al. (2023), whose model is
based on themethodology used byYang et al. (2023).The techniques
used are missing data imputation, time series decomposition, and
deep learning.These can identify themain components of the winds
and then performbetter predictions.Mauricio et al. (2023)modified
the methodology of Yang et al. (2023). They added a missing data
imputation analysis and used the Optuna hyperparameter optimizer
in the modeling because it offers a better way to analyze the
model quality.

The present research is a continuation of the work
carried out by Mauricio et al. (2023). A new decomposition of the
time series and a new hyperparameter search with Optuna have
been performed. The main objective is to compare the efficiency of
the hybridmodel with amodel of dominant harmonics based on the
MLT climatology over Peru.The intention is to demonstrate that the
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TABLE 1 Original data set.

Lima Piura

Description Wind speeds in two components: zonal and meridional

Heights 80.5, 85.5, 90.5 and 95.5 km

Development of the model September 2020 -November 2021 number of rows in
the dataset: 21,888

October 2021 -December 2022 number of rows in the
dataset: 21,888

Analysis 2023 Data of 2023 number of rows in the dataset: 17,519

hybridmodel givesmore accurate predictions.This will be evaluated
with the root mean square error (RMSE) and nonparametric
Spearman correlation (r).

2 Materials and methods

2.1 Original data set

The zonal and meridional winds were estimated using the
homogeneous method (e.g., Chau et al., 2021) recorded by
SIMONe (Spread-spectrum Interferometric Multistatic meteor
radar Observing Network) radars in Lima (12°S, 77°W) and
Piura (5°S, 80°W). These systems have a horizontal coverage
of approximately 400 km in diameter (Chau et al., 2021). The
horizontal winds have a resolution of 1-h, and 2-km and were
estimated every 30-min and 1-km (sampling) at heights of 80.5 km,
85.5 km, 90.5 km, and 95.5 km.

The available data for the Lima and Piura stations is described on
Table 1.The period is different because the stations started operating
in different years. The data sets are divided into two parts. The
first part is used for model development, covering the training,
validation and testing stages. In the case of Lima, the period runs
from September 2020 to November 2021. In the case of Piura, the
period runs from October 2021 to December 2022. In both cases,
those periods were chosen since they have the same amount of
records so that the modeling would be similar, although they differ
on the amount of missing data (Figure 1).

In the second part, the performance of the proposed model is
evaluated in both stations using data from the year 2023. In this
section, the number of records and the period coincide, but they
differ on the amount of missing data (Figure 2).

2.2 Missing data imputation

Missing data imputation was performed using the
Expectation–maximization (EM) algorithm, which applies to data
following a Gaussian distribution. This algorithm is used to estimate
the parameters of a probability distribution from incomplete
data by iteratively maximizing the likelihood of the available
data. In the context of multivariate Gaussian data, the probability
distribution can be characterized by the vector of means and the
variance-covariance matrix (Schneider, 2001).

The EM algorithm has two stages: the E-step, which assumes
the population mean and variance are known, and the M-
step, which uses these values to estimate the population mean
and covariance matrix. This iteration process continues until the
parameter estimates of interest no longer change significantly.
Maximum likelihood methods for incomplete multivariate data,
particularly in the case of normally distributed data, focus on
estimating the observed data parameters, such as the vector ofmeans
and the variance-covariance matrix. If the data follow a multivariate
normal distribution, one can apply known properties to estimate
those unknown parameters (Pigott, 2001).

The imputation analysis consisted of two parts. First, the
imputation procedure described by Mauricio et al. (2023) was
replicated. Additionally, the descriptive statistical indicators were
presented to comprehend the process better. The second part
involved exclusively imputing data from the year 2023, because
these were obtained at a later point in time. Figure 2 shows the
percentages of missing data for the year 2023, for the Lima and
Piura stations. The absence of data was mainly due to two reasons.
First, during the first months of the year, the equipment was
affected by the presence of heavy rains in the region, caused by
cyclone Yaku and the El Niño Costero phenomenon. Secondly,
during the year, there were some radar hardware failures. These
unexpected situations forced the radars to be inoperative at
certain intervals.

In case of high percentages of missing data, the time series
is partitioned in such a way as to omit the time intervals with
accumulated absences. The maximum percentage limit allowed in
each subseries is 6%, which is an approximate value of that detected
in the article of Mauricio et al. (2023). Then, for each subseries,
the percentage is reanalyzed. If the percentage is less than 6%,
we proceed with the estimation of the missing data. Otherwise,
the time subseries are further separated until their percentages are
lower than 6%.

2.3 Data preprocessing

Once the missing data are imputed, they are averaged every 3 h.
Data not belonging to the year 2023 are divided chronologically
into train (70%), validation (10%) and test (20%). Training and
validation data are used for the building and optimization of
the model, while the test data is used specifically for the metric
evaluation. The intention is that the test data is not involved in the
modeling and optimization, to avoid overfitting (Mauricio et al.,
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FIGURE 1
Missing data at the model development stage. (A) shows the percentage of missing data in Lima. (B) shows the percentage of missing data in Piura.

FIGURE 2
Missing data in the year 2023. (A) presents the percentage of missing data in Lima. (B) shows the percentage of missing data in Piura.

2023). Finally, each data block is normalized based on
the training data, before moving on to the time series
decomposition stage.

2.4 Time serie decomposition

Variational mode decomposition (VMD) is a method used
in signal processing. This method was proposed in 2014 to
overcome the limitations of techniques such as wavelet analysis
and Empirical Mode Decomposition (EMD). The VMD technique
decomposes a sequence, such as wind time series, into multiple sub-
sequences known as intrinsic modal function (IMF) components.
The importance of VMD is its ability to optimally adapt the
center frequency and bandwidth of each IMF according to the
signal characteristics, which makes it effective in dealing with non-
smoothness in data series, such as wind speed data (Yang et al.,
2023). The VMD algorithm has as input a signal or time series
x(t), which is decomposed into subseries called modes or harmonic

signals uk(t), where k is the number of total modes.

x(t) =
K

∑
k=1

uk(t)

uk = Ak(t)cos (ϕk(t))

Each mode has an instantaneous amplitude Ak(t), an
instantaneous phase ϕk(t), a limited spectral bandwidth B(uk(t))
and an instantaneous center frequency ωk (Ali, Khan, and Rehman,
2018), where it is assumed that each mode varies slower than
the phase and is non-negative (Gan et al., 2021). The complete
mathematical process that follows this decomposition and
bandwidth estimation can be found in the article of Dragomiretskiy
and Zosso (2014).

The VMD algorithm package in Python was obtained from the
code developed by Carvalho et al. (2020).The choice of components
is determined under two complementary rules.The first rule follows
the methodology of Yang et al. (2023) which involves observing
center frequencies. It starts by decomposing the original time series
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TABLE 2 Evaluation of the optimal number of components, with center frequencies.

K IMF 1 IMF 2 IMF 3 IMF 4 IMF 5 IMF 6 IMF 7 IMF 8 IMF 9 IMF 10 IMF 11 IMF 12

1 0.0027

2 0.0031 0.1944

3 0.0030 0.1271 0.2665

4 0.0030 0.1247 0.2430 0.3674

5 0.0030 0.1231 0.1721 0.2520 0.3707

6 0.0026 0.0596 0.1261 0.2079 0.2747 0.3748

7 0.0025 0.0585 0.1250 0.1758 0.2491 0.3620 0.4436

8 0.0025 0.0582 0.1247 0.1727 0.2455 0.3058 0.3718 0.4506

9 0.0025 0.0570 0.1236 0.1501 0.1943 0.2496 0.3101 0.3732 0.4526

10 0.0025 0.0560 0.1230 0.1419 0.1853 0.2467 0.3023 0.3636 0.4061 0.4621

11 0.0016 0.0261 0.0690 0.1244 0.1533 0.1970 0.2499 0.3069 0.3669 0.4093 0.4634

12 0.0016 0.0242 0.0659 0.1238 0.1440 0.1780 0.2185 0.2588 0.3123 0.3685 0.4108 0.4641

FIGURE 3
Correlations were calculated between the actual data and the sum of
the components of zonal wind at Lima at 80.5 km height. When k = 11,
the correlation appears to be constant.

with different values of k, where each component has an associated
central frequency. The optimal number of components is then
obtained when the central frequency values are approximate.

Table 2 shows the decomposition of the normalized time series
of the zonal wind at Lima at 80.5 km height, and the central
frequencies are obtained for different values of k. It is observed that
when the series are decomposed in k = 10, k = 11 and k = 12, the last
central frequencies are approximately 0.4621, 0.4634, and 0.4641,
respectively. Then, it can be deduced that the time series can be
optimally decomposed into 12 components.

A second complementary way of determining the optimal
number of components is proposed by evaluating the correlation
between the initial series data and the sum of the IMF components.
Being an additive decomposition, the sum of the components results

in the estimate of the initial data. Figure 3 shows the correlation
between the normalized data of the zonal wind at Lima at 80.5 km
height and the sumof its IMF components, for different values of k. It
is observed that when the series is decomposed from 11 components
tomore, the correlation values are approximate and almost constant.
In this instance, both rules give similar results.Then it is determined
that the number of components for this series is 12. Figure 4 shows
the 12 components.

2.5 Long short-term memory neural
network

Long short-term memory neural network (LSTM) is an
enhancement of the recurrent neural network (RNN), which has
limitations such as gradient bursting and fading, lack of retention
of historical information over time; and not distinguish between
information that should be further processed and information that
should be deleted. The LSTM network uses control gates that help
solve the above problems. Within the LSTM block, there is a ring
buffer and three gates named: input, forget, and output. Like RNNs,
the LSTM network also has a hidden layer that processes the flow of
information (Son and Jung, 2020).

Figure 5 shows the basic structure of the LSTMnetwork. Itsmain
features are the hidden layer ht, the memory cell ct and the control
gates (represented by the letters inside the circles).Thefirst gate is the
forgetting gate (letter f), which evaluates the elements to be purged
from the cell state ct−1 and outputs a resultant vector ft. Then the cell
state ̃c is partially updated, processing the input xt and the previous
hidden state ht−1. The second gate is the input gate (letter i) which
has a resultant vector it. This gate has the task of evaluating which
information from the partial cell state ̃ct serves to fully update the
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FIGURE 4
Components of the zonal wind at Lima at 80.5 km altitude. (A–L) show the 12 time series into which the original time series was decomposed.

current time cell state ct. Finally, there is the output gate (letter o)
that controls the sending of the information from the current cell
state ct to the new hidden state ht (Kratzert et al., 2018).

LSTM neural networks can be implemented using the function
of the same name from the TensorFlow library in Python. Like the
methodology proposed by Yang et al. (2023) a model with LSTM
was performed for each IMF of each time series. For example, if a
time series is determined to have 12 modal components, then 12
models with LSTM should be performed.

Before inputting the data to the neural network, the dimensions
of the input and output data must be specified. In this case,

we have experimented with a window of 56 consecutive data,
corresponding to a period of 1 week. While the output data are 16
steps in the future, corresponding to 2-day records. Subsequently,
hyperparameters such as dropout, number of layers and neurons,
Adam optimizer, learning rate, and batch size were added
(Mauricio et al., 2023).

Additionally, the Ridge regularization was introduced, which
is a penalty applied to the loss function of the proposed model.
This regularization was also used in the paper by Rosa et al. (2020),
who performed a similar analysis with VMD and LSTM for the
Piura River flow time series in Peru.
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FIGURE 5
Neural network operation.

2.6 Optuna

Akiba et al. (2019) presented Optuna, a framework designed for
hyperparameter optimization in the context of machine learning
and deep learning. Optuna is based on a sequential optimization
approach that uses the adaptive search tree-based optimization
(TPE) algorithm to efficiently explore the hyperparameter space.
Optuna is characterized by its ability to dynamically adapt to
the hyperparameter space, allowing it to converge more quickly
to optimal solutions. This is achieved by systematically exploring
hyperparameter combinations, where decisions are based on
previous observations to steer the search towards promising regions
of the search space. The framework offers a simple user interface
and seamless integration with machine learning and deep learning
libraries, facilitating its use in a variety of applications. In addition,
Optuna provides advanced tools such as experiment management
and result visualization to facilitate the organization and analysis of
optimization results. Optuna’s scalability stands out, as it is designed
to handle large datasets and complex search spaces efficiently.
This makes it suitable for both small-scale applications and large-
scale research projects requiring complex model optimization.
In summary, Optuna represents a significant breakthrough in
automated hyperparameter optimization, offering a powerful and
efficient solution for improving model performance. Its ability to
dynamically adapt to the hyperparameter space and its seamless
integration with popular libraries make it a valuable tool for
researchers and practitioners in the field of machine learning.

Table 3 shows the set of hyperparameters used in this study.
During optimization, Optuna provides tools that help to plot the
loss curve that allows to evaluation of the learning performance of
the models. Figure 6 shows the loss curves for the 12 components
of the Piura zonal wind at 80.5 km altitude. Optuna has by default
that the X-axis represents the number of epochs and the Y-axis
represents the mean square error (MSE). However, since the data
are normalized, the MSE values have no units of measurement.

2.7 Hybrid model

In summary of what has been explained in the previous
paragraphs, the hybrid model applied in combines the VMD, LSTM

TABLE 3 Hyperparameter options.

Hyperparameters

Layers 1

Neurons in layer Values between 1 and 100

Dropout Values between 0.0 and 0.5

Learning rate Values between 0.00001 and 0.1

Epoch 100,120,140,160,180 years 200

Batch size 16, 24, 32, 40, 48, 56, 64

Lambda (regularizer L2) Values between 0.001 and 0.01

and Optuna techniques (Figure 7). First, time series of normalized
and complete data are obtained, which are then decomposed
into their optimal components using the VMD algorithm. These
components are reorganized into windows of 56 data, equivalent
to 7 days. Each of these blocks is fed into an individual LSTM
neural network, where the hyperparameters are optimized with
Optuna. The output of each LSTM provides windows of 16
steps, corresponding to 2 days. Finally, the final prediction is the
denormalization of the sum of the estimates calculated for each
component.

2.8 Persistence model

Mauricio et al. (2023) used a persistence model that consists of
the wind speed values of two previous days being repeated in the
following 2 days. Through this model, a time series is reconstructed
and compared with the hybrid model estimates. The intention is to
demonstrate that the hybrid model is superior to the simplicity of
the persistence model.

2.9 Model of dominant harmonics

The model of dominant harmonics was built from a sum of
sinusoidal series with specified periods. In this model, the mean
winds (an average ofmeridional wind and an average of zonal wind),
as well as the amplitudes and phases of specific waves, were fitted
using the least squares method, with a 7-day window. The selected
periods correspond to the dominant wave periods obtained by the
MLT climatology over the Peruvian sector (see Suclupe et al., 2023
for more details), which are 48, 24, 12, 8, and 6 h. Finally, the model
was interpolated in a window of 2 days to compare it with the
proposed hybrid model.

2.10 Evaluation of the hybrid model

Mauricio et al. (2023) reconstructed the time series by making
predictions with a 16-step horizon. This approach involved the
generation of sequential predictions of consecutive blocks of
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FIGURE 6
Training and validation loss curves for each component of the Piura zonal wind at 80.5 km altitude. (A–L) show that the training loss and validation loss
curves decrease similarly in all cases.

16 steps within the time series. Specifically, predictions were
initially applied to steps 1 through 16. Then, the process was
repeated for steps 17 through 32, and so on, ensuring progressive
coverage of the entire time series in 16-step intervals. This
method allowed the evaluation of the predictive capability of the
proposed model versus a 2-day persistence model, for multiple
segments (training, validation, testing and February 2023 data),
ensuring a complete evaluation of its performance over time.
The metric used was RMSE and the proposed model was shown
to be better.

In this paper, the RMSE was again used and the nonparametric
Spearman correlation metric (r) was added. This coefficient is used
to measure the strength and direction of the association between
two variables, regardless of the distribution of the data. Assuming
that the results show a mostly positive correlation, a correlation is
considered to be very weak if its value is between 0.00 and 0.20,
weak between 0.21 and 0.40,moderate between 0.41 and 0.60, strong
between 0.61 and 0.80, and very strong between 0.81 and 1.00.

It was decided to evaluate the hybrid model in three stages.
The first stage is related to evaluating that the estimates of the
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FIGURE 7
Diagram of the hybrid model.

proposed model do not present overfitting and that it is superior
to a simple model such as the persistence model. Similar to the
analysis performed by Mauricio et al. (2023), the entire time series
is estimated using 16-step predictions.That is, the 16-step blocks are
joined and form a complete time series. It is confirmed that there
is no overfitting when the calculated metrics of the hybrid model
are similar in the training, validation and test data sets. On the
other hand, it is confirmed that the hybrid model is better than the
persistence model when the metrics of the hybrid model are better
than those of the persistence model, using the same data sets.

The second stage was the step-by-step analysis. This method
involves generating multiple predictions using continuous input
windows. Predictions are made using the first 56 input steps, then
the input window is shifted one position and new predictions are
made using the next 56 steps, and so on.This process is repeated until
the entire time series is covered. This approach facilitates obtaining
vectors of estimates of all 1-steps, all 2-steps and so on up to the
vector of 16-steps.This analysis was only performed on the test data,
evaluating the predictive model performance at each time step.

In the third stage, the original data for the year 2023 (January
to December) are available. The objective is to evaluate whether the
hybridmodel is better than themodel of dominant harmonic for the
year 2023. As in the first stage, a time series is reconstructed through
the estimated consecutive blocks of 16 steps. It is evaluated which
model is better, observing which one has better metrics.

3 Results

3.1 Data imputation

Table 4 shows the comparison of the descriptive statistics values
before and after imputation for data previous to 2023. This was
mentioned by Mauricio et al. (2023), but the values were not
shown there.

In the second stage, the 2023 data were analyzed and a summary
of the information on the amount of missing data was obtained.
The result shows that the percentages were in the range between
8% and 15% (Table 5). As these percentages of missing data are
higher than 6%, the time series was subdivided into blocks with
lower percentages and the imputation process was replicated.

3.2 VMD decomposition

The VMD decomposition analysis to determine the number of
components of each time series is shown in Table 6.The values show
convergence between 11 and 12 components. Above these values, the
method is not optimal.

3.3 Evaluation of the hybrid model

3.3.1 Comparison with persistence model
The metrics in Tables 7, 8 are analyzed with the training,

validation and test data sets for the Lima and Piura locations,
respectively. The metrics show that the hybrid model is better than
the persistence model in both locations.

In the case of Lima, the hybrid model has RMSE values that
vary between 12.38 ms−1 and 22.5 ms−1, while the correlation values
vary between 0.81 and 0.94. In comparison, the persistence model
has higher RMSE with values that vary between 26.36 ms−1 and
47.52 ms−1, while the correlation values are lower and vary between
0.24 and 0.64.

In the case of Piura, the RMSE values vary between 10.79 ms−1

and 27.04 ms−1, while the correlation values vary between 0.67 and
0.93. In comparison, the persistence model has higher RMSE with
values that vary between 29.01 ms−1 and 43.78 ms−1, while the
correlation values are lower than 0.48.

In addition, the values of the hybrid model metrics in the
three data sets (training, validation and test), do not have large
differences. This is an indicator that the model does not have
overfitting.

3.3.2 Step analysis
As noted in the methodology, this analysis was only performed

on the test data set.Themetrics calculated for each time step show an
increase in RMSE (Figure 8) and a decrease in correlation (Figure 9).
This indicates that within the windows of 16 prediction steps, the
first steps fit better than the last steps.

In the case of Lima, the RMSE values increase from 6.46 ms−1

to 30.84 ms−1, while the correlation values decrease from
0.99 to 0.66. For example, the meridional wind at 85.5 km of
altitude, has the best 1-step with an RMSE of 6.46 ms−1 and a
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TABLE 4 Comparison of descriptive statistics before and after imputation.

Before data imputation After data imputation

Height 80.5 km 85.5 km 90.5 km 95.5 km 80.5 km 85.5 km 90.5 km 95.5 km

Zonal wind over
Lima

Mean 1.44 −0.48 −5.10 −7.47 1.45 −0.48 −5.00 −8.30

Standard deviation 31.09 33.36 37.98 40.62 31.11 33.35 38.00 40.85

Min −109.97 −146.21 −134.82 −149.52 −109.97 −146.21 −134.82 −149.52

Q1 −21.00 −23.85 −31.07 −34.92 −20.97 −23.85 −31.00 −36.02

Median 2.33 −0.10 −4.16 −7.37 2.28 −0.12 −4.11 −8.06

Q3 25.12 23.03 21.44 19.79 25.09 22.99 21.56 19.15

Max 87.58 107.67 145.81 145.40 102.64 123.87 145.81 145.40

Skewness −0.16 −0.07 −0.09 0.01 −0.15 −0.07 −0.09 0.01

Kurtosis −0.48 −0.20 −0.26 −0.01 −0.47 −0.20 −0.26 −0.01

Meridional wind
over Lima

Mean −2.97 −4.22 −4.46 −1.73 −2.99 −4.22 −4.43 −1.31

Standard deviation 31.65 39.33 45.22 49.21 31.67 39.37 45.27 49.16

Min −105.98 −124.41 −129.33 −139.68 −113.33 −166.54 −150.39 −174.41

Q1 −25.72 −33.56 −37.46 −38.43 −25.72 −33.56 −37.41 −37.62

Median −3.27 −5.43 −4.03 −1.13 −3.29 −5.40 −3.90 −0.58

Q3 19.45 24.00 28.17 33.67 19.40 23.99 28.18 33.93

Max 112.53 120.89 139.03 149.94 112.53 120.89 139.03 195.99

Skewness 0.05 0.16 0.00 0.06 0.05 0.15 0.00 0.06

Kurtosis −0.36 −0.39 −0.50 −0.52 −0.35 −0.37 −0.49 −0.48

Zonal wind over
Piura

Mean −2.99 −6.22 −9.32 −11.83 −2.97 −6.20 −9.25 −11.73

Standard deviation 27.84 30.44 34.19 38.77 27.96 30.52 34.20 38.79

Min −130.96 −132.43 −145.58 −146.29 −130.96 −145.27 −145.58 −146.29

Q1 −21.04 −26.76 −32.01 −38.80 −21.08 −26.76 −31.97 −38.66

Median −2.33 −5.47 −8.31 −10.60 −2.30 −5.46 −8.27 −10.58

Q3 15.41 14.20 13.85 15.75 15.48 14.28 13.91 15.82

Max 147.98 143.47 138.13 137.72 147.98 143.47 138.13 137.72

Skewness −0.04 −0.07 −0.11 −0.10 −0.05 −0.07 −0.11 −0.09

Kurtosis 0.38 −0.06 −0.10 −0.19 0.38 −0.03 −0.10 −0.19

(Continued on the following page)

Frontiers in Astronomy and Space Sciences 10 frontiersin.org40

https://doi.org/10.3389/fspas.2024.1442315
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org


Mauricio et al. 10.3389/fspas.2024.1442315

TABLE 4 (Continued) Comparison of descriptive statistics before and after imputation.

Before data imputation After data imputation

Height 80.5 km 85.5 km 90.5 km 95.5 km 80.5 km 85.5 km 90.5 km 95.5 km

Meridional wind
over Piura

Mean −2.69 −2.77 −4.53 −5.25 −2.60 −2.71 −4.59 −5.31

Standard deviation 31.36 34.00 36.41 41.20 31.41 34.02 36.47 41.28

Min −149.54 −142.49 −144.62 −148.40 −149.54 −142.49 −149.39 −148.40

Q1 −23.94 −26.94 −30.37 −34.36 −23.90 −26.83 −30.41 −34.45

Median −3.45 −4.05 −5.08 −5.44 −3.30 −3.93 −5.21 −5.56

Q3 17.76 20.32 20.21 22.58 17.89 20.41 20.20 22.55

Max 149.34 123.16 135.49 148.12 149.34 123.16 135.49 148.12

Skewness 0.14 0.14 0.13 0.08 0.13 0.13 0.12 0.08

Kurtosis 0.12 −0.16 −0.16 −0.20 0.12 −0.15 −0.14 −0.19

TABLE 5 Missing data in 2023.

Height(km) Lima Piura

Zonal Wind Meridional Wind Zonal Wind Meridional Wind

Amount Percentage Amount Percentage Amount Percentage Amount Percentage

80.5 2084 11.90 2084 11.90 2,689 15.30 2,689 15.30

85.5 1,572 8.97 1,572 8.97 2,241 12.80 2,241 12.80

90.5 1,574 8.98 1,574 8.98 2,216 12.60 2,216 12.60

95.5 2,262 12.90 2,262 12.90 2,539 14.50 2,539 14.50

TABLE 6 Number of IMF for each time series.

Height(km) Lima Piura

Zonal Wind Meridional Wind Zonal Wind Meridional Wind

80.5 12 12 12 11

85.5 11 12 12 12

90.5 12 11 12 12

95.5 12 12 12 12

correlation of 0.99, while the 16-step has an RMSE of 23.05 and a
correlation of 0.8.

In the case of Piura, the RMSE values increase from 6.04 ms−1 to
30.41 ms−1, while the correlation values decrease from 0.99 to 0.5.
For example, the zonal wind at 85.5 km of altitude, has the best 1-
step with an RMSE of 6.04 ms−1 and a correlation of 0.98, while the
16-step has an RMSE of 17.42 ms−1 and a correlation of 0.79.

3.3.3 Comparison with the model of dominant
harmonics

The comparison of metrics between the hybrid model and the
model of dominant harmonics with data from 2023 is shown in
Table 9 for Lima and Table 10 for Piura.

In the case of Lima, the hybrid model has RMSE values
ranging from 14.92 ms−1 to 26.95 ms−1, while the correlation values
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TABLE 7 Evaluation of the hybrid model for Lima data.

Zonal Wind Meridional Wind

Real vs Hybrid model Real vs Persistence Real vs Hybrid model Real vs Persistence

Height Data set RMSE (ms−1) r RMSE (ms−1) r RMSE (ms−1) r RMSE (ms−1) r

80.5 km

Train 12.38 0.91 26.36 0.61 13.30 0.90 29.90 0.49

Validation 13.42 0.82 28.39 0.25 14.39 0.84 30.32 0.38

Test 16.84 0.83 35.69 0.30 14.37 0.88 30.51 0.51

85.5 km

Train 20.92 0.92 32.16 0.44 13.60 0.94 34.52 0.54

Validation 22.06 0.92 37.13 0.33 18.58 0.88 38.81 0.46

Test 21.64 0.92 40.99 0.24 15.92 0.91 33.41 0.64

90.5 km

Train 14.22 0.91 36.95 0.40 19.07 0.91 38.76 0.58

Validation 15.40 0.91 43.38 0.27 21.87 0.88 43.75 0.52

Test 14.73 0.93 42.99 0.39 21.63 0.85 39.76 0.54

95.5 km

Train 19.31 0.84 41.09 0.34 19.33 0.91 42.06 0.56

Validation 20.84 0.81 44.30 0.24 22.37 0.87 45.09 0.49

Test 22.50 0.84 47.52 0.34 19.07 0.91 43.68 0.53

TABLE 8 Evaluation of the hybrid model for Piura data.

Zonal Wind Meridional Wind

Real vs Hybrid
model

Real vs Persistence Real vs Hybrid
model

Real vs Persistence

Height Data set RMSE (ms−1) r RMSE (ms−1) r RMSE (ms−1) r RMSE (ms−1) r

80.5 km

Train 11.93 0.89 29.01 0.38 14.59 0.85 30.18 0.41

Validation 11.92 0.86 33.71 −0.03 20.09 0.77 36.55 0.34

Test 11.98 0.88 30.40 0.30 18.48 0.78 33.63 0.40

85.5 km

Train 10.79 0.93 32.49 0.36 15.13 0.87 32.30 0.44

Validation 12.87 0.92 38.92 0.08 16.88 0.87 35.66 0.43

Test 12.01 0.90 35.63 0.21 18.11 0.83 35.16 0.41

90.5 km

Train 13.90 0.90 36.38 0.34 18.07 0.84 35.27 0.44

Validation 15.63 0.91 39.95 0.39 27.04 0.67 38.45 0.37

Test 15.50 0.87 39.18 0.22 21.33 0.77 38.82 0.30

95.5 km

Train 17.91 0.87 40.58 0.34 16.97 0.90 40.31 0.43

Validation 22.80 0.84 43.09 0.48 17.95 0.88 42.32 0.38

Test 17.03 0.89 42.57 0.26 20.29 0.80 43.78 0.22
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FIGURE 8
RMSE values for each time step in Lima. (A) shows the RMSE values for the zonal wind. (B) shows the RMSE values for the meridional wind.

FIGURE 9
Correlation values for each time step in Piura. (A) shows the correlation values for the zonal wind. (B) shows the correlation values for the
meridional wind.

TABLE 9 Comparison metrics between the hybrid model and interpolation in 2023 (Lima).

Zonal Wind Meridional Wind

Real vs Hybrid model Real vs Dominant
harmonics model

Real vs Hybrid model Real vs Dominant
harmonics model

Height RMSE (ms−1) r RMSE (ms−1) r RMSE (ms−1) r RMSE (ms−1) r

80.5 15.53 0.83 23.68 0.63 14.92 0.80 26.23 0.44

85.5 21.85 0.69 27.01 0.51 15.28 0.86 31.24 0.51

90.5 23.40 0.71 31.55 0.41 23.21 0.81 37.76 0.51

95.5 26.95 0.70 36.03 0.43 23.99 0.84 41.21 0.58

range from 0.69 to 0.86. The model of dominant harmonics has
RMSE values ranging between 23.68 ms−1 and 41.21 ms−1, while
correlation values vary between 0.41 and 0.63. Figure 10 shows the
time series predictions of the zonal wind in Lima at 80.5 km altitude,
made by both models, with their respective scatter diagrams. The
hybrid model has an RMSE of 15.53 ms−1 and a correlation of 0.83,
while themodel of dominant harmonics has an RMSE of 23.68 ms−1

and a correlation of 0.63. It is observed that the hybrid model has a
lower RMSE value and a higher correlation value. Additionally, in
the scatter plot, the predictions of the hybrid model are better fitted
to the data in Lima.

In the case of Piura, the hybrid model has RMSE values
ranging from 15.47 ms−1 to 26.80 ms−1, while the correlation
values range from 0.55 to 0.80. The model of dominant
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TABLE 10 Comparison metrics between the hybrid model and interpolation in 2023 (Piura).

Zonal Wind Meridional Wind

Real vs Hybrid model Real vs Dominant
harmonics model

Real vs Hybrid model Real vs Dominant
harmonics model

Height RMSE (ms−1) r RMSE (ms−1) r RMSE (ms−1) r RMSE (ms−1) r

80.5 15.47 0.75 21.87 0.50 16.31 0.68 25.39 0.34

85.5 15.80 0.75 24.99 0.43 16.78 0.73 29.97 0.26

90.5 26.80 0.55 28.90 0.34 21.40 0.74 37.50 0.28

95.5 25.20 0.62 32.89 0.35 19.34 0.80 41.57 0.40

FIGURE 10
Comparison between the hybrid and dominant harmonics model estimates for the zonal wind at 80.5 km height in Lima in the year 2023. (A) shows
the 2023 time series versus the hybrid model estimates. (B) shows the scatter plot of the 2023 data versus the hybrid model estimates. (C) shows the
2023 time series versus the model of dominant harmonic estimates. (D) shows the scatter plot of the 2023 data versus the model of dominant
harmonic estimates.

harmonics has RMSE values ranging between 21.87 ms−1

and 41.57 ms−1, while correlation values vary between
0.26 and 0.5. Figure 11 shows the time series predictions
of the meridional wind in Piura at 95.5 km altitude, made
by both models, with their respective scatter diagrams. The
hybrid model has an RMSE of 19.34 ms−1 and a correlation
of 0.80, while the model of dominant harmonics has an
RMSE of 41.57 ms−1 and a correlation of 0.40. Similar to the
results for Lima, the hybrid model is found to have a lower
RMSE, a higher correlation, and less dispersion with respect
to the model of dominant harmonics. Also, their scatter plot
indicates that the predictions of the hybrid model better fit
the 2023 data collected in Piura.

4 Discussion and conclusions

The imputation of missing data for 2023 was performed under
the assumption that the percentage limit of missing data is 6%.
However, it is necessary to have sufficient data to allow this analysis
to be carried out. If there are only a few data points available, the
distribution may not be symmetrical because of certain values that
dominate that period. In addition, it is essential to have at least 72
continuous data to be able tomake predictions and calculate metrics
(56 input data points and 16 output data points).

In determining the number of components of the time
series, convergence is observed between the values of 11 and 12
components. Exceeding these values can lead to poor estimates
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FIGURE 11
Comparison between the estimates made by the hybrid model and the model of dominant harmonics, for the meridional wind at 95.5 km height in
Piura in the year 2023. (A) shows the 2023 time series versus the hybrid model estimates. (B) shows the scatter plot of the 2023 data versus the hybrid
model estimates. (C) shows the 2023 time series versus the model of dominant harmonic estimates. (D) shows the scatter plot of the 2023 data versus
the model of dominant harmonic estimates.

of the original series. Having these limits defined helps to avoid
making unnecessary models of the components, avoiding execution
times and the use of computational resources. Additionally, for
future research, associations between these components and other
meteorological time measurements could be evaluated.

During the modeling phase, the inclusion of the regularizer
(L2) resulted in a marked improvement in the visualization of
the loss curves for both the training and validation sets, which
helped to avoid overfitting the models. As for Optuna, only 30
search iterations per component were performed. Although a more
exhaustive search could provide even more accurate estimates, the
complexity of the model, with 11 or 12 components, implies lengthy
processing and higher consumption of computational resources.
Similarly, increasing the number of epochs and the number of
layers could improve the search, but the processing would be
much longer.

On the other hand, the amount of data used in the modeling
corresponds to a period of approximately 1 year. Since the SIMONe
radars are still active, this amount of data could increase. This
would allow a better recognition of temporal patterns tomake better
estimates.

As for the input and output data, there is also a possibility for
improvement. Two paths can be followed. First, keep the same input
data window to predict fewer output steps. For example, one can
predict 8 steps corresponding to 1 day of records. Second, one can
increase the size of the input window to 112, corresponding to
2 weeks of records, while keeping the 16 output steps.

Detailed analysis of the predictions reveals a significant
deterioration in themetrics towards the final steps.This observation

justifies the exploration of predictions with a shorter time horizon
than the 16 steps, keeping the same input window. When
reconstructing the time series using blocks of 16 estimates, it was
observed that certain parts of these series did not correctly match
the actual data. This mismatch was mainly attributed to the low
precision of the estimates for the last steps. Despite the challenges,
the proposed hybrid model has shown better performance than the
model of dominant harmonics when comparing the predictions to
the actual 2023 data using RMSE and correlation metrics. In other
words, the hybrid model more accurately matched the actual data.
Possibly, the hybrid model can capture other significant waves of
planetary scale and mesoscale. This speculation will be evaluated in
future works.
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The impact of meridional winds on the onset and evolution of equatorial
plasma bubbles (EPBs) is reviewed. The conventional wisdom had been that
transequatorial meridional winds have a stabilizing effect on the development
of EPBs during equatorial spread F (ESF). However, this result is based on a
uniform transequatorial meridional wind. Subsequently, it was demonstrated
that a non-uniform meridional wind could have a stabilizing or destabilizing
effect on EPB formation depending on the direction of wind gradient. The
destabilization of EPBs associated with equatorward flowing meridional winds
has recently been investigated during a midnight temperature maximum
event and a geomagnetic storm. Although the neutral wind is a direct
destabilizing influence in these cases, the large decrease in the Pedersen
conductance caused by meridional equatorward winds is the primary reason
for the large increase in the growth rate of the generalized Rayleigh-
Taylor instability. We review the theoretical and modeling studies of this
topic as well as observational studies that have been made to assess the
relationship between meridional winds and ESF.

KEYWORDS

equatorial plasma bubbles, meridional wind, equatorial irregularities, equatorial spread
F, generalized Rayleigh-Taylor instability

1 Introduction

The subject of the impact of meridional winds on the development of equatorial plasma
bubbles (EPBs) has received considerable attention over the last 35 years (Huba and Krall,
2013; Huba et al., 2023; Huba and Lu, 2024). The generalized Rayleigh-Taylor instability
(GRTI) (Sultan, 1996; Huba, 2022) is believed responsible for the generation of EPBs
(Booker andWells, 1938; Haerendel, 1974; Hysell, 2000) and a number of theoretical studies
have focused on the impact of meridional winds on the GRTI to assess their role in EPB
development.

The first study was performed by Maruyama (1988). He demonstrated that a uniform
transequatorial meridional wind enhances the field-line integrated Pedersen conductivity
and that this can reduce the growth rate of the generalized Rayleigh-Taylor instability.
Zalesak and Huba (1991) extended the analysis of Maruyama (1988) to consider the direct
effect of the wind on the development of the instability. They found that, in fact, the
instability can be completely stabilized for a sufficiently strong meridional wind. These
results were borne out in a 3D simulation study by Krall et al. (2009).

The work of Maruyama (1988) spurred interest in observational studies to assess
the relationship between meridional winds and equatorial spread F (ESF). The study by
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Mendillo et al. (1992) was limited to only two nights but the
observations suggested the meridional wind suppressed (ESF) on
one of the nights. A subsequent study (Mendillo et al., 2001) did
not find convincing evidence for the “wind suppression”mechanism
for ESF. In contrast, the observational study by Abdu et al. (2006)
concluded that magnetic meridional winds negatively influence ESF
development by reducing the pre-reversal enhancement electric
field and direct suppression of the instability. Yet in other studies,
Devasia et al. (2002) and Jyoti et al. (2004) found that under certain
circumstances equatorward neutral winds appeared to be needed
for ESF to develop. Thus, the observational studies of the impact of
meridional winds on EPB development is mixed: in some cases the
wind appears to suppress ESF, and in other cases the wind appears
necessary to generate ESF.

A possible resolution to these “conflicting” observations was
suggested by Huba and Krall (2013). They revisited this problem
and demonstrated that a non-uniformmeridional wind could have a
stabilizing or destabilizing effect on EPB formation depending on the
direction of wind gradient. Thus, the exact nature of the meridional
wind is a key factor in how it affects the development of EPBs.

Recently, Huba et al. (2023) and Huba and Lu (2024) focused on
equatorward flowing neutral winds and showed that they can be very
destabilizing and generate EPBs. The primary reason for the large
increase in the growth rate of the GRTI is a large decrease in the
Pedersen conductivity. This is in contrast to the work of Maruyama
(1988) who found that a uniform transequatorial meridional wind
increased the Pedersen conductivity which led to a decrease in the
growth rate of the GRTI.

We review the aforementioned theoretical andmodeling studies,
as well as the observational studies relating measurements of the
meridional wind to the onset and evolution of ESF.

2 Theory

The theory of the stabilizing effects of meridional winds on the
Rayleigh-Taylor instability was first developed by Maruyama (1988)
and expanded upon by Zalesak and Huba (1991). Krall et al. (2009)
elaborated on the theory and confirmed the stabilizing influence
of meridional winds on the GRTI through numerical simulation
studies using SAMI3/ESF (Huba et al., 2008). Recently, a more
thorough analysis of the GRTI was presented by Huba (2022).

γ = γg + γwc, (1)

where

γg = −
∫σHc (gp/Ln)ds

∫σP ds
(2)

and

γwc = −
∫σP (Vwc/Ln)ds

∫σP ds
, (3)

with L−1n = ∂ lnn0/∂p and

σP ≃∑
i

nec
B

νin
Ωi

σHc ≃∑
i

nec
B

1
Ωi
.

Gravity being directed downwards, gp < 0 and γg is always positive
(destabilizing) in the bottomside F-layer. Vwc = Vmp −Vp provides
both positive and negative contributions depending on the sign of
Vwc ⋅∇n; here, Vmp is the meridional wind and Vp is the E × B drift
in the meridional plane.

In Figure 1 we show a schematic indicating the important
factors that affect the growth rate of the Rayleigh-Taylor instability
associated with a meridional wind. In this figure we show a
meridional wind (dark blue vector) in the northward direction and
an upward density gradient (dark green vector) in the bottomside
F layer. The components of the meridional wind relative to the
geomagnetic field are also shown: Vms is the component along
the geomagnetic field and Vmp is the component transverse to the
geomagnetic field.

First, the component of the neutral wind along the geomagnetic
field (Vms) alters the local conductivity because of collisional drag on
the ions.When the windmoves the plasma to higher altitudes (Vmsl)
the conductivity is decreased and when the wind moves the plasma
to lower altitudes (Vmsr) is increased. For a uniform meridional
wind this leads to an increase in the field-line integrated Pedersen
conductivity (for the ionosphere-thermosphere models used in
Maruyama (1988); Krall et al. (2009)). This reduces the growth rate
of the instability because ∫σP ds is in the denominator in Equation 1
and is the stabilizing effect first recognized by Maruyama (1988).
However, if themeridional wind has a gradient such theVmsl ≫ Vmsr
this stabilizing effect is mitigated or possibly reversed. Alternatively,
if Vmsl ≪ Vmsr then the stabilizing effect is amplified (Huba and
Krall, 2013).

Second, the component of the neutral wind transverse to the
geomagnetic field (Vmp) is a stabilizing influence when Vmp ⋅∇n >
0 which is the case for Vmpr; it is a destabilizing influence when
Vmp ⋅∇n < 0 which is the case for Vmpl. The affect on the growth
rate is complicated because it involves the field-line integration of
neutral wind weighted by the Pedersen conductivity as shown in
Equation 3. For the case of a uniform neutral wind, the stabilizing
influence dominates and can completely stabilize the instability
for a sufficiently strong meridional wind. This is the stabilizing
effect described by Zalesak and Huba (1991). However, non-
uniform meridional winds can have a destabilizing affect on the
instability when ∂Vm/∂θ < 0, i.e., Vmsl > Vmsr in Figure 1. This
effect is especially pronounced for the case of equatorward winds
when the meridional wind both reduces the field-line integrated
conductivity and is directed opposite to the density gradient (Huba
and Krall, 2013).

3 Modeling

Krall et al. (2009) performed an extensive simulation study of
the impact of the meridional wind on the development of equatorial
plasma bubbles (EPBs). They used a constant transhemispheric
meridional wind and their results confirmed the results of
Maruyama (1988) and Zalesak and Huba (1991). As an example we
show Figure 2 which plots the maximum vertical E × B velocity
(up,max) as a function of time for different values of the meridional
wind. The slope of each curve is a proxy for the growth rate. As
the meridional neutral wind speed increases the slope of each curve
up to 50 m/s decreases indicating a stabilizing effect. For the case
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FIGURE 1
Schematic of the impact of meridional wind components on the growth rate and conductivity.

where the wind speed is 60 m/s the slope is negative indicating
the instability is completely suppressed as suggested by Zalesak and
Huba (1991).

Huba andKrall (2013) expanded the previouswork of Krall et al.
(2009) to include an inhomogeneous meridional wind; they
demonstrated that, depending on the direction of the latitudinal
gradient of the wind, the meridional wind could be stabilizing or
destabilizing. Specifically, a wind profile with a positive gradient as
a function of latitude (∂Vm/∂θ ≥ 0) is a stabilizing influence on the
generalized Rayleigh-Taylor instability; however, a wind profile with
a negative gradient (∂Vm/∂θ < 0) can have a destabilizing influence.
Here,Vm is themeridional wind and θ is the geographic latitude and
is positive towards the north pole.

As “extreme” cases, they considered equatorward flowing winds
(∂Vm/∂θ < 0) and poleward flowing winds (∂Vm/∂θ > 0). The wind
profile used was

Vm = ±Vm0 tanh (θ/Δθ) (4)

where Vm0 = 40 m/s and Δθ = 5°.
The results are shown in Figure 3 where the labels eq and po refer

to equatorward winds and poleward winds, respectively. Figure 3A
shows the meridional wind profiles as a function of latitude based
on Equation 4. Figure 3B shows the maximum upward E×B drift
as a function of time for the equatorward case and poleward case
meridional wind profiles. The case for no meridional wind is labeled
“0” (dashed curve). The growth times of the instability in each case
is as follows: 80eq (13 min), 0 (22 min), and 80po (41 min). Thus,
the equatorward meridional wind profile is destabilizing while the
poleward meridional wind profile is stabilizing relative to the case of
no meridional wind.

The contrast in the development of the generalized Rayleigh-
Taylor instability for the equatorward and poleward meridional
wind cases is exemplified in Figure 4. Electron density contours are
shown at time t = 20:44 LT as a function of longitude and altitude
for cases 80eq (top) and 80po (bottom). The equatorward flow case
has a well-developed plasma bubble that extends to almost 800 km
while the poleward flow case has only developed a minor density
undulation on the bottomside F layer.

The modeling results described above were based on the
SAMI3/ESF code (Huba et al., 2008) which models a narrow range
of longitude at night; nominally about 4° in longitude as shown
in Figure 4. Recently, progress has been made in modeling the
development of EPBs on a global scale (Huba and Liu, 2020)
using the coupled SAMI3/WACCM-X code. Specifically the SAMI3
model (Huba and Joyce, 2010) has been one-way coupled to the
global whole earth model WACCM-X (Liu et al., 2018). Here, the
thermospheric variables (i.e., neutral densities, temperature, and
winds) calculated by WACCM-X are used as inputs to SAMI3.
There is no feedback from SAMI3 toWACCM-X though.The global
models are run at high resolution in both latitude and longitude (∼
0.5°–0.625°) which corresponds to grid scales ∼ 50–70 km.

Huba et al. (2023) investigated the development of an EPB
during a period of low geomagnetic activity at solar minimum near
the summer solstice using the coupled SAMI3/WACCM-X code.
The parameters used were for August 22 with F10.7 = 71.6, F10.7A
= 72.4, Ap = 6 and Kp = 1. The role of the meridional wind on the
EPB growth is highlighted in Figure 5 which shows contour plots
of the electron density (a, b), E × B velocity (c, d), zonal neutral
wind (e, f), meridional neutral wind (g, i), latitude derivative of
the meridional neutral wind (h, j), and neutral temperature (k, l)
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FIGURE 2
Line plots showing log10(up,max) versus local time for no wind (solid), 20 m/s (dashes), 40 m/s (long dashes), and 50 m/s (dash-dot), and 60 m/s (lower
solid line). [from Krall et al. (2008)].

at times 11:59 UT (left panels) and 12:29 UT (right panels) as a
function of latitude and altitude at longitude 168°. As stated in
Huba et al. (2023) we note the following. The early uplift of the EPB
is apparent in Figure 5A at latitude θ ∼ 6° with the development
of ionization crests at θ ∼ −5° and 15° as well as the enhanced
E × B drift in the flux tubes with apex heights ∼ 400–500 km.
At this time, there is also a reduction in both the zonal neutral
wind (Figure 5E) and meridional neutral wind (Figure 5G). The
meridional neutral wind is “equatorward” at latitude θ ∼ 6°, i.e.,
it is directed northward for θ < 6° and is directed southward θ >
6°. This leads to a strong (negative) meridional gradient as well as
an increase in the neutral temperature (Figure 5K) (i.e., midnight
temperature maximum). Thirty minutes later, at 12:29 UT, the EPB
has now fully developed and risen to ∼ 600 km (Figure 5B). The E
× B drift inside the EPB has increased substantially to ≳ 180 m/s
(Figure 5D). The zonal neutral wind remains relatively weak (few
10 s m/s) at 168° (Figure 5F) but the meridional neutral wind is
northward with a velocity ∼ 200 m/s (Figure 5H) at θ ∼ 6°. The
derivative of themeridional neutral wind has significantly decreased
(Figure 5I) at this latitude and the peak has shifted northward.
Lastly, there is a relatively broadmidnight temperature maximum in
latitude (Figure 5L) (Herrero et al., 1993). Additionally, Meriwether
et al. (2008) show both positive and negative gradients in the wind
at ∼ 19:30 LT over Arequipa, Peru. They found converging (i.e.,
equatorward) neutral wind flows 1–2 hrs prior to theMTM.Wenote
that there were several other bottom side irregularities in longitude
away from 168° that did not develop EPBs. The important difference
is that there were strong “equatorward” flows at 168° and not at the
other longitudes with irregularities.

The reason for the development of the EPB in Figure 5 is
described in Figure 6 from Huba et al. (2023). This figure shows
line plots of the (a) electron density (ne), E × B velocity (VE×B),
derivative of the meridional neutral wind (dV/dθ), and (b) the
Pedersen conductance as a function of time at longitude 168° and
altitude 400 km, as well as (c) the maximum GRTI growth rates
(γ,γg, and γwc) in the altitude range 250–800 km and the Pedersen
conductance. In Figure 6A the electron density reaches a minimum
of ∼ 2 × 103 cm−3 at 12:15 UT and the E × B velocity reaches a
maximum of 120 m/s at 12:30 UT. Significantly, the derivative of the
meridional neutral wind reaches a minimum of ∼ −70 m/s/deg at
12:00 UT. In Figure 6B we see a large increase in the GRTI growth
rate γ starting at ∼ 11:45 UT and peaking at ∼ 12:15 UT. During
this period there is over an order-of-magnitude decrease in the
Pedersen conductance ΣP. Decomposing the growth rate into the
gravitational (γg) and wind/drift (γwc) components we find that the
dominant driving term is gravity; the wind/drift term leads to a
positive growth rate but is much smaller than that associated with
gravity. The reason for this is the large decrease in the Pedersen
conductance that affects γg much more than γwc as evident in
Equations 2, 3.

The aforementioned simulation study was for quiet geomagnetic
conditions and generated a single EPB that rose to ∼ 600 km.
However, a recent simulation study of the September 2018 (Huba
and Lu, 2024) found that a series of large-scale EPBs formed
in the western Pacific sector during the recovery phase of the
storm on 8 September 2017. They attributed this behavior to large,
equatorward flowing neutral winds caused by high latitude heating
of the thermosphere during the storm.
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FIGURE 3
Plots of (A) the meridional neutral wind profiles as a function of latitude for Vm0 = ±40 m/s, and (B) maximum upward E×B drift velocity as a function
of time. [from Huba and Krall (2013)].

The simulation used the coupled SAMI3/WACCM-X code to
model the days 6–8 September 2017. The geophysical parameters
considered are F10.7 = 134.9, 130.4, 118.5, F10.7A = 84.3, 84.3,
84.3, and Ap = 8, 36, 106 for each day, respectively. In Figure 7
contour plots of the electron density (a, e), meridional wind (b, f),
E × B drift (d, h) (all at 494 km), and the Pedersen conductance
(c, g) on September 8 are shown. The left panels (a, b, c, d) are at
14:14 UT and the right panels (e, f, g, h) are at 15:29 UT. There
are “weak” EPBs evident in the longitude range 180° W to 90°
W evident in Figure 7A; these are fossil EPBs that had formed
earlier at 13:59 UT Of note, there are strong equatorward flowing
meridional winds in the northern hemisphere between 90° E and
90° W and in the southern hemisphere between 135° E and 135°
W in Figure 7B. There is a decrease in the Pedersen conductance

in both the low- and mid-latitude regions associated with the
equatorward winds as indicated in Figure 7C. Lastly, there is an
increase in the E × B drift perpendicular to the magnetic field in
themeridional plane (i.e., at themagnetic equator the drift is vertical
while at mid-latitudes it has vertical and latitudinal components)
in Figure 7D.

Figures 7E–H correspond to Figures 7A–D but 75 min later
at 15:29 UT. The equatorward meridional winds in Figure 7F
have become more intense closer to the equator as well as a
reduction in the Pedersen conductance at low- to mid-latitudes.
However, the most striking features that have developed are shown
in Figures 7E, H. In Figure 7E a span of EPBs developed in the
longitude range ∼ 90° E to 180° E; several extend in latitude from
∼ −15° to 30°. Subsequently, several EPBs rise to over 2,000 km.
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FIGURE 4
Contour plots of the electron density at time t = 20:44 LT for the cases 80eq (top) and 80po (bottom). [from Huba and Krall (2013)].

Attendant with these EPBs are large E × B velocities that exceed
200 m/s as shown in Figure 7H.

4 Observations

The initial observational studies of the relationship between
transhemispheric meridional winds and ESF focused on the
suppression of ESF because of the work by Maruyama (1988).
Mendillo et al. (1992) performed a two-day case study using the
ALTAIR radar and optical imaging data. They found that ESF was
suppressed on the first night (14 August 1988) but not the next
night (15 August 1988). They attribute the suppression of ESF on
the first night to a north-to-south meridional wind based on a

reduction of the northern meridional gradient in 6,300 Å airglow.
A subsequent study by Mendillo et al. (2001) during the Multi-
Instrumented Studies of Equatorial Thermospheric Aeronomy
(MISETA) campaign found “no convincing evidence for the wind
suppression mechanism.”

Thampi et al. (2006) developed a prediction parameter C based
on observations that combined electrodynamic processes and
meridional winds. The former is related to the E × B uplift of the
ionosphere due to the pre-reversal enhancement of the eastward
electric field and the latter to the asymmetry in the equatorial
ionization crests (EIA) caused by the transhemispheric wind. They
reported that an “EIA asymmetry alone does not suffice to make
a deterministic forecast for the generation of ESF on a given
day” because ESF was not observed on some days with a strong
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FIGURE 5
Contour plots of the electron density (A, B), E × B velocity (C, D), zonal neutral wind (E, F), meridional neutral wind (G, I), latitude derivative of the
meridional neutral wind (H, J), and neutral temperature (K, L) at times 11:59 UT (A, C, E, G, I) and 12:29 UT (B, D, F, H, K) as a function of latitude and
altitude at longitude 168°.
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FIGURE 6
Line plots of (A) the electron density (ne), E × B velocity (VE×B), derivative of the meridional wind (dV/dθ), (B) the maximum GRTI growth rates
(γ,γg, and γwc) in the altitude range 250–800 km. Here, local midnight is at 11:12 UT and the midnight temperature maximum (labeled MTM) occurs at
∼ 01:18 LT.

EIA asymmetry while observed on other days with a strong EIA
asymmetry. This supports the suggestion that the actual behavior of
the meridional wind can enhance or suppress ESF.

Maruyama et al. (2007) developed an ionosonde network in the
Southeast Asian sector consisting of a meridional chain and a pair
near the equator designed to estimate the meridional wind based
on nighttime ionospheric height variations. Maruyama et al. (2009)
used this network to infer the meridional winds for the spring
and fall equinoxes in 2004 and 2005, and correlated the results
with the occurrence of equatorial irregularities. They found that
the transequatorial meridional winds were larger in September than
March, and suggested that this was why equatorial irregularities

occurred less frequently in September than in March. Numerical
simulations were performed using the SAMI3/ESF model to support
this contention.ABrazilian study during 1999 and 2001 byAbdu et al.
(2006) also concluded that magnetic meridional winds negatively
influenceESFdevelopment by reducing thepre-reversal enhancement
electric field and direct suppression of the instability.

On the other hand, Devasia et al. (2002) and Jyoti et al. (2004)
found that under certain circumstances equatorward neutral
winds appeared to be needed for ESF to develop. Specifically,
Devasia et al. (2002) argued that when the h’F base height of the
F-layer is below 300 km, equatorward winds appear necessary to
trigger ESF. However, they suggest that under these conditions
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FIGURE 7
Contour plots of the electron density (A, E), meridional wind (B, F), E × B drift (D, H) (all at 394 km), and the Pedersen conductance (C, G). The left
panels (A–D) are at 14:14 UT and the right panels (E–H) are at 15:29 UT.

there is a downward neutral wind that amplifies the instability;
they did not consider changes in the conductance that could
impact the instability. Jyoti et al. (2004) found a similar result
and suggested that the effect of an equatorward neutral wind
impacted the equatorial ionization anomaly (EIA), the equatorial

temperature and wind anomaly (ETWA), and neutral dynamics to
effectively enable instability at lower h’F heights (<300 km) via a
downward wind (Sekar and Raghavarao, 1987).

Sreekumar and Sripathi (2016), Sreekumar and Sripathi (2017)
studied nighttime thermospheric meridional winds in the Indian
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sector during the period March–December 2013. They derived the
wind structure based on the h’F and hpF2 methods using ionosonde
data. Comparing the results of the two methods to the HWM07
empiricalwindmodel, itwasfoundthattheh’Fwasinbetteragreement.
Theyrelatedtheirh’FwindmeasurementstoGPSscintillationdata(i.e.,
an indicator of equatorial spread F) and found that longer duration
scintillation events were associated with equatorward winds while
non-scintillation days the winds were poleward.

Gao et al. (2023) studied the relationship between geomagnetic
substorms and the occurrence of equatorial spread F. They used
Jicamarca incoherent and coherent (JULIA) radar measurements
to identify periods of equatorial spread F, and an AL-based
identification algorithm (Newell and Gjerloev, 2011) to identify
substorm activity. They find a distinct correlation between ESF and
substorms. Specifically, in the post-sunset sector (1,800–2,400 LT)
the ESF occurrence rate was a maximum ∼ 0.5 h after sunset, while
in the post-midnight sector (0000–0006 LT) it was ∼ 3.0–3.5 h after
midnight. They attributed the former to a prompt penetration field
enhancing the pre-reversal upward E × B drift, and the latter to the
disturbance dynamo electric field generating an upward E × B drift.
This last result is consistent with the stormtime simulation study by
Huba and Lu (2024). In particular, an upward E × B drift developed
prior to the development of post-midnight EPBs on the storm day
(shown in their Figure 5C). On the previous (non-storm) day the
post-midnight drift was negative.

Zhan and Rodrigues (2018) investigated the dynamics of
equatorial spread F in the American sector during the June
solstice. Using incoherent scatter radar measurements and the
ionosphere model SAMI2 (Huba et al., 2000) in conjunction with
GRTI theory they also found that equatorward meridional winds
are destabilizing. However, in their analysis they found that the
equatorward winds increased the conductance and that the increase
in the GRTI growth rate was attributed to a modification of the
electron density profile.

5 Discussion

Although not surprising, the results of this paper highlight
the potential importance of meridional neutral winds in the
development of EPBs during equatorial spread F. Nominally, EPBs
form in the post-sunset sector and are usually associated with
enhanced upward E × B drifts (e.g., > 30 m/s) driven by the pre-
reversal eastward electric field (e.g., Hysell et al., 2015). For this
situation it is not clear meridional winds play a significant role in the
development of ESF. However, during periods of low solar activity
(e.g., F10.7 ≲ 80) the post-sunset E × B is typically small (Scherliess
and Fejer, 1999) and ESF is unlikely to occur. On the other hand,
for example, there are observations of ESF occurring in the post-
midnight sector during solar minimum conditions (during the June
solstice) in the absence of post-sunset EPBs (Heelis et al., 2010;
Li et al., 2011; Zhan et al., 2018).During these periods it appears that
themeridional wind can play a pivotal role in the generation of EPBs
at the onset of ESF (Huba et al., 2023).

It also appears meridional winds can play a dramatic role
in the development of large-scale EPBs during magnetic storms
(Gao et al., 2023; Huba and Lu, 2024). During geomagnetic storms,
heating of the thermosphere at high-latitude generates strong

modifications to both the zonal and meridional winds that
propagates equatorward over a period of several hours. This can
lead to an upward E × B drift in the midnight sector because
of modification of the zonal wind, and to an enhancement in
the growth rate of the GRTI associated with the reduction in
conductance caused by equatorward neutral winds.

The dominant theme of this review is that meridional winds
can affect the onset and evolution of EPBs during ESF, primarily by
modification of the conductance which directly impacts the growth
rateof theGRTI.Thisdoesn’tnecessarilyobviate thepossibilityofother
factors playing a roll such as seedingmechanisms (e.g., gravity waves),
modificationof the lowerF layergradient,ordownwardverticalwinds.
Moreover, the state of the ionosphere-thermosphere system is also
a factor. For the theoretical and modeling studies described in this
review, equatorward winds decrease the conductance while poleward
winds increase the conductance as shown inFigure 1. It is possible that
this is not always the case (e.g., Zhan and Rodrigues, 2018) and the
blanket statement that “equatorward winds promote the development
of ESF and poleward winds suppress the development of ESF” may
not be universally true.

We also note that Kherani et al. (2005) presented a theoretical
and modeling study of the collisional interchange instability. In this
work a linear, local analysis was performed that considered a 3D
potential equation (in contrast to the current analysis which assumes
equipotential field lines). They found that a meridional wind can
generate a density gradient along the magnetic field line that has
a stabilizing influence on the instability when considering parallel
oscillations (e.g., k‖).

In conclusion, additional measurements of the neutral wind,
in conjunction with observations of EPBs and ESF, are needed to
provide a clearer understanding of ESF onset and evolution, and
in particular the day-to-day variability of ESF. To this end the
Ionospheric Connections Explorer (ICON) satellite mission data
provides an invaluable resource for neutral wind and plasma data
to address this problem (Immel et al., 2018).
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Equatorial Plasma Bubbles (EPBs) are a region of depleted ionospheric densities.
EPBs are known to fluctuate both seasonally and day to day, and have
been linked to changes in solar activity, geomagnetic activity, and seeding
resulting from dynamics occurring at lower altitudes. Here, EPB activity is
investigated over a 15-day period with overlapping coincident ground-based
630 nm oxygen airglow measurements, near-infrared hydroxyl mesospheric
temperature mapper (MTM) measurements, and Rate Of change of Total
Electron Content Index (ROTI) values. The data are compared with the Navy
Global Environmental Model (NAVGEM) reanalysis over the same time period.
It is found that several days with strong EPB activity coincided with the
positive/northward meridional wind phase of the quasi-two-day wave (QTDW)
in the mesosphere. These initial observations indicate correlations of the
QTDW phase and the occurrence rates of EPBs, and suggest a need for
further investigations to assess potential causal relationships that may affect the
variability and prevalence of EPBs.

KEYWORDS

equatorial plasma bubbles, quasi-two-day-wave, roti, gravity waves (GWs), airglow

1 Introduction

Equatorial plasma bubbles (EPBs) can have significant implications for the state of the
ionosphere as well as ionospheric radio remote sensing and communications (Hysell, 2000;
Sousasantos et al., 2023). While there have been advances over the years in understanding
EPBs, there are still outstanding issues towards understanding both their smaller-scale
mechanisms, global scale modeling, and forecasting (Huba, 2022). EPBs have been known
to vary from day to day (Aa, et al., 2023a), seasonally (Chou et al., 2020; Stolle, et al., 2006),
and with differing geomagnetic activity (Martinis et al., 2005; Abdu, 2012; Carmo et al.,
2023; Amadi et al., 2023). EPB formation occurs most prominently during the hours after
sunset, when a steep gradient in electron density forms contributing to the growth rate of
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the Rayleigh-Taylor (R-T) instability (Sultan, 1996; Huang and
Hairston, 2015; Hudson and Kennel, 1975), ultimately leading to
equatorial spread F (ESF). While the generation of ESF is linked
to this post-sunset time period, the R-T instability is further
triggered by meridional wind gradients in the F-region, which
can change due to a number of factors (Huba and Krall, 2013).
These driving factors that cause EPB seeding include geomagnetic
and solar activity (Adhya and Valladares, 2023; Sori et al., 2021;
Kepkar et al., 2020) and gravity wave (GW) propagation into the
thermosphere and ionosphere (Yokoyama et al., 2019; Chou et al.,
2023; Saha et al., 2022; Takahashi et al., 2009; Fritts et al., 2008;
Singh et al., 1997).

Observations of EPBs and ESF have been made over many
decades via multiple measurement techniques (e.g., Bhattacharyya,
2022, and references therein). Recently, ICON and GOLD satellite
missions have provided insight into EPB variability and generation
(Huba et al., 2021; Karan et al., 2020; Karan et al., 2023; Aa et al.,
2023b; Park et al., 2022). However, EPBs have also been studied with
numerous ground-based instruments (Aa et al., 2019; Haase et al.,
2010; Hysell and Burcham, 1998). The research presented here
uses Rate Of change of Total electron content Index (ROTI) and
630.0 nm oxygen airglow from an all-sky imager to classify the
presence and extent of EPBs. Airglow imaging provides spatial
observations allowing for the 2D study of EPB formation and
evolution (Pautet et al., 2009; Martinis et al., 2009). ROTI has
been used in numerous studies of ESF and EPBs, due to its
correlation with larger-scale plasma irregularities that are associated
with ESF and airglow depletions (Carmo et al., 2023; Lay, 2018;
de Jesus et al., 2020; Rajesh et al., 2022).

The Quasi-Two-Day Wave (QTDW) is a large-scale wave
that is often observed to be westward propagating with a zonal
wavenumber of 3 (Ern et al., 2013; Burks and Leovy, 1986;
Lieberman et al., 2017). The QTDW is caused by the instability
of the summer hemisphere easterly jet, which results in an
amplitude that is most notable in meridional winds in the
mesosphere and lower thermosphere (MLT) region (Singh et al.,
2024). It is typically observed in the summertime hemisphere, and
has been well studied through multiple observations (He et al.,
2021; Craig et al., 1980; Pancheva et al., 2018; Iimura et al., 2021;
Walterscheid et al., 2015; Hecht et al., 2010). The QTDW has
been shown to modulate the ionospheric dynamo and electron
density (Yue et al., 2012; Pancheva et al., 2006; Forbes et al.,
2021). Studies also have demonstrated the implications and
interactions of the QTDW with GW dissipation, generation,
and filtering (Ern et al., 2013; Yasui et al., 2021; Jacobi and
Pogoreltsev, 2006). These findings underscore the multiple possible
pathways through which the QTDW may influence the lower
thermosphere and ionosphere. In the observations presented
in this case study, relationships between EPB appearance and
extent are compared with QTDW phase within the MLT region
using ROTI, hydroxyl mesospheric temperature mapper (MTM)
measurements, and 630 nm airglow images, in conjunction
with the Navy Global Environmental Model (NAVGEM)
output. Additionally, these observations are compared with
GW activity in the stratosphere and mesosphere as measured
by the MTM, the Atmospheric InfraRed Sounder (AIRS) and
NAVGEM. These are reported and discussed in the subsequent
Sections 2, 3.

2 Materials and methods

Observations from multiple instruments were used from the
period over 10–24 January 2015. These measurements demonstrate
fluctuations in ROTI and airglow associated with plasma bubbles.
The ionosphere-thermosphere measurements are combined with
hydroxyl MTM measurements in conjunction with NAVGEM
reanalysis data for comparison of coincident dynamics in the
MLT region.

2.1 ROTI observations over south America

The ionospheric irregularities are based on the ROTI (Pi et al.,
1997), which represents a standard derivation of the rate of change
of TEC (ROT):

ROTI = √⟨ROT2⟩ − ⟨ROT⟩2 (1)

where

ROT =
TECt −TECt−δt

δt
(2)

Here, TEC is calculated based on 30 s phase observations at GPS
L1 and L2 frequencies for each satellite-station pair (Inchin et al.,
2023). For this case study, 88 stations extending throughout Chile
are used. The time window of 5 min is chosen to calculate a
variance in Equation 1, using the ROT calculated in Equation 2.
The ROTI values are calculated using GPS receiver sites in South
America using a 40-degree elevation cut off. Figure 1A shows all
data points included south of geographic latitude 15S. Figure 1B
shows data points of ROTI for geographic latitudes south of 30S.This
plot highlights ionosphere fluctuations occurring at more southern
latitudes and furthermore demonstrates a periodic nature to these
southern increased ROTI values. To highlight regions of increased
ROTI, Figure 1C shows the average ROTI value of datapoints
binned in a 1-h period. Most peaks in ROTI occur between 1-
3UT, which corresponds to post-sunset local times as is expected
for the onset of EPB (Sultan, 1996; Huang, 2018; Panda et al.,
2019). However, there are exceptions to post-sunset formation,
and spikes in ROTI are observed after midnight LT in some
instances. During the observation period, this was the case on 23
January. These post-midnight EPBs may be generated by a different
mechanism, but are still frequently observed (Martinis et al., 2005;
Otsuka, 2018; Yizengaw et al., 2013). In the observations presented,
the largest post-sunset ROTI values were observed on 16, 18, 20,
and 24 January, with mean values at these times ranging from 0.1 to
0.18 TECu/min. The lowest ROTI values were on 13 and 15 January,
withmean values ofmeasured ROTI post-sunset around or less than
0.03 TECu/min.

2.2 Optical ground-based observations

Airglow emissions in the thermosphere at 630 nm have
previously been used to study depletions associated with EPBs
near 250 km in altitude (Martinis et al., 2018; Hickey and Martinis,
2018). Data from an imager at the El Leoncito observatory (31.8S,
69.4W) that belongs to the Boston University network of all-sky
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FIGURE 1
Plot (A) shows the ROTI values at all geographic locations south geographic latitude 15S. Plot (B) is the same as plot (A) but for locations south of 30S.
Plot (C) shows the average of ROTI values binned into 1 h time intervals for locations south of 15S (pink) and 30S (blue).

imagers (Martinis et al., 2018) were used to classify the presence of
ESF associated depletions in 630 nm airglow from 10–24 January.
Each hour was classified with an activity level as either (1) a
depletion extending to magnetic latitude 20S or further, (0.5) north
of magnetic latitude 20S, (−1) clear with no visible depletions, or (0)
no data available. Figure 2A summarizes these observations. From
January 16–24, depletions were observed on all nights. The nights

of January 16, 18, and 24 demonstrate depletions extending farthest
southward beyond −20 MLAT. Examples of significant depletions
are shown in Figures 2D, E for January 16 and 18 respectively.
To determine conditions that may contribute to differing EPB on
each day, geomagnetic and solar conditions were compared to
the observations. The SuperMAG Auroral Electrojet (SME) index
(Gjerloev, 2012; Newell and Gjerloev, 2011a; 2011b) is indicative of
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FIGURE 2
Plot (A) shows depletions observed in the 630 nm airglow with a value of one corresponding to depletions extending further south than −20 MLAT, a
value of 0.5 corresponding to depletions north of −20 MLAT, a value of −1 indicating data but no observed depletions, and a value of 0 indicating no
data. Plot (B) shows the SME index indicating the level of auroral activity. Plot (C) shows the F10.7 value indicating solar activity. Plots (D) and (E) show
significant depletions in the 630 nm airglow on 16 and 18 January 2015.

global auroral power and indicates times of increased geomagnetic
activity. This dataset is plotted in Figure 2B, and while fluctuations
exist, there are no notable differences between days of significant
depletions versus no depletions. Additionally, solar activity is
denoted with the F10.7 index and plotted in Figure 2C. These values
show little variation over the period of observations, indicating that
the fluctuations in EPB activity were not necessarily related to solar
activity in this case.

The MTM located at the nearby Andes Lidar Observatory
(ALO) (30.3S, 70.7W) measures temperatures from hydroxyl (OH)
airglow near 87 km in altitude (PugmireJonathan Rich, 2018).These
measurements provide information regarding middle atmospheric
dynamics with regards to both larger-scale temperature averages,
and GW activity down to horizontal wavelengths of 10 km.
Figure 3A shows nightly temperature averages from the MTM using
5 × 5 zenith pixel averages from each image over the period of
observations, where an apparent 2-day fluctuation in temperatures
from warm to cooler values is observed. A previous comparison
of the MTM OH rotational temperatures (OH T) with other well-
calibrated instruments (an FTIR spectrometer and sodium lidar) has
shown that nightlymean temperatures, referenced to the 87 km lidar
mean temperatures, are accurate to about +/−5K (Pendleton et al.,
2000; Zhao et al., 2005). Further details of the MTM data reduction
and analysis are given in Taylor et al. (1999; 2001). In the study
presented here, the nightly averages show differences of 20–30K

between consecutive nights from 15–24 January 2015. Warmer
values are observed on and before January 15, and on January 17,
19, 21, and 23. Cooler values are observed on January 16, 18, 20,
22, and 24. These fluctuations in temperature indicate the presence
of a QTDW. The three largest histogram ROTI values are indicated
on nights with red dots. The pink dot indicates the fourth largest
histogram ROTI value, which corresponds to an EPB that was not
observed south of −20 MLAT. These four nights coincide with the
coldest average nightly temperatures measured by the MTM, and
suggest a potential correlation in EPB activity with the colder MLT
temperatures.

The nightly standard deviation (stdev) for each night of OH T
measurements from the MTM is plotted in Figure 3B. This metric
provides insight into GW activity present on a given night. A higher
stdev indicatesmore wave activity. Figure 3C shows a zonal keogram
(one line of data taken from the center of the MTM field of view
along the zonal direction plotted for each mapper image over time)
on a lower stdev night, and Figure 3D shows a zonal keogram on a
more active night, withwaves present that have periods ranging from
several minutes to hours. The largest temperature perturbation on
this day appears to be associated with dynamical changes occurring
on the time scale of several hours, indicating a gravity wave that is
likely much larger (100 s km to >1,000 km) than the field of view of
the MTM. On 22 January, a minimum in temperature was observed.
However, EPBs did not extend beyond −20MLAT and ROTI values
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FIGURE 3
Plot (A) data show the nightly average OH temperatures plotted from the MTM. A 2-day fluctuation is apparent in the data from 15–24 January, with
the three nights of largest ROTI values and 630 nm depletions extending below 20S MLAT denoted with red dots, and the fourth largest night of ROTI
values is denoted in pink. These significant nights of EPB activity fall on the nights of coldest average temperatures. Plot (B) shows the nightly stdev of
temperatures, a metric that denotes GW activity. Plots (C) and (D) show zonal keograms of MTM data for lower stdev (15 January) and higher stdev (18
January) nights, allowing for both long period and short period temperature fluctuations associated with GWs to be observed, especially on the more
active night in (D).

were similar to warm phase nights. On this particular night, a lower
OH T stdev was measured, indicating lower GW activity over the
field of view of the MTM.

3 Results

3.1 QTDW influences

Concurrent dynamics in the mesosphere were further
investigated using NAVGEM reanalysis (Eckermann et al., 2018)
that is extended above 100 km via hydrostatic blending with
HWM winds and MSIS temperature and composition (Inchin et al.,
2023). We note here that the NAVGEM reanalysis only contains
observations up to 100 km and hydrostatically relaxes to MSIS
and HWM climatology above this altitude. Thus, large scale
influences associated with the QTDW are not reflected above
100 km. Figures 4A, B show global meridional (V), and zonal (U),
winds plotted at 85 km in altitude for 18 January 2015, a day with
significant ROTI values and 630 nm airglow depletions.TheQTDW
is primarily manifested in meridional winds, has zonal wavenumber
of 3, and maximizes near 85 km in altitude, which is illustrated
in Figure 4A. The QTDW is not readily apparent in zonal winds
shown in Figure 4B, though may still have associated zonal wind
amplitude. The phase over South America at the beginning of
18 January is mainly aligned with positive/northward meridional

wind. The QTDW is present from the equatorial region to near
60S. Figures 4C, D show NAVGEM meridional and zonal winds
averaged from 70-45W and 10-30S. Figure 4E shows the fit to
zonal wavenumber three in meridional winds, demonstrating a
strong presence of the QTDW, which increases in amplitude in
the second half of the study period from ∼50 m/s to ∼80 m/s.
Figure 4F shows the frequency-wavenumber spectrum verifying
the presence of the QTDW. Figure 5 shows the ROTI data from
Figure 1C overplotted with meridional winds from Figure 4C to
demonstrate overlap of EPBs with the QTDW. The ROTI values
show the strongest peaks aligning with the diurnal tidal winds near
200 km, expected for post sunset EPBs. Most notably, the strongest
peaks occurred when the meridional winds associated with the
QTDW are at a positive/northward peak near 85 km. This MLT
trend is not observed in zonal winds, which do not have a strong
QTDW signature (Figure 4D).

While post-sunset spikes in the ROTI and depletions in the
630 nm airglow are present on most days, the largest occurrences
(highest ROTI, furthest southward depletions) coincide with the
positive meridional winds associated with the QTDW in the
mesosphere. Additionally, these stronger instances did not show
a correlation with the solar or geomagnetic activity over the 2-
week case study period. This suggests there may be a lower
atmospheric influence associated with stronger EPBs linked to
the meridional wind in the mesosphere. The MTM demonstrated
that these increased times of EBPs corresponded both to colder

Frontiers in Astronomy and Space Sciences 05 frontiersin.org62

https://doi.org/10.3389/fspas.2024.1465230
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org


Bossert et al. 10.3389/fspas.2024.1465230

FIGURE 4
Plots (A) and (B) show NAVGEM meridional and zonal winds on 18 January 2015 at 0UT. The meridional wind clearly shows the QTDW signature (zonal
wavenumber 3) in the southern hemisphere. Plots (C) and (D) show the NAVGEM meridional and zonal winds averaged from 45 to 70W and 10 to 30S,
and plotted over altitude and time, which demonstrate a 2-day wave period in the meridional winds. Plot (E) shows the zonal wavenumber three fit of
meridional winds over the 15 day period. Plot (F) shows a frequency-wavenumber plot demonstrating the presence of a QTDW.

FIGURE 5
NAVGEM meridional winds averaged from 45 to 70W and 10 to 30S, and plotted over altitude and time overlapped with ROTI
histograms from Figure 1C. The strongest ROTI values overlap with times where winds near 85–90 km are most strongly positive.

temperatures in the mesosphere and increased GW activity
associated with higher stdev in the temperature measurements.
These stronger events occurred starting January 16 and were
not observed between January 10–15. Additionally, two nights
where no peaks in ROTI were present, and no depletions were

observed in the 630 nm airglow (13 and 15 January) corresponded
to lower MTM OH T standard deviation (lower GW activity),
higher MTM OH T, and southward meridional wind near 85 km
associated with the QTDW during times of lower QTDW global
amplitudes.
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The coincidence of increased EPB activity during times of
increased GW activity in the mesosphere and northward winds
in the mesosphere implies that some aspects of lower atmosphere
dynamics may influence the presence of EPBs. This has been
well established, for instance, with studies of GW seeding of
EPBs (Yokoyama et al., 2019; Taori et al., 2011; Fritts et al., 2008).
Additionally, the influence of theQTDWon the ionosphere has been
previously demonstrated (e.g., Yue et al., 2012). The observations
presented here suggest that the QTDW itself may play a role in
EPB generation, and/or provides a mechanism or environment
for increased GW activity in a manner that may contribute to
EPB seeding.

3.2 GW and interhemispheric influences

The MTM provides OH T data, from which stdev can be
calculated. The OH T stdev indicates wave activity in a manner
that can be compared over the 2-week period of study. The
strongest wave activity observed in the MTM occurred also on days
that overlapped with the coldest temperatures, and also coincided
with the strongest EPB events and ROTI values observed over
the study period. However, the MTM instrument itself is south
of the magnetic equator, and it is expected that EPB seeding
occurs closer to the equator. To gain more insight into links
between variability in the lower atmosphere and ROTI/depletions
in the ionosphere/thermosphere, the AIRS instrument onboard the
NASA Aqua Satellite was used to determine brightness temperature
perturbation variances in the stratosphere near 40 km in altitude,
and is sensitive to GWs with vertical wavelengths of >10 km
(Hoffmann and Alexander, 2009). The variances are associated
with GW activity and were taken over regions in the northern
hemisphere near the polar vortex and over the southern hemisphere
region near ALO and coincident convection, both of which are
potential sources of GWs that can influence the thermosphere.
Additionally, AIRS brightness temperature perturbation variances
near the equator were also included. Figure 6A shows the MTM
standard deviation values to highlight days with higher GW activity
in the MLT for comparison to AIRS data, and Figure 6B shows the
resulting AIRS brightness temperature variances over the period
from 10–24 January 2015. AIRS temperature perturbation variances
in the northern hemisphere overlapping the polar vortex (40–60N)
demonstrate an increase in GW activity that agrees with the
MTM data from near 87 km and 30 S, and both measurements
demonstrate a peak in activity near 18 January. There were no
notable changes in AIRS brightness temperature variances near the
equator. Some variability was observed in the southern hemisphere
region (20-40 S) during this time period.

The standard deviation of temperatures was used from
NAVGEM over several regions during the same time period to
compare to the MTM and AIRS measurements. To obtain the
temperature standard deviations, a sliding 24-h period of data
over 30–50 km in altitude and a longitude range from 45W-70W
was divided into five latitude regions. The resulting standard
deviations are shown in Figure 6C. The stratospheric temperature
standard deviations in the northern hemisphere sectors peak near
12 January and 18 January, and show a minimum in activity near
14 January. These variations are not observed near the equatorial

region or south of the equator in the stratosphere. Note that the
AIRS satellite observations were not sensitive to the peak in activity
on 12 January shown by NAVGEM, which may be due in part
to AIRS variance calculations being sensitive to longer vertical
wavelength GWs and horizontal GW scales <500 km. In Figure 6D,
the same analysis is performed again from 75-95 km and shows
clear decreases in temperature standard deviation near 14 January
for northern, equatorial, and southern latitudes in this longitudinal
sector, implying a link between northern and southern hemispheric
dynamics at altitudes in the MLT region. Note that the polar
region is not included at these altitudes due to semidiurnal tidal
dominance. From 16 January onward, all latitudinal study regions
show some daily variability in temperature standard deviation, but
no significant decreases in temperature standard deviation over the
time period.

These findings imply that mesospheric temperature and
meridional winds associated with the QTDW as well as GW activity
on a larger scale may be linked to EPB activity. The times of lowest
EPB activity in the first half of the observation period overlap with
both decreased GW variances in the stratosphere in the northern
hemisphere, and decreased temperature standard deviation in
the MLT over the equatorial region and southern hemisphere.
Additionally, the two nights of no EPB activity on 13 and 15 January
correspond to southward meridional winds in the mesosphere
associated with a specific phase of the QTDW. During the second
half of the observation period from 16–24 January, post sunset
EPBs (increased ROTI and observed 630 nm airglow depletions)
were observed on every night, with the four strongest nights
overlapping northward meridional winds and coldest temperatures
in the MLT region.

Strong northward meridional winds associated with the QTDW,
which allow for southward GW propagation to higher altitudes in
the thermosphere during this time period would have implications
for GW-induced perturbations in the thermosphere. Additionally,
NAVGEM demonstrated a lower standard deviation of temperature
during periods of lower EPB activity, and higher standard deviation
of temperature during times of increased activity overlapping the
region of the polar vortex (20–60N). Disruptions to the polar vortex
in the northern hemisphere have been shown to influence the
QTDW amplitude both at lower latitudes (Ma et al., 2017) and
in the southern hemisphere (McCormack et al., 2009; Ern et al.,
2013). It is also noted in this longitudinal sector (45–70W), the
magnetic equator is located southward of the geographic equator,
∼10S, placing it well within the region of the QTDW. Thus, this
southward position would allow for GW propagation through the
QTDW wind field before reaching the thermosphere, potentially
providing seed perturbations for EPBs near the geomagnetic
equator via GWs generated at lower latitudes in the northern
hemisphere. Furthermore, the presence of the QTDW itself, and
its structure in the upper-mesospheric and lower thermospheric
temperature and winds, may have implications for EPB
seeding as well.

4 Discussion

Anoscillationwas observed in EBPs (ROTI and 630 nmairglow)
over the Western region of South America during 10–24 January
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FIGURE 6
Plot (A) shows the MTM standard deviation of temperatures. The three nights of largest ROTI values and 630 nm depletions extending below 20S MLAT
denoted with red dots, and the fourth largest night of ROTI values is denoted in pink. Plot (B) shows AIRS 4.3 μm brightness temperature perturbation
variances plotted in the latitude sector from 45W-75W. The data are calculated for regions overlapping the polar vortex in the northern hemisphere
(blue line), regions overlapping the equator (gold line), and regions overlapping the ground-based observations in the southern hemisphere (red line).
Plot (C) shows NAVGEM temperature standard deviation for five latitudinal ranges moving over a 24-h window that includes values from 30 to 50 km in
altitude, and 45W–70W in longitude. The stratospheric data indicate a significant dip in wave activity in the northern hemisphere but not in the
southern hemisphere near 14 January. Plot (D) shows the same as Plot (C) but for altitudes from 75 to 95 km, and indicates a dip in wave activity near
14 January in the northern and southern hemispheres.

2015. The strongest peaks in the oscillation coincided with the
northward meridional wind phase of the QTDW in the mesosphere
region near 85 km in altitude. MTM data demonstrated that the
strongest peaks in EPB activity inferred from the ROTI values
and 630 nm airglow depletions coincided with days where the
coldest temperatures were measured near 87 km by the MTM OH
T. These peaks also coincided with higher standard deviations of
MTM OH T and higher AIRS temperature perturbation variances
in the northern hemisphere (40–60N). Additionally, 2 days with
no observed EPBs corresponded to lower GW activity in the
stratosphere observed by AIRS in the northern hemisphere, lower
MTM and NAVGEM simulated temperature standard deviations
in the MLT region, and southward winds and higher temperatures
associated with the QTDW in the mesosphere. These observations
were made over a time period of relatively quiet solar and
geomagnetic activity.

While the period of study is 2 weeks, it indicates the
possible role that the QTDW and interhemispheric coupling,
both in the neutral atmosphere and the ionosphere, may
play in the occurrence and intensity of EPBs. It is important
to note that multiple factors play a role in the prevalence

of EPBs and their generation and seeding mechanisms.
The data presented here demonstrate one aspect of neutral
atmospheric dynamical correlations with EPBs, which can
arise from multiple sources. Further studies are needed
to understand longer term trends associated with the
QTDW and EPBs.
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Day-to-day and longitudinal
variability of the equatorial
electrojet as viewed from the
Sun-synchronous CSES satellite
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2Department of Space Physics, College of Electronic Information, Wuhan University, Wuhan, China,
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Boulder, CO, United States, 4National Institute of Natural Hazards, Ministry of Emergency
Management of China, Beijing, China, 5Center for Satellite Application in Earthquake Science, China
Earthquake Administration, Beijing, China, 6Space Sciences Laboratory, University of California,
Berkeley, Berkeley, CA, United States, 7School of Information Engineering, Institute of Disaster
Prevention, Langfang, China

The intensity of the equatorial electrojet (EEJ) derived from the magnetic
field measurements by the China Seismo-Electromagnetic Satellite (CSES) is
analyzed for the low solar activity period of July 2018–April 2022. The CSES
spacecraft flies in a Sun-synchronous orbit, providing the first continuous
satellite observations of the afternoon EEJ at a fixed local time at 2 p.m.
The EEJ intensities from CSES and concurrent observations from the Swarm
satellite mission show a good correlation, supporting the reliability of the
CSES EEJ data. Spectral analysis of the CSES data reveals the presence
of three distinct oscillatory components in the day-to-day variation of the
afternoon EEJ: (1) an eastward-propagating 2–3-day oscillation with zonal
wavenumber 1, (2) a westward-propagating 5–6-day oscillation with zonal
wavenumber 1, and (3) a zonally-symmetric 14–15-day oscillation. These
oscillations result from upward-propagating waves in the atmosphere. That is,
the first two can be attributed to the ultra-fast Kelvin wave and quasi-6-day
wave, respectively, while the latter is likely due to the atmospheric lunar tide. The
CSES EEJ data are also comparedwith lower thermosphericwindmeasurements
by the Michelson Interferometer for Global High-Resolution Thermospheric
Imaging (MIGHTI) onboard the Ionospheric Connection Explorer (ICON). The
results suggest that the EEJ intensity correlates negatively with the equatorial
eastward wind at 100–115 km, consistent with earlier studies. Contributions
of different tidal wind components to longitudinal structures of the EEJ
are evaluated. A four-peak structure during July–September can be largely
explained by the eastward-propagating diurnal tide with zonal wavenumber
3 (DE3), while a two- or three-peak structure during December–January is
mainly due to the combined effect of DE3 and the eastward-propagating
diurnal tide with zonal wavenumber 2 (DE2). Furthermore, the CSES EEJ data
are compared with the electron density measurements from the Langmuir
probe onboard CSES. There is a positive correlation between the EEJ
intensity and in-situ electron densities at ∼510 km from the same orbit,
reflecting the plasma fountain effect. The correlation tends to be higher in
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the summer hemisphere, which may be due to the meridional wind in the
thermosphere.

KEYWORDS

China seismo-electromagnetic satellite (CSES), equatorial electrojet (EEJ), ionospheric
currents, ionospheric dynamo, neutral winds, atmosphere-ionosphere coupling,
vertical coupling, atmospheric tides and planetary waves

1 Introduction

When geomagnetic storms are absent, daily variations of the
geomagnetic field on the ground at middle and low latitudes are
primarily due to electric currents in the E-region ionosphere (e.g.,
Campbell, 2003; Yamazaki and Maute, 2017). These ionospheric
currents are generated through the process called ionospheric wind
dynamo (e.g., Richmond, 1995; Maute, 2021), where the kinetic
energy possessed by the neutral atmosphere is partially converted
into electromagnetic energy through collisional interactions
between neutral and plasma particles. The E-region dynamo
currents are mostly confined to the dayside ionosphere, as the
electrical conductivity of the E-region ionosphere is much lower
on the night side due to low plasma density (e.g., Richmond, 2011).
On the dayside, there are usually two large-scale vortices of the
dynamo current: one counter-clockwise vortex in the Northern
Hemisphere and one clockwise vortex in the Southern Hemisphere,
which can be deduced from magnetic field measurements at the
ground (e.g., Matsushita and Maeda, 1965; Campbell et al., 1993;
Takeda, 2002a; Owolabi et al., 2022; Chen et al., 2024) and in space
(e.g., Pedatella et al., 2011; Chulliat et al., 2016; Alken et al., 2017;
Yamazaki, 2022). The intensity of the zonal current is enhanced
along the magnetic equator, where the geomagnetic field is perfectly
horizontal (e.g., Hirono, 1950; Chapman, 1951). The unique
configuration of the geomagnetic field at the magnetic equator
allows the establishment of a vertical electric field, which drives
a Hall current in the zonal direction (e.g., Sugiura and Poros,
1969; Richmond, 1973; Raghavarao and Anandarao, 1987; Du and
Stening, 1999). This additional Hall current is commonly referred
to as the equatorial electrojet (EEJ) (e.g., Forbes, 1981; Rastogi,
1989; Lühr et al., 2021a). The EEJ is confined near the magnetic
equator, within approximately ±3° latitude from the magnetic
equator, where the vertical electric field can be maintained (e.g.,
Doumouya et al., 1998; Rigoti et al., 1999; Rabiu et al., 2013). The
EEJ is usually directed eastward but occasionally turns westward,
which is sometimes referred to as counter electrojet (e.g., Mayaud,
1977; Zhou et al., 2018; Soares et al., 2019; Zhang et al., 2024).

The intensity of the EEJ is determined by various factors.
For instance, the EEJ intensity varies with local time, season,
longitude and solar activity (e.g., Doumouya et al., 2003; Alken and
Maus, 2007; Abdul Hamid et al., 2015). The local time and solar
activity dependence can be ascribed to the effect of solar extreme
ultraviolet radiation on the electrical conductivity of the E-region
ionosphere (e.g., Takeda, 2002b). The seasonal dependence of the
EEJ is primarily controlled by neutral wind forcing (Yamazaki et al.,
2014b). The change in the solar zenith angle (and hence solar
radiation ionization) plays only a secondary role for the seasonal
variation of the EEJ (Chapman and Rao, 1965). The longitude
dependence of the EEJ is partly due to the background geomagnetic

field (e.g., Rastogi, 1962; Doumbia and Grodji, 2016; Pandey et al.,
2021), which affects the E-region conductivity (Takeda and Araki,
1985), and partly due to neutral wind forcing by atmospheric tides
(e.g., England et al., 2006; Lühr et al., 2008; Soares et al., 2018).
Moreover, the EEJ intensity depends on the phase of the Moon
(e.g., Rastogi and Trivedi, 1970; Lühr et al., 2012; Yamazaki et al.,
2017), which can be understood as the effect of neutral wind
forcing associated with the atmospheric lunar tide (e.g., Vial and
Forbes, 1994; Pedatella et al., 2012b; Zhang and Forbes, 2013).
The EEJ intensity is also subject to the influence of geomagnetic
activity (e.g., Rastogi, 1977; Yamazaki and Kosch, 2015; Xiong et al.,
2016a). This is generally attributed to the prompt penetration of
the polar electric field into equatorial latitudes (e.g., Nishida, 1968;
Kikuchi et al., 2008; Manoj et al., 2008; Yizengaw et al., 2016) and
to the dynamo electric field generated by storm-time winds (e.g.,
Blanc and Richmond, 1980; Le Huy and Amory-Mazaudier, 2005;
Pandey et al., 2018). Even in the apparent absence of variability in
solar and geomagnetic activity, the EEJ intensity can exhibit large
day-to-day variability (e.g., Marriott et al., 1979; Reddy, 1989), as
neutral winds are constantly changing.

The E-region vertical electric field that drives the EEJ is closely
associated with the vertical current and zonal electric field (e.g.,
Hysell et al., 2002; Alken and Maus, 2010). The zonal electric
field at low latitudes is mapped along equipotential magnetic field
lines to the equatorial F-region ( > 150 km), where both ions and
electrons tend to move with the E×B drift (e.g., Heelis, 2004).
Observations have found a good correlation between the EEJ
intensity with the equatorial E×B vertical plasma drift velocity (e.g.,
Anderson et al., 2002; Alken et al., 2013a; Kumar et al., 2016).
Since the E×B drift is a primary transport mechanism for F-
region plasmas and thus is an important factor determining the F-
region plasma density, there is also a correlation between the EEJ
intensity and F-region plasma density (e.g., Rush and Richmond,
1973; Rastogi and Klobuchar, 1990; Chen et al., 2008; Stolle et al.,
2008; Venkatesh et al., 2015). Therefore, understanding the behavior
of the EEJ is important not only for the E-region electrodynamics
but also for the F-region dynamics and its broader impact on space
weather phenomena (e.g., Stening, 2003).

The equatorial zonal wind at altitudes of the E-region ionosphere
(90–150 km) plays an important role for determining the EEJ
intensity (e.g., Yamazaki et al., 2014a; 2021; Harding et al.,
2022). Neutral winds at these altitudes are predominantly due to
atmospheric solar tides (e.g., McLandress et al., 1996; Wu et al.,
2008a; b; Yamazaki et al., 2023). They consist of two parts: locally-
generated tides and upward-propagating tides from below. The two
parts exert a comparable influence on the EEJ (Yamazaki et al.,
2014b). Locally-generated tides are produced through in situ
absorption of solar radiation by thermospheric constituents such
as O, O2 and N2. They are primarily vertically trapped mode
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of the diurnal tide (e.g., Forbes, 1982; Hagan et al., 2001). On
the other hand, upward-propagating tides are generated mainly
in the troposphere and stratosphere (e.g., Hagan and Forbes,
2002; 2003). They propagate vertically upward and reach the
lower thermosphere before being dissipated (e.g., Oberheide et al.,
2011; Truskowski et al., 2014). Upward-propagating tides at E-
region altitudes are highly variable, as their production and vertical
propagation are dependent on the meteorological state of the lower
and middle atmosphere (e.g., Miyoshi and Fujiwara, 2003; Liu,
2014; Dhadly et al., 2018; Zhou X. et al., 2022; Oberheide et al.,
2024). Thus, upward-propagating tides, along with other upward-
propagating waves, can be an important source of the day-to-day
and longitudinal variability of the EEJ (e.g., Kawano-Sasaki and
Miyahara, 2008; Yamazaki et al., 2014a).

A mathematical expression for a tidal wave in an atmospheric
variable such as temperature, density and wind velocities is
given as follows:

Ans cos[2π(n
t
24
− s λ

360
)− Pns] , (1)

where Ans and Pns are the amplitude and phase of the tide, t is
the universal time in hours, and λ is the longitude in degrees.
n is a positive integer, with n = 1, 2, 3, 4 corresponding to the
24-h (diurnal), 12-h (semidiurnal), 8-h (terdiurnal) and 6-h tides,
respectively. |s| is the zonal wavenumber (i.e., the number of wave
cycles that can fit along the latitude circle at a given latitude). s >
0 and s < 0 correspond to eastward and westward propagating
waves, respectively, and s = 0 represents the oscillation that is
independent of longitude, which is often referred to as zonally-
symmetric oscillation (e.g., Pancheva et al., 2007; Forbes et al., 2018).
We use the conventional tidal nomenclature such as DE3, SW2 and
T0 (e.g., Forbes et al., 2003; Jones Jr et al., 2013), where the first
letter indicates the period (i.e., “D” for diurnal, “S” for semidiurnal,
and “T” for terdiurnal), the second letter represents the propagation
direction (i.e., “E” for eastward and “W” for westward), and the last
number is the zonal wavenumber (i.e., |s|). Different components
of tides can be evaluated by fitting Equation 1 to atmospheric
measurements obtained at any given height and latitude (e.g.,
Forbes et al., 2008). Lühr and Manoj (2013) applied this method
to EEJ data and examined the tidal composition of the EEJ based
on 10 years of satellite magnetic field measurements. Soares et al.
(2022), combining EEJ data from multiple satellites and ground
stations, determined the tidal composition of the EEJ for individual
years. Both studies found that migrating tides (n+s = 0) such
as DW1 and SW2 are dominant tidal components of the EEJ.
Some non-migrating tides (n+s ≠0) such as DE3 and DE2 are
also found to be significant tidal components of the EEJ. The tidal
composition of the EEJ is, however, not necessarily the same as the
tidal composition of neutral winds that drive the EEJ.This is because
the tidal composition of the EEJ is determined not only by tidal
winds but also by the E-region conductivity, which is strongly local-
time dependent. Thus, tidal wind components contributing to the
EEJ have yet to be identified.

Apart from atmospheric tides, the EEJ is also influenced by some
global-scale atmospheric waves with a period longer than a day. For
instance, the westward-propagating quasi-6-daywave (Q6DW)with
zonal wavenumber 1 is often observed in the lower thermosphere
(e.g., Lieberman et al., 2003; Gan et al., 2018; Qin et al., 2021),

and studies have reported the occurrence of ∼6-day oscillation
in the EEJ intensity during Q6DW events (e.g., Yamazaki et al.,
2018; 2020a). Similarly, the eastward-propagating ultra-fast Kelvin
wave (UFKW) with a period of 2–3 days and zonal wavenumber
1 is frequently detected in the equatorial lower thermosphere
(e.g., Forbes et al., 2009; Davis et al., 2012; Gu et al., 2014), and
corresponding 2–3-day oscillations have been observed in the EEJ
(e.g., Yamazaki et al., 2020b; Lühr et al., 2021b; Sun et al., 2024).
Other planetary waves, such as the westward-propagating quasi-
2-day wave (Q2DW) with zonal wavenumber 3 (e.g., Yue et al.,
2012; Gu et al., 2013; He et al., 2021) and quasi-16-day wave
(16DW) with zonal wavenumber 1 (e.g., Forbes et al., 1995; Day and
Mitchell, 2010; Fan et al., 2022), also seem to have some influence
on the ionospheric electrodynamics (e.g., Yamada, 2009; Elhawary
and Forbes, 2016; Jadhav et al., 2023; 2024), but their capability of
modulating the EEJ intensity is still to be established.

Characterization of the EEJ variability due to tides and other
global-scale waves mentioned above can greatly benefit from global
observations by low-Earth-orbit (LEO) satellites. When a LEO
satellite flies over the magnetic equator, the magnetic effect of
the EEJ is observed as a latitudinally localized depression in the
field strength (e.g., Cain and Sweeney, 1972; Jadhav et al., 2002;
Lühr et al., 2004; Alken et al., 2015; Stolle et al., 2021). The
intensity of the EEJ can be estimated from the magnitude of the
magnetic field depression. Since LEO satellites have orbital periods
of 90–120 min, they complete 12–16 orbits per day. In other words,
12–16 measurements of the dayside EEJ intensity can be made in
each day at different longitudes.

The EEJ data from the CHAMP (Reigber et al., 2002) and Swarm
(Friis-Christensen et al., 2006; 2008) missions have been extensively
analyzed in previous studies (e.g., Lühr et al., 2004; Alken et al.,
2015). In bothmissions, the spacecraft have been deployed in a near-
circular near-polar orbit that slowly precesses in local time at a rate
of about 5 minutes per day. Thus, for instance, the local time of the
EEJ measurement changes by more than 2 hours in a month. This
change in the local time sometimes made it difficult to accurately
interpret the day-to-day variation of the EEJ observed by CHAMP
and Swarm, because the EEJ variation associated with the local time
change and other changes (e.g., changes in geomagnetic activity
or neutral wind forcing) cannot be distinguished. The day-to-day
variation of the EEJ may be more easily captured by ground-based
magnetometer measurements. However, it is difficult to obtain good
longitudinal coverage with ground-based observations. A solution
to this problem is to use EEJ data from a Sun-synchronous orbit,
where the local time is always the same. The SAC-C satellite mission
(Colomb et al., 2004) operated in a Sun-synchronous orbit at an
altitude of ∼700 km and provided the EEJ data at a fixed local
time of 10:25 a.m. during the solar maximum period of 2001–2003
(Alken and Maus, 2007). In this study, we employ the EEJ data from
the China Seismo-Electromagnetic Satellite (CSES) (Shen et al.,
2018), which flies in a Sun-synchronous orbit at approximately 2
a.m.–2 p.m. The CSES data provide the first continuous satellite
observations of the afternoon EEJ at 2 p.m. local time.

Zhou Y. et al. (2022) presented a preliminary analysis of the
CSES magnetic field measurements for detecting the EEJ. This study
extends the analysis of the EEJ magnetic signatures derived from
CSES, and advances the characterization of its spatial and temporal
variability on day-to-day and seasonal time scales. In Section 3.1, we
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will conduct a statistical comparison between CSES and Swarm EEJ
to validate the reliability of the CSES EEJ data. In Section 3.2, we
will perform a spectral analysis of the CSES EEJ to provide insight
into the source of the day-to-day EEJ variability. In Section 3.3, we
will compare the CSES EEJ data with neutral wind measurements
by the Ionospheric Connection Explorer (ICON) satellite mission
(Immel et al., 2018) to evaluate the effect of neutral winds on the
EEJ. In Section 3.4, we will show how the seasonal and longitudinal
variations of the EEJ are related to those in neutral winds. We
will also examine the tidal components that are important for the
longitudinal structure of the EEJ. In Section 3.5, we will compare
the CSES EEJ data (evaluated at 110 km altitude) with CSES in-situ
measurements of the electron density (∼510 km altitude), providing
insight into electrodynamic coupling between the ionospheric E
and F regions.

2 Data

The intensity of the EEJ was derived using the 1 Hz scalar
magnetic field measurements by CSES (Yang et al., 2021). The data
are available from themissionwebsite (https://www.leos.ac.cn/).The
method for retrieving the EEJ intensity is the same as that developed
for the Swarm Level 2 (L2) Product of the EEJ (Alken et al., 2013b;
2015). Briefly, the method involves the following three steps. In the
first step, the core field, lithospheric field, and magnetospheric field
are evaluated and removed from the observed magnetic field. In the
second step, the residual field is further separated into the “Sq field,”
which is large-scale, and the “EEJ field,” which is localized near the
magnetic equator. In the final step, the EEJ intensity is estimated
according to the Biot-Savart law using an inversionmodel of the EEJ
that assumes line currents at an altitude of 110 km following zonally
along the magnetic equator. More detailed description of each step
can be found in the article by Alken (2020).

As mentioned, the CSES spacecraft flies in a Sun-synchronous
orbit, and the local time of the equatorial crossing is 2 a.m.
and 2 p.m. We use the measurements made at 2 p.m. during
the period July 2018–April 2022. Figure 1A shows the number of
observations in each month. In addition to the total number of
observations, the numbers of eastward and westward EEJ events
are also indicated. The occurrence rate of the westward EEJ is
approximately 20%, which is consistent with previous studies based
on ground-based observations and other satellites (e.g., Soares et al.,
2019). The absence of data during January–May 2020 and during
June 2021–January 2022 is not due to a lack of magnetic field
measurements; instead, it is because the EEJ data were still to be
processed at the time of writing this paper.

Figure 1B shows monthly values of the daily mean EEJ intensity.
Green shading indicates the magnitude of the day-to-day variability.
On each day, the CSES spacecraft completes ∼15 orbits. The
longitude of the equatorial crossing changes by 23.7° from one orbit
to the next. Thus, the CSES satellite effectively covers all longitudes
in 1 day (15× 23.7 ° = 355.5°). For this reason, the daily mean is
a good representation of the longitudinally averaged EEJ at 2 p.m.
local time. In Figure 1B, the mean EEJ intensity during the last
3 month (February–April 2022) is appreciably higher than that over
the preceding period. This is due to an increase in solar activity.
Figure 1C shows monthly mean values of the F10.7 index (Tapping,

2013), representing solar radiation activity, which controls E-region
ionization and hence the E-region conductivity. The EEJ intensity
is known to increase with increasing F10.7 (e.g., Yamazaki et al.,
2010; Matzka et al., 2017). Solar activity affects not only the mean
EEJ intensity but also the occurrence rate of the westward EEJ. It is
known that an increase in solar activity results in a decrease in the
occurrence of the westward EEJ in the afternoon (e.g.,Marriott et al.,
1979; Soares et al., 2018), which can be confirmed in Figure 1A.

We perform a validation of the CSES EEJ data through
comparisons with EEJ intensities derived from the magnetic field
measurements by Swarm. The Swarm constellation, operational
since November 2013, consists of three identical satellites, namely,
Swarm A, Swarm B and Swarm C. Swarm A and C fly side
by side at an altitude of approximately 460 km, while Swarm
B flies separately at a higher altitude of ∼510 km. As one of
the L2 products of Swarm, EEJ data from each satellite are
available at the ESA Swarm website (https://swarm-diss.eo.esa.int/).
For the present study, we use the EEJ intensities from Swarm
A and B.

We use neutral wind observations by the ICON mission.
Measurement of the horizontal wind velocity is made by
the Michelson Interferometer for Global High-Resolution
Thermospheric Imaging (MIGHTI) instrument onboard ICON
(e.g., Englert et al., 2017; Harding et al., 2017). Version 5 of
the MIGHTI wind product based on the oxygen green-line
emission at 557.7 nm wavelength is used for the evaluation of
the local wind effect on the EEJ. We use only the measurements
with the “wind quality factor” being one, corresponding to
the best quality data. Detailed description and validation of
version 5 ICON/MIGHTI data can be found in the article by
Englert et al. (2023). The Level 2.2 MIGHTI Cardinal Winds can
be downloaded from the ICON mission website (https://icon.ssl.
berkeley.edu/Data/Data-Product-Matrix) as well as from DOI in
Harding et al. (2023).

We also use the empirical wind model of Yamazaki et al.
(2023), which is based on the ICON/MIGHTI green-line wind
measurements during April 2020–March 2022. It uses a formula
similar to Equation 1 in the introduction section with n being from
0 to 4 and s being from −4 to 4, where the [n = 0, s = 0] term
corresponds to the zonal-mean wind (ZMW), the [n = 0, s > 0]
terms correspond to stationary planetary waves (SPWs), and the
rest of the (n, s) terms are tides. Besides, the model takes into
account the dependence of each (n, s) component on month of
year. The model outputs are zonal and meridional wind velocities
for the latitude range of 12°S to 40°N and for the altitude range
of 91–112 km.

The Langmuir probe (LAP) onboard CSES (Yan et al., 2018)
provides electron density (Ne) data at the satellite location (∼510 km
altitude). We make a comparison between the CSES EEJ intensity
and Ne from the same orbital path to assess the relationship of
the two quantities. The CSES LAP data can be obtained from
the same website as the CSES magnetic field data (https://www.
leos.ac.cn/). The validation of CSES Ne data is presented by
Yan et al. (2020) through comparisons with other satellite and
ground-based observations. Yan et al. (2022) described artificial
signals found in the CSES Ne data. We have eliminated those
artificial signals before the comparison with the EEJ data is
performed.
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FIGURE 1
(A) Number of CSES equatorial electrojet (EEJ) measurements at 2 p.m. local time in each month during July 2018–April 2022. Besides the total
number of measurements, the numbers of eastward and westward EEJ events are also indicated. (B) Monthly mean values of the daily mean EEJ
intensity. Shading indicates the magnitude of the day-to-day variability (±1σ) of the daily mean EEJ intensity. (C) Monthly mean values of the daily solar
radio flux index F10.7. Shading indicates the magnitude of the day-to-day variability (±1σ) of the F10.7 index.

3 Results and discussion

3.1 Comparison with swarm EEJ

Figure 2 presents comparisons of the EEJ intensities derived
from CSES and Swarm magnetic field measurements. Only the data
during concurrentmeasurements by CSES and Swarm are used. Our
criteria for a CSES-Swarm conjunction are as follows: (1) the time
difference between the two measurements is less than 15 min, and
(2) the longitudinal separation of the two measurements is less than
15°. 497 concurrent measurements are found for the CSES-Swarm
A pair (Figure 2A), while 265 concurrent measurements are found
for the CSES-Swarm B pair (Figure 2B). In both cases, there is a
good correlation between the EEJ intensities fromCSES and Swarm,
with the correlation coefficient of R ∼0.9. The results support the
reliability of the CSES EEJ data. However, the slope of the regression
line is less than 1.0 in both cases: 0.85 [0.82–0.89] for the CSES-
Swarm A pair and 0.86 [0.79–0.91] for the CSES-Swarm B pair,
where the range in the square brackets indicates the 95% confidence
interval estimated by the bootstrap method. The results seem to
imply a systematic underestimation of the CSES EEJ compared to

the Swarm EEJ. The cause of this discrepancy is unclear. We do not
attempt to calibrate theCSES EEJwith SwarmEEJ; however, possible
underestimation of the CSES EEJ intensity by ∼15% should be kept
in mind while interpreting the results presented in this paper. The
intersect of the regression line is small in both cases (1–2 mA/m),
and thus the direction of the CSES EEJ (i.e., eastward or westward)
is considered to be accurate.

3.2 Spectral analysis of day-to-day
variability

Characteristics of the day-to-day variability of the afternoon EEJ
are examined. Figure 3A displays the CSES EEJ intensity during the
selected period of 2 April–30 May 2021, as a function of time (day
of year; DoY) and longitude, highlighting the day-to-day variability
of the EEJ at 2 p.m. local time. A close inspection of the data
reveals a wave-like pattern that appears to propagate westward, as
indicated by the white dashed lines. Figure 3B depicts the amplitude
spectrum obtained by the Fourier-wavelet analysis described by
Yamazaki (2023). The horizontal axis shows the zonal wavenumber
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FIGURE 2
Comparison of the equatorial electrojet (EEJ) intensity derived from the magnetic field measurements by CSES with those from concurrent magnetic
field measurements by (A) Swarm A and (B) Swarm B.

and the vertical axis shows the period of oscillation. The Fourier-
wavelet technique involves the Fourier transform in longitude and
the wavelet transform in time, and is applicable to 2-D longitude-
time data for evaluating global-scale waves (e.g., tides and planetary
waves) with different zonal wavenumbers. The spectrum shows
an amplitude peak at a period of ∼6 days and zonal wavenumber
−1, indicating the involvement of a westward-propagating Q6DW.
Previously, Yamazaki et al. (2018) reported several events where
EEJ intensities from CHAMP and Swarm satellites show Q6DW
signatures.

Figure 3C depicts the CSES EEJ intensity during another
selected period of 2 January 2019–18 February 2019. A temporal
oscillation is seen in the EEJ intensity, as indicated by the white
dashed line. Unlike the previous example presented in Figure 3A,
the phase of the oscillation is constant with respect to longitude. The
Fourier-wavelet spectrum shown in Figure 3D reveals an amplitude
peak at a period of 14–15 days and zonal wavenumber 0. This
semimonthly oscillation can be attributed to the effect of the
atmospheric lunar tide, which appears as a 14.8 days oscillation
in the EEJ at a fixed local time (e.g., Rastogi and Trivedi, 1970;
Yamazaki et al., 2012).The dominantmode of the atmospheric lunar
tide is the semidiurnal M2 oscillation with a period of 12.42 h (e.g.,
Lindzen and Chapman, 1969). The 14.8-day oscillation is basically
an alias caused by the sampling of the M2 oscillation at a rate of
24.0 h. During January–February 2019, the new Moon occurred on
6 January (DoY = 6) and 4 February (DoY = 35), and the full Moon
occurred on 21 January (DoY = 21) and 19 February (DoY = 50).
The CSES EEJ at 2 p.m. local time is seen to be relatively weak on
the days of the new Moon and full Moon, which is consistent with
previously reported lunar tidal effect on the EEJ (e.g., Yamazaki et al.,
2012). Moreover, previous studies reported that the amplitude of
the semimonthly EEJ oscillation can be amplified during sudden
stratospheric warming events (e.g., Park et al., 2012; Yamazaki, 2013;
Siddiqui et al., 2015; 2018). In January 2019, there was an Arctic
sudden stratospheric warming event (e.g., Siddiqui et al., 2021),

which might have contributed to the semimonthly oscillation in the
EEJ during this month.

As demonstrated in Figure 3, the Fourier-wavelet spectrum of
the CSES EEJ can be obtained for any given period of time. The
average spectrum for the entire period of July 2018–May 2021 is
derived to provide a climatological picture of theCSESEEJ spectrum
under solar minimum conditions (see Figure 1C for solar activity).
Figure 4A shows the result, revealing three distinct components: (1)
an eastward-propagating oscillation with a period of 2–3 days and
zonal wavenumber 1, (2) a westward-propagating oscillation with
a period of 5–6 days and zonal wavenumber 1, and (3) a zonally-
symmetric oscillation with a period of 14–15 days. They correspond
to differentmodes of atmosphericwaves, namely, theUFKW,Q6DW
and atmospheric lunar tide, respectively. It is noted that previous
studies based on CHAMP and Swarm magnetic field measurements
were not able to provide the climatological spectrum of the EEJ at
a fixed local time similar to Figure 4A because the local time of the
EEJ measurement by these satellites changes over time.

The day-to-day variation of the EEJ could contain signatures
of varying solar and geomagnetic activity. The wavelet spectra
presented in Figure 4B reveal the presence of 27-, 13.5- and 9-day
oscillations in the daily geomagnetic activity indexAp (Matzka et al.,
2021) and a 27-day oscillation in the solar activity index F10.7 during
July 2018–May 2021. The 27-day oscillation represents the effect of
solar rotation, and 13.5- and 9-day oscillations are its harmonics.
These oscillations donot seem tohave a significant impact on theEEJ
in our dataset. One may suspect the influence of the Ap oscillation
at 13.5 days on the EEJ oscillation at 14–15 days. However, if the
13.5-day oscillation in Ap is effective in modulating the EEJ, the 27-
and 9-day oscillations should also be visible in the EEJ spectrum
(Figure 4A), which is not the case. Besides, there is no correlation
between the occurrence of the 14–15-day EEJ oscillation and the
13.5-dayAp oscillation. For example, during 2 January–18 February
2019, when the EEJ exhibited a large semimonthly oscillation
(Figures 3C,D), the 13.5-day oscillationwas absent inAp (not shown
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FIGURE 3
(A) An example of the CSES equatorial electrojet (EEJ) data at 2 p.m. local time, plotted as a function of time (day of year) and longitude for the time
period 2 April 2021–30 May 2021, and (B) the corresponding zonal wavenumber-period spectrum as derived using the Fourier-wavelet
technique (Yamazaki, 2023). Positive and negative zonal wavenumbers correspond to eastward- and westward-propagating waves, respectively. (C, D)
Same as (A, B) but for the time period 2 January–18 February 2019.

here). Figures 4C,D are the same as Figure 4A but for different
periods of time (i.e., January–December 2019 for Figure 4B and July
2020–May 2021 for Figure 4C). The results obtained for these two
separate 1-year periods are remarkably similar, indicating that the
influences of the UFKW, Q6DW and atmospheric lunar tide on the
EEJ are robust.

It is important to note that UFKW and Q6DW signatures
in the EEJ spectrum (Figure 4) do not necessarily mean the
direct effects of these waves on the EEJ. It is known that when
measurements from a Sun-synchronous satellite are analyzed,
a spectral peak corresponding to a planetary wave cannot
be distinguished from those associated with the secondary
waves arising from the nonlinear interaction between the same
planetary wave and any migrating (i.e., Sun-synchronous)
tide (e.g., Forbes and Zhang, 2015). In the present context,
secondary waves from the nonlinear interaction between the
UFKW and a migrating tide can alias into the UFKW signature.

Similarly, secondary waves from the nonlinear interaction between
the Q6DW and a migrating tide can alias into the Q6DW
signature. Miyoshi and Yamazaki (2020) examined the strong
Q6DW signature in the noon-time EEJ during September 2019
using a numerical model, and demonstrated that the spectral
peak corresponding to the Q6DW in the noon-time EEJ was
largely due to neutral wind forcing by the secondary waves
resulting from the nonlinear interaction between the Q6DW
and migrating semidiurnal tide, rather than forcing by the
Q6DW itself. At this time, it is not clear whether the EEJ
spectral peaks corresponding to UFKW and Q6DW in Figure 4
are directly caused by these waves, or by the secondary waves
from their nonlinear interactions with migrating tides which
produce identical spectral peaks. For the lunar tide, on the
other hand, its direct effect on the E-region dynamo currents is
well established through previous research (e.g., Tarpley, 1970;
Eccles et al., 2011).
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FIGURE 4
(A) Zonal wavenumber-period spectrum of the CSES equatorial electrojet (EEJ) intensity at 2 p.m. local time, averaged over the time period July
2018–May 2021. Positive and negative zonal wavenumbers correspond to eastward- and westward-propagating waves, respectively. (B) Wavelet
amplitude spectra of the geomagnetic activity index Ap and solar activity index F10.7 during July 2018–May 2021. The amplitudes are normalized by the
corresponding maximum values. (C) Same as (A) but over the 1-year period January–December 2019. (D) Same as (A) but over the 1-year period July
2020–May 2021.

3.3 Comparison with ICON/MIGHTI winds

The influence of the neutral wind on the EEJ is examined
using concurrent measurements of the EEJ by CSES and wind
profiles by ICON/MIGHTI. The criteria for a ICON/MIGHTI-
CSES conjunction are as follows: 1) the wind measurement is
obtained within ±15 min from the time of the EEJ observation
at the magnetic equator; 2) the wind measurement is obtained
within ±5° from the magnetic equator; 3) the wind measurement
is obtained within ±10° from the longitude of the EEJ measurement.
These criteria are the same as those used by Yamazaki et al. (2021)
for a comparison of ICON/MIGHTI winds and Swarm EEJ. Also
following Yamazaki et al. (2021), only the data obtained under the
quiet geomagnetic activity conditionHp30 < 3 are used, whereHp30

(Yamazaki et al., 2022) is a geomagnetic activity index similar to
the three-hourly Kp index (Matzka et al., 2021) but with a higher
temporal resolution of 30 min. When there are more than one wind
profiles that satisfy all the criteria for the same EEJmeasurement, we
use only one wind profile that has the smallest time difference from
the EEJ measurement.

The results obtained from the analysis of the concurrent
measurements of the CSES EEJ and ICON/MIGHTI winds are
presented in Figure 5. Figure 5A compares the average magnetic
eastward wind profiles during times of the eastward and westward
EEJ. During times of the eastward EEJ, the average wind tends to be
westward at all heights with relatively small height variation, while
during times of the westward EEJ, the average wind is eastward
at 100–120 km and westward above. Such a systematic difference
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is not seen in the average magnetic northward wind profiles for
the eastward and westward EEJ, as depicted in Figure 5B. Earlier,
Yamazaki et al. (2021) also reported the difference in the magnetic
eastward wind profiles during times of the eastward and westward
EEJ based on the Swarm EEJ and ICON/MIGHTI winds, but they
were not able to completely separate the wind effect on the EEJ
from the local time variation of the EEJ, as the local time of the
Swarm EEJ measurement constantly changes. The results presented
in Figures 5A,B are in alignmentwith those byYamazaki et al. (2021)
but at a fixed local time of 2 p.m., eliminating the ambiguity due to
the local time change.

Figures 5C,D provide examples showing the relationship
between the magnetic eastward wind and EEJ. At 106 km, there
is a negative correlation (R = −0.56) between the two parameters,
while at 135 km, the correlation is positive (R = 0.54). The results
are consistent with previous observations based on the Swarm EEJ
and ICON/MIGHTI winds (Yamazaki et al., 2021). The results are
also consistent with those in the simulation study by Yamazaki et al.
(2014a), which predicted that the EEJ intensity correlates negatively
and positively with the equatorial eastward wind in the Hall region
(100–120 km) and Pedersen region (120–180 km), respectively. We
further extend the correlation analysis including other latitudes.
Figure 5E presents the distribution of the correlation coefficient
between the ICON/MIGHTI magnetic eastward wind and CSES
EEJ as a function of magnetic latitude and altitude. The magnetic
latitude is based on quasi-dipole (QD) coordinates (e.g., Laundal
and Richmond, 2017). Significant correlation (p < 0.05) is found
mostly between 100 and 115 km and between 120 and 160 km
in altitude. The region of relatively high negative correlation (R <
−0.5) is limited near themagnetic equator between 105 and 110 km,
while the region of relatively high positive correlation (R > 0.5)
is limited between 130 and 140 km. They do not extend deep into
middle latitudes, beingmostly confined below 15°magnetic latitude.
Figure 5F is similar to Figure 5E but shows the correlation coefficient
between the magnetic northward wind and EEJ. In this case,
significant correlation is found around 10–30° magnetic latitude
and between 110 and 140 km in altitude. However, the correlation
is weak everywhere (|R| < 0.5), indicating that the meridional wind
is not as effective as the equatorial zonal wind in modulating the
EEJ. The spatial patterns of the correlation coefficient depicted
in Figures 5E,F are in qualitative agreement with those predicted
by Yamazaki et al. (2014a). It is noted that Figures 5E,F mainly
focuses on the Northern Hemisphere, because ICON/MIGHTI
measurements are limited between ∼10°S and ∼40°N latitude.

3.4 Seasonal and longitudinal variability

Figure 6 depicts the seasonal and longitudinal variations of the
EEJ (Figures 6A,C,D) and eastward wind (Figure 6B), which are
all evaluated at a fixed local time of 2 p.m. Figure 6A is derived
from the CSES EEJ data during 2019 under the geomagnetically
quiet condition ofHp30 < 3. Figures 6C,D are based on the principal
component analysis of the EEJ data (Kp≤3) from Swarm A and
B satellites and several ground-based magnetometers during 2018
and 2017 as described by Soares et al. (2022). The seasonal and
longitudinal variations of the CSES EEJ for 2019 (Figure 6A) are
in fair agreement with those derived from independent data for

2018 and 2017 (Figures 6C,D) with correlation coefficients R = 0.70
for the 2018 case and R = 0.72 for the 2017 case. Differences are
expected from the year-to-year variation of the EEJ. Figure 6B shows
the eastwardwind at 2.5°N latitude and at 109 km altitude as derived
from the empirical model of Yamazaki et al. (2023), which is based
on the ICON/MIGHTI wind measurements (Hp30 < 3) during
April 2020–March 2022. The selected latitude (2.5°N) corresponds
to the model grid closest to the zonal mean of the geographic
latitude of the magnetic equator. As expected from the results
in the previous section, there are some similarities between the
seasonal-longitudinal patterns in the eastward wind and the EEJ.
The correlation coefficients between the patterns in the eastward
wind and the EEJ are R = −0.33, R = −0.37 and R = −0.39 for
the 2019, 2018 and 2017 cases, respectively. It is noted that these
comparisons are not based on simultaneous measurements of the
EEJ and wind like those presented in the previous section. Also, the
empirical model of Yamazaki et al. (2023) outputs the geographic
eastward wind, not the magnetic eastward wind that was used in the
previous section. Nevertheless, the correlations are reasonably good
and close to those presented in the previous section (Figures 5C,E).

It is known that the longitudinal variation of the EEJ is
dominated by a four-peak pattern during July–September (e.g.,
Lühr et al., 2008; Lühr and Manoj, 2013), which can also be seen in
Figures 6A,C,D. A similar four-peak pattern exists in the eastward
wind during these months (Figure 6B). Figure 7A compares the
four-peak structures in the EEJ and eastward wind. It shows that the
EEJ tends to be weak where the eastward wind at 109 km is strong,
and vice versa. Since the wind velocities in the Yamazaki et al. (2023)
model are described as a superposition of contributions by the zonal-
meanwind, tides and stationary planetary waves, which are assigned
with different combinations of n and s, it is possible to assess the
relative importance of different (n, s) components for the four-peak
structure in the zonal wind presented in Figure 7A. The table in
Figure 7B lists the five largest (n, s) components of the eastward
wind at longitudes of local maxima and minima. The components
that have the magnitude larger than 5 m/s are highlighted in red,
in consideration that the estimated 1-σ uncertainty of individual
components is typically in the range of 1.0–4.5 m/s (Yamazaki et al.,
2023). The results suggest that DE3 is largely responsible for the
four-peak structure in the eastward wind during July–September.
Previous theoretical studies also concluded that DE3 is the major
contributor to the four-peak structure of the equatorial zonal electric
field and current (e.g., Ren et al., 2010; Jin et al., 2008; Wan et al.,
2012; Pedatella et al., 2012a). The production mechanism and
seasonal variation of DE3 are discussed in detail by Zhang et al.
(2010). Apart from DE3, migrating tides (DW1 and SW2) and other
non-migrating tides (DE2 and DE1) are relatively large, but their
individual contributions are less than half of that by DE3. It is noted
that although migrating tides do not have any longitudinal structure
at a fixed local time, they can contribute to individual longitudinal
peaks of the EEJ.

It is also known that during December–January, the four-peak
pattern is largely absent from the longitudinal variation of the EEJ,
and a two- or three-peak pattern is more evident (e.g., Lühr et al.,
2008; Lühr and Manoj, 2013). Figure 8 is similar to Figure 7 but for
December–January. In Figure 8A, the EEJ has two prominent local
maxima around 45°W and 125°E longitudes. They coincide with the
local minima of the eastward wind, underscoring the importance
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FIGURE 5
(A) Average vertical profiles of the ICON/MIGHTI magnetic eastward wind during concurrent measurements with the CSES equatorial electrojet (EEJ) at
2 p.m. local time for times of the eastward and westward EEJ. (B) Same as (A) but for the magnetic meridional wind. (C) Scatter plot for the
ICON/MIGHTI magnetic eastward wind velocity at 106 km and the CSES EEJ intensity at 2 p.m. local time from their concurrent measurements. Note
that the EEJ intensity is evaluated at an altitude of 110 km. The green line shows the linear regression. (D) Same as (C) but for the ICON/MIGHTI
magnetic eastward wind velocity at 135 km. (E) Correlation coefficient between the CSES EEJ intensity at 2 p.m. local time at 110 km altitude at the
magnetic equator and the ICON/MIGHTI magnetic eastward wind observed at the same time, plotted as a function of quasi-dipole (QD) latitude and
altitude. The shading indicates the lack of statistical significance at the 95% confidence level. (F) Same as (E) but for the ICON/MIGHTI magnetic
northward wind.
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FIGURE 6
(A) CSES equatorial electrojet (EEJ) intensity at 2 p.m. local time at 110 km altitude for the year 2019, plotted as a function of longitude and month. (B)
Eastward wind velocity at 2 p.m. local time at a latitude of 2.5°N and an altitude of 109 km, as derived from the empirical wind model of Yamazaki et al.
(2023). (C) EEJ intensity at 2 p.m. local time at 110 km altitude for the year 2018, as derived from the analysis of Soares et al. (2022). (D) Same to (C) but
for the year 2017.

of the local wind effect on the EEJ. The table in Figure 8B suggests
that there is no single dominant component that determines the
longitudinal structure of the zonal wind during December–January,
unlike the July–September case whereDE3 ismuch larger than other
components (see the table in Figure 7B). Nevertheless, eastward-
propagating diurnal tides DE2 and DE3 are the most significant
components. Westward-propagating semidiurnal tides SW2, SW3
and SW4 are also relatively large. It is interesting to note that DE3
is still important during December–January, while the amplitude of
DE3 reaches its seasonal minimum around the December solstice
(e.g., Forbes et al., 2003; Oberheide et al., 2006).

3.5 Comparison with in-situ electron
density measurements

The in-situ measurements of Ne from the LAP instrument
onboard CSES (∼510 km altitude) are analyzed along with the
CSES EEJ data. The Ne data are used only when the EEJ data
are available from the same orbit; see Figure 1A for the EEJ
data availability. Also, only the measurements made under the
geomagnetically quiet condition of Hp30 < 3 are used. Figure 9A
depicts the QD-latitude dependence of CSES/LAPNe at 2 p.m. local
time during August 2018–May 2021. The meridional structure of
Ne for a given month exhibits a single peak near the magnetic
equator within approximately ±10° QD latitude. This is somewhat

unexpected, as previous studies based on in-situmeasurements ofNe
at 2∼p.m. local time by other LEO satellites have shown a double-
peak meridional structure known as the equatorial ionization
anomaly (EIA), characterized by a density trough at the magnetic
equator and density crests at approximately ±15° QD latitudes (e.g.,
Xiong et al., 2013; 2016b). The discrepancy may be attributable to
two factors. The first is the altitude of the CSES satellite, which
is higher than those of the satellites used in Xiong et al. (2013,
2016b). The double-peak EIA structure of Ne is most evident
at the altitude of the peak plasma density (300–400 km) (e.g.,
Lin et al., 2007; Tulasi Ram et al., 2009), and thus may not be
visible at the altitude of the CSES satellite (∼510 km). The second
is solar activity, which was very low during the period of interest
(August 2018–May 2021; see Figure 1C for F10.7). The altitude of
the daytime peak plasma density over low latitudes tends to be
lower during low solar activity periods (e.g., Yue et al., 2015;
Zhao et al., 2017), which would make it difficult for the CSES
satellite at ∼510 km to observe the double-peak EIA structure of
Ne. It is noted that the meridional profile of CSES/LAP Ne from
an individual orbit sometimes shows the double-peak structure,
although it is not visible in the average meridional profiles depicted
in Figure 9A.

Figure 9A also presents the seasonal variation in CSES/LAP
Ne at 2 p.m. local time. Ne shows a semiannual variation
with equinoctial maxima around the magnetic equator between
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FIGURE 7
(A) Eastward wind velocity at 2 p.m. local time at a latitude of 2.5°N and an altitude of 109 km during July–September, as derived from the empirical
wind model of Yamazaki et al. (2023), along with the equatorial electrojet (EEJ) intensity at 2 p.m. local time at 110 km altitude at the magnetic equator
for the years 2017, 2018 and 2019. The EEJ data for 2019 are obtained from the CSES magnetic field measurements, while those for 2017 and 2018 are
based on the analysis presented by Soares et al. (2022). (B) Tidal composition of the eastward wind at longitudes of local maxima and minima. The
components with the magnitude larger than 5 m/s are highlighted in red.

approximately ±10° QD latitude. An annual variation with a
local-summer maximum becomes more prominent with increasing
latitude. The results are in agreement with the earlier study by
Zhu et al. (2023), which examined the annual and semiannual
variations in CSES/LAPNe. The seasonal dependence ofNe involves
various mechanisms. One important factor is the seasonal variation
in the solar zenith angle. The main constituent of the F-region
plasma is atomic oxygen ion O+, which is produced through
the photoionization of atomic oxygen O. The ionization by solar
radiation depends on the solar zenith angle (Chapman, 1931), which
varies semiannually at low latitudes and annually at higher latitudes
due to Earth’s geometry relative to the Sun. Another important
factor is the seasonal variation in neutral composition. The O+

density is controlled not only by the production of O+ through the
photoionization of O, but also by the loss of O+ by recombination
through ion-exchange reactions that involve N2. Thus, the O+

density (and hence Ne) varies with the density ratio [O]/(N2) (e.g.,
Rishbeth, 1998). The neutral composition of the thermosphere,
[O]/(N2), varies with the season due to the large-scale circulation

of the thermosphere (Fuller-Rowell, 1998) as well as wave forcing
from the middle atmosphere (Jones Jr et al., 2017; 2018).

Figure 9B displays the correlation coefficient between the CSES
EEJ andNe as a function ofmagnetic latitude andmonth of year.The
correlation was calculated between the EEJ at the magnetic equator
and Ne binned at every 0.5° QD latitude from the same orbit. At
low latitudes below ±20°QD latitude, the correlation is positive and
significant (p < 0.01) throughout the year but R varies considerably,
in the range of 0.10–0.73, depending on the latitude and month.
The positive correlation at low latitudes is anticipated as the effect
of the equatorial plasma fountain (e.g., Balan et al., 2018). That is, in
the presence of the eastward electric field, which is associated with
the EEJ, low-latitude plasmas move upward to F-region altitudes by
the E×B drift. Stolle et al. (2008) reported a positive correlation
between the EEJ intensity and F-region plasma density. However,
they did their analysis exclusively at the South American sector, and
did not reveal seasonal dependence. In this respect, our analysis is
an extension of previous work. Stolle et al. (2008) found that the
maximum response of the F-region plasma density to a change in
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FIGURE 8
Same as Figure 7 but for December–January.

the EEJ intensity occurs a few hours after the EEJ variation. In the
present study, we are not able to assess the delay in the Ne response
to the EEJ because CSES Ne and EEJ measurements are made at the
same local time.

At higher latitudes (above ±20°), the correlation is significant
only in the summer hemisphere. The hemispheric difference in
the Ne response to the EEJ might be due to the effect of the
meridional wind. The neutral wind at F-region altitudes blows
from the summer hemisphere to the winter hemisphere (e.g.,
Dickinson et al., 1977; Drob et al., 2015). The meridional wind
pushes the plasmas upward along the magnetic field line in the
summer hemisphere and downward in the winter hemisphere.Thus,
the meridional wind acts to help and hinder the vertical transport
of the plasmas to higher altitudes in the summer and winter
hemispheres, respectively, which might affect the detectability of the
Ne response to the EEJ at the CSES altitude (∼510 km).

Figure 10 compares the latitudinal structures ofNe during times
of the eastward and westward EEJ. Ne is greater during times of the
eastward EEJ regardless of the month. The difference in Ne is more
prominent in the Southern Hemisphere during October–March and
in the Northern Hemisphere during April–September, which could
be due to the meridional wind effect discussed above. Whether
the EEJ is eastward or westward, the double-peak EIA structure is

hardly visible in the average meridional profiles of CSES/LAP Ne at
∼510 km under these low solar activity conditions.

4 Summary and conclusion

The magnetic field measurements by the CSES mission provide
the first continuous satellite observations of the afternoon equatorial
electrojet (EEJ) at a fixed local time of 2 p.m. during the low solar
activity period of July 2018–April 2022. The method used for the
retrieval of the EEJ is the same as that developed for the Swarm
EEJ product (Alken et al., 2013b; 2015). The comparison between
the CSES and Swarm EEJ intensities during satellite conjunctions
reveals a good correlation between the two (Figure 2), supporting
the reliability of the CSES data in capturing the EEJ variability. The
CSES data, however, seem to underestimate the EEJ intensity by
∼15%, the reason for which is still to be investigated.

Using the CSES data, it is possible to derive the zonal
wavenumber-period spectrum of day-to-day EEJ variation for
any given time period (e.g., Figure 3). The climatological mean
spectrum of the EEJ at 2 p.m. local time is presented for the
first time (Figure 4), which reveals three distinct oscillatory
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FIGURE 9
(A) Electron density (Ne) at 2 p.m. local time at an altitude of ∼510 km observed by the Langmuir probe onboard CSES, plotted as a function of
quasi-dipole (QD) latitude and month. (B) Correlation coefficient between the CSES equatorial electrojet (EEJ) intensity at 2 p.m. local time at 110 km
altitude and CSES Ne from the same orbit. The shading indicates the lack of statistical significance at the 95% confidence level.

FIGURE 10
Electron density (Ne) at 2 p.m. local time at an altitude of ∼510 km observed by the Langmuir probe onboard CSES during times of the eastward and
westward equatorial electrojet (EEJ) at 110 km altitude.
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components with comparable amplitudes: (1) an eastward-
propagating 2–3-day oscillation with zonal wavenumber 1, (2) a
westward-propagating 5–6-day oscillation with zonal wavenumber
1, and (3) a zonally-symmetric 14–15-day oscillation. They all can
be associated with atmospheric waves that propagate from the
lower atmosphere. That is, (1), (2) and (3) can be attributed to
the ultra-fast Kelvin wave, quasi-6-day wave, and atmospheric lunar
tide, respectively. However, uncertainty remains as to whether (1)
and (2) are caused by the direct effect of those waves or by the
secondary waves resulting from their nonlinear interactions with
migrating tides.

The comparison of the CSES EEJ with the concurrent
measurements of neutral winds by ICON/MIGHTI shows that the
EEJ intensity at 2 p.m. local time at 110 km altitude is positively
and negatively correlated with the magnetic eastward wind in the
Hall region (100–115 km) and Pedersen region (120–160 km) over
the magnetic equator, respectively (Figure 5). This is consistent with
Swarm-ICON/MIGHTI observations including different local times
(Yamazaki et al., 2021). The present results exclude the possibility
that the correlation between the EEJ and magnetic eastward wind is
due to similarity in their local time variations. Also, the dependence
of the correlation on QD latitude (Figures 5E,F) is addressed. The
results are in agreement with the previous model predictions at the
local noon (Yamazaki et al., 2014a).

The longitudinal and seasonal variations of the EEJ are compared
with those in the equatorial zonal wind at 109 km as derived from
the empirical model of Yamazaki et al. (2023) (Figure 6), which
expresses wind velocities as a superposition of contributions by
the zonal-mean wind, tides and stationary planetary waves. The
longitudinal variation of the EEJ at 2 p.m. local time is dominated
by a four-peak pattern during July–September, which can be largely
explained by the non-migrating diurnal tide DE3 (Figure 7). During
December–January, a two- or three-peak pattern is more evident,
which is mainly due to the combined effect of the non-migrating
diurnal tides DE3 and DE2 (Figure 8).

The CSES EEJ data are also compared with the in-situ electron
density (Ne) measurements by the LAP instrument onboard CSES
from the same orbit. There is a positive correlation between the
EEJ intensity and Ne at low latitudes (below ±20°magnetic latitude)
regardless of the season (Figures 9, 10), which can be explained as
the effect of the equatorial plasma fountain. The magnitude of the
correlation is seasonally dependent. For example, the correlation
coefficient R is larger for April–September (0.4–0.7) than for
October–March (0.1–0.4) near the magnetic equator. The positive
correlation extends to higher latitudes but only in the summer
hemisphere. The reduced correlation in the winter hemisphere
might be due to the meridional wind, which pushes the plasmas
down along the magnetic field line, possibly preventing the plasmas
to reach the altitude of the CSES spacecraft (∼510 km).
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Deriving improved plasma fluid
equations from collisional kinetic
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Introduction: Developing a quantitative understanding of wave plasma
processes in the lower ionosphere requires a reasonably accurate theoretical
description of the underlying physical processes. For such a highly collisional
plasma environment as the E-region ionosphere, kinetic theory represents the
most accurate theoretical description of wave processes. For the analytical
treatment, however, collisional kinetic theory is extremely complicated and
succeeds only in a limited number of physical problems. To date, most research
has applied oversimplified fluid models that lack a number of critical kinetic
aspects, so the coefficients in the corresponding fluid equations are often
accurate only to an order of magnitude.

Methods: This paper presents a derivation for the highly collisional, partially
magnetized case relevant to E-region conditions, using methods of the
collisional kinetic theory with a new set of analytic approximations.

Results: This derivation provides a more accurate reduction of the ion and,
especially, electron kinetic equations to the corresponding 5-moment fluid
equations. It results in a more accurate fluid model set of equations appropriate
for most E-region problems.

Discussion:The results of this paper could be used for a routine practical analysis
whenworking with actual data. The improved equations can also serve as a basis
for more accurate plasma fluid computer simulations.

KEYWORDS

E-region ionosphere,magnetizedplasma, plasma-neutral collisions, kinetic theory, fluid
equations, 5-moment description

1 Introduction

At altitudes of the equatorial and high-latitude E-region ionospheres, the ionosphere is
highly collisional in such away that ions are almost demagnetized by their frequent collisions
with the surrounding neutral molecules while electrons remain stronglymagnetized. Strong
DC electric fields perpendicular to the geomagnetic field cause electrojets and give rise to
plasma instabilities whose nonlinear development produces plasma density irregularities
that can be observed by radars and rockets.

Developing a quantitative understanding of wave plasma processes in the lower
ionosphere requires an accurate theoretical description of the underlying physical
processes. For such a dissipative environment, collisional plasma kinetic theory represents
the most accurate theoretical description of wave processes. Particle-in-cell (PIC)
simulations apply the kinetic approach as a comprehensive numeric experiment, but such
massive computer simulations (Oppenheim and Dimant, 2004; Oppenheim et al., 2008;
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Oppenheim and Dimant, 2013; Oppenheim et al., 2020) are
usually quite costly. In many cases, simple estimates and parameter
dependencies provided by an analytic approach will suffice. For
the analytical treatment, however, the collisional kinetic theory
is extremely complicated and succeeds only in a limited number
of physical problems. To date, most research has applied an
oversimplified fluid model that lacks many critical kinetic aspects.
These models mostly apply to weakly collisional conditions. The
coefficients in the simple fluid equations are often accurate only to
an order of magnitude because they were not obtained using the
full kinetic theory of electron-neutral collisions. This paper presents
the derivation of improved fluid equations for the highly collisional,
partially magnetized case relevant to E-region conditions, starting
from a more consistent kinetic approach. It provides more accurate
values for the fluid model coefficients.

There are different approaches to analytically describing low-
frequency plasma processes in the E-region ionosphere, including
both the kinetic theory and fluid models. Traditionally, the
kinetic theory of the Farley–Buneman (FB) instability applied an
oversimplified Bhatnagar–Gross–Krook (BGK) collision operator
(Bhatnagar et al., 1954). This operator does not follow from an
accurate Boltzmann collision operator [except assuming special
conditions (St-Maurice and Schunk, 1977)] but represents an
artificial construct. It dramatically simplifies the analytical treatment
and satisfies the particle number conservation and the momentum
and energy balances (albeit under certain conditions; see below).
This simplified approach is reasonably applicable to the description
of the heavy ions, but it is totally unacceptable to the description of
the light electrons (Dimant and Sudan, 1995a).

More accurate approaches to the kinetic description of electrons
under conditions of the E-region wave processes, such as the FB
instability, have been developed by a few research groups. Stubbe
(1990) modified the BGK terms to allow for different rates of
electron energy and momentum losses. This simple modification,
however, does not follow from the Boltzmann operator, and its
applicability for given physical conditions should be verified. Later,
two independent research groups developedmore sophisticated and
accurate approaches. Kissack and collaborators (Kissack et al., 1995;
1997; 2008a; b) applied Grad’s method (Grad, 1949; Rodbard et al.,
1995), while Dimant and Sudan (1995a) used an expansion in
Legendre polynomials with respect to the angles in the velocity
space (Gurevich, 1978; Allis, 1982). The latter kinetic approach
has allowed the authors to predict a new electron thermal-
driven instability in the lower-E/upper-D regions (Dimant and
Sudan, 1995b; c), which has been later explained in terms of
a much simpler fluid model (Dimant and Sudan, 1997). This
effect has been verified by others (Robinson, 1998; St. -Maurice
and Kissack, 2000). Later, a similar thermal-instability process has
been suggested for ions (Kagan and Kelley, 2000; Dimant and
Oppenheim, 2004; Dimant et al., 2023).

This paper presents a consistent reduction of the ion and
electron kinetic equations to the 5-moment fluid equations by
using a new set of analytic approximations. This derivation results
in a more accurate fluid model appropriate for most E-region
plasma problems. The main contribution of this work comes
from relaxing the assumption of constant electron-neutral collision
frequency and allowing significant deviations of the electron velocity

distribution from the Maxwellian distribution (although the pitch-
angle anisotropy of the electron distribution function always
remains weak, as described in the text).

The results of this work could be used for a routine practical
analysis when working with actual data. The improved equations
can also serve as a basis for more accurate plasma fluid computer
simulations. Concerning the latter, we note the following. These
improved fluid equations include no Landau damping, so they
cannot properly model the FB instability in the short-wavelength
range of turbulence (of the order of the ion-neutral collisional mean
free path and shorter), where this kinetic effect plays an important
role. However, these improved fluid equations can successfully
model plasma waves generated by the larger-scale gradient drift
and thermal instabilities; see Dimant et al. (2023) and references
therein. Evenmore so, as PIC simulations demonstrate (Oppenheim
and Dimant, 2013), after the brief evolution of the FB instability
to its dynamic nonlinear saturation, the energetically dominant
part of the developed turbulence spectrum usually moves to longer
wavelengths. In this later stage, the kinetic effects of Landaudamping
become less important, so the improved set of fluid equations
could also be successfully employed for reasonably accurate
modeling of the FB instability. A recent work has demonstrated the
satisfactory applicability of fluid modeling to FB instability, both
in the E-region ionosphere (Rojas et al., 2023) and in the solar
chromosphere (Evans et al., 2023). Furthermore, the improved fluid
equations can also model the dynamics of such plasma objects as
quickly ionized chemically released gas clouds, sporadic E-layers,
long-lived meteor plasma, etc.

The paper is organized as follows. Section 2 introduces the
collisional kinetic equation and reviews the generic procedure
for obtaining the moment equations. The collisional parts are
not specified and remain in the general integral form. Section 3
describes the ion momentum equation obtained using the BGK
collision model. The most important part is Section 4. It derives
low-frequency electron fluid equations using a kinetic theory
based on the efficient isotropization of the electron distribution
function in the velocity space (Gurevich, 1978; Dimant and
Sudan, 1995a). This requires a more detailed and sophisticated
treatment. Section 4.1 derives the moment equations where the
heat conductivity and frictional heating are given in terms of a
still unspecified small directional part of the velocity distribution
function. To illustrate major ideas of closing the derivation,
Section 4.2 describes the simplest case of the constant (i.e., velocity-
independent) kinetic collision parameters. Section 4.3 presents the
general results obtained in detail in the Supplementary Appendix.
Compared to the simplest electron fluid equations from Section 4.2,
the general momentum and thermal-balance equations include
more coefficients, as well as additional heat conductivity terms. The
latter may appear collisionless, but they have arisen exclusively due
to the velocity dependence of the kinetic electron-neutral collision
frequency.

2 General kinetic framework

This section discusses a general approach to deriving the fluid
model from the kinetic theory for any plasma particles. To avoid
confusion, we will use the following nomenclature throughout this
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article. We denote various kinds of particles (charged or neutral) by
Latin subscripts: p, q, etc., that stand for electrons (e), ions of various
kinds (i), and neutrals (n), while denoting vector components by
Greek subscripts: α, β, etc.

The non-relativistic kinetics of charged particles of the kind p
with the velocity v⃗p at a given location ⃗r and time t are described by
the Boltzmann kinetic equation,

∂t fp +∇ ⋅ (v⃗p fp) + ∂v⃗p ⋅ [
qp
mp
(E⃗+ v⃗p × B⃗) fp] = (

d fp
dt
)

col

, (1)

where fp(v⃗p, ⃗r, t) is the single-particle velocity distribution
function. The left-hand side (LHS) of Equation (1) describes the
collisionless (Vlasov) dynamics of the p-species charged particles in
smoothed-over-many-particles electric (E⃗) and magnetic (B⃗) fields
(for simplicity, we ignore here a gravity force). qp and mp are the
p-particle charge and mass, respectively. The LHS of Equation (1)
is intentionally written in a conservative (divergence) form that is
more convenient for deriving the moment equations.

The right-hand side (RHS) of Equation (1), term (d fp/dt)col =
∑qSpq, is the collisional operator describing binary collisions of
the p-particles with all available kinds of charged and neutral
particles denoted by q (including the p-particles themselves). In
the general case, the partial components Spq represent integral
operators that involve products of fp(v⃗p, ⃗r, t) by fq(v⃗q, ⃗r, t).The partial
operator Sqq is quadratically nonlinear, while Spq with p ≠ q are linear
with respect to fp. The linear integral operators describe electron-
neutral (e-n) and ion-neutral (i-n) collisions, while the quadratically
nonlinear operators describe electron–electron (e-e) and ion–ion
(i-i) collisions. The latter redistribute the energy and momentum
within the same-species population. In the E-region ionosphere,
where the Coulomb collisions are usually relatively weak, the e-
e and i-i collisions can often be neglected. In a sufficiently dense
day-time ionosphere, the e-e collisions can sometimes play a role,
resultingmostly in the evolution of fe(v⃗q, ⃗r, t) to a “moreMaxwellian”
distribution. This only helps improve the applicability of the fluid
model compared to the more complicated kinetic theory (Dimant
and Sudan, 1995a).

The binary collisions can be either elastic or inelastic. Elastic
collisions conserve the total kinetic energy, momentum, and
angular momentum of the colliding pair. The corresponding partial
collisional operator, Spq, can be described by the well-known
Boltzmann collision integral (Shkarofsky et al., 1966; Gurevich,
1978; Lifshitz and Pitaevskii, 1981; Schunk and Nagy, 2009;
Khazanov, 2011). During an inelastic collision of a charged particle
with a neutral particle, a fraction of the total kinetic energy goes
to the excitation (de-excitation) of the neutral particle (or ion)
or to the release of electrons via ionization. Inelastic processes
in the lower ionosphere often involve molecular dissociation,
recombination with ions, and electron attachment, accompanied by
photon radiation or absorption. The complete kinetic description
of all these processes is complicated. In many cases, however,
inelastic collisions are close to elastic, and one can continue using
Boltzmann’s integral with minor modifications (Gurevich, 1978;
Shkarofsky et al., 1966). Kinetic Equation (1) with Boltzmann’s
collision integral per se represents a significant simplification over
the full multi-particle kinetics, but it still remains quite difficult for
a mathematical treatment and requires further simplifications.

Being interested in the fluid-model equations that follow
from kinetic Equation (1), we review the conventional approach to
deriving equations for the lowest-order moments of the distribution
function below. The material in this section will serve as a guide for
more specific derivations of the following sections.

The three lowest-order velocity moments include the p-species
particle density,

np ( ⃗r, t) ≡ ∫ fpd
3vp, (2)

the mean fluid velocity,

V⃗p ( ⃗r, t) ≡ ⟨v⃗p⟩ =
1
np
∫ v⃗p fpd

3vp, (3)

and the effective temperature,

Tp ( ⃗r, t) =
mp

3
⟨(v⃗p − V⃗p)

2⟩ =
mp

3np
∫(v⃗p − V⃗p)

2 fpd
3vp. (4)

Note that in all equations, here and below, the temperatures are
given in the energy units; that is, we imply that the temperatures in
Kelvin (K) units are multiplied by the Boltzmann constant, although
the K units will also be used in the text. The derivations below will
also involve other velocity-averaged quantities defined by

⟨⋯⟩ ≡ 1
np
∫(⋯) fpd

3vp. (5)

Integrations in Equations 2–5 are performed over the entire 3-D
velocity space.

First, we consider the particle number balance.
Integrating Equation 1 over the particle velocities with fp→ 0 as
vp ≡ |v⃗p| →∞, we easily obtain the continuity equation for the
p-particle fluid,

∂tnp +∇ ⋅ (npV⃗p) = ∫(
d fp
dt
)

col

d3vp. (6)

The RHS of Equation 6 includes various particle sources and
losses, like ionization, recombination, and electron attachment. The
collisions between the charged particles of the same species usually
conserve the average particle number and, hence, do not contribute
to the RHS of Equation 6.

Second, we obtain the momentum balance equation that
involves themeanfluid drift velocity, V⃗p. Integrating Equation 1with
the weighting function mpv⃗p, for a given vector-component α of the
momentum density, we obtain

mp∂t (npVpα) +
3

∑
β=1

∂xβPpαβ
+mp

3

∑
β=1

∂xβ (npVpα
Vpβ)

= qp [Eα +
1
c
(V⃗p × B⃗)α]np +mp∫vpα(

d fp
dt
)

col

d3vp, (7)

where Pp is the total pressure tensor with vector
components defined as

Ppαβ
≡mp∫(vpα −Vpα)(vpβ −Vpβ) fpd

3vp. (8)

It combines the isotropic pressure, Ppδmn (δmn = 1 if m = n;
otherwiseδmn = 0), Pp = npTp, with the viscosity tensor,Πpαβ

≡ Ppαβ
−
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Ppδαβ. Equation 7 includes momentum changes due to various
average forces and those caused by particle density variations.
To exclude the latter and separate the net effect of the total
force, we multiply Equation 6 by mpV⃗p and subtract the resultant
equation from Equation 7. This yields the conventional momentum
balance equation,

mpnp
DpV⃗p

Dt
= qpnp [E⃗+

1
c
(V⃗p × B⃗)] −∇ ⋅Pp + R⃗p, (9)

where Dp/Dt ≡ ∂t + V⃗p ⋅∇ is the convective (also called
substantial ormaterial) derivative for the average p-particle flow and

R⃗p ≡mp∫(v⃗p − V⃗p)(
d fp
dt
)

col

d3vp. (10)

Here and below, the “dot”-products of a vector, a⃗, with a two-
component tensor, A, depending on the multiplier order, denote
vectors with the components (a⃗ ⋅A)α ≡ ∑

3
β=1aβAβα or (A ⋅ a⃗)α ≡

∑3
β=1Aαβaβ. The tensor divergence, ∇ ⋅Pp = ∇Pp +∇ ⋅Πp, represents

a vector which uses the obvious symmetry Ppαβ
= Ppβα

following
from Equation 8. The RHS of Equation 9 includes all smooth
forces acting on the average particle flow of the charged particles,
such as the total Lorentz force, pressure gradient, and total
friction, R⃗p. The latter is associated with collisions of the given p-
particles with all other charged or neutral particles. It includes no
momentum exchange between the same-species particles because
their mutual collisions automatically conserve the total momentum,
∫ v⃗pSppd

3vp = 0.
Third, to obtain the total energy balance equation, we

integrate Equation 1 with the weighting functionmpv
2
p/2 and obtain

∂tEp +∇ ⋅ ∫
mpv

2
p

2
v⃗p fpd

3vp = ⃗jp ⋅ E⃗+
mp

2
∫v2p(

d fp
dt
)

col

d3vp, (11)

where Ep is the p-species average kinetic energy density and ⃗jp is
their electric current density,

Ep ≡ ∫
mpv

2
p

2
fpd

3vp, ⃗jp ≡ qpnpV⃗p. (12)

Note that the particle gyromotion does not contribute to the
kinetic energy balance. Before proceeding, we separate the mean
drift velocity V⃗p from the kinetic particle velocity v⃗p so that
(11) becomes

∂t[np(
mpV

2
p

2
+

3Tp

2
)]

+∇ ⋅ [np(
mpV

2
p

2
+

5Tp

2
) V⃗p +Πp ⋅ V⃗p +

npmp

2
⟨(v⃗p − V⃗p)

3⟩]

= ⃗jp ⋅ E⃗+ V⃗p ⋅ R⃗p +
mp

2
∫(v⃗p − V⃗p)

2(
d fp
dt
)

col

d3vp

+
mpV

2
p

2
∫(

d fp
dt
)

col

d3vp, (13)

where (v⃗p − V⃗p)
3 = |v⃗p − V⃗p|

2 (v⃗p − V⃗p). Equation 13 describes
dynamic variations of the total energy density. It includes a part
associated with the average fluid motion, npmpV

2
p/2, and the

internal thermal energy, npTp. To extract the equation exclusively

for the particle temperature, Tp, we multiply Equation 6 by
(mpV

2
p/2+ 3Tp/2), take the scalar product of Equation 9 with

V⃗p, and subtract the resultant two equations from Equation 13.
This yields

3np
2

DpTp

Dt
+ npTp∇ ⋅ V⃗p +Πp ⋅∇ ⋅ V⃗p +∇ ⋅ [

npmp

2
⟨(v⃗p − V⃗p)

3⟩]

=
mp

2
∫(v⃗p − V⃗p)

2(
d fp
dt
)

col

d3vp +(
mpV

2
p

2
−

3Tp

2
)∫(

d fp
dt
)

col

d3vp, (14)

whereΠp ⋅∇ ⋅ V⃗p ≡ ∑
3
α,β=1Πpαβ

∇αV⃗pβ
. Note that after this step, the

electric field has been eliminated from the energy-balance equation.
This is a crucial step in deriving the proper form of the frictional
heating, as described below.

Typically, equations like Equation 14 represent the final form of
the thermal-balance equation. These equations are most convenient
for calculations. In order to clarify the physical meaning of some
terms, however, it is helpful to recast Equation 14 in a slightly
different form. Rewriting the continuity Equation 6 as

Dpnp
Dt
+ np∇ ⋅ V⃗p = ∫(

d fp
dt
)

col

d3vp,

we recast the two first terms in the LHS of Equation 14 as

3np
2

DpTp

Dt
+ npTp∇ ⋅ V⃗p =

3np
2

DpTp

Dt
−Tp

Dpnp
Dt

+Tp∫(
d fp
dt
)

col

d3vp

= npTp
Dpsp
Dt
+Tp∫(

d fp
dt
)

col

d3vp, (15)

where sp ≡ ln (T
3/2
p /np) = ln (P3/2

p /n
5/2
p ) represents the specific

entropy of the p-species fluid (Braginskii, 1965) (for a single-atomic
gas, this is the adiabatic coefficient γ = 5/3). This recast allows
interpreting npTp∇ ⋅ V⃗p as the adiabatic heating (cooling) term. The
two remaining terms in the LHS of Equation 14 describe the work
performed by viscous forces and the fluid heat conductance. All
these processes are collisionless.

All collisional processes in the thermal balance Equation 14
are described by its RHS. After rearranging the last term in
Equation 15 to the RHS of Equation 14, the last term there becomes
(mpV

2
p/2− 5Tp/2)∫(d fp/dt)cold

3vp. All integral terms involving
(d fp/dt)col describe the frictional heating and thermal inflows
(outflows) associated with possible emergence (disappearance) of p-
particles as a result of ionization, recombination, etc. For the general
form of (d fp/dt)col, calculating the frictional heating is not an easy
task. Below,we use two different kinds of further approximation: one
is more appropriate for heavy single-charged ions (Section 3), while
the other is suitable for light electrons (Section 4).

Before proceeding further, we emphasize that, in general, no
truncated chain of moment equations is closed because, starting
from the momentum equation, every further moment equation
involves higher-order moments. To allow the moment equation
chain to be rigorously truncated, the most appropriate is the near-
equilibrium case when the particle distribution function, along with
its small perturbations, remains reasonably close to Maxwellian
(Dimant and Sudan, 1995a; Kissack et al., 1995). This case allows
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describing the particle kinetics using a restricted number of spatially
and temporarily varying parameters, such as the particle density,
temperature, and average drift velocity (5-moment equations). In
real situations, however, this is not always the case. That is why
inconsistencies in the fluid description often happen (e.g., García-
Colín et al., 2004;Velasco et al., 2002).Higher-order sets of equations
allow more serious deviations from Maxwellian but still have a
restricted number of additional fluid parameters. Fluid models
that include restricted numbers of equations using approximate
closures, such as the 5-, 8-, or 13-momentmodels (Schunk andNagy,
2009), can be successfully employed in situations when there are no
sharp gradients, extreme fields, abundant superthermal particles, or
extremely large temperature differences between different species
of the colliding particles. These conditions are usually met at the
equatorial electrojet. If they cannot be met, then the adequate
description of plasma dynamics may require a direct solution of the
corresponding collisional kinetic equation.

3 BGK collision kinetics and the fluid
model for ions

For ionospheric ions, an accurate fluid theory has been
developed by several authors who derived the fluid-model equations
using a rigorous collisional kinetic approach; see, for example,
Schunk and Walker (1971), Schunk and Walker (1972), and St-
Maurice and Schunk (1977); for references, see Shkarofsky et al.
(1966), Gurevich (1978), and Schunk and Nagy (2009). This theory
results, for example, in a comprehensive set of 13-moment fluid
equations that contain many transport terms (Schunk and Nagy,
2009). For typical plasma processes in the E-region ionosphere,
however, such comprehensive equations are often excessive, and a
much simpler set of 5-moment ion equations would usually suffice.

The goal of this section is to demonstrate that the derivation of
the 5-moment ion fluid equations that have been successfully used,
for example, for the treatment of the E-region instabilities (Dimant
andOppenheim, 2004; Kovalev et al., 2008;Makarevich, 2020), does
not require a full and rigorous kinetic theory. This set of equations
can be derived from the ion kinetic equation, where the complicated
Boltzmann collision integral is replaced by amuch simpler andmore
practical model discussed below. Under certain conditions, usually
fulfilled automatically in the E-region ionosphere, the resultant 5-
moment ion equations provide quantitatively accurate frictional
heating and cooling terms.

In the lower-E/upper-D regions of the ionosphere (or similar
media), one can usually neglect Coulomb collisions between the
charged particles, compared to their much more frequent collisions
with the dominant neutrals. For the ion-neutral collision integral,
one can use the simple BGK model (Bhatnagar et al., 1954).
Disregarding ionization-recombination processes and assuming in
the general case a neutral wind with the local velocity V⃗n, for the
laboratory frame of reference, we write the simplest BGK collision
operator as

(
d fi
dt
)

BGK

col
= νi ( feff − fi) , (16)

where fi is the real ion distribution function (IDF), while feff is
a fictitious Maxwellian function, normalized to the locally varying

ion density, ni( ⃗r, t), with the constant neutral temperature Tn:

feff (v⃗i, ⃗r, t) ≡ ni ( ⃗r, t)(
mi

2πTn
)

3/2
exp(−

mi(v⃗i − V⃗n)
2

2Tn
). (17)

This simple linear algebraic form of themodel collision operator
has also been called the “relaxation collision model” (St-Maurice
and Schunk, 1973; St-Maurice and Schunk, 1974; St-Maurice and
Schunk, 1977), the “Krook collision model” (Schunk and Nagy,
2009), the “model integral of elastic collisions” (Aleksandrov et al.,
1984), and by some other terms. Note that the BGK collision
model noticeably exaggerates the IDF distortion effect (Schunk
and Nagy, 2009; Koontaweepunya et al., 2024). This happens for
several reasons (Schunk and Nagy, 2009); in particular, because the
BGKoperator does not include any collisional angular scattering and
hence does not include particle redistribution in the velocity space
between the preferred direction of the imposed electric field and the
two perpendicular directions.

For the BGK model, it is essential that the ion-neutral collision
frequency, νi, is assumed constant. The standard justification
for this is that at sufficiently low energies, the ion-neutral
collisions are dominated by the long-range polarization interaction
(Dalgarno et al., 1958; Schunk and Walker, 1971; Schunk and
Walker, 1972), which results in the approximate constancy of νi
(“Maxwell molecule collisions”) (Schunk and Nagy, 2009). The
model collision term in the form of Equation 16 conserves the local
number of particles. Applied to both ions and neutrals, the BGK
model also conserves the total momentum of the two colliding
particles and, after some adjustment to the temperature in feff for
unequal masses of the colliding species, conserves the total energy
of the colliding particles as well (Aleksandrov et al., 1984).

Generally, the BGK model does not follow from Boltzmann’s
collision integral under any rigorous approximations, although this
becomes possible under certain conditions (St-Maurice and Schunk,
1977). This model is a reasonable and simple fit for single-charged
ions that collide, predominantly elastically, with the surrounding
neutrals of the same (or close) mass. Recent 2-D hybrid computer
simulations of the Farley–Buneman instability that used this kinetic
equation for ions (Kovalev et al., 2008) have demonstrated a good
agreement with similar results of the more accurate fully kinetic
PIC or hybrid simulations (Janhunen, 1995; Oppenheim et al.,
2008; Oppenheim et al., 1996; Oppenheim et al., 1995; Oppenheim
and Dimant, 2004; Koontaweepunya et al., 2024). There are two
major reasons why this oversimplified model works well for the
ion-neutral collisions typical for the lower ionosphere. First, within
a 1000 K temperature range, the ion-neutral collision frequency
is almost velocity-independent (Schunk and Nagy, 2009). Second,
collisions of ionswith neutral particles of the sameor closemass have
roughly equal rates of the average momentum and energy transfer,
described by the single parameter νi. Both these factors distinguish
dramatically the ion-neutral collisions from the electron-neutral
ones, as we discuss in the following section.

For the distribution function of single-charged positive ions,
fi(v⃗i, ⃗r, t), the BGK kinetic equation in the conservative (divergence)
form is given by

∂t fi +∇ ⋅ (v⃗i fi) + ∂v⃗i ⋅ [(
eE⃗
mi
+Ωiv⃗i × b̂) fi] = νi ( feff − fi) . (18)
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In this section, we derive the 5-moment ion fluid model
equations for ni = ∫ fid

3vi, V⃗i = ⟨v⃗i⟩ = ∫ v⃗i fid
3vi, and Ti =

mi ⟨δv⃗
2
i ⟩/3 = (mi/3ni)∫δv⃗

2
i fid

3vi, where δv⃗i ≡ v⃗i − V⃗i.
Following the steps described in the preceding section

and assuming the laboratory frame of reference, we
obtain from Equation 18 the ion continuity, momentum, and
energy-balance equation,

∂tni +∇ ⋅ (niV⃗i) =
Dini
Dt
+ ni∇ ⋅ V⃗i = 0, (19)

mini
DiV⃗i

Dt
=mini(

eE⃗
mi
+ΩiV⃗i × b̂)−∇ ⋅Pi − νinimi (V⃗i − V⃗n) ,

(20)

3ni
2

DiTi

Dt
−Ti

Dini
Dt
+∇ ⋅ ∫miδv⃗i

δv2i
2

fid
3vi +Πiαβ∇αViβ

=
νimini(Vi − V⃗n)

2

2
+ 3

2
νini (Tn −Ti) . (21)

The two last terms in the LHS of Equation 21 describe
heat conduction. Generally, the thermal flux is given by the
integral term, and Πiαβ should be determined from higher-order
moment equations. In the strongly collisional lower ionosphere,
assuming sufficiently long-wavelength processes (so that the fluid
theory is applicable), these two terms can usually be neglected.
This makes Equations 19–21 a closed set of the 5-moment
equations for the ion density, ni, temperature, Ti, and the three
components of the ion drift velocity, V⃗i. We should bear in mind,
however, that the IDF may deviate from an isotropic Maxwellian
function so that Ti is an effective temperature determined in the
general case by Equation 4 (substituting p = i). For example, if
the ion velocity distribution is approximated by a bi-Maxwellian
function∝ exp [−(mi/2)(V

2
⊥/T⊥ +V

2
‖/T‖)], then Ti = (2T⊥ +T‖)/3.

The first term in the RHS of Equation 21 describes the total
rate of ion frictional heating. This term equals the rate that follows
from a more detailed kinetic theory (Schunk and Nagy, 2009),
νimimnni(Vi −Vn)

2/(mi +mn), providedmi =mn. Coincidentally, in
the E region, the masses of the major ions (NO+ and O+2 ) and
neutrals (N2 and O2) are indeed close to each other, mi ≃mn ≃
30 amu. Thus, in the E-region ionosphere, the BGK model of
ion-neutral collisions should correctly describe the ion frictional
heating so that one can successfully use it for ions Equations 19–21.
The applicability of the fluid equations is better under moderate
conditions when the IDF is reasonably close to Maxwellian so that
their closing is better justified. Such moderate conditions mostly
occur at the equatorial E region rather than at the high-latitude
ionosphere, especially during the events of the strongly disturbed
magnetosphere–ionosphere–thermosphere system.

To conclude this section, note that closed Equations 19–21
are mostly applicable to moderately disturbed conditions when
the IDF is reasonably close to Maxwellian; otherwise, more
equations for the higher-order moments are required. For strongly
perturbed conditions, however, even higher-order closed sets
of fluid equations are not fully applicable because, unlike the
original kinetic Equation 18, any closed fluid equations do not
include the important kinetic effect of Landau damping and
hence they have limited applicability, for example, to describe the
Farley–Buneman instability in the short-wavelength range of the

turbulence spectrum where the wavelengths become comparable to,
or shorter than, the ion mean free path.

4 Collisional kinetics and the fluid
model for electrons

This section is the central piece of this paper. It derives the
electron-fluid equations from an approximate but rigorous kinetic
theory based on characteristics of the actual physical conditions
and wave processes in the E-region ionosphere. For electrons, the
oversimplified BGK collision model (employed above for ions)
can apply only to plasma processes whose characteristic wave
frequencies substantially exceed the electron collision frequencies.
However, for low-frequency processes in the highly collisional E/D-
region ionosphere, where the opposite condition usually holds (see
Dimant and Sudan, 1995a, and references therein), the electronBGK
collision model is totally unsuitable. The main reason is that the
rate of electron-neutral collisional exchange of momentum, νe, is a
few orders of magnitude larger than the corresponding rate of the
energy exchange, δenνe (Gurevich, 1978). This means that during
collisions with heavy neutrals, the light electrons scatter over angles
in the velocity space much more frequently than they change their
kinetic energy. In low-frequency processes of the lower ionosphere,
this leads to an efficient isotropization of the electron distribution
function (EDF). The BGK model, however, completely ignores this
feature. In addition, the BGK model does not cover the clearly
pronounced velocity dependence of the kinetic electron-neutral
collision frequency νe(ve) (Gurevich, 1978; Schunk and Nagy, 2009).
This velocity dependence plays an important role in some E-region
instabilities (see, e.g., Dimant and Sudan, 1997, and references
therein), and it modifies the instability and wave characteristics.

4.1 General kinetic approach and
momentum equations

In a weakly ionized plasma of the lower ionosphere, collisions
of an electron with other charged particles, including other
electrons, νee,νei, are usually negligible compared to electron-neutral
collisions, νe ≈ νe. At altitudes above 75 km, strongly magnetized
electrons, involved in low-frequency processes with ω≪ νe ≪
Ωe, have an almost isotropic velocity distribution whose speed
dependence can deviate significantly from Maxwellian. For such
processes, an adequate kinetic description is by expanding the
velocity distribution function fe( ⃗r, t, v⃗e) in Legendre polynomials
with respect to angles in the velocity space (Shkarofsky et al., 1966;
Gurevich, 1978; Khazanov, 2011). To the first-order accuracy with
respect to a small anisotropy of fe( ⃗r, t, v⃗e), one can represent the
total EDF as a combination of the major isotropic part, F0( ⃗r, t,ve),
where ve ≡ |v⃗e|, and a relatively small directional part determined
by a single vector-function ⃗f1( ⃗r, t,ve) (Gurevich, 1978; Dimant and
Sudan, 1995a),

fe ( ⃗r, t, v⃗e) ≈ F0 ( ⃗r, t,ve) +
⃗f1 ( ⃗r, t,ve) ⋅ v⃗e

ve
= F0 + | ⃗f1|cos ϑ, (22)

where ϑ is the angle between ⃗f1 and v⃗e. Here, we assume that
| ⃗f1| ≪ F0, along with similar inequalities for the speed derivatives
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(see below).Themajor isotropic part, F0, determines scalar velocity-
averaged characteristics of the electron fluid, such as the electron
density and temperature, while the small directional part, | ⃗f1|cos ϑ,
determines vector characteristics, such as the average drift velocity
and various fluxes. The other (neglected) terms of the expansion
in Legendre polynomials are smaller than the two highest order
terms by positive powers of the small parameter δen, which is
discussed in the following paragraph. In this approximation, any
higher-order anisotropies of the EDF are neglected. For electrons
in the highly collisional E-region ionosphere, the higher-order
anisotropies usually play no role (see below).

The assumption of | ⃗f1| ≪ F0 is well justified for electrons within
the kinetic energy range Ee < 2 eV (ve < 1000 km/s). This range
usually includes both the thermal bulk of electrons (Ee ≲ 0.03 eV
for the cold E-region ionosphere) and a significant fraction of
superthermal electrons. In this energy rate, the ratio of the mean,
mostly inelastic, collisional energy loss to that of the predominantly
elasticmomentum loss, δen(ve)νe(ve)/νe(ve) = δen(ve), is usually quite
small: δen(ve) ∼ (2−−4) × 10

−3 (Gurevich, 1978) (although it is two
orders of magnitude larger than the corresponding purely elastic
rate, δelas

en ≈ 2me/mn). The ratio of | ⃗f1| to F0 is typically ∼ √δen so
that the directional part of the EDF in Equation 22 turns out to be
automatically small compared to the major isotropic part, | ⃗f1| ≪
F0. However, this raises the following question. If there were an
imposed DC electric field, E⃗⊥B⃗, so strong that the corresponding
E⃗× B⃗-drift velocity, V⃗dr = E⃗× B⃗/B

2, would be comparable to the
mean electron thermal speed, veTh = (Te/me)

1/2, then the condition
of | ⃗f1| ≪ F0 would become invalid. As a matter of fact, however,
such a strong field would heat electrons so much that the heated
thermal velocity veTh would automatically exceed V⃗dr. If the new
electron temperature is≲ 23,000K (corresponding to 2 eV), then the
approximation given by Equation 22 still holds. This is a significant
difference of electrons from heavy ions with δin ≃ 1.

If there was an imposed electric field, E⃗, and no magnetic field,
then the electron distribution function f(v⃗e) would depend only on
the electron speed ve and the angle between the electron velocity
v⃗e and the only preferred direction, that is, the direction E⃗. If one
expands the EDF in the orthogonal polynomialswith respect to cos ϑ
[see, for example, Equation (2.63) in Gurevich (1978)] and applies
this expansion to the electron kinetic equation with the Boltzmann
collision operator, then this will form an infinite chain of coupled
equations for the corresponding terms of expansion, fn.

Based on the smallness of the parameter δen(ve), one
can restrict the entire expansion to the first two Legendre
polynomials, 1 and cos ϑ, that is, to the approximation given
by Equation 22. The kinetic equation with the general electron-
neutral collision operator, (d fe/dt)coll, leads to the two coupled
equations for F0(ve, ⃗r, t) and ⃗f1(ve, ⃗r, t) (Gurevich, 1978; Dimant and
Sudan, 1995a).

∂tF0 +
ve
3
∇ ⋅ ⃗f1 −

e
3mev

2
e

∂
∂ve
(v2e E⃗ ⋅ ⃗f1) = S0, (23a)

∂t ⃗f1 −Ωeb̂× ⃗f1 + ve∇F0 −
eE⃗
me

∂F0

∂ve
= S⃗1, (23b)

where

S0 ≡
1
2
∫

1

−1
(
d fe
dt
)
col
d (cos ϑ) , S⃗1 ≡

3
2
∫

1

−1
(
d fe
dt
)
col

⃗f1
| ⃗f1|

cos ϑd (cos ϑ) (24)

(note that the expressions for S0,1 in Dimant and Sudan
(1995a) missed the correct normalization factors). Bearing in mind
moderately fast wave processes, τ−1rec ≪ ω≪ νe, where τrec is an
effective recombination lifetime at a given altitude, we will ignore
ionization-recombination processes, as we did above for the ions.
The kinetic description of electrons based on Equation 23a differs
dramatically from any kinetic description based on the BGK
collision model.

The theoretical approach leading to Equation 23a, b is explained
in Gurevich (1978), Sect. 2.2.1. Here, we only outline it, starting
from the simplest case of a totally unmagnetized plasma, B⃗ =
0, where, in addition to that, all spatial gradients are directed
parallel to E⃗. In this case, the only preferred direction is parallel
to E⃗ so that the EDF fe at a given location, ⃗r, at a given time,
t depends only on the electron speed ve and the polar angle ϑ
between v⃗e and the preferred direction. Expanding the angular part
of fe(ve,ϑ, ⃗r, t) in the Legendre polynomials Pk(x) as fe(ve,ϑ, ⃗r, t) =
∑∞k=0Pk(cos ϑ) fk(ve, ⃗r, t) [see Equation (2.63) in Gurevich (1978)],
substituting this expansion into the electron kinetic equation
with the Boltzmann collision operator where only the electron-
neutral collision component matters, and using the orthogonality
of the Legendre polynomials Pk(x), one obtains an infinite chain
of coupled equations for fk(ve). Using the conditions discussed
above [and analyzed in more detail in Gurevich (1978)], one can
cut the expansion in Pk(cos ϑ) and the resultant infinite chain of
equations to only the two first terms, f0,1, corresponding to F0 and
| ⃗f1|cos ϑ in our Equation 22.

When the magnetic field B⃗ is present and spatial gradients
are arbitrarily directed, the situation is more complicated because
there is no single preferred direction. However, because electrons
are highly gyrotropic due to the fast Larmor rotation (in the
perpendicular to B⃗ plane) and are prone to fast collisional scattering
(in all directions), their velocity distribution remains mostly
isotropic with only a small directional part. It is natural to assume
that there is always a direction, ⃗f1/| ⃗f1|, around which the small
angular-dependent part of the distribution function is almost axially
symmetric and is proportional to ⃗f1 ⋅ v⃗e. Unlike the unmagnetized
case discussed above, this direction is not necessarily fixed but may
be ve-dependent and vary with ⃗r, t. Restriction of the entire EDF
to the ansatz given by Equation 22 reduces the electron kinetic
equation with the Boltzmann collision operator to Equation (2.74)
in Gurevich (1978), that is, to our Equations 23a, b. The unknown
vector ⃗f1 is determined by solving the vectorial differential equation
given by Equation 23b. Needless to say, the directional part of
the electron velocity distribution ∝ ⃗f1, that is, the second term in
the RHS of Equation 22, always remains scalar.

Fluid equations based on Equations 23a, b, usually implying
a nearly Maxwellian velocity distribution, have been successfully
explored by a number of researchers [see, e.g., Gurevich (1978),
Dimant and Sudan (1995a), and references therein]. However, the
formofmajor fluid equations presented inGurevich (1978), Chapter
5, does not clearly show the basic structure of generic Equations 9
and 14 or similar ions Equations 20 and 21. By this, we mean that
Gurevich’s equations show neither explicit adiabatic heating and
cooling nor frictional heating ∝ V2

e,i. Adiabatic terms proportional
to (γe,i − 1) in Gurevich (1978) Equations (5.3) and (5.4) and the
corresponding terms in the following equations appear to have been
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introduced “by hand” and are actually extraneous. One can verify
that these adiabatic terms have already been implicitly distributed
among other terms of the temperature balance equations within the
corresponding fluxes given by Equations (5.8)–(5.11) in Gurevich
(1978) so that they are accounted for in Gurevich (1978) Equations
(5.3)–(5.4) twice.

The explicit adiabatic terms show up naturally in the kinetic
approaches based on small perturbations of the distribution
function shifted by the average particle drift velocity. These
approaches differ from those based on perturbations of the
non-shifted velocity distribution, as in Equation 22, resulting in
Equations 23a, b. For relatively small drift velocities, however, the
two different approaches should yield the same results. Below,
we demonstrate that the kinetic approach based on Equation 22
and Equations 23a, b reproduces the electron-fluid equations in
a rigorous and natural way with the correct adiabatic heating
and cooling, frictional heating, etc. We will also calculate kinetic
corrections associated with the general velocity dependence of the
electron-neutral collision frequency and non-Maxwellian velocity
distribution. The Supplementary Appendix contains details of these
calculations.

In accord with the low-frequency condition of ω≪ νe ≪Ωe,
we neglect in Equation (23b) the electron inertia term ∂t ⃗f1 and
use a standard approximation S⃗1 ≈ −νe(ve) ⃗f1 (Gurevich, 1978;
Dimant and Sudan, 1995a). The latter follows from the Legendre
polynomial expansion of the Boltzmann operator if we completely
neglect the electron collisional energy losses and take into account
only the angular scattering. This procedure is explained, for
example, in Gurevich (1978), Section 2.2.2. This approximation
allows us to close this set of equations in a simple way. As a
result, we obtain

− eE⃗
me

∂F0

∂ve
−Ωeb̂× ⃗f1 + ve∇F0 = −νe (ve) ⃗f1. (25)

Resolving this vector equation with respect to ⃗f1, we obtain

⃗f1 (ve) = − N(ve) ⋅ K⃗F0, (26)

where the kinetic electron mobility tensor N(v) and the
differential vector operator K⃗ are given by

N(ve) ≈

[[[[[[[[

[

νe (ve)
Ω2

e

1
Ωe

0

− 1
Ωe

νe (ve)
Ω2

e
0

0 0 1
νe (ve)

]]]]]]]]

]

, (27)

K⃗ ≡ ve∇−
eE⃗
me

∂
∂ve
. (28)

Here and elsewhere, we neglect second-order small terms ∼
ν2e compared to Ω2

e and represent all tensors in the matrix form
for the Cartesian system x̂, ŷ, ̂z with the ̂z-axis along B⃗. We can
write Equations 26 and 27 explicitly in terms of the parallel (‖) and
perpendicular (⊥) to B⃗ components as

f1‖ = −
1

νe (ve)
K‖F0, ⃗f1⊥ = −(

νe (v) K⃗⊥
Ω2

e
+ b̂

Ωe
× K⃗⊥)F0, (29)

where b̂ = ̂z is the unit vector along B⃗. The spatial derivatives
in Equation 26 or 29 express the drift-diffusion approximation in

the collisional kinetic theory, while the velocity derivatives describe
electron energy variations caused by the electric field E⃗.

Now, we turn to the term S0 in the RHS of Equation 23a.
When using the approximate form for the term S⃗1, we implied
above that the collisional losses of the electron energy had been
totally neglected. Calculation of the k-th degree term of the
collision operator Sk involves an integration over the angle ϑ with
the integrand proportional to [1− Pk(ϑ)] (Shkarofsky et al., 1966;
Gurevich, 1978). This integration works nicely for all k ≥ 1, but for
S0 (P0(ϑ) = 1), it yields 0. This means that in order to calculate
the term S0, one needs better accuracy by taking into account the
small collisional energy losses. Using proper Taylor expansions, such
calculation yields a Fokker–Planck-like expression (Shkarofsky et al.,
1966; Gurevich, 1978)

S0 =
1

2v2e

∂
∂ve
[v2eδenνe(veF0 +

Tn

me

∂F0

∂ve
)], (30)

where the parameter δen(v) describes the average fraction of energy
lost by an electron with speed v during one electron-neutral
collision. As a result, we obtain (Dimant and Sudan, 1995a)

∂tF0 +
1

3v2e
K⃗ ⋅ (v2e ⃗f1) =

1
2v2e

∂
∂ve
[v2eδenνe(veF0 +

Tn

me

∂F0

∂ve
)]. (31)

Expressing here ⃗f1 in terms of F0 via Equation (26) or (29), we
obtain a closed kinetic equation for the major isotropic distribution
function, F0( ⃗r, t,v). Its solution, with the use of Equation (26) or
(29), provides both parts of the distribution function so that its
scalar and vector moments can be calculated by a straightforward
speed integration. Using the standard expressions for lowest-order
moments of the distribution function, such as the particle density,
mean drift velocity, and temperature (see Equations 2–4) for the
approximate electron velocity distribution given in the neutral frame
of reference by Equation 22, after the integrations over the phase
space angles, d3ve = 2πv

2
edved(cos ϑ), we obtain

ne ≈ 4π∫
∞

0
F0v

2
edve, V⃗e ≈

4π
3ne
∫
∞

0
⃗f1v

3
edve, Te ≈

4πme

3ne
∫
∞

0
F0v

4
edve. (32)

A direct solution of the kinetic Equation 31 would
be the most accurate and general way of describing the
electron behavior (Dimant and Sudan, 1995a). However, the goal of
this paper is to obtain a set of the lowest-order fluid equations in
order to properly describe E-region plasma processes, even if this
set of equations is not fully closed due to possible deviations of the
EDF from Maxwellian.

As mentioned above, we start from particle conservation. Using
the definitions of Equation 32 and integrating Equation 31 over ve
with the weighting function 4πv2e , we obtain the standard electron
continuity equation,

∂tne +∇ ⋅ (neV⃗e) = 0. (33)

The conventional way of obtaining the momentum equation
is by integrating the kinetic equation with the weighting function
mpv⃗p, as in obtaining Equation 7. For the light electrons, however,
we have already reduced the original kinetic equation to the
two coupled equations, where the second one, Equation 25, has a

Frontiers in Astronomy and Space Sciences 08 frontiersin.org95

https://doi.org/10.3389/fspas.2024.1466909
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org


Dimant 10.3389/fspas.2024.1466909

vectorial form. Integrating it with the weighting function 4πv3e/(3ne)
and applying the integration by parts, we obtain

eE⃗
me
−Ωeb̂× V⃗e +

∇(neTe)
mene
+ 4π

3ne
∫
∞

0
⃗f1νev

3
edve = 0, (34)

This equation describes the momentum balance of the
inertialess electron fluid. Equation 34 includes the Lorentz
force, pressure gradient, and collisional friction. As we show
in the Supplementary Appendix, in the general case of a
velocity-dependent collision frequency, νe(v), the last term in
the LHS of Equation 34, in addition to the collisional friction, may
also include an anisotropic addition to the total pressure gradient.

Taking a scalar product of Equation 34 with meneV⃗e, we obtain
the expression

V⃗e ⋅ [neeE⃗+∇(neTe)] +
4πme

3
V⃗e ⋅∫
∞

0
⃗f1νev

3
edve = 0. (35)

This expression represents the total work done by the electric field
and other forces on the average electron flow. We will use this
expression below.

Now, we derive an equation describing the total energy
balance. Integrating Equation 31 with the weighting function
2πmev

4
e , we obtain

∂t(
3neTe

2
)+

2πme

3
∇ ⋅ ∫
∞

0
⃗f1v

5
edve + neeE⃗ ⋅ V⃗e

= − 2πme∫
∞

0
(veF0 +

Tn

me

dF0

dve
)δenνev

3
edve. (36)

Using Equation 35, we eliminate from Equation 36 the work
done by the electric field on the average flow, neeE⃗ ⋅ V⃗e, and obtain

∂t(
3neTe

2
)− V⃗e ⋅∇(neTe) +

2πme

3
∇ ⋅ ∫
∞

0
⃗f1v

5
edve

=
4πme

3
V⃗e ⋅ ∫
∞

0
⃗f1νev

3
edve − 2πme∫

∞

0
(veF0 +

Tn

me

dF0

dve
)δenνev

3
edve. (37)

Here, we have rearranged the terms between the two sides of
the equation in such a way that all terms proportional to the
collision frequency remain in the RHS while all other terms are
put in the LHS. After so doing, it may be tempting to interpret
the first term in the RHS of Equation 37 as the electron frictional
heating. In the general case of velocity-dependent νe(v), however,
this interpretation would not be perfectly accurate, as we show in
the Supplementary Appendix and Section 4.3 below.

Equation 37 is not yet the final form of the thermal-balance
equation. It needs to be further transformed into a form similar
to Equation (14) or (21). In Supplementary Appendix, we develop
this recast for the general case of velocity-dependent νe(v). However,
we proceed with the simplest model of constant νe and δen below.
This model is inaccurate for electron-neutral collisions of the lower
ionosphere (Gurevich, 1978; Schunk and Nagy, 2009), but it will
allow us to clarify basic ideas of closing Equation 37.

4.2 Constant collisional parameters

For constant νe and δen, using the definitions of Equation 32 and
integrating the last term of Equation 37 by parts, we obtain

∂t(
3neTe

2
)− V⃗e ⋅∇(neTe) +

2πme

3
∇ ⋅ ∫
∞

0
⃗f1v

5
edve

=meνeneV
2
e +

3
2
δenνene (Tn −Te) , (38)

Using Equation 26, we rewrite the third term in the LHS as

2πme

3
∇ ⋅ ∫
∞

0
⃗f1v

5
edve = −

5
2me
∇ ⋅N ⋅ [∇(λneT

2
e) + neTeeE⃗] . (39)

Here, the double-dot product involving a tensor means ∇ ⋅N ⋅
∇…=∑3

α,β=1∂xα(Nαβ∂xβ…) (and similarly for ∇ ⋅N ⋅ E⃗), and we have
also introduced a dimensionless parameter of order unity, λ,

λ ≡
4πm2

e

15neT2
e
∫
∞

0
v6eF0dve =

me∫
∞

0
v6eF0dve

5Te∫
∞

0
v4eF0dve

=
3(∫
∞

0
F0v

2
edve)∫

∞

0
F0v

6
edve

5(∫
∞

0
F0v

4
edve)

2 . (40)

Note that for the Maxwellian isotropic part of the EDF,

F0 = ne(
me

2πTe
)

3/2
exp(−

mev
2
e

2Te
), (41)

we have λ = 1.
Using Equations 32 and 28, we obtain

V⃗e = −
4π
3ne

N ⋅ ∫
∞

0
v3e K⃗F0dve = −N ⋅ [

eE⃗
me
+
∇(neTe)
mene
]. (42)

Multiplying Equation 42 by meneTe, we can rewrite it as

−N ⋅ (neTeeE⃗) =meneTeV⃗e +N ⋅Te∇(neTe) .

This relation allows us to eliminate the electric field from
Equation 39 so that the latter becomes
2πme

3
∇ ⋅ ∫
∞

0
⃗f1v

5
edve

= 5
2me
∇ ⋅ {N ⋅ [(1− λ)T2

e∇ne − (2λ− 1)neTe∇Te] +meneTeV⃗e} .

(43)

Using Equations 33 and 43, after a simple algebra,

∂t(
3neTe

2
)− V⃗e ⋅∇(neTe) +

5
2
∇ ⋅ (neTeV⃗e)

= ∂t(
3neTe

2
)− V⃗e ⋅∇(neTe) +

5
2
∇ ⋅ (neTeV⃗e)

−
5Te

2
[∂tne +∇ ⋅ (neV⃗e)] =

3ne
2

DeTe

Dt
−Te

Dene
Dt
, (44)

we obtain the sought-for temperature balance equation in a
more standard form,

3ne
2

DeTe

Dt
−Te

Dene
Dt
−∇ ⋅ q⃗e =meνeneV

2
e +

3
2
δenνene (Tn −Te) .

(45)

Here, the electron thermal flux density, q⃗e, is given by

q⃗e =
5Te

2me
N ⋅ [(2λ− 1)ne∇Te + (λ− 1)Te∇ne] = q⃗e‖ + q⃗eP + q⃗eH,

(46)

where its explicit parallel, Pedersen, and Hall components
are given by

q⃗e‖ =
5Te [(2λ− 1)ne∇‖Te + (λ− 1)Te∇‖ne]

2meνe
,

q⃗eP =
5Teνe [(2λ− 1)ne∇⊥Te + (λ− 1)Te∇⊥ne]

2meΩ
2
e

,

q⃗eH =
Ωe

νe
(b̂× q⃗eP) =

5Teb̂× [(2λ− 1)ne∇⊥Te + (λ− 1)Te∇⊥ne]
2meΩe

.

(47)
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The two first terms in the LHS of Equation 45, as well as the
similar ones in Equation 14 or (21), describe adiabatic heating
or cooling of the electron fluid, while ∇ ⋅ q⃗e describes the heat
conductivity. Note that the Hall component of q⃗e can contribute to
electron heat conductance only as a quadratically nonlinear effect
because ∇ ⋅ q⃗eH ∝ (∇⊥ne ×∇⊥Te) only if the gradients of ne and Te
are not parallel.

As mentioned above, for Maxwellian F0(ve), we have λ = 1 so
that the term in q⃗e proportional to ∇ne disappears. This fact can
be understood as follows. If the major part of the EDF remains
Maxwellian, then it is determined only by two space-dependent
parameters: the density, ne, and the temperature, Te. If there is
a density gradient but no temperature gradient, then electrons of
all energies will diffuse from denser regions to less dense ones
with no redistribution of the temperature and, hence, with no heat
conductivity.

If the electron velocity distribution deviates from Maxwellian
[this happens, for example, when a low-ionized plasma heated by
strong electric fields is embedded in an abundant cold neutral
atmosphere with a significantly different temperature (Milikh and
Dimant, 2003)], then the situation is more complicated.

The effective electron temperature Te, which is proportional to
the mean electron chaotic energy, can be uniformly distributed,
but the details of the electron energy distribution may differ
significantly in different regions of space. The energy transport is
stronger for electrons with higher energies than it is for lower-
energy electrons. Hence, if there are spatial gradients of high-
energy distribution tails, then more energetic particles provide
stronger energy redistribution. This may make, for example, some
less dense regions to be, on average, more energetic than the denser
regions, even if they initially had equal effective temperatures.
Moreover, it is even possible to imagine a situation when electron
heat is transferred from cooler regions to hotter ones, leading to a
further electron temperature elevation in the latter. This counter-
intuitive but theoretically possible effect should not surprise because
a strongly non-Maxwellian, that is, a strongly non-equilibrium
plasma, cannot be adequately described by conventional equilibrium
thermodynamics.

4.3 Velocity-dependent parameters

In the actual lower ionosphere, the electron-neutral kinetic
collision frequency, νe, and the energy loss fraction, δen, have clearly
pronounced velocity dependencies (Gurevich, 1978; Schunk and
Nagy, 2009). This does not allow νe(ve) and δen(ve) to be factored
out from the integrals in Equations 34–37, making the derivation
of the general momentum and temperature balance equations more
complicated than that described in Section 4.2. Such a derivation is
developed in detail in the Supplementary Appendix, while we only
present the results here. One of the major important outcomes of
these calculations will be simple integral relations for the electron
transport coefficients (see Equations 56–61), assuming not only the
general velocity dependencies of νe but also general non-Maxwellian
isotropic velocity distributions F0(ve).

We note that the velocity dependence of the collisional
frequency, νe(ve), may automatically lead to the non-Maxwellian
shape of the EDF. Indeed, if there is a sufficiently strong electric

field parallel to B⃗, then the EDF becomes a Druyvesteyn kind
(Shkarofsky et al., 1966; Gurevich, 1978). This parallel field should
not necessarily be a DC field, but it can also be, for example, a
turbulent AC field. In particular, such instability-driven turbulent
fields lead to the well-known effect of anomalous electron heating
(AEH) [see, for example, St-Maurice and Goodwin (2021), Zhang
and Varney (2024), and references therein]. When strong AEH
occurs, the EDF inevitably becomes non-Maxwellian, as can be
seen from Figure 1 in Milikh and Dimant (2003). This fact could
also be deduced from comparing the kinetic terms responsible
for the electron differential collisional heating and cooling [see
Equations 18 and 19 in Dimant and Sudan (1995a)]. Electric fields
perpendicular to B⃗ are typically much stronger, but they often
lead to smaller heating and are expected to cause lesser non-
Maxwellian distortions of the EDF. The latter is because the kinetic
heating and cooling terms are both linearly proportional to νe in the
perpendicular direction. If δen has a weak velocity dependence, then
this proportionality partially neutralizes the effect of νe(ve).

When the dominant heating occurs mostly in the direction
parallel to B⃗, it spreads over all angles in the velocity space
due to electron-neutral collisions with strong momentum changes.
These momentum changes are determined by the rate νe, while
the speed changes are determined by the much smaller rate
δenνe. As a result, the EDF becomes close to isotropic, but its
Druyvesteyn-like ve-dependence may deviate significantly from
Maxwellian. Other factors may also cause significant deviations
from a Maxwellian EDF in the E region. These factors include,
for example, some chemical/ionization reactions, photoelectrons,
and electron precipitation. Regarding the latter, we note that even
superthermal particles at a high-energy tail of the EDF can affect
the mean transport coefficients of the entire electron population
(Dimant et al., 2021). Note also that the non-Maxwellian shape of
the EDF has serious implications for the accurate interpretation
of radar measurements, as discussed in Section 2.2 of Milikh and
Dimant (2003).

Now, we proceed with presenting the results. In the general case
of velocity-dependent νe and δen, electron continuity Equation (33)
stays the same.The other twomoment equations have the same basic
structure as Equations (42) and (45), but they contain additional
terms and include many dimensionless factors of order unity listed
in Equations 56–61 below.

The general inertialess expression for the average electron drift
velocity V⃗e is given by

V⃗e = −
1
me

M ⋅ [eE⃗+
∇⊥ (neTe)

ne
+
β‖
α‖

∇‖ (neTe)
ne
], (48)

where

M ≡ 4π
3ne
∫
∞

0

d(v3N (v))
dv

F0dv =

[[[[[[[[

[

αP ⟨νe⟩
Ω2

e

1
Ωe

0

− 1
Ωe

αP ⟨νe⟩
Ω2

e
0

0 0 α‖⟨
1
νe
⟩

]]]]]]]]

]

,

(49)
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FIGURE 1
Fluid model coefficients for the power-law dependent e-n collision frequency, νe(ve) ∝ v2αe .

The tensor N is given by Equation 27, and ⟨⋯⟩e denotes the
velocity average over the major (isotropic) part of the EDF,

⟨⋯⟩e =
4π∫
∞

0
(⋯)F0 (ve)v

2
edve

ne
=
∫
∞

0
(⋯)F0 (ve)v

2
edve

∫
∞

0
F0 (ve)v

2
edve
. (50)

The electron current density is given by ⃗je = eneV⃗e so that
the electric conductivity tensor is given by σe = (nee

2/me)M.
The corresponding diagonal terms represent the Pedersen (∝ αP)
and parallel (∝ α‖), while the antisymmetric off-diagonal terms
(∝ 1/Ωe) represent the Hall conductivity.

The general thermal-balance equation is given by

3ne
2

DeTe

Dt
−Te

Dene
Dt

+ 5
2
(
ρ‖ − β‖
α‖
)neTe∇‖ ⋅ V⃗e‖ +(

5ρ‖ − 3α‖ − 2β‖
2α‖

) V⃗e‖ ⋅∇‖ (neTe) −∇ ⋅ q⃗e

= αP⟨νe⟩emene(V
2
e⊥ +

V2
‖

α‖ξ
)− 2πme∫

∞

0
v3eδenνe(veF0 +

Tn

me

dF0

dve
)dve, (51)

where

q⃗e ≡ q⃗eP + q⃗eH + q⃗e‖ = X ⋅
∇Te

Te
+ (X−Λ) ⋅

∇ne
ne
, (52)

is the thermal-flux density with

X =
5neTe

2me

[[[[[[[[

[

χP ⟨νe⟩

Ω2
e

χH
Ωe

0

−
χH
Ωe

χP ⟨νe⟩
Ω2

e
0

0 0
χ‖
⟨νe⟩

]]]]]]]]

]

, (53a)

Λ =
5neTe

2me

[[[[[[[[

[

μP ⟨νe⟩
Ω2

e

λ
Ωe

0

− λ
Ωe

μP ⟨νe⟩
Ω2

e
0

0 0
μ‖
⟨νe⟩

]]]]]]]]

]

. (53b)

The explicit Pedersen, Hall, and parallel components of q⃗e
are given by

q⃗eP ≡
5Te ⟨νe⟩[χPne∇⊥Te + (χP − μP)Te∇⊥ne]

meΩ
2
e

,

q⃗eH ≡
5Teb̂× [χHne∇⊥Te + (χH − λ)Te∇⊥ne]

meΩe
,

q⃗e‖ ≡
5Te [χ‖ne∇‖Te + (χ‖ − μ‖)Te∇‖ne]

me⟨νe⟩e
, (54)

χP ≡ 2μP + αP − βP − ρP, χH ≡ 2λ− 1, χ‖ ≡ 2μ‖ − β‖, (55)

In addition to λ defined by (40), Equations 48–55 include

αP ≡
∫
∞

0

d(v3νe(ve))
dve

F0dve

3∫
∞

0
νe (ve)F0v

2
edve
, α‖ ≡

∫
∞

0

d(v3e/νe(ve))
dv

F0dve

3∫
∞

0

1
νe(ve)

F0v
2dve
, (56)

ρ‖ ≡
(∫
∞

0

d
dve
( v5e
νe(ve)
)F0dve)(∫

∞

0
v2eF0dve)

5(∫
∞

0
v4eF0dve)(∫

∞

0

v2e
νe(ve)

F0dve)
, (57a)

ρP ≡
(∫
∞

0

d
dve
(νe (ve)v

5
e)F0dv)(∫

∞

0
v2eF0dve)

5(∫
∞

0
v4eF0dve)(∫

∞

0
νe (ve)v

2
eF0dve)

, (57b)
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βP ≡
(∫
∞

0
νe (ve)F0v

4
edve)∫

∞

0
F0v

2
edve

(∫
∞

0
νe (ve)F0v

2
edve)∫

∞

0
F0v

4
edve
, (58a)

β‖ ≡
(∫
∞

0

F0v
4
e

νe(ve)
dve)∫

∞

0
F0v

2
edve

(∫
∞

0

F0v
2

νe(ve)
dve)∫

∞

0
F0v

4
edve
, (58b)

δP ≡
(∫
∞

0
ν2eF0v

4
edve)(∫

∞

0
F0v

2
edve)

2

(∫
∞

0
νeF0v

2
edve)

2
(∫
∞

0
F0v

4
edve)
, (59)

μP ≡
3(∫
∞

0
νe (ve)F0v

6
edve)(∫

∞

0
F0v

2
edve)

2

5(∫
∞

0
νe (ve)F0v

2
edve)(∫

∞

0
F0v

4
edve)

2 , (60a)

μ‖ ≡
3(∫
∞

0

F0v
6

νe(ve)
dve)(∫

∞

0
F0v

2
edve)

2

5(∫
∞

0

F0v
2

νe(ve)
dve)(∫

∞

0
F0v

4
edve)

2 , (60b)

ξ ≡ ⟨ 1
νe
⟩

e
⟨νe⟩e =

(∫
∞

0
νe (ve)F0 (ve)v

2
edve)(∫

∞

0
ν−1e (ve)F0 (ve)v

2
edve)

(∫
∞

0
F0 (ve)v

2
edve)

2 . (61)

For constant νe and arbitrary F0(v), we have αP,‖ = ρP,‖ =
βP,‖ = μ = δP = ξ = 1, μP,‖ = λ, χP,H,‖ = 2λ− 1, and M = N so that
Equations 51–54 reduce to Equations 45–47. If, additionally, F0(v)
is Maxwellian, then we have even simpler parameters: μP,‖ = χP,H,‖ =
λ = 1.

In a broad range of electron energies, Ee ≲ 0.3 eV, which usually
includes the entire electron thermal bulk, the velocity dependence
of νe in the lower ionosphere can be approximated by a simple
power-law dependence, νe ∝ v2αe , with α ≈ 5/6 [(Gurevich, 1978),
Sect. 2.3.1, see Fig. 7 there] or, practically to the same or even better
accuracy, with α = 1 (Dimant and Sudan, 1995a). For the general
power-law dependent νe ∝ v2αe with α in the range between 0 and
1 and Maxwellian F0(ve), Equations 56–61 simplify dramatically,

αP = βP = 1+
2α
3
, α‖ = β‖ = 1−

2α
3
,

ρ‖ = μ‖ =
(3− 2α) (5− 2α)

15
, ρP = μP =

(3+ 2α) (5+ 2α)
15

, (62)

μ = δP =
√πΓ (5/2+ 2α)
3Γ2 (3/2+ α)

, ξ = 1− 4α2

sin π(2α+1)
2

= 4α2 − 1
sin π(2α−1)

2

.

The case of α = 1/2 corresponds to hard-sphere collisions. In this
case, the indeterminate expression for ξ yields 4/π ≈ 1.273. For
α = 5/6 (Gurevich, 1978), we have αP = βP ≈ 1.556, α‖ = β‖ ≈ 0.444,
ρ‖ = μ‖ ≈ 0.296, ρP = μP ≈ 2.074, μ = δP ≈ 3.095, and ξ ≈ 2.053. For
α = 1 (Dimant and Sudan, 1995a), all these factors deviate from
unity even further; for example, α‖ = β‖ ≈ 0.333, μ = δP ≈ 3.889, and
ξ = 3. Thus, the quantitative effect of the velocity dependence of
νe(v) is significant and should not be ignored. Figure 1 shows the
coefficients given by Equation 62 for general values of the power-law
exponent α within the physically realistic range 0 ≤ α ≤ 1.

Comparison of the general energy balance Equation 51
with Equation 45 shows that the velocity dependence of the
collision parameters results not only in the more complicated heat

conductivity, frictional heating, and cooling but also in additional
terms associated with the plasma motion and gradients in the
parallel to B⃗ direction (see the two terms in the LHS of Equation 51
that precede −∇ ⋅ q⃗e). It is important that these seemingly
collisionless terms originate entirely from electron-neutral collisions
due to the velocity distribution of νe(v). Formally, these terms
appear because the collision frequencies νe(v) mutually cancel
each other in some fractions while their velocity dependencies still
play a role. Similar effects in the Hall and Pedersen directions are
absent because there is no such canceling. However, the Hall and
Pedersen components hidden within the heat conductivity flux q⃗e
may play an important role, provided there are sharp gradients in
those directions.

Now, we discuss the last (cooling) term in the RHS of
Equation 51. For general velocity-dependent δen(v), but a
Maxwellian distribution function F0 ∝ exp [−mev

2/(2Te)], we
use Equation (32) to reduce this term to

−2πme∫
∞

0
v3eδenνe(veF0 +

Tn

me

dF0

dve
)dve =

3
2
⟨δenv

2
eνe⟩ene
⟨v2e⟩e

(Tn −Te) .

(63)

For general F0, but constant δen, we can rewrite the cooling term
in Equation 51 as

−2πme∫
∞

0
v3eδenνe(veF0 +

Tn

me

dF0

dve
)dve =

3
2
δen⟨νe⟩ene (αPTn − βPTe) , (64)

where we integrated by parts and used Equations 56 and 58a.
Equation 64 shows that for general non-Maxwellian F0, the cooling
term is not necessarily proportional to the temperature difference
(Tn −Te). However, for the power-law dependent νe ∝ v2αe and
Maxwellian F0, according to Equation 62, we have βP = αP = 1+
2α/3. In this case, the structure of the cooling term proportional
to αP ⟨νe⟩ne matches that of the frictional heating term for a purely
perpendicular field, αP ⟨νe⟩meneV

2
e⊥, as seen from the first term in

the RHS of Equation 51.

5 Discussion

When applying a fluid model for analytic calculations or
simulations, it is important to have the corresponding equations
with accurate parameters applicable to the relevant physical
conditions.These equations andparameters are usually derived from
the kinetic theory, so their accuracy is determined by the accuracy
of the underlying kinetic approach.

Based on two different kinetic approaches, this article derives
the fluid model equations that describe low-frequency plasma
processes in the highly dissipative E-region ionosphere. The
treatment is restricted to collisions of the plasma particles, ions, or
electrons with the neutral molecules only; no Coulomb collisions
are considered. The neglect of Coulomb collisions at the E-
region ionosphere is usually well justified, although sometimes
electron–electron collisions may play a role, resulting in a more
efficient “Maxwellization” of the electron distribution function
(Dimant and Sudan, 1995a). Such Maxwellization makes the fluid
model (as opposed to the pure kinetic theory) more applicable. For
the plasma particle collisionswith neutrals (elastic or inelastic), here,
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we assume the known cross sections relevant for various elastic and
inelastic collisional processes as functions of the colliding particle
velocities. Assuming these known cross sections, we can always
calculate velocity dependencies of the kinetic collision frequencies,
νp(v⃗p) (p = i,e,n). These velocity dependencies of the collisional
cross-sections can be taken from the literature [e.g., for the dominant
electron-nitrogen collisions, see Itikawa (2006), Song et al. (2023),
and references therein]. The resultant fluid model parameters are
expressed in general integral forms through these known velocity
dependencies. For the most important plasma processes, such
as the small-to medium-scale cross-field plasma instabilities (the
thermal Farley–Buneman and gradient drift instabilities), closed 5-
moment multi-fluid models are usually sufficient for the accurate
fluid description. Given the plasma species p, the 5-moment set of
unknowns includes the particle densities (np), temperatures (Tp),
and the three components of the mean drift velocity, V⃗p.

For the ionospheric ions (p = i), we have employed the well-
known and fairly simple BGK collisional model. For the heavy ions,
the applicability of the BGK collision operator can be justified by
the fact that within the thermal bulk and around, the kinetic ion-
neutral collision frequency νin is approximately constant, that is,
velocity-independent; this approximation corresponds to Maxwell
molecule collisions (Schunk and Nagy, 2009). Additionally, the ion
masses in the E-region ionosphere are fairly close to the neutral-
molecule masses, mi ≃mn. As we demonstrate in Section 3, in the
case of mi =mn, the oversimplified BGK model results even in
quantitatively accurate frictional heating and cooling terms; see
the RHS of Equation 21. We should bear in mind, however, that
for sufficiently strong electric field, E ≳miνivTi/e, that is, when
the mean ion drift speed, eE/(miνi), becomes on the order or
larger than the ion thermal speed vTi, the ion distribution function
can be significantly distorted with an appreciable deviation from
Maxwellian (Koontaweepunya et al., 2024). Although the major ion
fluid terms remain valid in this case, the entire 5-moment model
cannot be easily closed, and hence its validity may be questionable.
The factor of strong electric field is usually of importance for the
high-latitude E region under conditions of severe magnetospheric
perturbations (geomagnetic storms or substorms), while at the
equatorial E region, the electric fields are typically much weaker so
that the closed 5-moment ion-fluid model is usually much more
applicable.

The central part of this paper is the derivation of the 5-
moment fluid equations for electrons. For the light electrons, unlike
the ions, the simple BGK model cannot serve even as a crude
approximation. As we explained in Section 4, the reasons for the
total BGKmodel inapplicability are the twomajor facts: (1) themean
rate of the collisional loss of the electron energy ismuch less than the
corresponding loss of the electron momentum so that the electron
behavior cannot be described by a single collisional parameter;
(2) the kinetic collisional frequency νe has a pronounced electron
velocity dependence. The first fact leads to a strong isotropization
of the electron velocity distribution, while the speed dependence
of the electron velocity distribution is effectively decoupled from
the angular dependence in the velocity space. The second fact
leads to noticeable modifications of the electron-fluid coefficients
and even to the occurrence of additional thermo-diffusion terms.
As a result, in the general case, the fluid model coefficients
acquire numerical multipliers whose values are determined by some

integral relations over the entire electron distribution function,
see Equations 52–61. For the Maxwellian function, and especially
for the power-law dependencies of the νe-speed dependence, these
general integral relations reduce to simple algebraic ones, νe(ve) ∝
v2αe ; see Equation 62 and Figure 1. From that figure, we see that some
numerical multipliers can deviate significantly from unity although
remaining in the same order of magnitude. A better knowledge of
these fluid coefficients is important for accurate calculations and
predictions of the physical characteristics of various wave processes.
As our future knowledge of the speed dependence of the kinetic
collision rates becomesmore precise, using themore general integral
relationships obtained here, one can obtain the improved values of
the corresponding fluid model coefficients.

The kinetic approach employed in this paper is based on
the expansion of the electron velocity distribution in Legendre
polynomials (in the velocity space) and keeping the two first terms
of such expansion, see Equation 22: the dominant isotropic part,
F0( ⃗r, t,ve), and a small directional part, | ⃗f1( ⃗r, t,ve)|cos ϑ, where ϑ
is the angle between ⃗f1 and v⃗e, and ve = |v⃗e| is the electron speed.
This approach is analogous to that employed by Gurevich (1978)
[see also Dimant and Sudan (1995a)], although, as we explained
in Section 4.1, Gurevich’s fluid equations for electrons, Gurevich
(1978), Chapter 5, derived through this kinetic approach, differ
from ours. Gurevich’s equations are written in a form that does
not include explicit adiabatic and frictional heating terms. Purely
mathematically, however, these equations might be equivalent to
ours, except for the “adiabatic” terms proportional to (γe,i − 1)
in Gurevich (1978) Equations (5.3) and (5.4). These terms are
extraneous, and their correct equivalent has already been implicitly
distributed within the other terms in Gurevich (1978) Equation
(5.8)–(5.11) and hence included twice (Gurevich, 1978).

An alternative kinetic approach to electron-fluid description is
based on Grad’s method (Kissack et al., 1995; Kissack et al., 1997;
Kissack et al., 2008a; Kissack et al., 2008b). The latter assumes
that only a finite number of parameters characterize the velocity
distribution and also implies that the electron velocity distribution
is reasonably close to Maxwellian. Our approach is much more
general in terms of the ve-dependence, but it restricts the angular
distribution of the EDF to the simplest linear deviation from
the isotropy. This approximation allows calculating vector fluxes
like neV⃗e or energy fluxes (see below), but higher-order tensor
characteristics like an anisotropic pressure, etc., may require an
accuracy beyond its field of applicability. Note, however, that high-
order tensor characteristics for electrons are not expected to be
significant due to the relatively high rate of EDF isotropization
associated with a small value of δen ∼ (2−−4) × 10

−3 within the
low-energy electron energy range, Ee ≡mev

2
e/2 < 2 eV (Gurevich,

1978). Note also that under physical conditions when the two
methods are applicable, both techniques provide reasonably close
quantitative results. At the same time, our kinetic approach provides
much simpler, and hencemuchmore practical, algebraic expressions
applicable to various small- and medium-scale E-region processes.

6 Conclusion

Based on relevant physical conditions, we have derived
improved fluid equations for the E-region ionosphere. In this
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derivation, we have used two different approximate kinetic
approaches for the E-region ions and electrons.

For the ions, we have employed the simple BGK collision
operator (Section 3). This resulted in a full 5-moment set of
the continuity, momentum, and energy-balance equations, see
Equations 19–21. Although these equations look conventional, our
derivation has demonstrated that for the E-region ions with almost
equal masses of the ions and neutrals, the BGK collision operator
leads to quantitatively accurate frictional and cooling rates.

The central part of this paper is the derivation of the electron-
fluid equations. For the electrons, the BGK collisional operator is
inapplicable, and we have employed the kinetic approach based
on the expansion of the electron distribution function, fe(v⃗e),
in Legendre polynomials over the angles in the velocity space.
Physical conditions resulting in efficient isotropization of fe(v⃗e)
allowed us to restrict the treatment to the two highest terms
of the Legendre expansion: the dominant isotropic part, F0(ve)
and a small directional part ⃗f1 ⋅ v⃗e/ve. The former is responsible
for calculating the scalar fluid quantities, such as the electron
density and temperature, while the directional part allows the
calculation of the electron flux (or electric current) density. An
important factor in our derivations is the fact that the electron-
neutral collisional frequencies are strongly velocity-dependent.
Assuming these velocity dependencies to be known, we have
derived the full set of the 5-moment equations: the continuity
equation, the momentum equation, and the thermal balance
equation. Because the E-region electrons in all relevant low-
frequency processes are essentially inertialess, the momentum
equation reduces to an explicit expression for the electron mean
drift velocity given by Equation 48.Themost non-trivial result is the
thermal balance equation given in the general case by Equation 51,
where the parameters are given by Equations 40, 56–55. For
the Maxwellian distribution function and the power-law speed
dependence of the electron-neutral collision frequency, νe(ve) ∝
v2αe , the integral relationships for the fluid model parameters
reduce to simple algebraic expressions given by Equation 62; see
also Figure 1.

Comparison of the general energy balance Equation 51with
the corresponding equation for the velocity-independent electron
collision frequency (see Equation 45) shows that the velocity
dependence of the collision parameters results in more complicated
heat conductivity, frictional heating, and cooling, as well as in
additional terms associated with the plasma motion and gradients
in the parallel to B⃗ direction. These terms look collisionless, but they
originate exclusively from the velocity distribution of νe(v). Similar
effects in the Hall and Pedersen directions are inconsequential and
have been neglected. However, one should not neglect the Hall and
Pedersen components in the heat conductivity because the plasma
temperature and density gradients in those directions can be much
sharper than those in the parallel direction.

In this paper, we discuss only the simple 5-moment sets of fluid
equations, although more sophisticated sets of equations, like the
13-moment transport equations, could be used (Schunk and Nagy,
2009). In the highly collisional E-region ionosphere, however, the
need for such complicated fluid equations is questionable because
the difficulties of implementing them may become comparable to,
or even exceed, the difficulties of implementing the more accurate
and comprehensive full kinetic theory.

The results of this paper could be used for a routine
practical analysis when working with actual data. The improved
equations can also serve as a basis for more accurate plasma fluid
computer simulations. In the general case, the applicability of the
closed 5-moment equations is restricted by reasonably moderate
conditions of the equatorial E region. For the high-latitude E-region
ionosphere, an accurate descriptionmay require using a fully kinetic
treatment.
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Equatorial plasma bubbles (EPBs) in the ionospheric F region are notorious for
causing severe scintillation in radio signals, posing significant challenges for
communication and navigation systems. Understanding and forecasting EPB
occurrence is crucial from a space weather perspective, given their impact on
satellite and terrestrial communication. In this study, we present the impacts
of E-region conductivity on the generation of EPBs by using the 3D high-
resolution bubble (HIRB) model. By changing the production rate of NO+ ions in
the E region, the flux-tube-integrated linear growth rate of the Rayleigh–Taylor
instability can be modified. Multiple simulation runs show that even a moderate
variation of the growth rate turns into a significant difference in EPB growth into
the top of the ionosphere. This is a major factor that has made forecasting EPB
generation quite difficult for several decades.

KEYWORDS

ionosphere, equatorial plasma bubbles, simulation, Rayleigh–Taylor instability, growth
rate

1 Introduction

Equatorial plasma bubbles (EPBs) are large-scale plasma density depletions in the
equatorial ionospheric F region, typically forming post-sunset due to the development of
the Rayleigh–Taylor instability (e.g., Kelley, 2009; Woodman, 2009). This phenomenon was
named EPB because the lower density region grows nonlinearly and penetrates through
into the top of the F region. These bubbles can severely disrupt radio wave propagation by
inducing scintillation in amplitude and phase, which affects communication and navigation
systems that rely on ionospheric propagation. The concept of EPB was proposed by
Woodman and LaHoz (1976) based on radar observations and supported by numerical
simulations on a magnetic equatorial plane (Scannapieco and Ossakow, 1976). There
have been a number of simulation studies of EPBs since the first outcome reported by
Scannapieco and Ossakow (1976). The historical review of the numerical simulation studies
of EPBs was presented by Yokoyama (2017).

Despite their critical importance, predicting the day-to-day variability of EPB
occurrence remains a significant challenge due to the complex interplay of contributing
factors. Several studies have addressed the day-to-day variability of the occurrence
of EPBs (e.g., Abdu et al., 2009; Carter et al., 2014; Aa et al., 2023), but it was
quite difficult to determine a key factor that controls their occurrence. From the
modeling approach, the EPB occurrence characteristics were investigated by using a global
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FIGURE 1
Initial density profile.

atmosphere–ionosphere coupled model (Wu, 2015; Shinagawa et al.,
2018; Pedatella et al., 2024). The linear growth rate of the
Rayleigh–Taylor instability estimated from the simulated
parameters shows reasonable seasonal and longitudinal patterns
and strong day-to-day variability. Shinagawa et al. (2018) attributed
the day-to-day variability to the forcing from the lower atmosphere.
The ionospheric altitude variation driven from above (solar and
geomagnetic activities) and below (atmospheric activities) makes
the occurrence conditions of EPBs more complicated.

This paper aims to address this challenge by utilizing the
3D high-resolution bubble (HIRB) model, which provides a
detailed framework for simulating EPB evolution under a range of
ionospheric conditions and thereby improves our understanding
of their behavior and predictability (Yokoyama et al., 2014;
Yokoyama et al., 2015; Yokoyama et al., 2019). The spectral
characteristics of the irregularities inside EPBs have been studied
using the HIRB model (Rino et al., 2018b; a; Rino et al., 2023),
and a comparison with radar observations has been conducted
(Tulasi Ram et al., 2017; Tulasi Ram et al., 2020). In this study,
we concentrate on the impact of the ionospheric E-region on
the generation of EPBs. It has been known that the E-region
conductivity contributes to the flux-tube-integrated linear growth
rate of the Rayleigh–Taylor instability because the equatorial F
region is coupled with the off-equatorial E region by the magnetic
flux tube. To the best of our knowledge, however, such contribution

of the E-region conductivity has not been carefully studied.
Understanding the importance of E-region conductivity will help in
understanding the day-to-day variability of EPB occurrence and the
prediction of EPB occurrences in the future.

2 Model description

The high-resolution bubble (HIRB) model developed by
Yokoyama et al. (2014) is used in this study. It incorporates
an advanced 3D numerical simulation framework to accurately
replicate the growth and dynamics of EPBs in the equatorial
ionosphere.The governing equations in themodel are the continuity
(Equation 1) and momentum (Equations 2, 3) equations for O+ (F
region) and NO+ (E region), and electrons, and the divergence-free
current condition (Equation 4), which are written as:

∂Nj

∂t
+∇ ⋅ (NjVj) = Sj. (1)

e(E+Vj ×B) +Mjg−
∇(NjkBT)

Nj
+Mjνjn (U−Vj) = 0 (2)

−e(E+Ve ×B) +Meg−
∇(NekBT)

Ne
+Meνen (U−Ve) = 0 (3)

∇ ⋅ J = ∇ ⋅ [e(∑
j
NjVj −NeVe)] = 0. (4)

where j stands for each ion species, Nj,e is the ion/electron density
with quasi-neutrality condition (∑

j
Nj = Ne), Vj,e is the ion/electron

velocity, Sj represents the chemical terms, e is an electron charge, E =
E0 −∇ϕ is the electric field, E0 is the background electric field, ϕ is
the electrostatic polarization potential,B is the dipolemagnetic field,
Mj,e is the ion/electron mass, g is the gravitational acceleration, kB is
the Boltzmann constant, T = Tj = Te is the ion/electron temperature
(isothermal condition), νjn,en is the ion/electron collision frequency
with neutrals,U is the neutral wind velocity, and J is the total current
density. Background parameters are obtained from NRLMSISE-00
and IRI-2007: F10.7 is 150, local time is 2000, the day of the year is
83, and the longitude is 135°.

The simulation setting in this study is basically the same as
those conducted in Yokoyama et al. (2014), except for the plasma
density (NO+) in the E region. Six different initial conditions were
set by increasing the production rate of NO+ ions in Equation 1
by factors of 2, 3, 10, 20, and 30. This modification is applied to
all latitudes so that the magnetic field lines with any apex altitudes
over the dip equator penetrate the E region at the corresponding
latitudes. Increasing NO+ has negligible impacts on the collision
frequency and flux tube electron content gradient. The uniform
eastward neutral wind of 120 m s−1 is applied in the F region, and
the background electric field was set to be zero for simplicity.

3 Results

Figure 1 shows plasma density profiles at the beginning of the
simulations. Six solid lines indicate NO+ densities for six different
simulation conditions, and a dotted line indicates the common O+

Frontiers in Astronomy and Space Sciences 02 frontiersin.org104

https://doi.org/10.3389/fspas.2024.1502618
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org


Yokoyama 10.3389/fspas.2024.1502618

FIGURE 2
Plasma density distribution on a magnetic equatorial plane at T = 3600 s for six cases. Larger NO+ density weakens the growth of EPBs.

FIGURE 3
Same as Figure 2 at 7,200 s.

density for all cases. The difference of the NO+ density in the E
region between the highest and the lowest cases is less than one
order. Then, the initial sinusoidal perturbation resembling a large-
scale wave structure (e.g., Tsunoda and White, 1981) is applied by
raising the density profile perpendicular to B in the same way as
Yokoyama et al. (2014). Figure 2 shows plasma density distribution
on a magnetic equatorial plane at T = 3600 s after the beginning of

the simulation for the six cases described above. Results at T = 7200
s are shown in Figure 3. It is clearly seen that larger NO+ density
in the E region weakens the growth of EPBs. The initial seedings
in the top three cases eventually turned into structured EPBs in the
top of the F region, while the seeding stayed at the bottom of the F
region in the bottom three cases. Although the difference of theNO+

density in the E region between the highest and the lowest cases is
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FIGURE 4
Profiles of local and flux-tube-integrated growth rates of
Rayleigh–Taylor instability.

less than one order, it has a strong impact on the growth of EPBs.Our
simulations reveal critical insights into the dynamics of EPB growth
and its sensitivity to E-region plasma density or conductivity.

4 Discussion

The local linear growth rate of Rayleigh–Taylor instability (γL)
was given as Equation 5 (e.g., Kelley, 2009)

γL = (
Ez
B
−

g
νin
) 1
N
∂N
∂z
. (5)

This formula does not have an E region contribution to the
growth rate. In the equatorial and low-latitude ionosphere, the
equatorial F region is coupled with the off-equatorial E region along
the magnetic flux tubes. The flux-tube-integrated linear growth rate
of Rayleigh–Taylor instability (γFT) was derived by Sultan (1996)
and given as Equation 6

γFT =
ΣF
P

(ΣE
P +Σ

F
P)
(
Ez
B
L3 −

ge
νFeff
)KF, (6)

where ΣF
P and ΣE

P are the flux-tube-integrated Pedersen
conductivities in the F region and the E region, respectively, L is the
McIlwain L-parameter, ge is the downward gravity acceleration, νFeff

is the flux-tube-integrated effective ion-neutral collision frequency
weighted by the electron density, and KF is the vertical gradient
of flux-tube-integrated electron content in the F region. The
recombination rate that would appear in this formula is ignored
for simplicity.

Figure 4 shows the local and flux-tube-integrated linear growth
rate of Rayleigh–Taylor instability at the initial stage for the six
simulation cases. The maximum value of the flux-tube-integrated
growth rate for the six cases was 1.093× 10−3,0.980× 10−3,0.905×
10−3,0.668× 10−3,0.539× 10−3,0.471× 10−3 indescendingorder.The
difference in the growth rate comes only from the factor ΣF

P/(Σ
E
P +Σ

F
P)

and stays within approximately a factor of 2 among them. Needless to
say, the local growth rates are exactly the same in all cases.

Even minor changes in the linear growth rate could lead to
significant differences in EPB growth after a few hours. This finding
is particularly important in real applications, where variability in
E-region conductivity due to factors such as geomagnetic activity
or lower atmosphere phenomena can lead to significant changes
in EPB behavior. Furthermore, the impact of E-region conductivity
on the temporal characteristics of EPBs may suggest that real-time
measurements could be valuable for improving EPB forecasting. By
integratingE-regionconductivitydataintopredictivemodels, itmaybe
possible to enhance the accuracyof forecasts andprovidemore reliable
warningsforcommunicationandnavigationsystemsaffectedbyEPBs.

Our simulation results, unfortunately, emphasize the difficulty of
forecasting EPBs based on the growth rate estimation, even though
we have access to multiple real-time observations. First, we need to
obtain the flux-tube-integrated growth rate, whichmeans ionospheric
parameters along the magnetic flux tube, such as E-region plasma
density at the off-equatorial regions. This information may only be
available at limited longitude sectorswhere sufficient instrumentshave
been installed. Second, even if sufficient observations are available
to estimate the flux-tube-integrated growth rate, the threshold of the
growthratebywhich theevolutionofEPBsshouldbe judged isdifficult
to define. As shown in this study, a moderate variation of the growth
rate becomes a significant difference in EPB growth into the top of
the ionosphere. This is a major factor that has made forecasting EPB
generation quite difficult for several decades.

5 Conclusion

This study advances our understanding of equatorial plasma
bubble (EPB) dynamics by employing the 3D high-resolution
bubble (HIRB) model to simulate and analyze EPB growth under
various ionospheric E-region conditions. A key finding is the
significant impact of E-region conductivity on EPB development,
even when linear growth rates of the Rayleigh–Taylor instability
(RTI) show moderate variation. Increased E-region conductivity
leads to weaker EPB growth. This underscores the importance
of considering E-region conductivity as a crucial factor in EPB
forecasting models. Integrating real-time E-region conductivity
measurements into forecasting models could further enhance their
accuracy and reliability, offering better predictions and mitigation
strategies for communication and navigation systems affected by
EPBs. However, our results highlight that traditional linear growth
rate analyses alone may not fully capture the complexities of EPB
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behavior and suggest the difficulty of predicting EPB generation
in advance. Overall, this research contributes valuable insights into
the intricate relationship between ionospheric parameters and EPB
formation, emphasizing the need for a holistic approach to EPB
modeling. Future work should focus on refining these models and
incorporating additional factors to improve forecasting capabilities
and better understand the nuances of EPB behavior.
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Non-Maxwellian ion distribution
in the equatorial and auroral
electrojets

Rattanakorn Koontaweepunya*, Yakov S. Dimant and
Meers M. Oppenheim

Center for Space Physics, Boston University, Boston, MA, United States

Strong electric fields in the auroral and equatorial electrojets can distort the
background ion distribution function away from theMaxwellian. We developed a
collisional plasma kineticmodel using the Boltzmann equation and a simple BGK
collision operator to predict a relatively simple relationship between the intensity
of the background electric field and the resulting ion distribution function. To test
the model, we perform 3-D plasma particle-in-cell simulations and compared
the results to the model. Both the simulation and the analytical model assume
a constant ion-neutral collision rate. The simulations show less ion heating in
the Pedersen direction than in the analytical model but nearly identical overall
heating. Themodel overestimates heating in the Pedersen direction because the
simple BGK operator models collisions as a kinetic friction only in the Pedersen
direction. On the other hand, the fully kinetic particle-in-cell code captures the
physics of ion scattering in 3-D and therefore heats ions more isotropically.
Although the simple BGK analytical theory does not precisely model the non-
Maxwellian ion distribution function, it does capture the overall momentum and
energy flows and therefore can provide the basis of further kinetic analysis of
E-region wave evolution during strongly driven conditions.

KEYWORDS

ion distribution function, BGK collision operator, Maxwell molecule collision model,
Pedersen conductivity, PIC simulation, plasma instabilities, ion temperature anisotropy,
E-region electrojet

1 Introduction

Strong DC electric fields in the auroral and equatorial electrojets drive plasma
instabilities in the E-region ionosphere. When perpendicular to the global magnetic
field, these electric fields generate strong cross-field plasma instabilities, such as the
Farley–Buneman instability (Farley, 1963; Buneman, 1963), gradient drift instability (Hoh,
1963; Maeda et al., 1963; Simon, 1963), electron thermal instability (Dimant and Sudan,
1995; 1997; Robinson, 1998; St. -Maurice and Kissack, 2000), and ion thermal instability
(Kagan and Kelley, 2000; Dimant and Oppenheim, 2004). These plasma instabilities serve
to explain the plasma density irregularities that for many years have been observed in the
E-region ionosphere by radar and sounding rockets.

Analytical kinetic models of plasma instabilities can accurately describe plasma wave
growth and decay, but this often requires numerous approximations, such as eliminating
nonlinear terms and simplifying collisional components. Such approximations can limit
their applicability. Kinetic simulations of plasma using particle-in-cell (PIC) codes can also
solve forwave evolution but can consume a lot of computer power and apply to only a limited
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range of parameters. For example, Oppenheim et al. (2008)
expended 4 years of CPU time to simulate a 2-D patch of plasma for
a quarter of a second, although the simulation required less than 24 h
of wall clock time using a supercomputer (see also Oppenheim and
Dimant, 2004,OppenheimandDimant, 2013, andOppenheim et al.,
2020)]. It is therefore practical to develop a fluid analytical kinetic
model which is more computationally efficient than the PIC model
while, at the same time, is able to capture the development of kinetic
plasma instabilities.

Such a model will need to assume a 0th-order ion distribution
function which is not Maxwellian due to the Pedersen drift and
collisions with the neutrals. To develop an accurate analytical kinetic
model of plasma instabilities in the E-region ionosphere, we need
to understand how the electric fields in the electrojets affect the
background ion distribution function.

In the ionosphere, strong DC electric fields develop in two
places: in high magnetic latitudes and within a few degrees of the
magnetic equator. The electric fields in the auroral electrojet come
from the current mapping between the magnetosphere and the
ionosphere near the poles, while the electric fields in the equatorial
electrojet come from the E-region dynamo effect driven by the
zonal wind (Kelley, 2009). In the latter case, the zonal wind velocity
U⃗ and the geomagnetic field B⃗ must satisfy the condition ∇×
(U⃗× B⃗) ≠ 0 in order to generate an electrojet and its associated
electric fields (Dimant et al., 2016).

The E-region ionosphere is weakly ionized, with neutrals
outnumbering ions by more than 106 to 1 (Schunk and Nagy, 2009).
In the lower E-region, the ions donot gyrate around the geomagnetic
field because frequent collisions with neutrals effectively cause
them to become unmagnetized (Kelley, 2009). These collisions
also prevent ions from accelerating ad infinitum along the electric
field. As a result, the bulk of the ions in steady state drifts on
average with the Pedersen velocity, which is proportional to the
electric field divided by the ion-neutral collision rate. On the
other hand, the electrons are highly magnetized and mostly drift
with the Hall velocity perpendicular to the ions. The relative drift
between the ions and electrons causes plasma instabilities such as
the Farley–Bunemann instability.

If the external DC electric field in the electrojet is strong enough,
it can leads to a large anisotropy in the ion distribution function
with clear distortions from the Maxwellian. St-Maurice and Schunk
(1979) developed the theory and showed observational evidence for
non-Maxwellian ion distribution functions in the high-latitude E-
and F-regions. The DC electric field can be especially strong at high
latitudes during geomagnetic storms. Compared to the high-latitude
E- and F-regions, the equatorial E-region has less intense electric
fields, so we expect the typical distortion in the ion distribution to be
smaller. Still, even there, extreme geomagnetic storms can intensify
the electric fields enough to deviate the ion distribution function
significantly from the Maxwellian.

Our study develops a collisional plasma kinetic model which
relates the intensity of the external electric field to the ion
velocity distribution function. We restrict our treatment to a
spatially uniform and quasi-steady ionosphere which represents
the background for developing instabilities. To describe the ion-
neutral collisions, our kineticmodel uses the BGK collision operator
(Bhatnagar et al., 1954), which is a mathematically simple way
of describing plasma collisions (Nicholson, 1983). Despite its

inaccuracy, this simplified operator conserves the particle number
and the average momentum and energy of the colliding particles.
A hybrid simulation by Kovalev et al. (2008), based on the BGK
collision term for ions, gave results comparable to the more accurate
hybrid and full PIC simulations (Janhunen, 1995; Oppenheim et al.,
1995; Oppenheim et al., 1996; Oppenheim et al., 2008; Oppenheim
and Dimant, 2004; Young et al., 2020). Else et al. (2009) found that
the constant collision rate BGK model agrees with a more realistic
constant mean free path model in regimes where the Pedersen
velocity is less than or comparable to the neutral thermal velocity. In
this study, we quantify the accuracy of a BGK plasma kinetic model
by comparing the analytical results to results from a more accurate
fully kinetic PIC simulation.

The paper is organized as follows. Section 2 describes
the simulation methods. Section 3 presents the analytical
model and compares it to the simulation results. Section 4
discusses the discrepancies between the analytical results and the
simulation. Section 5 summarizes our major results and forecasts
future research.

2 Simulation methods

We used an EPPIC—electrostatic parallel plasma-in-cell
simulator—to simulate the E-region background ions. EPPIC, like
other particle-in-cell (PIC) codes, simulates plasma as individual
particles. This enables PIC simulations to reproduce the kinetic
behaviors of plasma. We are interested in the kinetic behavior of
plasma—that is, the distortion of the ion distribution function.
For more information about PIC codes, see Birdsall and Langdon
(1991). For detailed explanations of EPPIC, see Oppenheim and
Dimant (2004), Oppenheim et al. (2008), and Oppenheim and
Dimant (2013).

We set the magnetic field to zero in our simulation because
the E-region background ions are unmagnetized. We also excluded
electrons from our simulation, using instead a uniform background
electron plasma that does not respond to any fields. We did this to
avoid cross-drift between highly magnetized electrons and highly
collisional background ions which would have led to internally
generated electric fields and the Farley–Buneman instability (Farley,
1963; Buneman, 1963). This paper only explores the physics of the
ion distribution function independent of the electron generated
fields. EPPIC simulates background ions as PIC particles and
neutrals as a uniform, constant background. Our simulation is
in three dimensions (3-D), even though a two-dimensional (2-
D) simulation would have sufficed for the behavior we were
interested in. Table 1 gives the simulation parameters.

The E-region background ions are highly collisional with the
neutrals. In our simulation, we used a constant ion-neutral collision
rate which does not depend on the particle’s velocity. This is
analogous to the Maxwell molecule collision model in Schunk and
Nagy (2009) which results in a velocity-independent collision rate.
EPPIC employs a statistical method of applying collisional effects
to ions. At each time step, it designates a number of ions for
collision in accordance with the ion-neutral collision rate specified
in the input deck; it then chooses that number of PIC particles
at random, independent of ion location and velocity. For each
collision, the code creates a neutral molecule assuming a random
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TABLE 1 Simulation parameters.

Simulation parameter Symbol Value

Ion parameter

Ion mass mi 5× 10−26 kg

Ion-neutral collision rate νin 1,050s−1

Ion number density n0 4× 108m−3

Ion charge e 1.602× 10−19C

Neutral parameter

Neutral thermal velocity vT 287 m/s

Neutral mass mn 5× 10−26 kg

Simulation parameter

Grid size dx = dy = dz 0.15 m

Number of grids (nx,ny,nz) (1,024, 512, 512)

Time step dt 5.6× 10−5 s

Number of time steps nt 512

thermal distribution with the specified neutral temperature and
velocity. The algorithm then collides the PIC ion and the neutral,
assuming conservation of energy andmomentum, changing the ion’s
momentum. The algorithm then tabulates the neutral momentum
and energy change and discards detailed information about the
neutral particle. In the E-region, neutrals are many orders of
magnitude more numerous than ions [nn/ni > 10

6—Schunk and
Nagy (2009)]. Therefore, neutrals that collide with ions constitute
a very small part of the neutrals and do not affect their overall
momentum and temperature.

Section 3.2 details the specific simulation setup as well as the
analysis methods used for the simulation results.

3 Results

3.1 Analytical model of the background ion
distribution function

3.1.1 Derivation of the distorted ion distribution
function

The simplest kinetic equation for the ion distribution
function (IDF) with the Bhatnagar–Gross–Krook (BGK)
collision term (Bhatnagar et al., 1954) is given by

∂ f
∂t
+ e
mi

E⃗ ⋅
∂ f
∂V⃗
+ v⃗ ⋅ 

∂ f
∂ ⃗r
= − νin( f −

ni ( ⃗r, t)
n0

f Coll
0 ), (1)

where v = |v⃗| is the ion speed, νin is the ion-neutral collision
frequency, Tn is the neutral temperature (in energy units), mi is the
ion mass (equal to the neutral mass), E⃗ is the external electric field,

and

f Coll
0 (v) ≡ n0(

mi

2πTn
)

3/2
exp(−

miv
2

2Tn
).

The function f Coll
0 (v) is the spatially uniform and stationary

ion Maxwellian distribution function, normalized to the mean ion
density n0 with no external electric field. The BGK collision term
on the RHS of Equation 1 assumes Maxwell collisions (Schunk
and Nagy, 2009) with the given constant a constant ion-neutral
collision rate νin which accurately models Maxwell molecule
collisions (Schunk and Nagy, 2009).

Below, we only consider the background conditions with the
externally imposed electric field before developing any instabilities,
E⃗ = E⃗0. For the corresponding spatially uniform and stationary
background ion distribution function f0(v⃗), Equation 1 reduces to

a⃗0 ⋅
∂ f0
∂V⃗
= − νin ( f0 − f

Coll
0 ) , (2)

where a⃗0 ≡ eE⃗0/mi is the free-ion acceleration. By introducing a
Cartesian coordinate system with the axis y directed along a⃗0 and
integrating Equation 2 over the perpendicular velocity components
vy vx and vz, we obtain

a0
∂F0

∂Vy
= −νin (F0 − F

Coll
0 ) . (3)

Here,

F0 (vy) ≡
+∞

∬
−∞

f0 dvxdvz (4)

and

FColl
0 (vy) ≡

n0

√2πvTi
exp(−

v2y
2v2Ti
), (5)

where vTi ≡ √Tn/mi is the thermal velocity of the neutral particles
(mi =mn). In the BGK approximation, the ion velocity distribution
in the two perpendicular directions remains undisturbed by the field
E⃗0, so that the full 3-D IDF becomes

f0 (vx,vy,vz) =
F0 (vy)

2πv2Ti
exp(−

v2x + v
2
z

2v2Ti
). (6)

Plugging Equation 5 into Equation 3 and solving the latter yields

F0 (vy) =
n0νin
2a0

exp[−
νinvy
a0
+ 1

2
(
νinvTi
a0
)

2
][1+ erf (

vy − νinv
2
T/a0

√2vTi
)],

(7)

where erf (y) = (2/√π)∫y0e
−t2dt is the error function. Introducing

the dimensionless ion velocity u ≡ νinvy/a0 and the dimensionless
neutral thermal velocity uT ≡ νinvTi/a0, we can recast Equation 7 as

G0 (u) =
1
2
exp(−u+

u2
T

2
)[1+ erf(

u− u2
T

√2uT
)]

= 1
2
exp(− u2

2u2
T

)w(−i
u− u2

T

√2uT
), (8)
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FIGURE 1
Normalized ion distribution function (IDF) for four values of uT ≡ vT/vPed, where vPed = a0/νin is the ion Pedersen velocity proportional to E0. The vertical
axis is the function G0(u), as seen in Equation 8. The horizontal axis is the normalized ion velocity u ≡ vy/vPed. Since u is normalized to a−10 , the IDF is
compressed in the horizontal axis by a factor ∝ E0; therefore, effective heating does not relate to the full width at half maximum (FWHM) in the usual
way. In this plot, curves with smaller FWHM are more strongly heated.

where G0(u) = [a0/(n0νin)]F0(vy) and w(ζ) = e−ζ
2
[1+ erf (iζ)]. The

function w(ζ) can be written in terms of the standard plasma
dispersion function, Z(ζ), as w(ζ) = − (i/√π)Z(ζ).

The solution in the form of Equation 8 automatically conserves
the number of particles and provides the correct expressions for the
Pedersen velocity and effective temperature (see below), as can be
deduced from the following integral relationships:

∫
+∞

−∞
G0 (u) du = 1, ∫

+∞

−∞
uG0 (u) du = 1,

∫
+∞

−∞
u2G0 (u) du = u

2
T + 2. (9)

Figure 1 shows the normalized ion distribution function in
Equation 8 for four values of uT. Note that uT ∝ E−10 , so the four
values of uT in Figure 1 correspond to four values of E0. The ion
distribution functions with large values of uT assume Maxwellian
shapes, while the ion distribution functions with small values of
uT appear right-skewed when compared to the Maxwellian. The
distortion is such that their peaks lie to the left of their bulk
velocity, which is equal to one according to Equation 9. Section 3.1.2
explains why the ion distribution function retains the Maxwellian
shape at lower higher values of uT but is distorted at higher lower
values of uT.

3.1.2 Distortion of the ion distribution function in
the low and high E0 limits

The antisymmetrical error function, erf (ξ), at large |ξ| can be
approximated as

erf (ξ) ≈

{{{{{
{{{{{
{

1−
exp(−ξ2)

ξ√π
if ξ > 0 and ξ≫ 1

−1+
exp(−ξ2)

(−ξ)√π
if ξ < 0 and (−ξ) ≫ 1

. (10)

Using the bottomapproximation fromEquation 10, we can show
that in the limit where a0→ 0,

G0 (u) →
1
√2πuT

exp(− u2

2u2
T

). (11)

This corresponds to f0→ fColl
0 —the background ion

distribution tends toward Maxwellian in the low E0 limit.
Equation 11 does not hold for all values of u. As seen from
Equations 8, 11 does not hold if u≫ u2

T.This means that the positive
tail of the ion distribution function may deviate significantly from
the Maxwellian.

The low E0 limit can be expressed in terms of the ion
Pedersen velocity, vPed = ⟨vy⟩ = a0/νin = eE0/(miνin), and the
neutral thermal velocity vT. If vPed ≪ vT, then the distortion
to the ion distribution function is weak, since the ion
distribution function tends toward the Maxwellian. The
effective temperature,

Teff = Tn +
mv2Ped

2
, (12)

is only slightly higher than Tn, since mv2Ped ≪ Tn in this
limit.

In the high E0 limit where vPed ≫ vT, Equation 8 does not
tend toward the Maxwellian, so the ion distribution function
will be distorted along the E⃗0 direction. The corresponding
heating will be very considerable as well, since mv2Ped ≫
Tn in Equation 12. Note that the effective thermal velocity,
√Teff/mi, is of the order of the Pedersen velocity: √Teff/mi ≈
vPed/√2.
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3.2 Background ion distribution functions
from the PIC simulation

3.2.1 Kinetic simulation of highly collisional,
unmagnetized, ⃗E0-driven background ions

Our model from Section 3.1 predicts that the background ion
distribution function (IDF) will distort away fromMaxwellian when
E0 is high enough. Equation 7 gives the one-dimensional IDF we
expect to see in the ⃗E0 direction. To test the validity of our model,
we ran four simulation cases using EPPIC. The values of E0 used in
the simulation cases are:

1. E0 = 0mV/m, which corresponds to uT→∞.
2. E0 = 24mV/m, which corresponds to uT = 4.
3. E0 = 94mV/m, which corresponds to uT = 1.
4. E0 = 235mV/m, which corresponds to uT = 0.4.

As before, uT ≡ vT/vPed is the normalized neutral thermal
velocity, vT = √Tn/mi is the neutral thermal velocity, and vPed =
eE0/miνin is the ion Pedersen velocity.

Our simulation includes one ion species, one neutral species,
and no electrons. The imposed electric field ⃗E0 points in
the y-direction, and there is no imposed magnetic field. As
discussed in Section 2, the setup is representative of the plasma
condition in the E-region ionosphere where ions are unmagnetized
and highly collisional with the neutrals.

Table 1 gives the parameters used across all simulation cases.

3.2.2 Normalization of the discrete ion velocity
distribution from the simulation

The simulation outputs a (vx × vy × vz) = (512× 512× 512) array
of ion velocity distribution over a 3-D velocity domain. Each
dimension of the array covers a 1-D velocity domain of [−20 km/s,
20 km/s]. The grid size is Δv = [20 km/s− (−20 km/s)]/512 =
78.125m/s in each dimension. We reduce the three-dimensional
velocity distribution array f(vx,vy,vz) into three one-dimensional
velocity distribution arrays—Fx(vx), Fy(vy), and Fz(vz)—by
summing over two other dimensions. This gives us

Fx (vx) =∑
vy

∑
vz

f (vx,vy,vz)

and similarly for Fy(vy) and Fz(vz).
To facilitate the comparison with the theory, we normalize

Fx(vx), Fy(vy), and Fz(vz) such that the sum of each distribution is
equal to (Δv)−1. This process is analogous to letting the 0th velocity
moment of a continuous distribution function equal 1. This in effect
normalizes the ion number density to 1. The normalized arrays
are given by

F′k (vk) =
Fk (vk)

∑
vk
Fk (vk)Δv

, (13)

where k is either x, y, or z. The normalization makes it so that
∑vkF
′
x(vx) = (Δv)

−1 for all k.

3.2.3 Normalization of the continuous ion
velocity distribution from the theory

The continuous one-dimensional ion distribution function in
the direction parallel to E⃗0 direction is given by the theory as F0(vy)

in Equation 7. For clarity, we reiterate Equation 7 as

FTheoryy (vy) =

{{{{{{{{{{{{{
{{{{{{{{{{{{{
{

n0νin
2a0

exp[−
νinvy
a0
+ 1

2
(
νinvT
a0
)

2
]

[[

[

1+ erf (
vy −

v2Tνin
a0

√2vT
)]]

]

, ifa0 ≠ 0

n0

√2πvT
exp(−

v2y
2v2T
), ifa0 = 0

,

wherewe incorporate the result in the lowE0 limit fromSection 3.1.2.
For the directions perpendicular to ⃗E0, the theory assumes an

undisturbed Maxwellian given by

FTheory
j (vj) =

n0

√2πvT
exp(−

v2j
2v2T
),

where j is either x or z.
To facilitate the comparison with the simulation results, we

normalize FTheory
x (vx), F

Theoryy(vy), and FTheoryz(vz) such that the area
under the curve of each distribution is equal to one. This sets the
0th velocity moment of the distribution to 1 and normalizes the
ion number density to 1. The normalized distribution functions
are given by

F′Theory
k (vk) =

FTheory
k (vk)

∫
∞

−∞
FTheory
k (v) dv

=
FTheory
k (vk)

n0
, (14)

where k is either x, y, or z. The normalization makes it so that
∫∞−∞F
′Theory
k (vk) dvk = 1 for all k.

3.2.4 Choice of νin in the theoretical results
Although EPPIC used the ion-neutral collision rate νin =

1050s−1 as its input, the outputted F′y(vy) instead exhibits νin =
1082s−1 at an effective collision rate of 1082s−1. The simulation
gives the ion bulk velocity ⟨vy⟩, and the relation ⟨vy⟩ = eE0/(miνin)
defines the effective νin. To ensure compatibility between the
simulation results and the theory, we chose the effective νin in
F′Theory
y (vy) such that

∫
∞

−∞
vyF
′Theory
y (vy) dvy =∑

vy

vyF
′
y (vy)Δv. (15)

The expression on the left-hand side of Equation 15 is the first
velocitymoment of F′Theory

y , which gives the theoretical bulk velocity
of the ions. The expression on the right-hand side of Equation 15
gives the bulk velocity of the simulated ions. By matching these two
quantities, we ensure that the theoretical ion distribution function is
representative of the condition in the simulated background ions to
first order.

We numerically calculated both sides of Equation 15 for
E0 = 24mV/m, E0 = 94mV/m, and E0 = 235mV/m. For all
of these cases, the effective νin = 1082s

−1 satisfies Equation 15
to within ±2m/s. On the other hand, the PIC νin = 1050s

−1

satisfies Equation 15 only towithin±22m/s.Therefore, the simulated
background ions exhibit an effective ion-neutral collision rate of
1082s−1 and not 1050s−1.

Table 2 shows the matching bulk velocities for the effective νin =
1082s−1, while Table 3 shows the bulk velocity mismatch for the
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TABLE 2 Bulk velocities, directional thermal velocities, and total thermal energies for the effective νin = 1082s−1.

Case ⟨vy⟩
(m/s)

vth,y
(m/s)

vth,j
(m/s)

∑v2th
(J/kg)

Theory/simulation
Energy ratio

E0 = 0mV/m

Simulation 0 287 287 247,107
1

Theory 0 287 287 247,107

E0 = 24mV/m

Simulation 70 292 289 252,306
0.9978

Theory 70 295 287 251,763

E0 = 94mV/m

Simulation 279 358 317 329,142
0.9864

Theory 279 400 287 324,738

E0 = 235mV/m

Simulation 697 606 444 761,508
0.9611

Theory 696 753 287 731,747

⟨vy⟩ and vth,y are bulk velocity and thermal velocity in the Pedersen direction, respectively. vth,j = vth,x = vth,y is the thermal velocity in the directions perpendicular to E⃗0. ∑v2th = v
2
th,y + 2v

2
th,j is

the total thermal energy per ion mass. The last column shows the total energy ratio between theory and the simulation results.

PIC νin = 1050s
−1. The choice of νin is irrelevant for E0 = 0mV/m,

since the theoretical ion distribution function is an undisturbed
Maxwellian.

3.3 Comparison of the theoretical and
simulated ion distribution functions

Figure 2A compares the theoretical and simulated ion
distribution functions in the Pedersen direction—that is, the
direction parallel to ⃗E0. Equation 14 gives the theoretical ion
distribution functions in the Pedersen direction. Equation 13
gives the normalized ion distribution functions for the
simulation results. Figure 2A also includes the Maxwellian
distribution functions which have the same bulk velocities
as the simulation results but assume a neutral thermal
velocity of 287 m/s.

In the Pedersen direction, both the theory and the simulation
results show ion heating beyond the Maxwellian, although the
exact shapes of the distribution differ between the theory and the
simulation results. The theoretical ion distribution functions are
further right-skewed compared to the simulation, although both are
right-skewed compared to the Maxwellian.

Figures 2B, C show the simulated ion distribution functions
in directions perpendicular to ⃗E0. For comparison, the figure
includes the undisturbed Maxwellian function which assumes
the neutral temperature as the ion temperature. As mentioned
in Section 3.1, the theory assumes this undisturbed Maxwellian
distribution in the perpendicular directions. The simulation

results show ion heating beyond the neutral temperature,
especially when E0 is high. Figures 2B, C are largely identical
due to symmetry.

Table 2 reports the bulk and thermal velocities from the theory
and simulation. Section 4 discusses the results in more detail.

4 Discussion

In this section, we mostly discuss discrepancies between the
analytical results of Section 3.1 and the PIC simulations. On the
one hand, the analytical model (hereinafter referred to as “theory”)
is not perfectly accurate because it is based on the oversimplified
BGK collision model. As a result, the theoretical 3-D shape of
the ion distribution function turns out to be less accurate than
the PIC-derived equivalent (over-distorted in the electric field
direction and undisturbed Maxwellian in the two perpendicular
directions). On the other hand, the integrated fluid characteristics,
such as the ion bulk velocity and the total ion temperature, elevated
due to frictional heating by the external electric field, should be
accurately represented by this theory, even in the cases of very
strong electric fields that result in efficient distortions of the ion
distribution function. If there still remain small discrepancies, they
may be attributed to imperfectly matching collision rates and to the
velocity integration of the PIC determined ion distribution function
being performed within an artificially restricted velocity domain.
This is especially relevant to the strongly distorted ion distribution
function when its high-energy tail can include a noticeable fraction
of particles.
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TABLE 3 Bulk velocities, directional thermal velocities, and total thermal energies for the PIC νin = 1050s−1.

Case ⟨vy⟩
(m/s)

vth,y
(m/s)

vth,j
(m/s)

∑v2th
(J/kg)

Theory/simulation
Energy ratio

E0 = 0mV/m

Simulation 0 287 287 247,107
1

Theory 0 287 287 247,107

E0 = 24mV/m

Simulation 70 292 289 252,306
0.9998

Theory 72 296 287 252,244

E0 = 94mV/m

Simulation 279 358 317 329,142
1.0010

Theory 287 406 287 329,476

E0 = 235mV/m

Simulation 697 606 444 761,508
1.0005

Theory 718 773 287 761,914

⟨vy⟩ and vth,y are the bulk and thermal velocity in the Pedersen direction, respectively. vth,j = vth,x = vth,y is the thermal velocity in the directions perpendicular to E⃗0. ∑v2th = v
2
th,y + 2v

2
th,j is the

total thermal energy per ion mass. The last column shows the total energy ratio between theory and simulation results.

4.1 Thermal velocity mismatch between
theory and simulation results

The simulated ion distribution functions show different thermal
profiles from those predicted by the theory.

4.1.1 Definition of thermal velocity
For the theory, the thermal velocity in the Pedersen direction

is defined in terms of the second velocity moment of the ion
distribution function:

vTheory
th,y = √∫

∞

−∞
(vy −⟨vy⟩)

2F′Theory
y (vy) dvy,

where F′Theory
y is the normalized ion distribution function from

Equation 14, and ⟨vy⟩ is the ion bulk velocity in the Pedersen
direction as given in Table 2. In directions perpendicular to ⃗E0, the
thermal velocity is equal to the neutral thermal velocity vT, since the
theory does not account for heating in these directions and assumes
an undisturbed Maxwellian.

For the simulation results, the thermal velocity in direction i
is given by

vth,i = √∑
vi

(vi − ⟨vi⟩)
2F′i (vi) dvi,

where i is either x, y, or z, F′i is the normalized ion distribution
function from Equation 13, and ⟨vi⟩ is the ion bulk velocity in
direction i as given in Table 2.

Table 2 shows the mismatch in directional heating between the
theory and the simulation results. Section 4.1.2 discusses ion heating

in directions perpendicular to E⃗0, while Section 4.1.3 discusses ion
heating in the Pedersen direction.

4.1.2 Underestimation of the thermal velocity in
the directions ⊥E⃗0

The theory underestimates the ion heating in the directions
perpendicular to E⃗0. In the x and z directions, the theory predicts an
ion thermal velocity of 287 m/s which is equal to the neutral thermal
velocity vT.

For larger values of E0, the simulation shows an increase in
the ion thermal velocity, whereas the theoretical thermal velocity
remains at 287 m/s. The theory assumes an undisturbed Maxwellian
in the directions perpendicular to E⃗0, so it does not account for
ion heating in these directions. The simulation shows that ion
heating is more intense for larger values of E0. In the most intense
E0 = 235mV/m, the simulated thermal velocity reaches as much
as 444 m/s or about 1.5 times the undisturbed value. The increase
in temperature is caused by ion frictional heating (Saint-Maurice
and Hanson, 1982) which has been observed in the E-region
ionosphere (e.g., Watanabe et al., 1991; Fujii et al., 2002; Zhang and
Varney, 2024).

4.1.3 Overestimation of thermal velocity in the
direction ‖E⃗0

The theory overestimates the heating in the Pedersen direction.
In the y direction, the theory predicts higher ion thermal velocities
for higher values of E0. Table 2 shows the theoretical predictions of
the thermal velocities as well as the simulation results.
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FIGURE 2
Comparison of simulated (solid) and theoretical (dashed) ion velocity distribution functions. Maxwellian functions (dotted) are included for comparison.
The imposed electric field strengths are E0 = 0mV/m (black), E0 = 24mV/m (blue), E0 = 94mV/m (red), and E0 = 235mV/m (yellow). (A) Comparison of
ion velocity functions in the Pedersen direction. (B, C) Comparison of ion velocity functions in directions perpendicular to ⃗E0. The theory assumes an
undisturbed Maxwellian in (B, C). Due to symmetry, (B, C) are largely identical.

For larger values of E0, both the theory and the
simulation show increased ion thermal velocities beyond
the neutral thermal velocity, as expected from ion frictional
heating. However, the theory and the simulation results
disagree on the exact amount of the heating. The simulation
shows that ion heating is less intense in the Pedersen
direction than the theory suggests. The discrepancy is
larger for larger values of E0. In the most intense case
of E0 = 235mV/m, the simulated thermal velocity only
reaches 606 m/s or just 80% of the theoretical value
of 753 m/s.

4.1.4 Angular scattering of ions due to elastic
collisions with the neutrals

The major difference between the theory and the simulation
is the angular scattering of ions in 3-D. The theory models ion
heating only in the Pedersen direction; it does not account for ions
scattering into directions perpendicular to E⃗0. On the other hand,
the PIC code is able to capture the physics of ion scattering in 3-
D. Angular scattering causes ion heating to be more isotropic in the
simulation. The theory underestimates the heating in the directions
it does not account for, while at the same time overestimating in
the direction it does account for.
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We expect the total ion thermal energy to be the same between
the theory and the simulation. Section 4.2 compares the total energy
between the theory and the simulation.

4.2 Discrepancy in total energy between
the theory and the simulation results

The total ion thermal energy differs between the theory and the
simulation results. Table 2 gives the total thermal energy per ion
mass as well as the total thermal energy ratio between the theory
and the simulation results. Although the ratios are close to 1, the
total thermal energy from the theory is consistently lower than the
total thermal energy from the simulation. Larger values of E0 exhibit
larger energy discrepancies than smaller values of E0. In the most
intense case E0 = 235mV/m, the theory captures 96.11% of the total
simulated energy, while in the less intense case E0 = 24mV/m, the
theory captures as much as 98.85% of the total simulated energy.

A possible explanation for the discrepancy in total energy is
our choice of νin as described in Section 3.2.4. The theoretical IDF
depends on νin in the Pedersen direction. We chose νin retroactively
such that the theory matches the simulation results to first order.
Table 3 shows a hypothetical situation in which the theory uses
the PIC νin = 1050s

−1 as its ion-neutral collision rate instead of the
analytical effective value of 1082s−1. As seen by the mismatch in
the bulk velocity, the PIC νin = 1050s

−1 does not satisfy Equation 15.
However, the PIC νin = 1050s

−1 shows greater agreement with the
simulation results in terms of the total thermal energy.

Comparing Tables 2, 3 shows how sensitive the theoretical IDF is
to the value of νin. We expect the theory to preserve the total thermal
energy of the background ions while also giving the correct ion bulk
velocity. The theory is able to do both within a margin of error.

4.3 Distortion of the ion distribution
function in the equatorial E-region

A typical DC electric field strength in the equatorial E-region
is E0 = 24mV/m. Figure 2 shows only a small distortion in the ion
distribution function for E0 = 24mV/m. Table 2 gives the bulk and
thermal velocities for E0 = 24mV/m.

In the Pedersen direction, the theory predicts a thermal velocity
of 295 m/s, while the simulation shows a thermal velocity of 294 m/s.
In the directions perpendicular to the Pedersen direction, the
simulation shows a thermal velocity of 291 m/s. These numbers are
not so different from the Maxwellian thermal velocity of 287 m/s.

The background ion distribution in the equatorial E-region is
not likely to distort much from the Maxwellian because the electric
field is not strong enough. Both the theory and the simulation show
that the distortion is stronger when E0 is higher. In the Earth’s
ionosphere, the distortion will be stronger in the auroral E-region
where the DC electric field is more intense than the equatorial
E-region, especially during periods of geomagnetic storms.

5 Conclusion

We developed a collisional plasma kinetic model for E-
region background ions using the simple BGK collision operator

(Section 3.1). This simplified analytical model results in the ion
distribution function (IDF) distorted in the direction of the
external DC electric field E⃗0 (the Pedersen direction), while in
the two perpendicular directions the velocity distribution remains
the undisturbed Maxwellian (Equations 4–7). The reason for this
extreme anisotropy lies in the fact that the BGK collisional operator
does not include any ion angular scattering in the velocity space. At
the same time, even this simplified model provides accurate values
for the total Pedersen drift velocity and, given equal masses of the
colliding ions and neutrals, for the total effective ion temperature
elevated by the frictional heating. Under a sufficiently intense
external electric field, the IDF is skewed in the direction of E⃗0, so
that a strong tail of superthermal-energy ions forms.

We compared this simplified model to the PIC simulation
(Section 3.2). The simulation shows less ion heating in the Pedersen
direction and more ion heating in the perpendicular directions than
the analytical model. The difference in the thermal distribution
is due to the ion angular scattering which, unlike the model, is
present in the PIC code. There is also a small difference in the total
thermal energy between the model and the simulation (Table 2).
We have shown that the BGK model is sensitive to the choice of
the ion-neutral collision rate, as shown by the alternate results in
Table 3 which curiously give a total thermal energy that matches
exactly with the simulation despite being unable to reproduce the
ion bulk velocity. Still, the difference in Table 2 is not big enough
to be consequential. The BGK model shows an overall similar total
thermal energy to the PIC simulation.

The shapes of the ion distribution functions differ between
the BGK model and the PIC simulation. The more accurate IDF
determined by the PIC simulation is somewhere between the
analytically determined IDF and the Pedersen-shifted Maxwellian
distribution whose temperature equals the total elevated ion
temperature. The latter, however, does not show any IDF skewness
which is present in both analytical model and PIC simulations.

For the typical electric field strength of the equatorial E-region,
the background ion distribution function is well-represented by
the shifted and heated Maxwellian function. The situation may be
very different at high latitudes where a strong external field may be
present during periods of geomagnetic storms. Both the model and
the PIC simulation show that, in these cases, the background ion
velocity distribution can distort significantly from any Maxwellian.
Any accurate model of plasma instabilities in a strongly driven E-
region ionosphere must account for the potential non-Maxwellian
distribution of the background ions. This modified distribution
function can serve as the starting pointwhen evaluating plasmawave
growth characteristics using linear kinetic theory.
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A three-dimensional, regional simulation is used to investigate ionospheric
plasma density irregularities associated with Equatorial Spread F. This simulation
is first driven with background electric fields derived from ISR observations.
Next, the simulation is driven with electric fields taken from the WAM-IPE global
model. The discrepancies between the two electric fields, particularly in the
evening prereversal enhancement, produce disagreeing simulation results. The
WAM-IPE electric fields are then studied through a simple sensitivity analysis of a
field-line integrated electrodynamics model similar to the one used inWAM-IPE.
This analysis suggests there is no simple tuning of ion composition or neutral
winds that accurately reproduce ISR-observed electric fields on a day-to-day
basis. Additionally, the persistency of the prereversal enhancement structure
over time is studied and compared to measurements from the ICON satellite.
These results suggest that WAM-IPE electric fields generally have a shorter and
more variable correlation time than those measured by ICON.

KEYWORDS

equatorial spread F, WAM-IPE, plasma drifts, prereversal enhancement, equatorial
electrodynamics

1 Introduction

Equatorial Spread F (ESF) is a broad term that refers to a wide range of phenomena
observed in the equatorial F-region ionosphere associated with post-sunset instabilities. Its
name is derived from its effect of “spreading” ionograms that was first reported by [1]. The
associated plasma density irregularities are primarily attributed to collisional interchange
instabilities [2–4] or inertial interchange instabilities [3]. Collisional shear instability has
been proposed as a preconditioner for ESF activity [5]. The resulting irregularities can cause
the scintillation of radio waves traveling through the region. This can compromise critical
systems such as communication, navigation, and imaging systems [6, 7]. Avoiding these
hazards requires an accurate forecast of ESF events that perform better than climatological
estimates. For the purposes of this study, an accurate forecast is one that predicts the presence
or absence of robust irregularities on a night-to-night basis and can be validated with radar
or satellite observations.

The earliest attempts at forecasting ESF involved analyzing linear growth rates estimated
from field-line integrated quantities [8, 9]. These approaches predicted the climatological
patterns of ESF occurrences. However, they were unable to produce accurate night-to-
night behavior. Additionally, linear growth rate methods failed to explain the observation
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of topside irregularities. Other forecast attempts have involved
numerical simulations of ESF and its associated irregularities. One of
the first simulations that showed topside irregularities was presented
by [10]. They showed the nonlinear evolution of interchange
instabilities into equatorial plasma bubbles (EPBs) that reached
the topside ionosphere. Despite these EPBs penetrating the topside
ionosphere, they took significantly longer to develop than bubbles
observed in nature. Current work aims at pairing observational data
with direct numerical simulations. The observational data can be
provided by incoherent radar scatter (ISR) observations taken at
Jicamarca Radio Observatory [11] or satellite data such as that from
the ICON satellite [12, 13].

One important factor in identifying favorable conditions for
ESF and predicting its development is the large-scale zonal electric
fields near the day/night terminator. These electric fields produce
the vertical E×B plasma drifts that raise and lower the ionosphere.
Of particular interest is the evening prereversal enhancement (PRE)
that is commonly observed prior to sunset. The strength and timing
of the PRE have been closely associated with the occurrence of
ESF [14]. Accurately predicting the PRE is crucial for forecasting
ESF. Multiple theories of the PRE have been suggested [15–17] and
have been shown to produce the PRE in numerical models [18].
A common feature of these theories is a neutral thermospheric
wind that generates a dynamo electric field in the equatorial F-
region and off-equatorial E-regions. Near the day/night terminator,
the steep zonal gradient in conductivity causes this dynamo to
produce an enhanced eastward electric field. The lack of a similar
but reverse phenomenon in the morning near the dawn terminator
is yet to be explained thoroughly. The climatology of the PRE is well
captured by the empirical drifts model proposed by [19]. However,
the high degree of day-to-day variability remains an open question
in equatorial electrodynamics. The regional simulation for ESF that
is used in this study has previously been shown to be most sensitive
to the strength of the PRE [13] as well as its timing and duration [20].

In this study, observational data are replaced with estimates
from a global circulation model (GCM). As in [20], the GCM used
is the Whole Atmosphere Model with Ionosphere, Plasmasphere,
and Electrodynamics (WAM-IPE) from NOAA. WAM-IPE is run
operationally at NOAA Space Weather Prediction Center (SWPC)
providing ionospheric and neutral atmosphere state parameter
estimates from inputs of solar and geomagnetic activity and lower
atmospheric forcing [21]. The model extends the Global Forecast
System vertically to approximately 600 km altitude and includes
additional upper atmospheric physics. These additional physics
involve one-way coupling to an ionosphere-plasmasphere model
and a self-consistent electrodynamics solver similar to that used in
the NCAR TIE-GCM model [22]. Here, the electric fields produced
by this dynamo solver are studied, and their impact on a regional
simulation of ESF-related irregularities is analyzed. It is believed
that the day-to-day disagreement betweenWAM-IPE-produced and
ISR-observed electric fields prevents accurate reproductions of ESF
activity. This conclusion prompts a further analysis of WAM-IPE
electric fields and testing whether they can be adjusted in a way that
will match ISR observations.

The remainder of this paper is structured as follows. In
Section 2, we discuss the regional simulation used to replicate ESF
observations. Results from anAugust/September 2022 campaign are
presented and the effects ofWAM-IPE electric fields are analyzed. In

Section 3, a proxy electrodynamics model is described and used to
perform a variety of sensitivity tests on the dynamo electric fields
from WAM-IPE. The tests here include adjustments to ionospheric
composition and the structure of the thermospheric neutral winds.
The effects of these tests are then compared to ISR observations
for all nights of the campaign. Next, in Section 4, we compare the
temporal evolution of the PRE in WAM-IPE to that observed by the
ICON satellite. Correlation times of this structure are discussed and
compared to theory. Finally, Section 5 summarizes the results and
provides a brief discussion on advancing toward a true forecast of
ESF events.

2 Regional simulation

The regional simulation used here is a three-dimensional,
multifluid simulation cast in magnetic dipole coordinates [23,24].
It tracks the number densities of four ion species (H+,NO+,O+2 , and
O+) and electrons. Results are validated through comparison with
both coherent and incoherent radar observations of irregularities.
The simulation was described in detail by [11] and is used here
similarly to [20]. For this reason, only a brief description of it is
given here.

There are two primary computations performed in the
simulation. The first is a linear solver that calculates the electrostatic
potential associated with the small-scale electric fields present
in irregularities. This means the electric field is broken into two
components: a large-scale background electric field E0, and a
gradient of a scalar potential defining the small-scale electric fields,
−∇Φ. Starting from the inertialess momentum equation and using
this split electric field, one can find the following elliptic PDE by
enforcing the divergence-free current condition (∇ ⋅ J = 0).

∇ ⋅ (σ ⋅∇Φ) = ∇ ⋅ [σ ⋅ (E0 + u×B) −∑
s
qsDs ⋅∇ns +Ξ ⋅ g] (1)

where σ is the conductivity tensor, Φ is the electrostatic potential, E0
is the background electric field, u is the neutral thermospheric wind
vector, B is the geomagnetic field, qs is the electric charge of species
s, Ds is the diffusivity tensor for a species, ns is the species number
density, Ξ is a tensor containing all the terms describing gravity-
driven currents, and g is the Earth’s gravitational field. Equation 1
is solved using a preconditioned stabilized biconjugate gradient
method with Robin boundary conditions on all boundaries.

The second computation is a finite-volume code that updates
species according to the continuity equation, given by Equation 2.

∂ns
∂t
+∇ ⋅ (nsvs) = P− L (2)

where vs is the drift velocity that is calculated using the inertialess
momentum equation, and P and L are production and loss terms.
The chemical production and loss rates for charge exchange and
dissociative recombination are taken from [25]. A flux assignment
scheme based on the total variation diminishing (TVD) condition
is used with monotone upwind scaling for conservation laws
(MUSCLs). Time advancement is performed with a second-order
Runge-Kutta scheme with time steps of 7.5 s for 2 h.

Initialization of the simulation is done with empirical
and physics-based models paired with ISR observations. Ion
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FIGURE 1
ISR data for all four nights of the 2022 campaign. Shown for each night from left to right is (A) electron number density, (B) an electron number density
profile at 2300 UT, (C) zonal plasma drift velocities, (D) a zonal plasma drift velocity profile at 2300 UT, (E) vertical plasma drift velocities. The green
curves in panels (B) and (D) represent ISR-measured values, while the blue curves represent model values (SAMI2 and HWM14, respectively). Plotted
against the far right axis in all (E) panels are the height-averaged vertical plasma drifts (green scatter points) and the sinusoidal
parameterization given by Equation 3 (blue curve).

composition is initialized with IRI-2016, and electron density is
initialized by tuning SAMI2 to produce electron density profiles that
are in agreement with ISR observations. This tuning is done in two
ways: adjusting the F10.7 solar flux parameter and adjusting a second
parameter that controls the time history of the background electric
fields. Both of these parameters are adjusted until there is optimal
congruity between SAMI2-produced profiles and those observed
through ISR, as shown in each panel B in Figure 1. This tuning is
typically minimal and does not have a large impact on simulation
results. Since SAMI2 is a two-dimensional model operating at a
single longitude, local time and longitude are considered to be
equivalent in order to extrapolate the SAMI2 results to neighboring
longitudes. Parameters describing the neutral atmosphere are
continuously taken from NRLMSIS 2.0 throughout the simulation.

The driving terms include the background electric fields, E0,
and neutral thermospheric winds, u0. These are also derived from
empirical models and ISR observations. Additionally in this study,
the electric fields can be derived fromWAM-IPE estimates. HWM14
prescribes the neutral winds throughout the simulation. These
winds can be tuned via a multiplicative factor to produce zonal
plasma drifts that agree with ISR observations. No such tuning was
necessary for the results shown here. In this study, simulation results
are compared where the background electric fields are derived from
ISR vertical plasma drift measurements, and taken directly from
WAM-IPE. Another source for these electric fields that has been
explored is those taken from the ion velocity meter (IVM) aboard
the ICON satellite [12, 13].

Multiple ISR experiments have been run at Jicmarca Radio
Observatory over the last few years. These ISR experiments provide
estimates for multiple state parameters of the ionosphere including
plasma number density, electron and ion temperatures, and zonal
and vertical plasma drift velocities. Figure 1 shows ISR data for all

four nights of a 2022 campaign during the hours surrounding sunset.
Blank patches in the ISR data correspond to coherent scatter from
3-m irregularities that interfere with the ISR technique and prevent
parameter estimation. These irregularities are closely associated
with ESF and serve as an indicator of ESF activity here. It can
be seen in Figure 1 that 29Aug. and 01 Sept. experienced particularly
strong ESF events with large depletion plumes penetrating the
topside ionosphere.

Plotted in green against the right vertical axis in each
(e) panel of Figure 1 are height-averaged vertical plasma drift
velocities. These averaged drift speeds are parameterized using a
sinusoidal function with four parameters: amplitude, V0, period, τ,
UT hour offset, t0, and vertical offset, c.

v (t) = V0 sin(2π
τ
(t− t0)) + c (3)

This parameterization describes the zonal background electric
fields throughout the 2-hour simulation and adequately captures
the strength, timing, and duration of the PRE. It is plotted in blue
against the right vertical axis in each (e) panel of Figure 1.The PRE is
regularly observed by Jicamarca ISR experiments and it is important
to capture for predicting ESF activity.

2.1 Simulation results

Figure 2 shows simulation results for four nights of a 2022
campaign when driven with ISR-derived electric fields. All four
nights were during a geomagnetically quiet period. Results are
shown 2 hours after initialization, which took place at 2300 UT
for the first two nights and 2310 UT for the last two nights. They
show ionospheric composition in a zonal-altitudinal slice in the
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FIGURE 2
Simulation results for four nights of an Aug. 2022 campaign, when driven with ISR-derived electric fields. Ion number densities are represented with
brightness according to the scale in the lower-right-hand corner. Red, green, and blue colors represent molecular ions, protons, and atomic oxygen
ions. Ion densities are given in units of m−3. Simulation results are shown 2 h after initialization time (see text).

magnetic equatorial plane. Red, green, and blue coloring represents
molecular ion, proton, and atomic oxygen ion number density.
Strong ESF activity is visible during the first and fourth nights
of the campaign in the form of large depletion plumes. These
large depletion plumes penetrate well into the topside ionosphere
within 2 h of their initialization. This closely resembles the radar
observations shown in Figure 1, for all nights of the campaign.These
results act as a validation of the regional simulation.

Figure 3 also shows simulation results for the same
August/September 2022 campaign with the simulation driven by
WAM-IPE background electric fields. Additionally, WAM-IPE
provided the initial ion composition and neutral compositions
throughout the simulation. The most significant difference between
results in Figures 2, 3 is the absence of plumes on the nights of 29
Aug. and 01 Sept. These are examples of missed detections of ESF.
ESF activity was observed during both of these nights and replicated
in simulations driven with radar data but absent in simulations
driven with WAM-IPE estimates. Figure 4 shows the differences
between vertical plasma drifts (via zonal background electric fields)
in ISR observations (red) and WAM-IPE results (blue) for all
four nights of the campaign. It can be seen that the particularly
strong PRE observed by ISR on the first and fourth nights is absent
in WAM-IPE. This lack of a PRE prevented the rapid growth of
irregularities in the simulation. The two nights without ESF activity
have significantly weaker PREs and show better agreement between
WAM-IPE and ISR.

Another visible difference between the two results is that
WAM-IPE exhibits an enhanced molecular ion composition in
the valley region compared to that predicted by IRI-2016. This is
most noticeable between 100 and 200 km altitudes for all nights in
Figure 3. The effects of substituting WAM-IPE compositions into
the simulation while being driven with ISR-derived electric fields
was studied by [20] along with wind substitutions and electric field
substitutions on multiple nights during a Sept. 2021 campaign.
Those results indicated that WAM-IPE composition is likely not the

source of discrepancy in simulation results. The same conclusion
is reached here by noting that the enhanced molecular ion density
occurs on all four nights. Missed detections only occur on the nights
whenWAM-IPE electric fields disagreedwith ISR observations.This
compositional difference is noted as it is the motivation for studying
the effects of enhanced molecular ion densities on the development
of electric fields discussed in the following section.

3 Electrodynamics sensitivity analysis

A two-dimensional electrodynamics solver similar to the one
used in WAM-IPE was built to serve as a proxy model for WAM-
IPE electric fields. The model uses modified apex coordinates [26,
27] and an IGRF magnetic field [28]. In this coordinate system, the
two dimensions that are constant along a magnetic field line are
the apex longitude, ϕ, and the modified apex latitude, λ. The apex
longitude is defined as the centered-dipole longitude of the field
line’s apex point. The modified apex latitude is defined to be the
latitude that a dipole field line with the same apex altitude, hA, would
intersect with a constant reference height hR. Here, a reference height
of 90 km is used as that is considered to be the base of the conducting
ionosphere.

Magnetospheric sources are neglected, confining the model
to magnetic latitudes below ±60°. These magnetic latitudes are
equivalent to apex heights ranging from 90 km to 19,373 km.
Assuming equipotential field lines (as done by [29]), the field-line
integrated divergence-free current condition results in the following
two-dimensional PDE for electrostatic potential, Φ.

∂
∂ϕ
(

Σϕϕ

cos λ
∂Φ
∂ϕ
+Σϕλ

∂Φ
∂|λ|
) + ∂

∂|λ|
(Σλϕ

∂Φ
∂ϕ
+Σλλ cos λ ∂Φ

∂|λ|
)

= (RE + hR)(
∂KD

ϕ

∂ϕ
+ ∂
∂|λ|
[KD

λ cos λ]) (4)
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FIGURE 3
Same as Figure 2, but with the simulation being driven with WAM-IPE background electric fields.

FIGURE 4
Vertical plasma drift velocities taken from ISR observations (red) and WAM-IPE results (blue) for all nights of the 2022 campaign. WAM-IPE values are
taken to be at 300 km altitudes directly overhead Jicamarca.

where RE is the mean radius of the Earth (6,371.2 km), Σϕϕ and Σλλ
act in a similar manner as integrated Pedersen conductivities, Σϕλ
and Σλϕ act similar to integrated Hall conductivities, and KD

ϕ and
KD
λ are integrated “wind-driven” current densities that act as source

terms for the ionospheric dynamo. All quantities in Equation 4 are
constant along a magnetic field line and can be mapped down to a
desired height along that field line. A more detailed derivation of
Equation 4, along with definitions of integrated quantities, is given
in Supplementary Appendix A and [26].

In reality, there is a small potential drop along magnetic
field lines suggesting that the electrostatic potential is truly a
three-dimensional structure. However, resolving this 3D global
structure at a high enough resolution to capture the PRE would be
computationally intensive. This is not a concern here as the purpose

of thismodel is to serve as a proxy to theWAM-IPE electrodynamics
model which makes the same equipotential field line assumption.
Additionally, gravity and pressure-driven currents are also neglected
here, although their effects were studied by [30].

The resolution of the model is 4.5° in the ϕ direction and
1.0° in the λ direction. While the grid is uniform in the modified
apex latitude dimension, this does not equate to uniform spacing
in the apex altitude of field lines. WAM-IPE densities and neutral
winds are interpolated to irregularly spaced points along each
magnetic field line and then integrated in the manner given in
Supplementary Appendix A. The spacing of field line points is
determined by the altitudinal distance between neighboring points
with 1 km spacing below 150 km, 5 km spacing between 150
and 2000 km, and 100 km spacing above 2000 km. This allows
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FIGURE 5
Results from the proxy electrodynamics model for all longitudes at 2300 UT of 29 Aug. 2022. (A) Electrostatic potential and contours, for all modified
apex latitudes. (B) Vertical plasma drifts (positive upwards) in the magnetic equatorial plane for apex heights ranging from 100–600 km. The PRE is
most prevalent at these altitudes. (C) Upward plasma drifts at 300 km altitude from WAM-IPE are shown in the dark blue while proxy model solutions
are shown in the light blue curve. The orange line indicates the location of Jicamarca Radio Observatory (76.87°E longitude).

for a better representation of E-region dynamics that occur near
the base of the field lines and drive the Sq current system.
In solving Equation 4, periodic boundary conditions are used in
the ϕ direction. Due to the lack of magnetospheric current sources,
the high latitude/altitude boundary condition is Φ = 0. The current
in the λ direction is restricted to zero at the low latitude/altitude
boundary (i.e., Kλ = 0).

3.1 Model results

Shown in Figure 5 are the results of the proxy model taken at
2300 UT on 29 Aug. 2022. At this time the day/night terminator
is located approximately 7° East of Jicamarca, which is indicated
by the vertical orange line in each panel. The values shown in
Figure 5 are (a) the electrostatic potential for all modified apex
latitudes, (b) upward plasma drift velocities between 100 and 600 km
apex altitudes, and (c) upward plasma drift velocities at 300 km
altitude compared toWAM-IPE results.The contours of electrostatic
potential in Figure 5A act as flowlines for plasma drifts, with
clockwise flow around local maxima and counter-clockwise flow
around localminima.The enhanced upward velocity that’s indicative
of the PRE can be seen a few degrees to the East of Jicamarca in
each panel. Additionally, Figure 5C validates the proxy model as a
reasonable replication of WAM-IPE electric fields.

To compare directly to ISR measurements, the proxy model is
solved at 12-minute increments from 2200 UT to 0200 UT. The
plasma drift velocities 300 km overhead Jicmarca are recorded and
plotted alongside WAM-IPE values. Figure 6 shows time series of
zonal and vertical plasma drift velocities from all nights of the
2022 campaign. Note that the proxy model solutions (solid cyan
curves) agree with WAM-IPE estimates (solid dark blue curves)
within reason. This provides further validation for the model to
act as a proxy for WAM-IPE electrodynamics. The first and fourth
nights exhibit significant disagreement between the PRE in WAM-
IPE and ISR observations (solid red curves), while the second and
third nights show similarly small PRE patterns. The dashed lines
plotted in Figure 6 show results from the proxy model due to the
various sensitivity tests discussed below.

The first sensitivity tested relates to ionospheric composition
and is motivated by the observation of enhanced molecular ion
densities in WAM-IPE mentioned in Section 2.1. In this test, the
proxy model was tested with only 10% of the original molecular
ions given by WAM-IPE. Results from this test are plotted in
dashed orange lines in Figure 6. Since the decrease of ions in
the ionosphere diminishes the conductivity, larger electric fields
(therefore larger plasma drift magnitudes) are required to maintain
the same current flow. Despite the larger fields, there are minimal
effects on the structuring of the PRE, and vertical drifts do not
appear to match ISR observations any better than when the full
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FIGURE 6
Time series of proxy model plasma drifts taken 300 km overhead Jicamarca, compared to WAM-IPE results and ISR observations for each night of the
2022 campaign. Shown for each night are (A) zonal drift velocities and (B) vertical drift velocities. Additionally, results from each sensitivity test are
plotted to visualize their impacts on the dynamo electric fields.

FIGURE 7
WAM-IPE vertical plasma drifts at 300 km altitude as a function of Local Time surrounding the day/night terminator (1830 LT) at 12-minute increments
spanning 2 h in UT. All four nights of the 2022 campaign are shown in respective columns. Each subsequent row is 12 min later in UT than the one
above it. To follow the terminator properly, each subsequent panel is therefore observing longitudes that are 3° to the west of the previous panel.
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FIGURE 8
Autocorrelation functions of vertical plasma drifts measured by the
IVM on the ICON satellite. All orbits are plotted together. Correlations
are taken between plasma drifts measured in sequential passes of the
ICON satellite through the magnetic equator near sunset. Sequential
passes are separated in UT by 104 min. Red colors show August 2022
data and blue colors show October 2022 data. Bright-colored lines
indicate nights when ESF irregularities were observed by the satellite,
while pastel-colored lines indicate nights when ESF irregularities were
not observed. The black dashed line indicates a correlation coefficient
of 1− e−1.

WAM-IPE composition is used.This acts as further validation of the
claim that enhanced molecular ion densities are not the source of
inaccurate simulation results.

The next two tests involve using HWM14 winds to drive the
dynamo electric fields rather than thermospheric winds provided
by WAM-IPE. The first of these tests is a direct substitution of
HWM14 winds and is shown in dashed dark green lines, while
a second test uses HWM14 winds delayed by 1 hour and is
shown in dashed light green lines. The 1-h delay is motivated
by results in [13], where this offset produced optimal agreement
with ICON satellite wind measurements. Both tests have similar
impacts on the time series of horizontal and vertical drifts. It
can be seen that these had the most significant impact on the
proxy model vertical drifts and improved the agreement with ISR
observations on 29Aug. 2022. However, each of these tests produced
a similar PRE on all four nights including the two nights when
a weak PRE was observed. This is not surprising as HWM14
is an empirical model that does not capture rapid day-to-day
variations.

Thefinal two tests aremotivated by results from [31]where it was
found that the PRE structure was sensitive to the zonal winds located
at magnetic latitudes near the Equatorial Ionization Anamoly (EIA),
rather than only those near the day/night terminator. Their results
suggested that eliminating the zonal winds near the EIA, diminished
the magnitude of the PRE. To test this, the proxy model was first run
with no zonal winds for all longitudes where 20 ≤ |λ| ≤ 40 (shown
in dashed pink lines) and then with double the zonal winds in the
same region (shown in dashed purple lines). The results here agree
with those in [31], with a generally decreased drift magnitude with
no EIA winds, and an increased drift magnitude with double EIA

winds. However, neither of these tests produced a PRE comparable
to that observed by ISR, on either night.

As can be seen in each panel (a) of Figure 6, none of these
sensitivity tests significantly impacted the evolution of zonal drift
velocities. The regional simulation described above does not appear
to be highly sensitive to zonal drifts. However, it is highly sensitive to
vertical drifts. Both of these observations highlight the importance
of predicting the vertical plasma drifts and the structure of the PRE
in forecasting ESF.

4 PRE persistance

The final analysis of WAM-IPE electric fields performed here is
on the persistence of the PRE in both magnitude and timing. The
empirical model developed by [19] and used in many ionospheric
models predicts a global structure of vertical plasma drifts that
is predominantly dependent on LT. This means that the PRE
can be expected to remain roughly constant in magnitude and
position relative to the day/night terminator. Therefore, if the
PRE is sampled at the same LT at two different UTs, there
should be a strong correlation between the two curves. This
is not always observed in WAM-IPE estimates of the vertical
plasma drifts.

Figure 7 shows the evolution of WAM-IPE vertical drifts in UT
for a span of LT surrounding the day/night terminator. Drifts are
shown at 300 km altitude for all nights of the 2022 campaign are
shown in 12-minute increments between 2300 UT and 0100 UT.
The LT for each panel is constant with the terminator (1830 LT) in
the center of the horizontal axis. The UT increases moving down a
column, so each subsequent panel moves to the west in longitude.
It can be seen that the PRE structure does not remain constant
across the 2 hours of samples, and can change rapidly across 36 min,
or less. In general, both the PRE peak and the reversal time drift
to the west as the night progresses. One significant observation is
the disappearance and reappearance of the PRE on 29 Aug. (first
column). The PRE is absent at 2348 UT but is weakly present
12 min before and after. It is expected that the PREwould be present,
and maintain its magnitude and position, throughout the entire
night rather than appear and disappear rapidly.

To study this evolution of the PRE, in-situ data provided by
the IVM device aboard the ICON satellite is used for comparison.
Ion velocities from ICON are recorded as the satellite passes the
magnetic equator near sunset. These measurements were used
as a driver of the regional simulation by [12] and [13]. Results
presented in those studies highlighted the importance of the PRE
in driving the regional simulation. Normalized autocorrelation
functions of vertical plasma drift measurements were calculated
from consecutive orbits separated by 104 min (the orbital period
of ICON). These functions are shown in Figure 8, with red curves
representing data from August 2022, and blue curves representing
data fromOctober 2022. Bright-colored curves indicate nights when
ESF was observed, while pastel-colored curves indicate no ESF
activity. The lag time on the horizontal axis represents the lag time
relative to when ICON crosses a constant LT sector. Due to the
satellite’s motion, both temporal and spatial variations are implicitly
represented in these datasets. This is not the same as recording the
spatial structure of the PRE at a constant LT as is done in Figure 7.
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FIGURE 9
Autocorrelation functions of WAM-IPE vertical plasma drifts from 2021 campaign. The horizontal axis is the LT shift (in minutes) of the PRE structure
with negative values corresponding to a Westward shift. Multiple autocorrelation functions are plotted on each axis with the color of each line
representing the UT lag between the curves being correlated. Details for how these functions are calculated are given in the text. Autocorrelation
functions are plotted for increasing lag times until the correlation coefficient decreases by a factor of 1/e (dashed black line). Correlation times, tcorr, are
printed in each panel. Correlation times longer than 120 min are not calculated.

FIGURE 10
Same as Figure 9 but for 2022 campaign.
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However, it is an in-situ measurement that can be used as a baseline
for the persistence of the PRE.

It can be seen in Figure 8 that the PRE is well correlated
across at least 104 min. Here, the correlation time, tcorr is defined
as the maximum time between measurements with a correlation
coefficient that has decreased by a factor less than or equal to 1/e.
Since relatively few autocorrelation functions in Figure 8 have a
maximum correlation coefficient less than 1− e−1 (dashed black
line), it is concluded that ICON data suggests a correlation time
longer than 104 min. Additionally, the location of the PRE remains
relatively constant, as indicated by the small lag times of the peak
correlation coefficient. Nights in which ESF was observed exhibit a
particularly strong correlation relative to nights without ESF. Based
on these results, it can be concluded that the PRE has a correlation
time of at least 104 min. This large tcorr is in agreement with the
empirical model suggested by [19].

Similar, but not equivalent, normalized autocorrelations are
taken with WAM-IPE estimates of vertical plasma drifts throughout
2021 and 2022 campaigns and are shown in Figures 9, 10 (WAM-IPE
data for the 2021 campaign were analyzed by [20]). The estimates of
vertical drifts are recorded at 590 km altitude (the orbital altitude
of ICON satellite) and across a 60° wide longitude sector centered
around the day/night terminator. Contradictory to the ICON data
shown in Figure 8, this solely compares the spatial structure of the
PRE. This longitude sector corresponds to ±2 h in LT around the
terminator. Autocorrelation functions are calculated by correlating
these sectored vertical drifts at two different UTs. Autocorrelation
functions with the sameUT lag time are then averaged. For example,
a 3-minute UT lag time correlation is calculated between 2300 UT
and 2303 UT, between 2303 and 2306 UT, between 2306 UT and
2309 UT, and so on before being averaged. The UT lag times are
then increased by 3 min until a UT lag time of 120 min is reached
or tcorr is reached. Correlation times are printed in the upper-left-
hand corner of each panel in Figures 9, 10. The horizontal axis is the
LT shift (equivalent to a longitudinal shift) of the two longitudinal
sectors relative to one another. A positive LT shift corresponds to an
Eastward shift. The color of each line plotted is representative of the
UT lag time between longitudinal sectors that are being correlated.
This essentially separates the spatial and temporal structure of the
plasma drifts, which were combined for the ICON data.

It can be seen that tcorr is highly variable on a night-to-
night basis. Only two of the nine campaign nights show tcorr >
120 min, although it should be noted that two other nights (21
Sept. 2021 and 23 Sept. 2021) exhibit strong correlation over at
least 104 min. The nights with short correlation times (less than
2 h) have tcorr ranging from 114 min to as little as 24 min. In
particular, one of the shortest correlation times occurred on 29 Aug.
2022, which is one of the nights when WAM-IPE electric fields
prevented the growth of irregularities in the regional simulation.
Although the autocorrelation functions shown for each dataset
cannot be compared directly, a general understanding of tcorr can
be gathered from both. The occasional short correlation times in
WAM-IPE estimates are contradictory to the regularly observed long
correlation times seen in ICON data. There does not appear to be a
connection between correlation time and accuracy of the resulting
regional simulations. This is evident due to 29 Aug. 2022 having a
small tcorr value while 01 Sept. 2022 exhibits a large value of tcorr,
yet both nights were missed detections when the simulation was

driven with WAM-IPE electric fields. On the other hand, 30 Aug.
2022 shows a large tcorr and 31 Aug. 2022 has a short tcorr while both
nights had accurate simulations of absent ESF.

5 Conclusion

The regional simulation described in Section 2 is capable
of reproducing night-to-night observations of ESF activity
when initialized and driven by proper observational data. Most
importantly, the simulation is sensitive to the strength, duration,
and timing of the PRE. Previous results of the simulation indicate
that the most reliable method of determining background electric
fields is to derive them from ISR-measured vertical plasma drifts.
This, however, is not a true forecast as it relies on real-time radar
measurements to reproduce irregularities that are actively present
and not about to develop. Additionally, the simulation has a very
high computational cost and is unable to run in real time. In an
attempt to move towards a true forecast using the simulation,
predicted background electric fields taken from WAM-IPE were
used to drive the simulation. These attempts were less successful
than the ISR-driven results as missed detections were recorded. The
lack of night-to-night accuracy in WAM-IPE background electric
fields is capable of suppressing instabilities and may also be capable
of generating artificial instabilities in the regional simulation.

To analyze the background electric fields from WAM-IPE, a
proxy electrodynamics model was developed and used to perform a
variety of sensitivity tests.Multiple sensitivities of the dynamo solver
were tested related to the ionospheric composition and neutral wind
structure. Replacing WAM-IPE winds with HWM14 appeared to
improve agreement between the resulting electric fields and ISR
observations for some nights, but not others. Other sensitivities
tested also did not improve the agreement.These results suggest that
there is not a simple substitution or scaling ofWAM-IPE parameters
that would produce electric fields comparable to ISR observations on
a night-to-night basis.

While no sensitivity tests reproduced ISR observations, they
did appear to significantly impact the resulting electric fields. In
agreement with [31] the PRE appears to rely on the global wind
patterns rather than local patterns surrounding the terminator.
This highlights the importance of thermospheric wind observations
for a potential ESF forecast. [20] suggested disagreement between
WAM-IPE and HWM14 thermospheric winds that may also prove
detrimental to the resulting electrodynamics. Further exploration
and validation of global WAM-IPE neutral wind patterns may
improve the day-to-day accuracy of its equatorial electrodynamics
estimations.

Additionally, the vertical plasma drifts produced by WAM-
IPE electric fields were compared to those measured by the
ICON satellite. In particular, we note that ICON data agrees with
the theory that the global structure of the vertical drifts and
the PRE maintain their shape and vary slowly. As measured by
ICON the PRE appears to have a correlation time of at least
104 min In contrast, it was shown that WAM-IPE results may vary
the PRE structure rapidly with correlation times dropping to as
little as 20 min. Further work is needed to understand the effect
of a persistent, or rapidly changing, PRE on ESF development
and the growth of irregularities in the regional simulation.
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A multitude of factors can affect the growth of irregularities
associated with ESF. Contemporary results suggest that the most
important of these factors are the background electric fields, the
strength and timing of the PRE, and the neutral thermospheric
winds that produce the ionospheric dynamo. A true forecast of
ESF must capture each of these factors, and others, accurately on a
night-to-night basis. Improvement of the night-to-night accuracy in
WAM-IPE electric fields is critical to themodel acting as the baseline
for a regional forecast. Currently, the electric fields predicted by
WAM-IPE do no better than climatology and are therefore unable
to drive a forecast that is more accurate than climatology. Further
sensitivity tests, may indicate additional sources for more accurate
variability in the WAM-IPE electric fields.
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This paper presents measurements gathered with the Gravity Field and Ocean
Circulation Explorer (GOCE) satellite, TEC values collected in the American
sector, and Poynting Flux (PF) derived using the electric and magnetic fields
from the Defense Meteorological Satellite Program (DMSP) satellites aiming
to elucidate the mechanisms controlling the initiation of large-scale traveling
atmospheric disturbances (LSTAD) and the transit and asymmetry of concurrent
large-scale traveling ionospheric disturbances (LSTID). LSTADs and LSTIDs
measured during twelve intense magnetic storms that occurred between
2011 and 2013 are thoroughly analyzed. The LSTAD/LSTID appearance and
characteristics are correlated against the PF values and the auroral oval’s
location, measured by the DMSP satellites. GOCE data and TEC values are used
to assess the perturbation of the vertical wind and TEC (∂TEC), inter-hemispheric
asymmetry of the appearance of LSTIDs, and the role of the different phases of
storms and the structures within interplanetary coronal mass ejections (ICME).
Emphasis is devoted to examining LSTADs and LSTIDs during the storms of
5–6 August 2011, 15 July 2012, and 17 March 2013, the supporting material
reports on the dynamics of LSTADs and LSTIDs for nine additional storms. During
most storms, LSTIDs initiate from both auroral ovals and propagate toward the
opposite hemisphere. However, on 5 August 2011 and 15 July 2012, LSTIDs
moved only from one hemisphere toward the opposite. Close inspection of the
TEC perturbation associated with these events indicates that LSTIDS onsets at
opposite hemispheres occur at different times and intensities. This timing delay
is produced by the difference in the amount of PF deposited in each hemisphere.
It is also indicated that LSTAD’s initiation occurs when the PF is above 1 mW/m2

and when the lower latitude edge of the auroral oval moves equatorward at
65°. In addition, LSTIDs are observed during the passage of ICME sheath (in
6 storms), magnetic clouds (11), and Sunward Loops (1), although they occur
when the IMF Bz is predominantly directed southward. The observations suggest
that the interhemispheric asymmetries in the LSTIDs initiation, extension, and
amplitude occur when the ICME sheath passes, containing rapidly varying IMF
Bz sign fluctuations. TEC perturbations associated with the LSTID can be up
to 4% of the background TEC value, and the LSTAD neutral density variability
measured by GOCE can be up to 8%. LSTIDs are observed during all phases of
magnetic storms.

KEYWORDS

large scale traveling atmospheric disturbance, large scale traveling ionospheric
disturbance, poynting flux measurements, IMF Bz component, GOCE neutral density
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Highlights

• TEC and GOCE measurements are analyzed to understand the
initiation of LSTADs and LSTIDs during 12 magnetic storms.

• LSTADs are initiated when the Poynting Flux is >1 mW/m2 and
the auroral oval expands below 65°.

• The equatorward motion of the LSTIDs can be highly
asymmetric, coinciding with the interhemispheric asymmetry
of the Poynting Flux.

1 Introduction

Atmospheric gravity waves (AGW) propagate through the
atmosphere and thermosphere, producing neutral gas disturbances
named traveling atmospheric disturbances (TAD). These waves
transfer momentum and energy through collisions to the ionized
gas, originating from traveling ionospheric disturbances (TID)
(Hines, 1960). The ∂U wind associated with AGWs can additionally
produce an ion motion along the field lines and an E field through
a ∂U × B action that maps to the opposite hemisphere, forming
conjugate images of the TID (Jonah et al., 2017).The primary source
of short and medium-scale GWs resides in the troposphere due
to convective plumes, lightning, and tropical storms (Hocke and
Tsuda, 2001; Bishop et al., 2006; Valladares et al., 2017). In addition,
tsunamis (Makela et al., 2011), earthquakes (Galvan et al., 2011),
winds blowing across a mountain range (Smith et al., 2009), and
human-made effects such as explosions and fires (Scott and Major,
2018) create medium and short-scale GWs, respectively. These
processes can produce TIDswith different characteristics and spatial
and temporal scales at almost any latitude. In contrast, large-scale
GWs are primarily initiated in the polar regions due to Joule heating
deposited in the auroral E− and F-regions during intense magnetic
storms. Large-scale GWs commonly initiate at both auroral ovals
and propagate toward the opposite hemisphere (Saito et al., 1998;
Shiokawa et al., 2002; Valladares et al., 2009), colliding destructively
near the magnetic equator.

This paper presentsmeasurements of large-scale TADs (LSTAD)
and LSTIDs made possible by the neutral density values derived
from the accelerometer sensor on board the Gravity Field and
Ocean Circulation Explorer (GOCE) satellite. These measurements
are complemented by concurrent observations of TEC using an
extensive network of 2000+ GPS and GNSS receivers that operate
in the American sector, providing a comprehensive view of the
phenomena. During magnetic storms, considerable particle energy
and Poynting Flux (PF) increase the frictional Joule heating at
auroral latitudes, launching waves in the ionosphere that propagate
equatorward with velocities between 400 and 800 m/s. This article
presents the results of an investigation that deals with the role
of the PF in initiating LSTADs and LSTIDs. To account for the
PF energy input, we use calculations derived from observations
performed by the fleet of DMSP satellites.These satellites have an ion
drift meter and magnetic field sensors (Knipp et al., 2021) and can
measure electromagnetic energy. During steady-state conditions,
the PF equals the Joule heating (Thayer and Semeter, 2004) deposited
at high latitudes. Consequently, this parameter can be used to
investigate their role in the onset times of LSTADs and LSTIDs, their
characteristics, and equatorward velocities.

The first studies of LSTIDs were conducted by Ho et al.
(1996), Ho et al. (1998) using 150+ globally distributed GPS
receivers to demonstrate the simultaneous development of TEC
perturbations at both north and south auroral regions. The later
expansion of the network of GPS receivers in the American
and European sectors brought more complete and spatially
extended measurements of LSTIDs (Valladares et al., 2009).
Nicolls et al. (2004) employed TEC data from GPS receivers
in North America and vertical density profiles from Arecibo
to derive a 3-D model of LSTIDs. These authors found that
TEC perturbations associated with LSTIDs were about 1 TEC
unit and were produced by wind pulses that initiated F-layer
vertical motions. Balthazor and Moffett (1997) conducted the
first modeling study of LSTIDs using a coupled thermosphere,
ionosphere, and plasmasphere model to simulate the transit of
LSTADs originating from both auroral ovals. The disturbance
propagated toward the geographic equator in the thermosphere and
interfered constructively, producing significant density and TEC
variations. It is believed that the altitude extension of LSTIDs and
their phase at the intersection point may control their propagation
into the opposite hemisphere. More recently, Bukowsky et al. (2024)
coupled the GITM and SAMI3 models to examine the height
and latitudinal propagation of LSTIDs. These authors found that
LSTIDs can intrude, propagate into the F-region topside, and reach
exospheric altitudes.

Substorms have different dynamics from geomagnetic
storms; they occur over a few hours and develop relatively
frequently (Akasofu, 1964). During substorms, the incoming
energy is released from the magnetotail and injected into the oval
region. During these events, Joule heating can increase in the
auroral regions. Substorms may also influence the formation and
characteristics of LSTADs and LSTIDs. This scientific paper does
not address this issue.

This publication introduces LSTADs and LSTIDs for twelve
intense magnetic storms that developed during the lifetime
of the GOCE satellite to show the variability of the density
perturbation amplitude and motions. GOCE was launched into a
polar orbit (06:00/18:00 local time) on 17 March 2009 (ESA, 2009).
Neutral density and winds were derived from the accelerometer
measurements (Bruinsma et al., 2014).TheDMSP satellites were also
launched into closely polar orbits with DMSP-F15 equatorial passes
probing solar local times varying between 16.9 and 15.2 h during
the 3 years of this study (2011–2013). DMSP-F16 varied between
18.7 and 17.0 for 3 years, and DMSP-F18 orbit changed between
20.1 and 19.9 local time. This publication also intends to unravel
the crucial effects of the different phases of magnetic storms and the
characteristics of the Interplanetary Coronal Mass ejections (ICME)
in initiating LSTADs and LSTIDs.

The outline of this publication follows. The second section
describes the amplitude of the neutral density and wind
perturbations due to the LSTADs and the ∂TEC values
corresponding to three selected magnetic storms. Section 3
presents the relationship between the LSTIDs’ characteristics and
evolution and the different characteristics of the ICMEs for three
storms presented in Section 2. Section 4 discusses the general
characteristics of all twelve magnetic storms and their relationship
with solar wind and magnetospheric quantities. Finally, Section 5
presents the conclusions of this study.
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2 Analysis of GOCE, DMSP, and TEC
data

Research on LSTIDs and TIDs, particularly their association
with TEC perturbations, has significantly advanced in the past
decade. This is primarily due to the ability to accurately extract
the TEC perturbation linked to density changes over large areas,
often caused by tropospheric, thermospheric, or magnetospheric
influences. In many cases, the origin of these TEC perturbations
can be inferred (Vadas and Crowley, 2010; Valladares et al., 2017).
It is understood that a downward electromagnetic PF vector in an
E region can intensify the Joule heating (J·E), leading to increased
ion and neutral temperatures and the generation of upward and
downward neutral motions. This substantial energy deposition,
mainly in the auroral oval, is anticipated to create a large-scale wave
(LSTAD) system that moves poleward and equatorward.

When the PF vector reaches the high latitude E region, large-
scale waves with a scale size ranging between 10° and 20° are
formed. As shown below, these waves propagate toward lower
latitudes and can last a few hours. Zonal displacement is, in a way,
inhibited due to the large longitudinal extension of precipitation
PF. Based on the GOCE measurements of the neutral wind, the
amplitude of the vertical wind associated with these waves is
observed to reach amplitudes as large as ±20 m/s.During the lifetime
of the GOCE satellite, thirteen intense geomagnetic storms with
SYM-H < −100 nT occurred. However, the storm of 13 October
2012 had no GOCE data recorded. Therefore, all other twelve
magnetic storms were thoroughly analyzed, ensuring the validity
and reliability of our findings. The results of nine storms can be
revised in the Supplementary Material.

The rest of this section reports three storms selected based on
the variability of their ∂TEC, the downward PF, and the IMF Bz.
These events are 5–6 August 2011, 15 July 2012, and 17 March 2013,
corresponding to observations during solstice and equinox seasons.
All 12 events were analyzed, spanning the solstice (5) and equinox
(7). The significance of the satellite data, particularly the combined
observations of ∂(Neutral Density), PF, and particle precipitation by
the GOCE and DMSP, both flying in the sun-synchronous orbit,
ascending during sunset and descending during sunrise, provides
an easy way to identify and distinguish thermosphere conditions
and themagnetospheric inputs acting on the dawn and dusk sectors.
The ∂TEC data from the American continent covers all local times
and will be correctly compared to the satellite data, ensuring a
comprehensive and sound data analysis.

In addition, the DMSP satellites provide particle precipitation
measurements that allow us to infer the locations of the edges of the
auroral oval.Our processing and conclusions are also further favored
by including additional ancillary data, such as the three components
of the IMF and the solar wind’s density, velocity, temperature,
and plasma β (Section 3).

2.1 General description of the storms of
2011–2013

Figure 1 shows the SYM-H values (four top panels) and the
height of GOCE (four lower panels) corresponding to the last 4 years
of the satellite lifetime (i.e., 2010–2013). Using red, this Figure

displays thirteen intense magnetic storms (SYM-H < −100 nT) that
developed during these years. The lower panels exhibit the daily
variability of the satellite’s height, which changed between 260
and 290 km. It remained at this level until August 2012, when it
decreased to an average of 260 km. The altitude was further reduced
in May 2013, originating the spacecraft’s final decay and reentry in
November 2013.

Figure 2 displays the neutral density measured by GOCE on 24
May 2011 and between 09:29:50 and 10:00:00. The pass corresponds
to the ascending (sunset) phase of the GOCE satellite. At this time,
no LSTIDS were present, and no other neutral density fluctuations,
such as the equatorial thermal anomaly, were seen at low latitudes
(Hocke and Tsuda, 2001; Bishop et al., 2006; Valladares et al., 2017;
Makela et al., 2011; Galvan et al., 2011). However, the neutral density
presents large variability at polar magnetic latitudes above 80°.
To avoid these unwanted high latitude effects, our processing and
algorithm extraction of the neutral density perturbation associated
with TIDs were restricted to the latitudinal range of −63° and 63°.
It is indicated that our analysis aims to identify neutral density
changes due to the passage of LSTIDs that start near the auroral
oval. We tried different fitting algorithms and found that a 7th-
order polynomial curve can reproduce all the essential latitudinal
and altitudinal features of the background neutral density variability
during non-storm conditions. The upper panel of Figure 2 displays
the neutral density in black and the fit in red. The excellent fit
produces noise-type differences of less than 3% of the background
density. The lower panel of Figure 2 displays in red the difference
between the measured neutral density and the 7th-order polynomial
fitting. The amplitudes are lower than 0.10 × 1011 Kg or a relative
variation of ∼2.5%. As shown below, these differential density profiles
develop significant perturbations during intense magnetic storms with
amplitudes 4 or 5 times those values.

Figure 3 illustrates how we assemble the low-resolution and
extended GOCE plots (left panels) that help us identify LSTADs.
These observations correspond to three consecutive days, including
themagnetic storm’s onset,main, and recovery phases on 5-6August
2011. This Figure shows consecutive ascending passes, built by
removing the background density and vertical wind (see center and
right frames) for each pass individually. Both neutral density and
the vertical wind values were processed independently using a 7th-
order polynomial fit. The center and right frames of Figure 3 show,
from top to bottom, the neutral density, the difference between the
measured and fitted values, the difference between the processed
and fitted vertical wind in green, and the correlation function and
the peak of the cross-correlation between the neutral density and
vertical wind differences (∂density and ∂wind). The fact that the
correlation and cross-correlation are equal implies that the density
and wind variability are in phase. The orange arrows point out the
relative location of the individual passes and the “low-res” graph on
the left. Each pass of GOCE becomes a single vertical line on the
left side of Figure 3, with the positive and negative excursions of the
differences displayed in red and blue, respectively. The top frame
displays the neutral density variability (∂density), and the bottom
frame for the vertical wind (∂wind). The usefulness of the “low-res”
figure dwells on its ability to provide a rapid and accurate view of
the presence of significant ∂density perturbations (e.g., LSTADs).
The left frames show high ∂density (top) and ∂wind (bottom) values
between 20 UT on 5 August 2011 and 02 UT on 6 August 2011.
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FIGURE 1
The top four panels display the SYM-H values measured between 2010 and 2013 during the operations of the GOCE satellite. The times of the intense
magnetic storms are shaded in red. The lower four panels show the variation in the altitude of the GOCE satellite and the time of reentry in red in
November 2013.

2.2 The storm of 5–6 August 2011

Figure 4 shows the SYM-H, the three components of the IMF,
and the auroral electrojet (AE) index corresponding to the first
intense magnetic storm in 2011. We display 3 days’ worth of data
covering the time of the sudden commencement, the main, and
part of the recovery phase. The Auroral Electrojet (AE) index is
derived from geomagnetic variations in the H component using

10 to 13 magnetic stations located in the northern hemisphere’s
auroral zone (Davis and Sugiura, 1966). The AE index represents
the overall activity of the electrojets, and the AO index measures
the equivalent zonal current averaged over all longitudes. The
IMF Bz component is negative (yellow shading) between 18 UT
on 5 August 2011 and 04 UT the following day. However, a
positive excursion of Bz with sharp boundaries occurred between
22 and 24 UT on 05 August 2011. The commencement and
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FIGURE 2
Neutral density data was measured by the GOCE satellite on 24 May
2011. This is a generic plot corresponding to quiet magnetic
conditions. The top panel shows this curve’s neutral density and a
polynomial fit (red). The lower panel shows the difference between
the measured and the fitted curves (green trace) and the filtered trace
(in green).

main phases of the storm coincided with this extended period of
predominant Bz negative.

Figure 5A illustrates the ground projection of the field lines in
the American sector between ±62° magnetic latitude. The ∂TEC
values detected within the red region are used to construct the
keogram presented in Figure 5B.These field lines cross themagnetic
equator between 84° and 76° West longitude. At this longitude, the
magnetic field lines are aligned almost parallel to the geographic
north-south direction. The ∂TEC values that make the keogram
presented here are derived by fitting a running 5th-order polynomial
to all the GPS passes and each station individually. The difference
between the measured TEC and the fitted curve constitutes the
∂TEC perturbation values associated with the passage of TIDs.
Nevertheless, other ionospheric events, such as equatorial plasma
bubbles (EPB), can alter the LSTID identification by creating quasi-
random features that sometimes obliterate the TID signatures. The
resolution of the keogram is 3 min and 0.5° in latitude. The standard
deviation of the ∂TEC perturbation is <0.1 TEC units. The transit of
the LSTIDs across the continent is seen in the keogram as prominent
red and blue slanted lines between 19 UT on 5 August 2011 and
06 UT having amplitudes above 1 TEC unit, indicated by a black
arrow near 22 UT. The unique feature of this plot is the consistent
southward motion of the LSTIDs that reach −40° geographic
latitude and the absence of LSTIDs moving northward. Contrary
to these observations, previous measurements and simulations
have concluded that LSTIDs initiate almost simultaneously near
both auroral ovals and encounter close to the magnetic equator
(Valladares et al., 2009; Bukowski et al., 2023). In addition to
the LSTIDs, Figure 5B shows several other features, such as small,
slanted segments produced by medium and small-scale TIDs and

nearly vertical lines seen near 11 UT produced by the morning solar
terminator.

Figure 6 shows 3 days of “low-res” measurements to
demonstrate the intrinsic relationship between the PF, the oval
expansion, the development of LSTAD, and the vertical neutral
wind perturbation, encompassing the sudden commencement, the
main phase and part of the recovery phase of the first storm of 2011.
These plots also support our contention that different longitude or
MLT sectors have different energy inputs (e.g., PF or particle) and
originate LSTADs with distinct characteristics. The eight frames of
Figure 6 are labeled descending for sunrise passes (left side panels)
and ascending for sunset orbits (right side). From top to bottom,
Figures 6A–D show the PF for the northern (between 90° and 50°)
and southern hemispheres (between −50° and −90°), the ∂(neutral
density), and the ∂(vertical wind). Blue and light blue circles indicate
the poleward and equatorward boundaries of the auroral oval,
respectively. The dark blue and green dots near the lower horizontal
axis indicate times when GOCE crosses the African and South
American continents. Panels 6g and h are reproduced from Figure 3
to place the LSTAD differences in the dawn and dusk sectors in
context. A significantly enhanced PF is observed right after the
beginning of the sudden commencement of the storm (19 UT).
The PF energy reaches a value above 0.03 W/m2 near 23 UT on 05
August 2011. At the same time, the auroral oval moves equatorward,
extending between 55° and 70° in the Northern Hemisphere (NH)
and Southern Hemisphere (SH) and for both sunrise and sunset
sectors. Concurrently, with the enhanced PF and the expansion of
the auroral oval, a significant increase in the ∂(neutral density)
variability above the noise level is observed (Figure 6C). An
amplitude larger than 20% variations and 20 m/s (Figure 6D) are
seen between 22 UT and 06 UT. We believe that the large density
and vertical wind perturbations indicate the initiation and transit of
LSTADs.The right panels show a different behavior (Figures 6E–H).
The ascending passes (near sunset) show an early penetration of
the auroral oval to lower latitudes and a higher asymmetry of
the northern and southern hemispheres PF. Although the NH
reports values above 0.03 W/m2, the SH PF contains numbers
less than 0.01 and occurs sporadically, delaying the initiation and
intensity of LSTADs/LSTIDs in the SH. We believe this lack of PF
measurements is due to values smaller than the detectability level
of the drift and magnetic field sensors. The earlier oval expansion
of the sunset sector, for at least 90 min, is also accompanied by
a similar early occurrence of ∂(neutral) perturbations (LSTAD):
Figures 6G, H display perturbation extending between 20 UT
and 02 UT. Figures 6C, G contain a black line near the bottom of the
frame representing the sum of the absolute values of the ∂(neutral
density) in percentage. Peak values above 2000 and 1,000 units are
observed in the sunrise and sunset sectors, respectively. This line is
a good indicator of the presence of LSTADs.

Figure 7 presents ∂TEC values measured over North, Central,
and South America on 5 August 2011. The six frames are separated
by 30 min to give a glimpse of the southward motion of the NH
∂TEC and the weak and late initiation of the SH ∂TEC.The encircled
numbers designate positive ∂TEC perturbations moving southward
in red and northward motions in blue. The ∂TEC increase (red
and yellow shadings) seen at 16° geographic latitude (labeled 2)
in the image corresponding to 21:00 UT and another detected at
−10° (labeled 1) are used to follow the motion of the LSTID. These
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FIGURE 3
A series of neutral density and vertical wind plots demonstrate how the 3-day low-resolution plots on the left side were constructed. Each vertical line
in the left panels corresponds to a density profile taken during the ascending pass, as shown on this figure’s central and right sides. The left panels
show the ∂density at the top and ∂(the vertical wind) at the bottom.

∂TEC features are detected 30 min later at 5° and −20°, then at
22 UT move to −5° and −30° latitude, and finally, the frame for
22:30 UT shows the ∂TEC features displaced at −16° and −40°
geographic latitude. A series of new LSTIDs is observed to appear
later and move southward. Figure 7 indicates that several ∂TEC
originating in the NH cross the equatorial line, follow into the
opposite hemisphere, and seem to continue up to the southern
auroral oval. The image corresponding to 21:30 UT shows the
appearance of a weak ∂TECperturbation at −60° latitude labeled 1 in
blue that originates in the SH oval and propagates northward. New
∂TEC moving northward are seen later at 22:30 and 23:00 UT. The
nature of this low amplitude LSTID agrees with the weak PF energy
deposited in the SH, corroborating a link between PF, Joule heating,
and the amplitude of LSTIDs.

In summary, we observe strong LSTAD and LSTID activity
during substantial PF deposition, oval expansion, prominent IMF
Bz southward (−20 nT), and concurrent AE index over 2000 nT. The
storm LSTADs observed in the sunset sector are detected during
the sudden commencement and main phases. The following sub-
sections present other cases when LSTAD activity is reported during
different seasons, local times, and magnetospheric inputs.

The supporting material contains Supplementary Movie S1,
which shows the ∂TEC variability between 17 UT on 5 August
2011 and 02 UT on 6 August 2011. This movie corroborates the
steady and spatially uniform motion of the LSTID and provides

additional information on the initiation and expansion of ∂TEC
perturbations. In the NH, ∂TEC perturbations initiate at 18:03;
however, LSTIDs start at 19:18 UT at the SH. The different LSTIDs
start times in opposite hemispheres and their unequal velocity and
amplitude (LSTAD) make the TIDs encounter at −35° geographic
latitude. Although this interaction destroys the SH LSTID, the NH
perturbations probably reach the southern auroral oval.

2.3 The storm of 15 July 2012

This storm occurred during the summer solstice (NH), in
which the LSTADs presented characteristics similar to those of
the 5–6 August 2011 storm. Figure 8 summarizes the ionospheric
and magnetospheric parameters that characterize intense storms
(e.g., ∂TEC, SYM-H, and IMF). The storm had a lengthy recovery
period, with steady IMF Bz near −15 nT lasting 32 h, with a sharp
decline and reversal at 14 UT on 16 July 2012. The keogram shows
a continuous transit of LSTIDs during the period of Bz southward
conditions. However, the LSTIDs show asymmetric motion with
a predominant southward direction during the storm’s sudden
commencement, a time of Bz rapid sign fluctuations (see arrow near
0 UT on 15 July 2012). This behavior is reminiscent of the LSTIDs
observed on the 5 August 2011 storm. However, later that day and
during the storm’s recovery phase (after 18 UT and between the
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FIGURE 4
This figure shows solar wind and ionospheric parameters starting 05 August 2011 for three consecutive days. It displays, from top to bottom, the
SYM-H values, the IMF Bx and By, the Bz parameters, and the AE and AO indices.

second and third arrows), the LSTID motion becomes symmetric,
and LSTIDs move simultaneously from both auroral ovals toward
the magnetic equator.

Figure 9 shows prominent intensifications of the PF and
expansions of the auroral oval into latitudes equatorward of 65°.
In the NH, the PF penetrates latitudes below 65° at 18 UT on
14 July 2012 during descending (sunrise) and ascending (sunset)
passes. This effect is delayed in the SH until 21 UT; here, the
PF is also smaller by a factor of 2. The enhanced PF and the

oval expansion last 40 h, covering the storm’s commencement,
main, and recovery phases. The neutral density and vertical wind
perturbations display values more significant than 10% and 20 m/s,
respectively. The neutral density perturbations corresponding to
sunset (Figures 9G, H) present significant amplitudes exceeding
10% and 20 m/s in the southern hemisphere and not much in the
NH. During sunrise (Figures 9C, D), perturbations develop on both
NH and SH auroral ovals. Despite the much larger PF in the NH,
the LSTADs seem to start simultaneously. The summation traces
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FIGURE 5
(A) The red band on the left side displays the area used to select ∂TEC values to construct the Keogram displayed on the right side. (B) The dark red and
blue diagonal bands represent the LSTIDs measured with the GPS receivers. See the description of this figure for more information on the temporal and
latitudinal variability of the keogram.

FIGURE 6
A collage of eight frames showing the PF for the ascending and descending DMSP passes for the northern and southern hemispheres for the same 3
days of Figures 5, 6. (C,D,G,H) Display low-res plots of the neutral density and vertical wind perturbations after analyzing each GOCE pass. The PF
intensity is colored from green to red to display values between 0.001 and 0.03 W/m2. The blue and light blue dots in panels (A,B,E,F) indicate the
boundaries of the auroral oval. The thick line in panels (C,G) points out integrated values of the absolute values of the ∂density.
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FIGURE 7
A sequence of 6 ∂TEC maps in the American sector for times extending between 21:00 UT and 23:30 UT. These plots were built by subtracting the TEC
daily variability. Positive (negative) ∂TEC perturbations are displayed in red (blue). Note the values peaking at ± 1 TEC units. Red (blue) numbers inside
circles indicate the motion of the different ∂TEC layers in the NH (SH). Note very small values of the ∂TEC perturbations near the southern auroral oval.
Panel (A) corresponds to 21:00 UT. (B) 21:30 UT. (C) 22:00 UT. (D) 22:30 UT. (E) 23:00 UT. (F) 23:30 UT.
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FIGURE 8
The left side shows the SYM-H and the three components of the IMF for 3 days encompassing the magnetic storm of 15 July 2012. Note the long
period of Bx and Bz nearly constant values. The right frame shows the keogram for these 3 days using a format similar to the one in Figure 5.

at the bottom of Figures 9C, H display several periods above the
“noise” level.

Figure 10 displays six images of ∂TEC measured between
00:30 and 05:00 UT. This sequence of LSTIDs shows variable
and asymmetric behavior in some respects similar to the LSTIDs
that developed during the storm of 5 August 2011. Although
LSTIDs were triggered from both hemispheres here, the SH LSTIDs
compassed much smaller amplitudes and were annihilated near or
south of the magnetic equator. The NH ∂TEC continued drifting
toward the southern auroral oval, where they faded. The first frame,
corresponding to 00:30UT, shows twopositive perturbations labeled
with red numbers moving southward and three positive ∂TEC
(using blue numbers) drifting northward between South America
and Antarctica. The ∂TEC image for 01:00 UT displays the three
crests (∂TEC perturbations) using blue numbers displaced further
north and crests 1 and 2 (using red numbers) closer to the magnetic
equator. The SH LSTID encounters the NH LSTIDs traveling south,
destroying the former near themagnetic equator.NHcrest 1 (labeled
with red numbers) continuesmoving southward and encounters two
more SH crests (labeled 2 and 3 in blue) between 02 and 03 UT,
but they are not seen later. The ∂TEC image for 04 UT exhibits the
first crest reaching the southern tip of South America across an area
devoid of northward-moving LSTIDs. Supplementary Movie S2
shows the LSTIDs’ initiation and departure from both auroral ovals.
The organizedmotion of the LSTIDs starts near 00:30 UTwhen they
initiate a journey to the opposite hemisphere. As indicated above, the
movie reaffirms that the motion of the NH LSTIDs to the opposite
hemisphere can be asymmetric and destroy the southern LSTIDs at
latitudes south of the magnetic equator.

2.4 The storm of 17 March 2013

This event has been called the St. Patrick’s Day Storm of 2013
by Amaechi et al. (2018) and Zhu et al. (2022). Results relevant
to our study were conducted by Liu et al. (2018), who reported
on the spatial response of the neutral temperature during this

storm using SABER and SOFIE measurements. Smith et al. (2009)
investigated joule heating asymmetries using the GITM model.
Their simulations showed maximum heating in the SH (07:35
UT) and later in the NH (16:40 UT). Other research efforts have
compared the St. Patrick Storm of 2013 and 2015 (Xu et al., 2017;
Alberti et al., 2017; Dmitriev et al., 2017; Shreedevi et al., 2020).
Verkhoglyadova et al. (2016) discussed the storm’s IMF and other
solar wind conditions. This section presents LSTADs measured
by GOCE and LSTIDs derived from TEC values recorded in the
American sector during the St. Patrick’s Day Storm to establish the
connection between themagnetospheric PF inputs and the response
on the thermosphere and ionosphere. The keogram of Figure 11
displays slanted lines starting from both high-latitude regions and
ending near the magnetic equator. This is the signature of LSTIDs
propagating toward the opposite hemisphere with nearly equal
amplitude and velocity. This Figure demonstrates that during the St.
Patrick’s Day Storm of 2013, LSTIDs were observed between 12 and
24UT (times indicated using 2 arrows).This period is also consistent
with both cases presented above in which LSTIDs develop when Bz
is directed south, the oval expands, and PF increases to levels higher
than 10 mW/m2. It is worth noting that this storm generates peak
∂TEC perturbations near 0.5 TEC units.Thismay be associated with
the low value of IMF Bz south and smaller PF than in the other
two storms.

Figure 12 displays the DMSP’s measured PF and the neutral
perturbations derived from GOCE’s measurements. Although the
NH PF is almost the same in the sunrise and sunset local periods,
the afternoon sector SH PF presents an earlier initiation and oval
expansion than the NH counterpart (see Figures 12E, F). Higher
neutral density and vertical wind perturbations are observed in the
morning than in the afternoon local times (Figures 12C, D, G, H).
The ∂neutral density is higher than 10%, and vertical wind
fluctuations are larger than 20 m/s. Based on this LT asymmetry
in the production of LSTADs, it is expected that LSTIDs should
be observed mainly around the 12 UT periods when the American
continent is in the morning sector. It is indicated that unlike the
storm corresponding to 15 July 2012, the St. Patrick’s Day Storm of
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FIGURE 9
It has the same format as Figure 6 but corresponds to 15 July 2012. Note the long period of intense PF inflow and oval extension up to magnetic
latitudes less than 65°. This event coincides with a period of Bz south condition. Large ∂density and ∂(vertical wind) are observed between 06 UT on 15
July 2012 and 06 UT on 16 July 2012. (A,B,E,F) show the Poynting Flux and the boundary of the auroral oval. (C,D,G,H) display low-res plots of the
density and vertical wind perturbations.

2013 shows a Bz southward condition only for 12 h (12 – 24 UT) and
values higher than −10 nT.

Figure 13 shows a sequence of 6 frames with LSTIDs moving
from both high-latitude regions toward the opposite hemisphere
and meeting near the magnetic equator. These figures demonstrate
that LSTIDs can be generated almost simultaneously, merged, and
later annihilated. Frame b corresponding to 17:30 UT exhibits a
merging of both positive crests labeled 1 for LSTIDs arising from
both hemispheres. This new region labeled 1 in blue keeps moving
north, and it is observed at 18UT (frame c) at 0° geographic latitude,
where it vanishes. The SH crest labeled 2 merges with the NH crest
labeled 3 after 19 UT, producing a single structure labeled 3 in red
in frame f corresponding to 19:30 UT.

Supplementary Movie S3 presents a series of LSTIDs
propagating equatorward between 15 and 24 UT. It displays with
more detail both sequences of LSTIDs, one from the NH and
another from the SH, which encounter near but north of the
magnetic equator, where they both annihilate. This behavior of
the ∂TEC/LSTIDs is compatible with the keogram of Figure 11,

in which the slanted lines (the signature of LSTIDs) between
12 and 24 UT on 17 March 2013 originate from both north
and south auroral ovals and meet near the magnetic equator.
The motion of the LSTIDs is disorganized near the northern
polar cap, likely due to large-scale density structures like storm-
enhanced densities. However, at latitudes south of 60°, their
variability at constant magnetic longitude and equatorward motion
becomes evident.

3 Solar wind dependencies

Intense magnetic storms are attributed to the passage of
Interplanetary Coronal Mass Ejections (ICME) that impinge the
Earth’s magnetosphere. ICMEs are formed when ejecta material
from the Sun interacts with the background non-disturbed solar
wind, and a shock is formed in the forefront (Tsurutani and
Gonzalez, 1997; Gonzalez et al., 2007). The ICME’s shock is
followed by the sheath region that contains elevated solar wind
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FIGURE 10
This figure is similar to Figure 7 but corresponds to 15 July 2012. LSTIDs originated in the NH and are seen south of the magnetic equator and transiting
at latitudes near the southern auroral oval. See the text for a description of this event. (A) corresponds to 00:30 UT. (B) 01:00 UT. (C) 02:00 UT. (D)
03:00 UT. (E) 04:00 UT. (F) 05:00 UT.
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FIGURE 11
It is the same as Figure 8 but corresponds to the storm on 17 March 2013. This event shows slated lines between 12 and 24 UT on 17 March 2013.

FIGURE 12
It has the same format as Figures 6, 9 but corresponds to 17 March 2013. A considerably high PF is observed in the northern and southern hemispheres.
See the text for a description of LSTIDs getting annihilated near the magnetic equator. (A,B,E,F) show the Poynting Flux and the boundary of the auroral
oval. (C,D,G,H) display low-res plots of the density and vertical wind perturbations.
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FIGURE 13
Same format as Figures 7, 10 but for 17 March 2013. Here, the sequence of ∂TEC maps starts at 17:00 UT and extends until 19:30 UT. The amplitude of
the LSTIDs is smaller than in both previous storms. (A) corresponds to 17:00 UT. (B) 17:30 UT. (C) 18:00 UT. (D) 18:30 UT. (E) 19:00 UT. (F) 19:30 UT.
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velocity and a highly variable IMF, densities, temperatures, and
plasma β. Immediately upstream from the sheath are magnetic
clouds (MC), sometimes consisting of sunward or antisunward
coronal loops presenting steady IMF, low plasma β, and temperature
(Rouillard, 2011; Verkhoglyadova et al., 2016).These different ICME
regions can affect the ionosphere and thermosphere differently,
inducing distinct responses in the thermosphere-ionosphere system.
As stated earlier, this publication deals with forming LSTADs and
their indirect visualization in the ionosphere using ∂TEC values
measured by GPS receivers. This section aims to find a relationship
between the characteristics of the downward PF, the appearance
and asymmetry of the LSTADs/LSTIDs, and the passage of ICMEs
with different regions. A clear relationship between ICME, PF, and
LSTADs will allow us to forecast the initiation of LSTIDs, severity,
temporal characteristics, and symmetry/asymmetry.

Figures 14–16 display the three components of the solar wind
velocity, the IMF inputs, the density, temperature, and plasma β
values (frames from a through j). It also shows the integrated PF
along the DMSP trajectory (frame k), a summation of the ∂neutral
density detected by GOCE (from the thick line in panels 6c and
6g), and a measure of the LSTIDs amplitude and velocity detected
in the American sector using a cross-correlation analysis (frames
m, n, o, and p). It is noted that while GOCE and DMSP passes are
fixed in a local time frame to near sunset and sunrise hours, ∂TEC
measurements occur at all local times. For this reason, a one-to-one
comparison between ∂TEC measured in the American sector and
satellite observations is made cautiously. These figures also display
the different regions of the ICME that have been colored using
orange to indicate the sheath region, green to point out themagnetic
cloud itself, blue to display a sunward loop connected to the Sun,
and yellow to illustrate a high-speed stream (HSS). The arrival
time of the ICME shock (https://lweb.cfa.harvard.edu/shocks/wi_
data/wi_2012.html), as well as the starting and ending times of the
storm magnetic cloud (MC), have been presented (https://wind.
nasa.gov/ICME_catalog/ICME_catalog_viewer.php) for solar cycles
23 and 24, and listed by Miteva et al. (2018) and Samwel and Miteva,
(2023).These times are used tomark the limits of the different ICME
regions. In other cases, we used the solar wind and IMF values
described by Verkhoglyadova et al. (2016). These authors indicate
that the HSS consists of the solar wind with speeds close to or
more than the ICME speed and plasma with variable temperature
and β values.

3.1 The ICME of 5–6 August 2011

The ICME shock arrived at 17:32 UT on 5August 2011, followed
by an ICME sheath extending until 09:10 UT on 6 August 2011
(Figure 14). The shock was identified as a Vx increase of more than
200 km/s. Simultaneously, the IMF B field grew by 30 nT, the solar
wind density, temperature, and plasma β augmented by 15 cm-3, an
order of magnitude, and 15 units, respectively. An MC followed,
lasting until 22:40 UT on 06 August 2011, when a sudden increase
in the solar wind Vx was seen and decayed on 09 August 2011. This
time is beyond the limits of Figure 14.

Figures 14K–P present several parameters derived from direct
measurements of the DMSP and GOCE satellites, providing the
downward PF and the thermosphere response in the form of

LSTADs. In 2011, the ascending orbit of the DMSP-F15 satellite was
locked in local time near 16.5 h. Thus, the PF is compared with the
∂TEC measured in the American sector between 20 and 23 UT. The
northern hemisphere’s trajectory-integrated PF (full black dots in
Figure 14K) reaches quantities above 60 kW/m. This downward PF
in the NH is initiated when the IMF Bz becomes less than −5 nT,
but later, higher PF values are seen when the IMF Bz is less than
−20 nT. In contrast, the PF on the SH (empty circles in Figure 14K)
is sporadic and less than 15 kW. The integrated ∂N (Figure 14L),
measured by GOCE, increases linearly between the shock and 01
UT on 6 August 2011, when the integrated PF is larger than 60 kW.
LSTADs are observed in both the sheath and MC regions; however,
no LSTADs are detected during the passage of the high-speed stream
(HSS) region. Figures 14M, N show the ∂TEC variations at fixed
geographic latitudes. They present a quasi-sinusoidal signature of
LSTIDs and are used to calculate the southward velocity of the
LSTIDs using a cross-correlation algorithm applied to the ∂TEC
fluctuations measured at two pairs of geographic latitudes. One pair
at latitudes north of the magnetic equator (24° and 18°) and the
other at latitudes south of the magnetic equator (−30° and −35°).
The ∂TEC values along these constant latitude lines, called here KEO
lines, show an increase in the amplitude of the ∂TEC fluctuations
for 24° and 18° (dotted line) geographic latitudes (Figures 14M, N).
The peak amplitude and the time delay expressed in m/s provided
by the cross-correlation functions are shown in Figures 14O, P. The
appearance of LSTIDs in the NH KEO line coincides with the times
of large integrated ∂N (Figure 14L) and significant PF in the NH. As
stated in section 2.2, the weakened PF < 15 kW/m detected in the
SH leads to LSTIDs containing small amplitudes rapidly overrun
and annihilated by LSTIDs that move southward from the NH.
The cross-correlation algorithm gives downward velocities in both
longitude sectors in agreement with the keograms of Figure 5 and
the Supplementary Movie S1. In addition, it is significant that the
LSTIDs show a decrease in their southward motion (Figure 14P), as
seen at later UT times.

3.2 The ICME of 15 July 2012

Figure 15 shows the solar wind, magnetosphere, thermosphere,
and ionospheric parameters corresponding to the storm of 15 July
2012 using the same format as Figure 14. This storm also presents
well-defined sheath-type ICME characteristics similar to the 5-6
August 2011 storm. The shock arrival is at 17:39 UT on 14 July 2012.
The MC starts near 07 UT on 15 July 2012 and ends at 15:30 on
16 July 2012. A part of the MC consists of a sunward loop, where
the IMF Bx points toward the Sun. Within the sheath region, the
IMF B field contains a Bz south condition during the storm’s first
6 h (18- 24UT). At this time, the downward trajectory-integrated
PF rises to 45 kW/m in the NH but only 15 kW in the SH. There
is a slight increase in the integrated ∂(neutral density) values, but it
is high enough to create significant LSTIDs shown in the KEO line
for the NH (Figure 15M). It is indicated that during this period, the
keogram of Figure 8 shows barely slanted lines in the NH that reach
up to −20° in geographic latitude. No apparent signature of LSTIDs
is seen in the SH. Nevertheless, Supplementary Movie S2 displays
small ∂TEC perturbations created at 00:30 UT and later at 01:30 UT
in the Southern auroral oval.
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FIGURE 14
Interplanetary, thermospheric, and ionospheric parameters for days between 05 and 07 August 2011. (A–J) show the three components of the solar
wind, the amplitude of the IMF, the three components of IMF B field, the solar wind density, temperature, and the plasma β. (K) displays the PF for the
descending passes. The northern hemisphere (SH) flow is shown using full (empty) dots. (L) evinces the integrated absolute value of the ∂density for
descending (ascending) passes using a continuous (broken) line. (M,N) show two KEO lines each that have been extracted from the keogram of Figure 5
at two constant geographic latitudes. (O,P) show the peak of the cross-correlation functions and the velocities derived from the offset of the peaks.
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FIGURE 15
Same as Figure 15 but corresponds to 15 July 2012. (A–L) show the three components of the solar wind, the amplitude of the IMF, the three
components of IMF B field, the solar wind density, temperature, the plasma β, the PF, and the integrated absolute value of the ∂density. (M,N) were
derived using the keogram of Figure 8. (O,P) show the peak of the cross-correlation functions.

Between 07 UT on 15 July 2012 and the end of the MC,
the integrated PF becomes equal in both hemispheres (see
full and empty circles in Figure 15K), increasing to 60 kW/m.

In addition, the solar wind density, temperature, and plasma
β are low and constant. However, Bx and Bz are large and
slowly decrease between 20 and 0 nT. This period coincides with
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FIGURE 16
It is the same as Figures 14, 15 but corresponds to 17 March 2013. (A–L) show the three components of the solar wind, the amplitude of the IMF, the
three components of IMF B field, the solar wind density, temperature, the plasma β, the PF, and the integrated absolute value of the ∂density. (M,N)
were derived using the keogram of Figure 11. (O,P) show the peak of the cross-correlation functions.

the formation of large (>10%) LSTADs and ∂(neutral wind)
(20 m/s) in both descending and ascending orbits and at both
the northern and southern hemispheres (Figures 9C, D, G, H). This

period also contains several LSTIDs seen, especially near the sunrise
(descending passes). The KEOgram of Figure 8 displays equatorial
convergent slanted lines that originate at both hemispheres in
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both north and south auroral ovals. In summary, LSTADs and
LSTIDs occur during the early part of the ICME sheath region
and later on, all during periods when the IMF Bz is directed
southward.

3.3 The ICME of 17 March 2013

Figure 16 displays solar, magnetospheric, and ionospheric
parameters similar to the frames shown in Figures 14, 15. The
ICME shock occurred at 05:10 UT on St. Patrick’s Day in 2013.
At this time, elevated Vx, IMF magnitude, solar wind density, and
temperature are identified, defining the start of the sheath region.
The MC is observed lasting between 14:10 UT on St. Patrick’s
Day and ending on 19 March 2013 (beyond the plot extension).
Bz is directed southward between the arrival of the shock and
22 UT on 17 March 2013. During this time, encompassing the
sheath and part of the MC, an increase in the integrated ∂N is
seen in Figure 16L, together with enhanced PF that maximized
at 18 UT on 17 March 2013 (Figure 16K). The amplitude of the
KEO lines also rises in Figures 16M, N, together with the cross-
correlation factor and the velocity of Figures 16O, P, implying the
existence of LSTIDs.

It is indicated that at 08:00 UT on 18 March 2013, a
region containing a sunward-directed Bx component, likely
connected to the Sun (blue shading), displays no PF above the
noise level (Figure 16K), no LSTADs (Figure 16L) and absence
of LSTIDs in the KEO lines of Figures 16M, N. This period
contains an IMF Bz directed northward that seems to produce
unfavorable conditions for the inflow of PF. Contrary to the
sunward loop observed on 16 July 2012 (Figure 15), the sunward
loop of 18 March 2013 does not reveal any association with
LSTADs or LSTIDs.

4 Discussion

We have used several derived physical values measured by
the ACE, DMSP, and GOCE satellites to elucidate the solar wind,
magnetospheric, and thermospheric conditions that support the
formation of LSTIDs. Ground-based observations of ∂TEC data in
the American sector have also been analyzed to fully define the
asymmetry, amplitude, and timing differences in the appearance
of LSTIDs at different hemispheres. Our main conclusion is the
dominance of the IMF Bz parameter in dictating the appearance
or not of LSTADs and LSTIDs. Our first finding, based on
SYM-H values, suggests that these large-scale ∂TEC structures
can occur during the sudden commencement, the main phase,
or even during the recovery phase of a storm. LSTIDs can
happen immediately after the ICME shock, within the sheath
region, and during the plasma cloud. Our data also confirms
that LSTIDs were observed when the sunward loop passed
on 16 July 2012. Figures 14–16 have allowed us to understand
the role of PF on the amplitude, asymmetry, and timing of
initiating LSTADs. Future constellations of multiple satellites are
expected to provide a more robust and precise relationship
between solar wind drivers and the ionosphere responses in the
form of LSTIDs.

The joint analysis of satellite and TEC data during three intense
magnetic storms between 2011 and 2013 has significant implications
for the formation, transit, and fate of LSTADs and LSTIDs. Our
findings shed new light on the PF measurements during these
storms, revealing significant interhemispheric asymmetries and
temporal delays that seem to influence the triggering, transit,
and sometimes late termination of some LSTADs. The resulting
interhemispheric and local time (sunset vs. sunrise) asymmetries
are detected in their velocity, amplitude, and the region where
the LSTIDs meet. Past experimental and modeling studies have
suggested that LSTAD/LSTID should meet near the geographic or
magnetic equator, but our results demonstrate that this is not always
the case. It is necessary to look carefully at the amplitude and timing
of the PF deposited in each hemisphere to determine the meeting
location, which can be at the magnetic equator or latitudes as far
from the equator as the opposite auroral oval. We observe that when
the PF in the NH is three times the value in the SH (Figure 15K),
LSTIDs emanating from the southern oval do not pass magnetic
latitudes north of −40°.

The PF, thermospheric, and ICME observations for the storms
of 05 August 2011 and 15 July 2012 indicated a deep asymmetry
in the origin of LSTIDs. However, Supplementary Movies S1, S2
point out the formation of delayed and weak LSTIDs in the SH
that are easily overrun by the much stronger NH LSTIDs. LSTIDs
in the SH are likely triggered an hour or more later than in the
NH. This different behavior between the NH and SH LSTIDs, as
well as LSTADs, is based on the asymmetry of the trajectory-
integrated PF deposited in both auroral ovals. A common factor
during asymmetric behavior is that both cases develop near the
start of the storm and during the sheath phase of the ICME.
The sheath is commonly characterized by variable solar wind
parameters such as the IMF, density, temperature, and plasma β. It
is essential to mention that rapid IMF Bz transitions were observed
during both storms. These quick changes in the reconnection area
may disturb the conjugacy of the PF deposited along the flux
tubes. During the passage of magnetic clouds and long periods
of constant southward-directed Bz, we observe equal PF in both
hemispheres and symmetric LSTIDs that start simultaneously from
both north and south auroral ovals that meet near the magnetic
equator, where they get annihilated. Systematic analysis of the
other 9 intense storms between 2011 and 2013 implies an absence
of trajectory-integrated PF and, consequently, no LSTIDs when
the IMF Bz is directed north or when the polarity of IMF Bz
changes slowly.

It has been demonstrated that the appearance and transit of
LSTADs and LSTIDs mainly occur during southward Bz conditions,
and strong events develop under steady values less than −15 nT.
The PF is larger than 1 mW/m2, and the auroral oval moves
equatorward at 65° (−65° magnetic latitude in the southern
hemisphere). The trajectory-integrated PF is at least 5 kW/m. In
summary, the key factors leading to LSTAD activity are IMF Bz
directed southward and, concurrently, a significant PF. LSTAD
generation lasts only as long as the electromagnetic energy is
active. It can be as short as a few hours or longer than 24 h
(ICME of 15 July 2012).

Several authors have suggested that the PF energy deposited at
high latitudes can dissipate as Joule heating in the ionosphere and
the thermosphere at altitudes below 200 km (Thayer and Semeter,
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TABLE 1 LSTID and solar wind characteristics during the storms of 2011–2013.

Magnetic storms ICME layers Max PF (mW/m2) Min Bz SYM/ASYM ∂TEC Amplitude

6 August 2011 Sheath, MC, HSS 45.00 −18 nT ASYM 1.10

26 September 2011 Sheath, MC, HSS 35.00 −30 nT SYM 0.90

24 October 2011 Sheath, MC, HSS 20.00 −12 nT SYM 1.00

9 March 2012 Sheath, MC 41.00 −15 nT SYM 0.70

24 April 2012 Sheath, MC, HSS 32.00 −14 nT SYM 0.95

15 July 2012 Sheath, MC, SL 55.00 −12 nT ASYM, SYM 0.90

1 October 2012 Sheath, MC, SL 30.00 −20 nT SYM 0.70

8 October 2012 Sheath, MC, HSS 35.00 −13 nT SYM 0.75

13 November 2012 Sheath, MC, HSS 39.00 −14 nT SYM 0.70

17 March 2013 Sheath, MC, SL 27.00 −15 nT SYM 1.00

1 June 2013 Sheath, MC, Sheath 41.00 −20 nT SYM 0.80

28 June 2013 Sheath, MC, HSS 45.00 −10 nT SYM 0.85

ICME layers using bold letters indicate the presence of LSTADs and LSTIDs during their passage.

2004; Valladares and Carlson, 1991). Lu et al. (1995) used an
ionosphere-thermosphere general circulationmodel to demonstrate
that 94% of the PF energy is converted into Joule heating. This
heat source then increases the temperature, leading to density
and wind flow increases (Mayr and Harris, 1978). An essential
product of this change in energy transfer is the production of waves
that propagate equatorward with a vertical wind component and
propagate equatorward. It is also expected that auroral energy, in
the form of electron precipitation, may influence the final amount
of heating deposited to form LSTADs.

The low data satellite sampling (100 min between passes) of the
LSTADs by GOCE and PF by DMSP satellites prevents us from
making a more definite relationship about their temporal chain of
events. During the 5-6 August 2011 magnetic storm, we detected a
significant asymmetry in the amplitude and the launch time of the
LSTADs. We believe the diminishing PF and the limited expansion
of the auroral oval in the South produce the late onset time in the
southern hemisphere.

Table 1 illustrates and quantifies the patterns of LSTIDs
observed during 12 intense magnetic storms (SYM-H < −100 nT). It
is indicated that higher PF values produce higher ∂TEC values and
asymmetric transit of LSTIDs.

Our results suggest that most LSTIDs analyzed here move
from opposite hemispheres, meet near the magnetic equator, and
are typically destroyed. They will likely create a series of smaller-
scale structures during their final fate. We have observed that in
most cases, LSTADs/LSTIDs encounters occur near the magnetic
equator but can develop at other latitudes, as seen on the storms of
5–6 August 2011 and 15 July 2012. This process will undoubtedly
increase the ionosphere and thermosphere density “noise” level,
which could act as a seed and help initiate EPBs. According to this

hypothesis, LSTIDs may have a more significant role. Furthermore,
GOCE and TEC data support the role of weak storms in generating
LSTADs and LSTIDs (not shown here). These findings underscore
the importance of our research and its potential to advance our
understanding of LSTADs and LSTIDs significantly.

5 Conclusion

This investigation has led to the following significant findings:

1. A careful analysis of 12 storms (SYM-H < −100 nT) between
2011 and 2013 concluded that LSTID/∂TEC perturbations
developed on all 12 storms. Most of the observed LSTID
events were seen during the ICME sheath and magnetic
cloud. Although a few LSTID events occurred during sunward
loops and HSS events. Concurrent LSTADs were detected by
the GOCE satellite for each event. Asymmetric or delayed
initiation and propagation were observed in two events that
happened during the passage of the ICME sheath region.
During these cases, asymmetric PF was seen in the northern
and southern hemispheres. These two cases (5–6 August 2011
and 15 July 2012) presented rapid polarity reversals of the IMF
Bz component. LSTIDs events that developed during the MC
or other ICME regions are mainly symmetric with deposited
PF equal on both hemispheres.

2. In agreement with previous LSTID observations and
simulations, we observed ∂TEC perturbations moving
toward the opposite hemisphere. In most events, the LSTIDs
encountered were near the geographic or magnetic equator,
where they were destroyed and annihilated. However, during
the two events mentioned above, the LSTID meeting region
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was close to the auroral oval in the opposite hemisphere.
In these cases, the travel time of the LSTIDs was close to
3 h. The asymmetric LSTIDs behavior was associated with
an asymmetric and delayed PF inflow. The amplitude of
the LSTIDs observed with a large network of GPS and
GNSS receivers was a function of the background TEC
that maximizes during the summer solstice months and the
equinoxes. Values above 1 TEC unit were found during 7 of
the 12 storms.

3. While analyzing these 12 events, we defined two new
parameters to help us determine the presence and sources
of magnetospheric and thermospheric inputs. One quantity
consists of the amount of neutral density perturbation,
which is given by the absolute value of ∂(neutral density)
integrated between ±63°. The second value is the trajectory-
integrated PF measured by the different DMSP satellites.
The latter parameter was organized for each hemisphere
independently.

4. The GOCE, DMSP, and ∂TEC data presented here show that
neutral density and wind perturbations could be as large as
10% and 20 m/s, respectively. The trajectory-integrated PF
needs to be as large as a few kW/m to trigger LSTADs. It is
suggested that larger PFs generate larger ∂TEC amplitudes.
The amplitude of ∂TEC varied between 0.2 and over 1
TEC unit. The minimum threshold of TID detectability is
0,1 TEC unit.

These new results are expected to encourage the development of
forecasting capability for the initiation, asymmetry, and intensity
of LSTIDs. Solar wind measurements at 1 AU and real-time
processing of satellite-measured PF in both hemispheres are
suggested as crucial to achieving a forecast capability for LSTADs
and LSTIDs. It is also indicated that these new observations
would potentially foster a predicting algorithm of LSTID/∂TEC
perturbations, inspiring further research and development
in this field.
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Ionosondes offer broad spatial coverage of the lower ionosphere, supported
by a global network of affordable instruments. This motivates the exploration
of new methods that exploit this geographical coverage to capture spatially
dependent characteristics of electron density distributions using data-driven
models. These models must have the versatility to learn from ionogram data.
In this work, we used neural networks (NN) to forecast ionograms across two
solar activity cycles. The ionosonde data was obtained from the digisonde at the
Jicamarca Radio Observatory (JRO). Each NN comprises one NN that estimates
the ionogram trace and another one that estimates the critical frequency.
Two forecasting models were implemented. The first one was trained with all
available data and was optimized for accurate predictions along that time range.
The second one was trained using a rolling-window strategy with just 3 months
of data to make short-term ionogram predictions. Our results show that both
models are comparable and can often outperform predictions by empirical and
numerical models. The hyperparameters of both models were optimized using
a specialized library. Our results suggest that a few months of data was enough
to produce predictions of comparable accuracy to the reference models. We
argue that this high accuracy is obtained with short time series because the
NN captures the dominant periodic drivers. Finally, we provide suggestions for
improving this model.

KEYWORDS

neural networks, forecasting, ionosonde, ionograms, ionosphere

1 Introduction

Space weather is highly nonlinear, where several neutral and plasma regimes are
interconnected (McGranaghan, 2024). Steady-state conditions are usually in reasonable
agreement with empirical models built by fitting historical data to some basis expansion.
Nevertheless, the events that drive space weather require state-of-the-art, interconnected
numerical models of considerable sophistication to be modeled. Even these sophisticated
numerical models are limited in accuracy, are often not open to the public, or require
computational resources unavailable to most of the community. Unlike the numerical
models, data-driven frameworks based on machine–learning have a simple mathematical
structure but rely on a comprehensive sampling of the potential scenarios to be reproduced
(Camporeale et al., 2018; Camporeale, 2019).

Electron density distribution is probably one of the most important dynamical
variables for modeling the Earth’s plasma environment because it directly
influences ionospheric conductivity, wave propagation, and energy transfer processes
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(Kelley, 2009). Even though there are currently many numerical
and empirical models, they often suffer from the abovementioned
limitations. Furthermore, direct measurements of electron density
profiles are very sparse over time and in different geographical
locations. For example, the altitude profiles obtainedwith incoherent
scatter radars have the appropriate resolution but have very
low geographical coverage. Moreover, indirect measurements of
electron density profiles for the bottom side ionosphere are
relatively abundant in the form of total electron content (TEC)
and ionogram measurements. Several NN have been trained to
predict TEC (Uwamahoro et al., 2018) and ionosonde-derived
parameters (Gowtam and Ram, 2017).

An NN trained to predict electron density profiles from
geophysical parameters and previous densities could be used as a
local forecasting model. This forecasting NN should be capable of
estimating virtual heights before attempting to estimate electron
densities. Furthermore, forecasting ionograms may be useful for
estimating the impact of radio-propagating signals. This work
describes how two NNs were trained and tested to reproduce
ionograms obtained with Jicamarca’s ionosonde. Section 2 first
details the considerations for choosing themodels’ architectures and
parameters. Then, we show how the outputs from IRI (International
Reference Ionosphere) and SAMI2 (SAMI2 is Another Model of the
Ionosphere) were processed to compare them with the estimated
outputs. Then, in Section 3, we assess both the NNs’ capacity
for f0F2 and ionogram predictions compared to test ionsonde
measurements and IRI predictions. In Section 4, we propose an
explanation for the accuracy of the second model despite using
small data sets. Finally, Section 5 outlines the conclusions and briefly
comments on our future work.

2 Input data, architecture design, and
reference models

In this section, we describe the mathematical relation between
the forecasted variable (the ionogram) and the physical parameters
of the ionospheric plasmas. Furthermore, we describe the time
series used as model inputs, the NNs’ structure, and the reference
ionograms obtained from other models. All the NNs described in
this work were built using TensorFlow.

2.1 Building the input and output data sets

Given a electrondensity profilene(z) that only depends onheight
(z), the virtual height of a wave of frequency f propagating vertically
can be represented by (Reyes, 2017):

h( f) = ∫
zr

0

dz

√1− 80.62 ne(z)
f2

(1)

Here, n2
e(zr) = f

2/80.62. Furthermore, this expression only
captures the O-mode of the wave. The h( f) profiles (Equation
1) describe most ionogram O-mode traces, measured using fast
frequency sweeps. We can assume that during the experimental
construction of the h( f), the electron density does not change.

On the other hand, the time evolution of ne obeys the
continuity equation (Kelley, 2009):

∂tne +∇ ⋅ (neve) = Pe(ne) − Le(ne) (2)

The terms Pe and Le of Equation 2 are the production and
loss functions, respectively. These two functions will depend on the
electron density and other local variables like the neutral density
and electron temperature. As a first approximation, we can say that
electron velocity ve will be dominated by the electric and magnetic
fields and, to a lesser extent, pressure gradients and momentum
exchange with other species. If we integrate the continuity equation
over the time needed to build an ionogram, we will get that.

∫
T

0
∂tne ≈ 0⇒∫

T

0
Pe(ne) − Le(ne) −∇ ⋅ (neve)dt ≈ 0

⇒ ⟨Pe(ne)⟩ ≈ ⟨Le(ne)⟩ + ⟨∇ ⋅ (neve)⟩
(3)

We use the notation ∫T0 gdt = ⟨g⟩. During an ionosonde
measurement, the electron density should be such that, in a defined
volume, the number of produced electrons is approximately the
same as the number of electrons lost by recombination plus the
number of electrons moving stated by Equation 3.

Even though all the variables involved in Pe, Le, and ve can be
measured, these values are rarely obtained simultaneously and are
too few to use for training a statistical model like a NN. Instead,
we use measurements correlated to these functions, hoping the
correlation is strong enough for our model to have good predictive
power. We will use standard geophysical parameters, F10.7, Kp,
MgII, and time, as model inputs. We expect the solar activity
proxies F10.7 and MgII to be directly correlated to Pe because
of photoionization and indirectly correlated to ve because solar
flux affects the electrodynamic of the ionosphere (Laštovička and
Burešová, 2023). Another factor affecting the electrodynamics
is the geomagnetic fluctuations captured by Kp, so we
estimate that its effect will be through ve. Then, the causal
relations will be:

F10.7,MgII → Pe
Kp → ve

}
}
}
⇒ ne⇒ h( f) (4)

Time was chosen to be represented as a superposition of
a cosine and a sine with annual periodicity. This is standard
practice in linear models when a dominant periodicity is known.
Building a time series of the trigonometric functions makes the
fitting linear. Figure 1 shows 10 months of the input time series.
DNS and DNC indicate the sine and cosine time series. Notice
that the time series are not continuous; these gaps correspond to
times when there is no ionosonde data or the data did not pass our
quality filters.

The ionogram data was obtained from JRO’s digisonde and
filtered using the ARTIST’s quality flags. Times corresponding to
geomagnetic events (Kp > 3) and ionograms with fewer than 10
points were removed from the study. Figure 2 shows the monthly
median and median absolute deviation (MAD) of all the ionograms
used for training. Notice that the MAD is more prominent near the
critical frequencies of both the F and E regions, indicating that the
ionograms are more variable and more challenging to model. The
usual solar annual and semiannual periodicities can be seen as well.
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FIGURE 1
Time series of various geophysical parameters. From top to bottom: Kp, sin(ωyt), cos(ωyt), f10.7, and MgII time series. ωy is an annual frequency and t
indicates the time index.

FIGURE 2
Top: Monthly median of ionograms measured with JRO’s digisonde. The color indicates virtual heights and the vertical axis frequency. Bottom: Median
absolute deviation (MAD(x) =median(|x−median(x)|)) of the monthly ionograms.

2.2 Ionograms from empirical models: IRI
and SAMI2

To evaluate the accuracy of our model, we compared it against
two established ionospheric models: IRI and SAMI2. IRI is an
empirical model based on extensive observational data, designed
to capture the average behavior of the ionosphere (Bilitza et al.,
2022). In contrast, SAMI2 is a physics-based model that solves
the ionospheric plasma fluid equations, though it simplifies the
system to a 2D geometry and is sensitive to initial conditions.
Both models are easy to use and are open to the space physics
community. We obtained electron densities as discretized profiles of

N elements from thesemodels, and using (Equation 1), we estimated
the virtual heights via trapezoidal integration with a correction for
the reflection height (Reyes, 2017):

h ( f) = ∫
zr

0
dzng (z) ≈

N−2

∑
k

Δz
ng (zk) + ng (zk+1)

2
+

2ng (zN−1)Δz

ng(zN−1)
2 − ng(zN)

2

(5)

We define the group refractive index of the O-
mode in (Equation 5) as ng(z) = (1− 80.62

ne(z)
f2
)
−1/2

. This
method was validated against Gaussian quadrature, showing no
significant differences in accuracy.
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FIGURE 3
Some sample ionograms for morning (left) and afternoon (right). The ionograms for SAMI2 and IRI were calculated using (Equation 5). The “prediction
3M″ ionograms correspond to the estimated obtained with our first model using 3 months of data.

2.3 Proposed forecasting models and
training strategies

We used two NNs to simulate ionograms: one used a regression
model to predict virtual heights, and the other predicted the
critical frequency. Regression NNs predict continuous values by
learning patterns from input data, making them suitable for
forecasting virtual heights, as they can model the smooth variations
typically observed in ionograms. By comparing a regression and a
classificationNN for calculating the critical frequency, we found that
the latter more often produced lower discrepancies with the data.
The training data for the classificationNN consisted of virtual height
labels 0 when they did not correspond to the critical frequency and
1 when they did. This NN was trained to predict the occurrence
of critical frequencies in ionogram curves as a predictor of label
1 based on the structure of each ionogram. We found that a
classification NN and a regression NN were often more effective
in determining the critical frequency and the virtual heights,
respectively.

To optimize the architecture of our neural networks, we
employed Optuna (Akiba et al., 2019), an optimization framework
based on Python. Optuna automates the search for optimal
hyperparameters using a trial-based approach through efficient
sampling techniques and pruning algorithms to explore a large
search space. For our model, we used Optuna to fine-tune the
learning rates, test different activation functions (ReLU and Swish),
and determine the optimal number of nodes per layer. The exact
architecture of the NNs can vary because the architecture parameters
are part of the hyperparameter optimization process. However,
most NNs generated through this process have five layers, use
the Swish activation function, and an initial learning rate of
approximately 10−4.

We conducted a series of tests to inform the design of our
model. For these tests, we used datasets spanning both 1-month and
3-month periods, specifically selecting months corresponding to
solstices and equinoxes. Figure 3 shows some predicted ionograms
by our model, SAMI2, and IRI, together with real ionograms
measured with JRO’s digisonde. The ionograms obtained with IRI
have a visible oscillation near the E-to-F region transition, and the

ones obtained with SAMI2 seem to underestimate the variation
in this same region. The model’s performance was evaluated by
forecasting ionograms and foF2 values and calculating the rootmean
square errors (RMSE) compared to the real values obtained with the
ionosonde.We also compared the RMSE for predictions made using
IRI and SAMI2.The results of these comparisons are summarized in
Tables 1, 2.

Across all datasets, our model demonstrated higher accuracy in
forecasting ionograms than IRI and SAMI2. The 3-month training
dataset did not consistently outperform the 1-month dataset. In
most cases, the model trained on 1 month of data yielded better
accuracy than the 3-month training. This unexpected result raises
questions about the influence of training data size on model
performance, which we aim to explore further in future work.
Regarding the foF2 forecasts, our model generally achieved superior
accuracy relative to IRI and SAMI2, except for the solar maximum
equinox case. Additionally, the 3-month dataset test during the solar
maximum solstice produced a forecast that, while less accurate than
IRI, still outperformed SAMI2.

These initial results led us to further investigate the influence
of the training data time span on the accuracy of our forecasts.
To do so, we developed two specialized NNs: IoNNo-C and
IoNNo-R.

IoNNo-C was designed to capture long-term behavior and was
trained using the complete dataset spanning 18 years. Our goal with
IoNNo-C is to model the climatological behavior of the ionosphere
and capture finer variabilities that may have been overlooked by
empirical models like IRI, which are designed to capture global
average behavior. To optimize IoNNo-C, we employed a sliding
window technique for hyperparameter tuning. Initially, a set of
hyperparameters is selected, and the model is trained on 3 months
of data before being evaluated on the following month. This process
is repeated over the next 4-month interval, with the average loss
function calculated across all windows. After multiple iterations,
the set of hyperparameters that results in the lowest average loss
function is chosen, ensuring that the model’s parameters do not
favor any specific subset of the data.

On the other hand, IoNNo-R was developed for short-
term predictions. It is trained using only 3 months of data, with
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TABLE 1 RMSE of predicted virtual heights (km).

1 month of data 3 months of data IRI Sami2

Solar Min. Solsticea 43.47 51.69 87.23 81.15

Solar Min. Equinoxb 25.64 30.37 82.86 70.07

Solar Max. Solsticec 53.04 40.20 54.45 91.68

Solar Max. Equinoxd 32.46 31.15 67.00 49.23

aDecember 2009.
bMarch 2009.
cJune 2014.
dMarch 2013.

TABLE 2 RMSE of predicted critical frequencies (MHz).

1 month of data 3 months of data IRI Sami2

Solar Min. Solsticea 0.44 0.47 1.12 0.59

Solar Min. Equinoxb 0.58 0.51 1.00 0.75

Solar Max. Solsticec 0.62 0.82 0.67 1.47

Solar Max. Equinoxd 1.81 1.53 1.25 0.70

aDecember 2009.
bMarch 2009.
cJune 2014.
dMarch 2013.

FIGURE 4
Top: The points in the background correspond to the digisonde data and the models’ estimates. The lines were obtained by smoothing the direct
outputs for better visualization. Bottom: The absolute errors for critical frequency estimates of both IRI and IoNNo-C.

hyperparameters selected to minimize the error for the last week
of training data. It is this hyperparameter tuning with recent
data that makes this forecasting “shorter-termed.” Furthermore,
all the ionograms used in this model were averaged hourly to

avoid geophysical noise’s impact in the prediction. This approach
aims to maximize the accuracy of immediate, short-term forecasts,
providing a complementary perspective to the long-term trends
captured by IoNNo-C.
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FIGURE 5
Top: The purple and red triangles and light-blue squares correspond to the digisonde measurements, IoNNo-R predictions, and IRI estimates,
respectively. Bottom: The absolute errors for critical frequency estimates of both IRI and IoNNo-R.

3 Assessing predictions

Each model serves a distinct forecasting needs. IoNNo-R
is designed to explore the predictive power of smaller datasets,
focusing on short-term, higher-accuracy forecasting.Thekey feature
of IoNNo-R is that its hyperparameters are tuned using data
immediately preceding the forecasted period. In contrast,IoNNo-C
is built to capture the climatological behavior of the ionosphere over
a longer timescale. Because IoNNo-C is trained for the geographic
region where the forecasts will be applied, we expect it to provide
more accurate predictions than global models that generalize across
different locations.

We applied IoNNo-C to predict foF2 values for the last year of
data, which had been extracted from the training set. Furthermore,
we trained IoNNo-C with a regression and a classification
NN for the critical frequency prediction for comparison. On
the top of Figure 4 we can see the smoothed digisonde values
(dashed pink line), IRI predictions (dashed blue line), and IoNNo-
C predictions (continuous red and gray lines for the regression and
classificationNN, respectively). From this figure, we observe that IRI
systematically overestimates foF2 values from May to December. In
the plot below,we compare the absolute errors ofIoNNo-C (red and
gray squares for the regression and classification NN, respectively)
and IRI (blue triangles). The binary classification version of

IoNNo-C achieves slightly better accuracy than its regression
counterpart. Moreover, the average improvement of IoNNo-

C over IRI is approximately 1 MHz, with IRI exhibiting more
extreme outliers.

For shorter-term predictions, we utilized IoNNo-R. Based on
the results with IoNNo-C, we decided to use a classification NN for
the virtual height forecasting in IoNNo-C. Figure 5 demonstrates
IoNNo-R’s performance in predicting foF2 compared to IRI from
July to September 2019. In the top plot, the digisonde values
are marked with light red circles, while the IRI and IoNNo-

R predictions are indicated with blue triangles and red squares,
respectively. IRI’s systematic overestimation of foF2 compared to the
digisonde measurements is still visible in this shorter time range.
Although IoNNo-R predictions are closer to the actual values, a
systematic shift relative to the digisonde’s values is still noticeable,
particularly in the first half of the time range. Nevertheless,
IoNNo-R shows an average foF2 error improvement of around
1 MHz compared to IRI, matching the improvement seen in
IoNNo-C.

Figure 6 analyzes the absolute error statistics for ionogram
predictions made by IoNNo-R over the same time
interval shown in Figure 5. The figure depicts the distribution of
errors, where each box spans the first to third quartiles, with an
orange line indicating the median. The whiskers extend up to 1.5
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FIGURE 6
Statistics of virtual height absolute errors of IoNNo-R compared to the digisonde’s ionograms for the same times shown in Figure 5. Each box extends
from the first quartile to the third quartile of the virtual heights for each frequency, with a line at the median. The whiskers extend from the box sides to
the farthest virtual height lying within 1.5× the inter-quartile range. Points outside the whiskers are indicated independently with gray dots. The top and
bottom plots indicate the morning and afternoon ionograms, respectively.

times the interquartile range, and any outliers beyond this range are
plotted individually. The top and bottom plots represent morning
and afternoon ionograms, respectively. In both cases, the model’s
accuracy noticeably decreases as it approaches critical frequencies.
However, the afternoon ionograms show significantly less precision,
with a greater number of outliers across all frequencies, and higher
variability at the upper frequency range.

Our analysis has several limitations and shortcomings that need
to be acknowledged. First, the accuracy of our comparisons between
our models and IRI and SAMI2 relies on the assumption that
the ionograms we used are close to the correct values. Although
we filtered out ionograms with low-quality flags, our results still
depend on the precision of this labeling process. Additionally, our
approximation for the virtual height, as expressed in Equation 1, is
valid only when the ionosphere is perfectly stratified. This limits
its applicability in cases where horizontal gradients are significant,
meaning that our model may not fully capture the complexities of
certain ionospheric conditions. Finally, the number of samples used
to calculate the ionograms using Equation 5) will affect the final
form of the virtual height profile. Nevertheless, our numerical tests
suggest that the number of points is well within the limit for which
the ionogram’s numerical error is smaller than the absolute error of
our model predictions.

Moreover, while our models demonstrate promising results,
further experiments are necessary to optimize hyperparameters not
yet considered in our current framework and optimize the ones
we consider in larger parameter spaces. Another limitation is that

our models, in their current form, do not incorporate previous
information on the ionospheric state. This means that they can
not capture temporal dependencies or short-term fluctuations. To
address this, we are currently exploring the use of recurrent neural
networks that can learn from the time evolution of f0F2 and virtual
heights, potentially enhancing the models’ ability to forecast rapidly
changing conditions (Hu and Zhang, 2018).

Finally, smoothing the ionograms before training could
help remove transient variability. By reducing this variability,
we anticipate that our models’ accuracy could improve,
providing more reliable forecasts in a broader range of
scenarios.

4 Parameter periodicity and predictive
power

Our results suggest that even relatively small data sets can
be used to train NNs that can match and even outperform IRI
and SAMI2 in predicting ionograms and fo f2. Even though
this might sound surprising at first, after inspection, we think
this should be expected because of the periodic nature of the
dominant drivers of the system. For instance, (Wang et al.,
2011), analyzed NmF2 time series from ionosondes at different
geographical locations and found that the dominant periodicities
were consistent with known geophysical and heliophysical
periodic forcing.
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FIGURE 7
Top: Time series of the h′F parameter. Bottom: Periodograms of h′F up to periods of 70 hours, where the red dots indicate amplitudes significantly
larger than expected by white noise. Within the hour-scale periodogram there is a smaller one showing a day-scale periodogram.

We can illustrate this by analyzing the periodicity in
representative ionosonde parameters. Figure 7 shows a time series
of the parameter h’F and its corresponding periodogram. The
analysis was done using the Lomb-Scargle method, which is usually
recommended over Fourier transforms when gaps are present
in the data (VanderPlas, 2018). The h’F parameter captures the
virtual height of the bottom of the F region, which is a good
proxy for ionogram variability. The red dots in the periodogram
indicate the frequency components well above the amplitude
that can be assigned to random fluctuations. Notice how the
red dots cluster around several well-defined peaks at the diurnal
and semidiurnal periods with amplitudes much larger than the
smaller components.

The spectral analysis of h’F shows that most of the energy is
encapsulated to a few modes. Therefore, we might improve our
forecasting efficiency by focusing on predicting the evolution
of only the dominant modes using standard time series
methods. Nevertheless, it should be considered that given their
simplicity of usage current implementation of NNs are still a
great forecasting alternative even when its possible to use a
sparse representation. Moreover, the NNs have the advantage
of possibly capturing nonlinear interactions, which are difficult
to include in standard time series models. However, there are
currently modeling approaches that are able to exploit the sparse

representation of periodic time series and the versatility of NN
(Triebe et al., 2021).

5 Conclusion

This study leveraged nearly 2 decades of digisonde data to
train NNs for ionogram prediction. Initial small-scale tests on
months of equinoxes and solstices indicated that a simple NN
could outperform ionogram predictions generated by established
models like IRI and SAMI2 in certain situations. We developed
two models with distinct datasets and training strategies based on
these results. IoNNo-C was trained on the complete dataset, with
its hyperparameters tuned to avoid favoring any subset of the data.
In contrast, IoNNo-R was trained on only 3 months of data, with
hyperparameters specifically optimized to fit the last segment of the
training period to improve short-term forecasts.

Our findings show that IoNNo-C consistently produced more
accurate foF2 estimates over a full year of predictions, outperforming
IRI. Similarly, IoNNo-R also surpassed IRI’s foF2 predictions for
the studied time intervals, though we observed that the accuracy of
ionogram predictions declined at higher frequencies.

Improving short-term ionogram forecasts is crucial before
attempting to train a NN to derive electron densities directly
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from ionograms. However, our results suggest that even short-
term datasets may be sufficient for producing accurate ionogram
forecasts. We argued that this could be because the dominant
periodic forces in the ionosphere are well-resolved within 3 months
of data, providing enough temporal information to capture key
patterns in ionospheric behavior.
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