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Editorial on the Research Topic 40 years of relative age effects in sport: lessons from the past and directions for the future



Introduction

2024 marked 40 years since Grondin, Deshaies, and Nault's (1) seminal work on relative age effects in sport. In their article, Trimestres de Naissance et Participation au Hockey et au Volleyball [Birth Trimesters and Participation in Hockey and Volleyball], they analysed the birthdate distribution of competitive youth and professional ice hockey and volleyball cohorts from North America. They revealed that players born in the early months of the selection year were overrepresented, whereas those born later in the year were underrepresented in ice hockey, although this pattern was not observed in their volleyball sample. Unaware of this article, Barnsley, Thompson, and Barnsley (2) shortly after reaffirmed these results in North American ice hockey, coining the term “relative age effects” (RAEs) to describe the phenomenon. They argued that the age group structures used to band athletes contributed to the loss of potentially talented individuals, as the abilities of relatively younger athletes were not accurately reflected in their performance due to age-related disadvantages. These foundational studies went on to inspire hundreds of relative age investigations worldwide.

Fast forward to today, and despite these early warnings, RAEs have proven remarkably persistent and difficult to mitigate in high-performance sport systems [see (3–6) for reviews; see (7–9) for editorials]. Notably, RAEs have been shown to be widespread across both boys' and girls' youth sport, significantly influencing the processes of identification, selection, and development of young athletes (10). These effects have, in turn, shaped long-term outcomes related to performance, participation, and personal development in sport (11, 12). Over the years, the relative age literature has reinforced several other key insights. For example, RAEs have tended to be more pronounced in popular sports such as basketball, soccer, ice hockey, and rugby (13), as well as in more competitive contexts as athletes progress into talent development systems (14).

The 40th anniversary of the original relative age studies offered a timely opportunity to reflect on developments in both research and practice. It also served as a prompt to look ahead and consider how athlete development systems can be improved to better serve all individuals, regardless of birth month. To help achieve this, we created this research topic as a platform for researchers and practitioners to reflect on RAEs and consider how we can move this area forward. As part of the call for articles, we felt it was critical for the field to adopt methodologies that not only reviewed the extensive body of literature across different sport settings, but also applied theoretical frameworks to deepen our understanding of how RAEs occur. Importantly, to influence practice beyond academic discussion, we believed it was essential to also capture studies that designed, implemented, and evaluated a range of relative age solutions across sporting environments. It was hoped this would encourage the development of targeted, evidence-informed interventions capable of addressing relative age disparities in meaningful, context-sensitive, and sustainable ways. Given that different sports are likely to require bespoke strategies [e.g., age- and size-based banding, birthday-banding, corrective adjustments, and competency-based banding for team, racket, timed, and combat sports, respectively (15)], further investigations into the mechanisms behind RAEs from multi-, inter-, and trans-disciplinary perspectives were also welcomed.

The purpose of this editorial is to summarise our research topic: 40 Years of Relative Age Effects in Sport: Lessons from the Past and Directions for the Future. Based on the articles included, we have focussed on five key areas that emerged: (a) methodological reflections, (b) developmental pathways and career trajectories, (c) relative age and biological age, (d) relative age solutions, and (e) lessons from the past and directions for the future.



Methodological reflections

In total, 85 authors from 14 countries contributed to the 23 articles included in this research topic. Studies were a mixture of quantitative (n = 16), qualitative (n = 2), and mixed method (n = 1) approaches. The majority of submissions were empirical studies (n = 20), with perspectives (n = 2; Grondin; Sweeney et al.) and a reflection (n = 1; Barnsley) also included. Of the empirical studies, 14 used analyses of large datasets to examine the prevalence of RAEs over at least one season, and of those articles, eight tracked RAEs over two seasons or more to examine historical trends. The remaining empirical studies used a mixture of measurement data (n = 2), questionnaire data (n = 1), interview data (n = 1), and some combinations of these approaches (n = 2). These empirical studies included a total of 213,789 participants (or individuals within the sample under investigation if secondary analysis was used), with 91,802 of those being women and girls, and 118,288 being men and boys. The individuals at the focus of the research came primarily from Europe and North America, with the two most represented countries being Germany (n = 4) and Spain (n = 3).

Within the articles, 16 focused on athletes and RAEs, two focused on the perceptions of interest holders on RAEs and potential solutions, one focused on the relative age of coaches, and one focused on the perspective of coaches. The most popular sport researched was, unsurprisingly, soccer (n = 11), followed by ice-hockey (n = 3), and handball (n = 2), while under researched sports such as fencing (Bonito et al.), orienteering (Ferriz-Valero et al.), squash (Kelly et al.), and swimming (Difernand et al.) were also examined. Women and girls were the sole focus of four studies, men and boys were the sole focus in eight studies, while another five studies included mixed genders, with the remaining two empirical studies not reporting the gender of participants.

With regard to procedures and analyses, some new and novel approaches were used. For example, Schorer et al. employed a retrospective and a longitudinal method. This approach helps to illuminate changes over time in birth quartile distribution, reiterating the need for relative age research to embrace longitudinal designs. It was also encouraging to see two studies (Kelly et al.; Smith et al.) employ interviews to gain the subjective experiences of those who influence and interact with RAEs. As well, one of the few studies that examined RAEs in the coaches themselves was included in this special issue (see Grondin et al.). This variety of samples and approaches presents a more nuanced and dynamic portrait of the impact of RAEs across multiple sport systems (see Table 1 for a summary of the articles included).



TABLE 1 Summary of the articles included in this research topic.



	Author(s)
	Submission Type
	Method(s)
	Number of Participants/Sample Under Observation
	Role of Participant/Sample
	Number of Men/Boys
	Number of Women/Girls
	Country of Participant/Sample
	Sport
	Level of Competition





	Kelly et al.
	Qualitative
	Interviews
	15
	Coaches
	14
	1
	England
	Squash
	Developing



	Wang et al.
	Quantitative
	Large Dataset Analyses
	10,485
	Athletes
	10,485
	0
	Mixed
	Ice Hockey
	Expert



	Bonito et al.
	Quantitative
	Large Dataset Analyses
	2,791
	Athletes
	1,575
	1,216
	Mixed
	Fencing
	Mixed



	Smith et al.
	Qualitative
	Interviews and Questionnaire
	15
	Athletes
	0
	15
	Canada
	Soccer
	Developing



	Wenger and Csapo
	Quantitative
	Measurement
	98
	Athletes
	98
	0
	Austria
	Soccer
	Developing



	Lemoyne et al.
	Quantitative
	Large Dataset Analyses
	4,306
	Athletes
	4,306
	0
	Mixed
	Ice Hockey
	Mixed



	Thieschäfer et al.
	Quantitative
	Large Dataset Analyses
	4,599
	Athletes
	2,340
	2,259
	Germany
	Handball
	Developing



	Kelly et al.
	Mixed Method
	Delphi
	15
	Researchers and Practitioners
	Not Reported
	Not Reported
	Mixed
	Soccer
	N/A



	Ferriz-Valero et al.
	Quantitative
	Large Dataset Analyses
	7,731
	Athletes
	4,318
	3,109
	Spain
	Orienteering
	Mixed



	Morganti et al.
	Quantitative
	Large Dataset Analyses
	1,565
	Athletes
	1,565
	0
	Mixed
	Soccer
	Developing



	Pérez-González et al.
	Quantitative
	Large Dataset Analyses
	1,634
	Athletes
	0
	1,634
	Mixed
	Soccer
	Expert



	Kelly et al.
	Qualitative
	Questionnaire
	134
	Interest Holders
	Not Reported
	Not Reported
	Mixed
	Soccer
	N/A



	Schorer et al.
	Quantitative
	Large Dataset Analyses
	1,015
	Athletes
	542
	473
	Germany
	Handball
	Mixed



	Peña-González et al.
	Quantitative
	Large Dataset Analyses
	1,120
	Athletes
	1,120
	0
	Spain
	Soccer
	Developing



	Barnsley
	Opinion
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A



	Difernand et al.
	Quantitative
	Large Dataset Analyses
	160,861
	Athletes
	79,144
	81,717
	France
	Swimming
	Mixed



	Grondin et al.
	Quantitative
	Large Dataset Analyses
	3,380
	Coaches
	Not Reported
	Not Reported
	Canada
	Ice Hockey
	Mixed



	Peñín-Grandes et al.
	Quantitative
	Measurement
	80
	Athletes
	80
	0
	Spain
	Soccer
	Expert



	Sweeney et al.
	Perspective
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A



	Smith et al.
	Quantitative
	Large Dataset Analyses
	1,378
	Athletes
	0
	1,378
	Germany
	Soccer
	Developing



	Grondin
	Perspective
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A



	Heilmann et al.
	Quantitative
	Large Dataset Analyses
	3,174
	Athletes
	3,174
	0
	Germany
	Soccer
	Developing



	Brustio et al.
	Quantitative
	Large Dataset Analyses
	9,527
	Athletes
	9,527
	0
	Mixed
	Soccer
	Mixed









Developmental pathways and career trajectories

As expected, there were several studies that examined RAEs across athlete development pathways, particularly in soccer. While some of these used typical approaches to identifying and considering RAEs (e.g., Heilmann et al.; Peña-González et al.), the samples and research questions explored extended our knowledge to new populations. For instance, Pérez-González et al. showed RAEs existed in four of the five top five European women's football leagues, highlighting the knock-on effects of relative age at senior levels. Other studies used untraditional approaches to examine the impact and development of RAEs, such as the use of survival analysis to examine sport dropout in French swimmers by Difernand et al.

Perhaps most notably were the impressive number of studies examining RAEs from longitudinal and developmental perspectives. Many of these (e.g., Brustio et al.; Lemoyne et al.; Morganti et al.; Schorer et al.) emphasised the need to use longitudinal designs to track changes in athlete populations over the extensive time course of athlete development. As an example, Wang et al. used cohort data over 44 years to assess how time impacts RAEs, helping to better understand the career trajectories of professional ice hockey players. Relatedly, Smith et al. emphasised that RAEs can take multiple forms over a long period, reflecting the reality that what appears to be a very simple and straightforward phenomenon is, in fact, multifaceted and complex with varied influences and implications.



Relative age and biological age

Several papers analysed the role of relative age and biological age. This work emphasised that, while they are both vital to consider during the identification, selection, and development processes in sport (16), they are two separate constructs that operate independently (17). Out of three studies, two focused on soccer, with one comprised of participants in a Spanish professional academy (Peñín-Grandes et al.), and the other the first examination of relative and biological age constructs in an Austrian soccer context (Wenger and Csapo). The third study investigated the association of maturation and relative age with talent selection in German youth handball players, whereby the authors presented evidence that a unique inter-play may exist between the constructs, as it could be crucial for relatively younger players to mature earlier to increase their selection odds (Thieschäfer et al.).

Research on a range of sports including cricket (18), handball (19), rugby (20), and soccer (21) has showed “bio-banding” [i.e., a format that groups athletes based on maturity status rather than chronological age (22)] to be an effective way at mitigating biological age effects. It is important to emphasise, though, that bio-banding is a potential solution for maturation-related biases, and not for RAEs. Thus, integrating bio-banding alongside relative age solutions, or combining solutions together [e.g., (23–26)], may be fruitful areas for future research.



Relative age solutions

A persistent call from relative age researchers, including in this research topic, is identifying potential solutions. Although many authors reiterated these sentiments in their articles, only three empirically explored this area, with only one evaluating the implementation of the solution. Building on previous quantitative work on “birthday-banding” (i.e., each individual athlete competes with those of the same chronological age, moving up to the next birthday-band on their birthday), which corresponded with no RAEs exist in the England Squash Talent Pathway (27), Kelly et al. explored coaches' perspectives of the approach. They noted how birthday-banding produced fairness for athletes who might have been removed due to their birthday, offering a possible relative age solution for other racket sports.

The Royal Netherlands Football Association (KNVB) relative age solutions project also contributed two studies. First, following a call to action for interest holders to propose relative age solutions to KNVB, almost 200 proposals were categorised into 13 independent approaches (Kelly et al.). Interestingly, whilst no new suggestions outside the existing literature were proposed, only two have been empirically tested in soccer (24, 28). Second, Kelly et al. evaluated these 13 proposed solutions, using a two-round adapted e-Delphi study with 15 international experts (i.e., researchers and practitioners). Generally, highly rated solutions perceived to effectively moderate RAEs were expected to be more challenging to implement, whereas those more feasible to implement were considered less effective. Results also showed regular disagreement amongst the international experts, highlighting that achieving consensus on possible relative age solutions may be challenging.



Lessons from the past and directions for the future

As part of this research topic, we were fortunate to include four decades worth of reflections from the inaugural researchers of RAEs—Professor Simon Grondin and Professor Roger Barnsley. In his opinion article, Grondin closed by repeating a key takeaway message from his original 1984 paper, emphasising how even after 40 years, many sport systems have still not comprehended this simple message: “It must be remembered that two children born in the same year do not necessarily have the same age” (1). Barnsley repeated these sentiments in his perspective article, showcasing that the data they published from the 1983 Western (WHL) and Ontario (OHL) Major Junior A Hockey Leagues (2) and from the 1989 FIFA U17 and U20 World Cups (29) remains almost identical, whereby those born in the first three months are overrepresented (cumulative ∼40%) and those born in the last three months of the selection year are underrepresented (cumulative ∼12.5%).

Overall, it is fair to say that whilst our understanding of RAEs has grown considerably over the last four decades, not a lot has changed in practice. Indeed, both Grondin and Barnsley expressed their disappointment with how the applied field has not utilised the comprehensive research knowledge. We call for researchers and practitioners to work closer together to be solution-focused, helping create more developmentally appropriate learning environments for all young athletes to achieve their potential in sport, irrelevant of their birthdate.



Summary

Although a large body of research has documented the presence of RAEs across various sporting contexts, and despite the ongoing recommendations from researchers and practitioners, efforts to design, implement, and evaluate effective and feasible solutions have been limited. Moreover, while several theoretical explanations have been proposed and greater clarity provided on the differences between biological and relative age, there remains a lack of empirical studies that clearly identify the underlying causes of RAEs in sport. Such studies would be invaluable in guiding the development of context-sensitive interventions (9). In addition to the continuously growing number of relative age studies across a variety of sport environments, an important next step will be to systematically review the literature, using meta-analyses, in widely researched sports. This will aid the development of sport-specific consensus on RAEs and outline next steps.

Finally, we call for researchers and practitioners to focus their efforts not only on replicating relative age research in different contexts, but also ensuring each study meaningfully adds new knowledge to the field. Researchers should use relative age studies as an opportunity to examine multi-, inter-, and trans-disciplinary features that contribute towards RAEs, as well as explore the direct and indirect effects of relative age to help explain how they occur. Doing so will inform strategies that are effective and feasible for sport-specific contexts, helping to create youth sport environments that foster long-term performance, participation, and personal development outcomes for every young person, regardless of when they are born.

It was a pleasure to assemble this research topic. We hope the reader finds the articles useful in helping to advance their own research and practice. Thanks to the authors, reviewers, and participants for their support—without their efforts, advancing our knowledge of RAEs would not have been possible.



Author contributions

AK: Writing – original draft, Writing – review & editing. KJ: Writing – original draft, Writing – review & editing. AM: Writing – original draft, Writing – review & editing. JB: Writing – original draft, Writing – review & editing.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

The author(s) declared that they were an editorial board member of Frontiers, at the time of submission. This had no impact on the peer review process and the final decision.



Generative AI statement

The author(s) declare that no Generative AI was used in the creation of this manuscript.

Any alternative text (alt text) provided alongside figures in this article has been generated by Frontiers with the support of artificial intelligence and reasonable efforts have been made to ensure accuracy, including review by the authors wherever possible. If you identify any issues, please contact us.



Publisher's note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References


	1. Grondin S, Deshaies P, Nault L. Trimestres de naissance et participation au hockey et au volleyball. La Revue Quebecoise de L’Activite Physique. (1984) 2:97–103.


	2. Barnsley RH, Thompson AH, Barnsley PE. Hockey success and birthdate: the relative age effect. CAHPER J. (1985) 51(8):23–8.


	3. Cobley S, Baker J, Wattie N, McKenna J. Annual age-grouping and athlete development: a meta-analytical review of relative age effects in sport. Sports Med. (2009) 39(3):235–56. doi: 10.2165/00007256-200939030-00005


	4. Musch J, Grondin S. Unequal competition as an impediment to personal development: a review of the relative age effect in sport. Dev Rev. (2001) 21(2):147–67. doi: 10.1006/drev.2000.0516


	5. Smith KL, Weir PL, Till K, Romann M, Cobley S. Relative age effects across and within female sport contexts: a systematic review and meta-analysis. Sports Med. (2018) 48(6):1451–78. doi: 10.1007/s40279-018-0890-8


	6. Webdale K, Baker J, Schorer J, Wattie N. Solving sport’s ‘relative age’ problem: a systematic review of proposed solutions. Int Rev Sport Exerc Psychol. (2020) 13(1):187–204. doi: 10.1080/1750984x.2019.1675083


	7. Dixon J, Horton S, Chittle L, Baker J (Eds.). Relative Age Effects in Sport: International Perspectives. New York, NY: Routledge (2020).


	8. Kelly AL, Côté J, Hancock DJ, Turnnidge J. Editorial: birth advantages and relative age effects. Front Sports Act Living. (2021) 3:721704. doi: 10.3389/fspor.2021.721704


	9. Kelly A, Côté J, Jeffreys M, Turnnidge J (Eds.). Birth Advantages and Relative Age Effects in Sport: Exploring Organizational Structures and Creating Appropriate Settings. New York, NY: Routledge (2021).


	10. McAuley ABT, Baker J, Johnston K, Doncaster G, Kelly AL. Selection and re-selection throughout a national talent pathway: exploring longitudinal relative age effects in northern Ireland male soccer. High Ability Studies. (2024) 35(2):231–47. doi: 10.1080/13598139.2024.2404410


	11. Kelly AL, Brown T, Reed R, Côté J, Turnnidge J. Relative age effects in male cricket: a personal assets approach to explain immediate, short-term, and long-term developmental outcomes. Sports. (2022) 10(3):39. doi: 10.3390/sports10030039


	12. Kelly AL, Wilson MR, Gough LA, Knapman H, Morgan P, Cole M, et al. A longitudinal investigation into the relative age effect in an English professional football club: exploring the ‘underdog hypothesis’. Sci Med Footb. (2020) 4(2):111–8. doi: 10.1080/24733938.2019.1694169


	13. Romann M, Rüeger E, Hintermann M, Kern R, Faude O. Origins of relative age effects in youth football—a nationwide analysis. Front Sports Act Living. (2020) 2:591072. doi: 10.3389/fspor.2020.591072


	14. Ulbricht A, Fernandez-Fernandez J, Mendez-Villanueva A, Ferrauti A. The relative age effect and physical fitness characteristics in German male tennis players. J Sports Sci Med. (2015) 14(3):634–42.26336351


	15. Kelly AL, Turnnidge J. Group banding strategies in children’s organised sport: looking beyond fixed chronological age. In: Toms MR, Jeanes R, editors. Handbook of Coaching Children in Sport. New York, NY: Routledge (2023). p. 303–14.


	16. Kelly AL, Williams CA. Physical characteristics and the talent identification and development processes in youth soccer: a narrative review. Strength Cond J. (2020) 42(6):15–34. doi: 10.1519/SSC.0000000000000576


	17. Radnor JM, Oliver JL, Dobbs I, Wong M, Brown TW, Lloyd RS, et al. Selection into youth cricket academies: the influence of relative age and maturity status. J Sports Sci. (2023) 41(3):272–9. doi: 10.1080/02640414.2023.2208924


	18. Walters S, Renshaw I, Whatman C, Zoellner A, Harrison C, Spencer K, et al. Maturity status, relative age and bio-banding in youth cricket. New Zealand Cricket Rep. (2021) 48:66–75.


	19. de la Rubia A, Lorenzo-Calvo J, Rojas-Valverde D, Mon-López D, Radnor J, Kelly AL. Bio-banding in handball: academy players’ perceptions based on maturity status and gender. Int J Sports Med. (2023) 44(12):871–81. doi: 10.1055/a-2145-6454


	20. McAuley ABT, Radnor JM, Grainger A, Fitzgerald F, Pountney B, Baker J, et al. ‘I feel more comfortable in contact with similar-sized players’: male youth rugby union players’ perceptions of bio-banded training. Ann Hum Biol. (2025) 52(1):2573406. doi: 10.1080/03014460.2025.2573406


	21. Bradley B, Johnson D, Hill M, McGee D, Kana-ah A, Sharpin C, et al. Bio-banding in academy football: player’s perceptions of a maturity matched tournament. Ann Hum Biol. (2019) 46(5):400–8. doi: 10.1080/03014460.2019.1640284


	22. Cumming SP, Lloyd RS, Oliver JL, Eisenmann JC, Malina RM. Bio-banding in sport: applications to competition, talent identification, and strength and conditioning of youth athletes. Strength Cond J. (2017) 39(2):34–47. doi: 10.1519/SSC.0000000000000281


	23. Abbott S, Moulds K, Salter J, Romann M, Edwards L, Cobley S. Testing the application of corrective adjustment procedures for removal of relative age effects in female youth swimming. J Sports Sci. (2020) 38(10):1077–84. doi: 10.1080/02640414.2020.1741956


	24. Helsen WF, Thomis M, Starkes JL, Vrijens S, Ooms G, MacMaster C, et al. Leveling the playing field: a new proposed method to address relative age- and maturity-related bias in soccer. Front Sports Act Living. (2021) 3:635379. doi: 10.3389/fspor.2021.635379


	25. Hogan C, Abbott S, Halaki M, Torres Castiglioni M, Yamauchi G, Mitchell L, et al. Maturation-based corrective adjustment procedures (Mat-CAPs) in youth swimming: evidence for restricted age-group application in females. PLoS One. (2022) 17(10):e0275797. doi: 10.1371/journal.pone.0275797


	26. Sedeaud A, Difernand A, De Larochelambert Q, Irid Y, Fouillot C, du Sel NP, et al. Talent identification: time to move forward on estimation of potentials? Proposed explanations and promising methods. Sports Med. (2025) 55(3):551–68. doi: 10.1007/s40279-024-02171-5


	27. Kelly AL, Jackson DT, Taylor JJ, Jeffreys MA, Turnnidge J. “Birthday-Banding” as a strategy to moderate the relative age effect: a case study into the England squash talent pathway. Front Sports Act Living. (2020) 2:573890. doi: 10.3389/fspor.2020.573890


	28. Mann DL, van Ginneken PJMA. Age-ordered shirt numbering reduces the selection bias associated with the relative age effect. J Sports Sci. (2017) 35(8):784–90. doi: 10.1080/02640414.2016.1189588


	29. Barnsley RH, Thompson AH, Legault P. Family planning: football style. The relative age effect in football. Int Rev Sociol Sport. (1992) 27(1):77–87. doi: 10.1177/101269029202700105















	
	TYPE Opinion

PUBLISHED 10 July 2024
DOI 10.3389/fspor.2024.1440029






[image: image2]

To be or not to be born at the right time: lessons from ice hockey

Simon Grondin*

École de Psychologie, Université Laval, Québec, QC, Canada

EDITED BY
Joe Baker, University of Toronto, Canada

REVIEWED BY
Jörg Schorer, University of Oldenburg, Germany
Jess C. Dixon, University of Windsor, Canada

*CORRESPONDENCE Simon Grondin simon.grondin@psy.ulaval.ca

RECEIVED 28 May 2024
ACCEPTED 19 June 2024
PUBLISHED 10 July 2024

CITATION Grondin S (2024) To be or not to be born at the right time: lessons from ice hockey.
Front. Sports Act. Living 6:1440029.
doi: 10.3389/fspor.2024.1440029

COPYRIGHT © 2024 Grondin. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.



KEYWORDS
relative age effect, ice hockey, talent identification, birthdate effect, categories in sport, age discrimination, personal development




Perhaps surprisingly, an individual's date of birth has a notable and long-term influence on their development. Any kindergarten or grade 1 teacher will speak of the remarkable difference, physically and/or psychologically, between the younger and older children in their class. While this influence had been documented in schools since the 1960s (1), it was not until the 1980s that the phenomenon was noted in sport, in ice hockey in particular (2, 3). Curiously enough, in sport, this seemingly-important difference has been long disregarded. However, despite over 40 years of research on this issue, the problems it causes remain unresolved.

The effect of an individual's birthdate on sport participation and attainment, eventually referred to as relative age effect (RAE), went from an object of curiosity to a cruel and pervasive reality that is a worldwide and widespread phenomenon (4–6). Consistently, it is a key factor explaining success in sport, and in talent identification selections. It eventually became popular as an example for explaining that success in general, in several spheres of activity, could be related to an arbitrary decision of how and when to group individuals to provide consistency in instruction and training.


The 1984 paper

As a child born at the end of November and playing ice hockey, I suspected that there was something wrong, unfair, with the categorization system. Indeed, I realized it more clearly as a baseball1 player in Little League: instead of the disadvantage caused by a cutoff date set on January 1st, I experienced some advantage of a system based on chronological age with a cutoff date set on August 1st. I certainly did not know how to translate this curiosity into a scientific question, but I guess the issue was sleeping inside of the teenager I was who eventually undertook university studies to become a physical educator.

The 1984 article on the RAE in ice hockey (Grondin et al.) was based on my Master's thesis, defended in October 1982 in the Département de kinanthropologie at Université de Sherbrooke (8). The thesis was supervised by Dr. Paul Deshaies. The content of the thesis was first presented at the 51st Annual meeting of the “Association canadienne-française pour l’avancement des sciences” (ACFAS) held in Trois-Rivières in May 1983. The abstracts of two talks were published in the proceedings of the meeting. One talk presented the research question and the data showing that there was a real problem (9); and the second talk was dedicated to a suggestion, based on birthdate, to solve the problem (10). It was only in 1993 that I met Roger Barnsley and Gus Thompson, when they organized a symposium on the RAE during the annual meeting of the Canadian Psychological Association held that year in Montréal. They were kind enough to invite me to participate in the symposium, lending me the podium to talk about the RAE in ice hockey (11) while they were talking about this effect on academic achievement (12), mental health (13), and sport in general (14).

It was in 1984 that an article based on the thesis was published. The data, which were collected at the Fédération Québécoise de hockey sur glace (now Hockey Québec) and Fédération de volley-ball du Québec, revealed a series of critical messages:


	(1)In competitive ice hockey (n = 3,826), many more players were born in the first quarter of the year than in the fourth. This effect was present and strong in all competitive minor ice hockey categories, beginning with Atom (9- and 10-year-old players) up to Junior ice hockey (under 20). This effect was not as strong but statistically significant in the National Hockey League.

	(2)Within each competitive minor ice hockey category, the effect was stronger in higher classes of competition (AA > BB > CC)2, that is, in cities with a larger population. For example, amongst Pee Wee AA players (11–12 years of age), 47.8% and 8.9% were born in the 1st and 4th trimester, respectively. All this to say that when there are more players competing for a position on a team, the effect of birthdate is stronger.

	(3)In general, there was no effect of birthdate in volleyball, for either female and male players, probably because there was less competition for obtaining a position on a team, this sport being less popular than ice hockey in Canada (and maybe because at the time, teams were formed in schools, which was not the case in ice hockey). Nevertheless, there was a birthdate effect for regional volleyball elite teams involving 14- and 15-year-old male players, teams that were built for a provincial competition. In other words, more competition for obtaining a place on the team resulted in an effect; therefore, the effect observed in ice hockey was not due the fact that this sport had physical contact (or some violence) since the effect also seemed to occur in volleyball when certain conditions are met.

	(4)The final main message of the paper was a recommendation to improve the categorization system, even based on chronological age. The key point involved recognizing that the problem was caused by the adoption of a “yearly-based system” instead of a “monthly-based system” that would not be a multiple of 12. Two examples were given in the article, with 15- and with 21-month long categories. In the latter case, in a four-category system, the curriculum would last 7 years, each player going through the 7 years would play 2 years in 3 categories, and 1 in another category. This single season in a category would occur at a moment of the curriculum (category 1, 2, 3, or 4) that would depend on the system adopted and the birthdate of a player.



The 1982 thesis, but not the 1984 paper, also contained a non-trivial recommendation: if the problem cannot be solved within a singular sport, we should at least avoid adopting the same cutoff date in all sports. This suggestion went squarely in the opposite direction of a 1980 Québec government report on age categories in sport (15). Since, there have been several other recommendations [see (16)], including one where it is suggested to have two ice hockey seasons (September–December and January–April) per year, each half-season having different cutoff dates, for instance, January 1st and July 1st (17).



Other ice hockey data, since

Since the publication of Grondin et al. (3) and Barnsley et al. (2), there have been several papers on birthdate effects in ice hockey [e.g., (18–25)]. Some recent papers were dedicated to Russian or Czech ice hockey [e.g., (26, 27)], or to women's ice hockey [e.g., (28, 29)]. Other research has established that there is not much difference on anthropometric measures of ice hockey players born in the different trimesters of the year (30, 31). Finally, several papers were dedicated to the case of the NHL, including the fact that the effect is weaker there than in minor ice hockey, a finding referred to as a reversal effect (18, 32–35).

Amongst the multiple articles on birthdate's effect on participation in ice hockey, there is one less cited paper that contains quite precious data (36). The data are interesting because it shows clearly, and how rapidly, the effect is installed. In Québec, the cutoff date was January 1st until the 2002–2003 season. For six ice hockey seasons, from 2002–2003 to 2007–2008, the cutoff date was October 1st, this date being the cutoff for schools in Québec. After the 2007–2008 season, the cutoff date for ice hockey was moved back to January 1st.

According to Table 2 of Lavoie et al. (36), for the highest competitive level of 15- and 16-year-old players (Midget AAA), 44.94% were born in October, November, or December during the 2007–2008 season. The following season, when the cut-off date went back to January 1st, the percentage for this trimester was 19.58%; and, for the 2009–2010 season, went down to 11.74%. In 2007–2008. 23.97% of players were born in January, February, or March, then the second most advantageous trimester. Two years later, 41.30% were born in the first trimester. Not only does this manipulation of the cutoff date show the cause to effect relationship between the birthdate and participation in elite ice hockey, but this effect happens extremely rapidly. Similar effects have been noted by Helsen et al. (37) in elite soccer players.

While the administrative mechanisms driving birthdate effects seem simple, the psychological factors underpinning the effect are complicated. In a recent article about talent identification in ice hockey, Fortin-Guichard et al. (38) showed the importance of self-regulation planning and gaze behaviour for identifying talent of 15–16-year-old players. What is interesting in this paper is the uniqueness of the method used: (1) only players selected after the first two rounds of selection (“sleepers”) were under investigation and (2) scouts were asked, 3 years after the draft (players now competing at the Junior level) to identify who they would have liked to pick, out of players selected in the first two rounds. Out of the 70 remaining players who were tested as a Midget, 15 were identified by scouts. Only 7 out of the 44 players born from January to June were selected, while 8 out of 26 players were born from July to December. Note that, amongst the players tested and selected in the first two rounds, 21 out of 25 players were born from January to June. In other words, scouts do not compensate for the enormous bias caused by the moment of birth and the categorization system.



Just to make it clear

There is a clear and long history of evidence regarding the heterogeneity of development. An old article by Bouchard and Roy (39) revealed that, amongst participants in the famous Québec Pee Wee tournament (for players 11 and 12 years of age), players' “bone age” (an indicator of skeletal maturity) varied from 7 to 14 years. But because a picture is worth a thousand words, let's use a photo to make the point clear about this potential heterogeneity. The two children in Figure 1 played soccer and went to school together. Their age? About the same. Despite their physical difference, there is only 1-month difference between them in chronological age. The fun fact here is this one: the taller one was born in January, and the other a bit earlier, in December. In other words, the following season, the taller one had to remain in the same category, and the smaller one had to move into a category with older children.


[image: Two young boys standing indoors against a wall. Both are shirtless, wearing athletic shorts—one in white and the other in black. They stand side by side with neutral expressions.]
FIGURE 1
The taller boy on the right is 1 month younger that the smaller one on the left, but because one was born in January and the other in December, the taller boy will stay in the same age category the following season and the smaller one will move into a category with older children (photo from (17); with permission of the persons, now adults, on the photo).


The problem can also be considered another way. To keep it simple, let's consider two children, Player A born on January 1st and Player B born on December 31st of the same year. There is a high risk that a coach not sensitive to the impact of birthdate, at the moment of building a team, will make decisions based on a spontaneous dichotomy, “first year player” vs. “second year player”. If the objective of the coach is to win, the older player has a better chance to be part of the team. But if the objective is to detect talent, and eventually contribute to its development, two questions should be asked. (1) A year from now, will Player B be as good as, or better than, Player A is now? (2) Will the difference between current player A and player B in two years be smaller or larger than the current difference between players A and B?



A final word

The past 40 years have revealed something remarkable and deplorable: even when a problem is well-known, obvious, and well understood, even when there are potential solutions, it remains extremely difficult to activate changes in a system! It is difficult to know with certainty whether the discrimination caused by birthdate would be reduced, but relatively simple solutions are worth testing, be it the adoption of 15- or 21-month age categories, or at least, with a categorisation avoiding multiples of 12 months; or by forcing to have at least 3 players per trimester in competitive teams.

To close this article, let's use a translation of the last sentence of the 1984 paper, and of the 1982 thesis, that was a message for any coach or educator [see also (40)]: “In brief, it must be remembered that two children born in the same year do not necessarily have the same age.” Even after 40 + years, it seems many in the sport system have still not gotten this message.
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1There is also an effect of the moment of birth in baseball, and this effect is important in Japan where the cutoff date is April 1st (7).

2There were AA teams in cities with more than 45,000 people, and BB teams in cities with 20,001–45,000 people.
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The study investigates relative age effects (RAE) in German youth soccer (Youth Bundesliga A: January 2004 to December 2005 and B: January 2006 to December 2007; highest league in German youth soccer) and its persistence in third-division players. Data from the 2022–2023 season (120 teams, 3,174 players) were analyzed using chi-square tests. Significant RAE was found in the A-series (p < .001), B-series (p < .001), and third-division professionals (p < .001). Notably, RAE was prominent among younger players but less evident in older third-division players (p = .116), indicating a diminishing selection effect with age and professional tenure. Coaches and talent managers are advised to consider RAE and additional factors like player maturity in talent selection for more efficient talent management strategies, especially in youth academies.
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1 Introduction

In a sports context, calendar age, and birthdates are essential for grouping athletes for competitive comparison. In general, there has been a tendency to select athletes for teams born early in the year or a particular selection period (close to the cut-off date of selection). Recent studies have demonstrated that relative age effects (RAE) in sports is a global phenomenon that affects a wide range of competitive sports (1). The impact could be demonstrated for individual sports (2, 3) and team sports such as basketball (4, 5), ice hockey (6, 7) or especially for soccer (8, 9). Children and adolescents born early in the year enjoy considerable advantages over those born later in the year in terms of academic achievements (10, 11), emotional and social life (12, 13). There are various reasons for this effect and its continued existence through the older age groups in the context of sports: the Matthew effect (14), the Pygmalion effect (15), and the Galatea effect (14, 16). For example, a contrary hypothesis is postulated by Kelly et al. (17) and describes the advantages of later-born athletes (the underdog hypothesis). The Matthew effect (14), also known as the “rich get richer” effect, refers to the phenomenon where individuals or groups already successful in a particular field tend to become even more successful over time. This can happen for various reasons, such as access to resources, support, or opportunities unavailable to others. In sports, the Matthew effect can manifest as the RAE. Athletes born early are often physically more mature and developed than those born later in the year (14). As a result, they may be selected for the more advanced teams and programs and receive more coaching and training opportunities (18). Over time, this can create a self-reinforcing cycle where early-born athletes continue to dominate in their sport while late-born athletes may struggle to keep up. This can lead to a skewed distribution of success and opportunities in the sport, with the “richest” (i.e., early-born) athletes becoming even more successful. In contrast, the “poorest” (i.e., late-born) athletes fall behind (see Figure 1).


[image: Flowchart depicting influences on athletes, with arrows showing relationships. Parents and coaches lead to athletes, influenced by the Pygmalion effect. Self-fulfilling prophecy connects parents and coaches to athletes. Matthew effect links parents to athletes, while talent identification connects coaches to athletes. Athletes also connect to RAE through the Galatea effect. RAE is marked with plus/minus.]
FIGURE 1
A conceptual model showing the influences on athletes' development, highlighting the Pygmalion effect, self-fulfilling prophecy, Galatea effect, Matthew effect, and talent identification. Parents and coaches shape athletes' perceptions and performance, impacting the Relative Age Effect (RAE).


The Pygmalion effect (15), also known as the Rosenthal effect, refers to the phenomenon in which higher expectations of individuals lead to increased performance. With the RAE, athletes born early in the year are more likely to be selected for professional teams and programs (i.e., youth academies). This results in higher expectations of the coaches and scouts. As a result, the abovementioned Matthew effect is supported. This can contribute to a self-fulfilling prophecy, as the increased expectations lead to improved performance, leading to even higher expectations. The Galatea effect (14, 16) is a phenomenon where individuals who are given positive feedback and encouragement tend to perform better than those who do not receive such feedback. In the context of RAE, early-born athletes are more likely to receive positive feedback and encouragement from coaches and surroundings due to the abovementioned advantages. This could again lead to a self-fulfilling prophecy, where these athletes continue to receive positive feedback and encouragement, leading to better performance and more opportunities to advance in their sport. As a result of RAE, the late-born players may be labeled as “underdogs” in the context of the underdog hypothesis (17). They may have to work harder to prove themselves and earn opportunities to advance in their soccer careers (see Figure 2). According to review studies and meta-analyses, numerous factors moderate the RAE in sport (19, 20). These include playing position, gender, age, level of competition, and setting of the sport.


[image: Flowchart showing a developmental process. "Born early" leads to "Greater Experience" and "Further developed," both contributing to "Better performance." This results in "Positive Feedback" and selection for a "Development programme" as talent.]
FIGURE 2
A model illustrating how being born early in the selection period can lead to greater experience and further development, resulting in better performance. This improved performance leads to positive feedback and selection into development programs, reinforcing the athlete's recognition as talent.


In professional soccer, the RAE significantly impacts the talent selection and development process. For example, a multi-country study by (21) found an over-representation of players born in the first birth quartile (BQ) in national and professional youth selections across all age groups. The statements apply primarily to male footballers, because for female players the development stage and the composition of the squad still play a key role. Massa et al. (22) discovered a comparable effect in professional football in Brazil. As evidenced by the strong RAE in youth football that has been found in America, Australia, Brazil, Germany, and Japan, among other places, there may be a consistent worldwide effect at play here that is not influenced by national variations in the dates used to determine the start and end of the sporting year (23). A remarkable reduction in RAE effects (24) has not been achieved in the last decades. Recent research shows that maturation has got a higher impact on performance than RAE (25). Nevertheless, Hill et al. (26) argue that RAE and maturation are independent constructs. Thus, different strategies to prevent RAE and selection bias regarding the maturation of players are needed (20, 27). Coaches and scouts should consider RAE in their decisions. RAE could cause individual differences in up to one year.

In German soccer, the findings of Votteler et al. (28) reveal significant direct and indirect RAEs for physiologically demanding tests and almost no effects for technically demanding tests. The study of Helsen et al. (29) shows that relative age effects exist in German youth soccer. However, no advantage in anthropometric or performance-related characteristics can account for it. A player's chances of becoming a professional later in their career are higher for younger players chosen for national teams (30). Götze et al. (31) could identify the influence of gender and competition level on the RAE in German soccer. Their data indicates a RAE in German adult soccer for both males and females, which may be coupled with a loss of great players who were once highly valued during their childhood years. As a result, fewer skilled players would be available for the adult division. The effect sizes for the RAE are large in the U19 and small to medium from U20 to the first league (including the national team and first and second Bundesliga). The German youth soccer system (before 2023), particularly through the B-Junioren Bundesliga (U17) and A-Junioren Bundesliga (U19), provides a structured and competitive environment for young talents. These leagues are pivotal in the development of players, many of whom progress to professional careers in Germany's top leagues or internationally. The system is supported by rigorous scouting, professional club academies, and a clear pathway from youth to senior professional soccer. The pressure on the youth soccer players, especially for academy players is very high. There are high expectations, intense competitions and they have to balance education and soccer. In this case, it is important to examine single soccer nations, because they potentially differ from others and it allows to compare the different pathways and contextual factors of RAE.

The position on the field plays an important role when analyzing the RAE in athletes (32–34). For example, Schorer et al. (34) could show no significant RAE for circle players and goalkeepers in handball. Professional U-20 South American soccer players were the subject of an investigation by (35), who noted RAE at all positions played except for goalkeepers. Hurley and colleagues (2019) could not find RAE for forwards and goaltenders. There is evidence that goaltenders generally do not show significant RAE. Schorer et al. (34) explain this with different demands for these playing positions, especially for goaltenders. Further studies have indicated that central defenders and midfielders have indicated greater RAE prevalence compared to other positions on the field (36) (Finnegan et al., 2024).

Doyle et al. (18) analyzed the data of the 1,000 best professional footballers (by market value on transfermarkt.de) and found that these players were born earlier than could be expected by chance. The level of competition seems to be a moderation factor for RAE. Furthermore, admission to youth academies plays an essential role in the occurrence of RAE (37). The study of Grossmann and Lames (37) shows that a strength RAE is even more present in youth academy players than in amateur U17 and U19 players. There is significantly less evidence concerning the longitudinal progression of RAE in youth soccer. The only research that indicates a longitudinal analysis of talent selection processes reveals an increase in RAE for players who are newly selected for higher competition levels and no change in RAE extent for players who are retained at the same competition level across successive age categories is the work by Votteler and Höner (23). According to Cobley et al. (1) and Szwarc et al. (38), it is plausible that the elimination of disparities in physical maturity is a contributing factor, meaning that athletes who are relatively younger no longer face any disadvantages (underdog hypothesis). According to Cobley et al. (1), elder athletes switching to different sports may also contribute. Due to overtraining, burnout, or other issues, older athletes who trained hard to reach a high-performance level in their junior years may also decide not to compete in sports. Evidence suggests that specialized training environments are associated with shorter playing careers and higher adult dropout rates in sports, including ice hockey and soccer (1). Moreover, the studies of Dugdale et al. (39) show that RAE does not always translate into senior or adult level, and Andrew et al. (40) show that it does not always lead to success.

Nevertheless, the current findings regarding the RAE often neglect the effect of the level of competition and the transition between age groups, youth academies, and professional soccer leagues. Furthermore, the research often lacks information on the prevalence of RAE in different regions of the examined countries. These findings could help to find sufficient strategies to prevent RAE selection bias. The present study aimed to describe the prevalence of RAE in German soccer and explain it by different explanatory variables such as age group, playing position, performance in the league (by top clubs) and the region of the country.



2 Methods


2.1 Participants

The players of the German Youth Bundesliga A (January 2004 to December 2005) and B (January 2006 to December 2007; the highest league) and the players in the 3. Liga in Germany (third division) were analyzed in this study. One hundred twenty teams and a total of 3,174 players were included (extracted from valid database transfermarkt.de). The twelve months of the year were divided into four birth quartiles (BQs). January, February, and March were classified as “BQ1”, April, May and June were classified as “BQ2”, July, August and September were classified as “BQ3”, and October, November, and December as “BQ4”. Birth quartiles were compared with the general population data from 2010 because there were no detailed birth distribution datasets from other years. The distributions did not significantly differ compared with the 2010 data (statista.de). An overview of the characteristics of the three series (Youth A and B Bundesliga and third division in Germany) is displayed in Table 1. The cut-off date for the German youth soccer leagues is the 1st of January. Furthermore, the region (north/north-east, west, south/south-west), the position on the field [goaltender (1), defender (2–6), midfielder (8), offender (7, 9, 10, 11)], and the top teams (top 5 and last 5) were analyzed as covariates. The database often not identify the exact position on the field but one of the above-mentioned category.


TABLE 1 Composition of the sample by leagues (U17/19) in season 2022/2023.

[image: Table showing the distribution of participants in different age groups and divisions by region. U17 participants: 394 in North/northeast, 389 in West, 391 in South/southwest, total 1,174. U19: 443 in North/northeast, 424 in West, 480 in South/southwest, total 1,347. Total for 3rd division: 571. Overall total: 3,092.]



2.2 Statistical analysis

The data were first checked for plausibility. No outliers had to be excluded, but for a total of 36 players, an exact birth date could not be evaluated. Chi-square (χ2) analysis was used to compare quartile distributions in the sample and against population values, following procedures outlined by Kelly et al. (17). This test does not reveal the magnitude of difference between quartile distributions for significant chi-square outputs, so Cramer's V was used. According to accepted correlation standards, the Cramer's V was read as follows: a value of 0.06 or higher would suggest a small impact size, a value of 0.17 or higher would indicate a medium effect size, and a value of 0.29 or higher would indicate a big effect size (41). Since the results are always undirected due to the squaring in chi-square analyses, a subsequent graphical inspection of the data is necessary to make substantive statements about the RAE in the sample.




3 Results

Table 2 shows that the distribution of the month of birth differed significantly (p < .05) from the distribution of births in Germany in 2010 in all scales of the U17. A significant effect size (V ≥ 0.30) and, thus, a large RAE could be demonstrated in all regions.


TABLE 2 Distribution of birth quartiles (%) in the analyzed age groups in the 2022/2023 season compared to the German birth statistics from 2010 (available, comparable age group).

[image: Table showing statistical data on age group classifications, including U17, U19, third division, and German birth statistics (2010). It lists sample sizes, percentages for BQ1 to BQ4, chi-squared values, p-values, and effect sizes. The effect size varies from large to small across categories, indicating statistical differences within and between groups.]

The most substantial effect was found in the south/south-west region (χ2 = 144.39, p < .001, V = 0.35), in which around 73% of players were born in the first half of the year (BQ1 and BQ2). When investigating the differences between the two age groups in the U17, players born in 2007 (χ2 = 45.92, p < .001, V = 0.39) showed a higher effect size for RAE than players born in 2006 (χ2 = 303.71, p < .001, V = 0.31). The absolute number of players per quartile decreases significantly with decreasing age. While most players were born in Q1 of 2006 (n = 461), Q4 of 2007 had the fewest players in the U17 teams (n = 13; see Figure 3). Overall (n = 1,174), the players in the U17 national league shows a large effect size (χ2 = 344.01, p < .001, V = 0.31) concerning the differences in the distribution of birth quartiles to the reference population (RAE). Around 71% of all U17 Bundesliga players were born in the first half of the year (BQ1 and BQ2).


[image: Bar chart titled "Birth date distribution of U17 players" showing frequency of players born in 2005 (young) and 2004 (old). The data is categorized into four birth quarters (BQ1 to BQ4). In 2005, BQ1 has 52 players, and in 2004, BQ1 has 461 players. The total has BQ1 with 516 players. BQ2, BQ3, and BQ4 have fewer players in each respective category and total less than BQ1.]
FIGURE 3
Birth date distribution of U17 players (Youth B).


The effect sizes of the chi-square test in the U19 age group were not as large as in the U17 age group. Nevertheless, RAEs were also found in this age group. All squadrons showed a significantly different distribution from the reference population and a medium effect size. The south/south-west region shows the strongest effect size for RAE (χ2 = 118.33, p < .001, V = 0.29). In the individual age groups, the 2005 players (χ2 = 175.27, p < .001, V = 0.29) had a higher RAE than the 2004 players (χ2 = 114.68, p < .001, V = 0.24). In the U19, most players were born in BQ1 and the fewest in BQ4 in both birth years (2004: n = 649; 2005: n = 682). There is a consistent drop in players from BQ1 to BQ4 (see Figure 4). As a result, from BQ1 to BQ4 of 2004, the number of players decreases steadily, then increases in Q1 of 2005 before declining again until Q4 of 2005. For all U19 national leagues combined, a medium effect size was seen for the RAE (χ2 = 294, p < .001, V = 0.27). 69.56% of the players were born in the first half of the year (BQ1 and BQ2). For all U19 national leagues combined, a medium effect size was seen for the RAE (χ2 = 294, p < .001, V = 0.27). A significant RAE could also be demonstrated for the professional sector in the 3rd division. However, the effect size was smaller (χ2 = 29.69, p < .001, V = 0.13) than for the U17 and U19. Overall, 57.44% of all players in the 3rd division were born in the first half of the year (BQ1 and BQ2), which is closer to the reference population compared to the juniors, in which 71.29% (U17) and 69.56% (U19) were born in the first half of the year. Within the 3rd division, only players born after 1998 showed an RAE (χ2 = 28.05, p < .001, V = 0.17). For players born before 1998, the deviation of the birth data from the reference population was insignificant (p = .116). The 3rd division group (n = 571) also included some young players registered for the U19 junior team of the respective club in the U19 Bundesliga (n = 14). These players were included in the data analysis for both the juniors and the 3rd division.


[image: Bar chart titled "Birth date distribution of U19 players" shows the frequency of players born in different quarters of 2004 and 2005. For 2005 ("young"), BQ1: 286, BQ2: 200, BQ3: 120, BQ4: 76. For 2004 ("old"), BQ1: 254, BQ2: 183, BQ3: 116, BQ4: 96. Total frequencies are BQ1: 547, BQ2: 390, BQ3: 237, BQ4: 173. BQ represents birth quarters.]
FIGURE 4
Birth date distribution of U19 players (Youth A).


The distribution of birth quartiles, considering the position on the field, shows larger effect sizes for goaltenders and defenders compared with midfielders and offenders (see Supplementary Table S3 and Figure 5). In theory, significant RAEs were discovered for every position on the field. Regarding the distribution's deviation, only the third division's goalkeeper position group (χ2 = 2.63, p = .45, V = 0.12) shows no significant RAE.


[image: Bar chart comparing the relative age effect (RAE) on different playing positions across U19, U17, and 3rd division categories. Positions include goaltender, defense, midfield, and forward. Bars represent different birth quarters (BQ1, BQ2, BQ3, BQ4) with varying frequencies of players. Goaltenders in U17 have the highest frequency, while RAE shows variations across all categories and positions.]
FIGURE 5
Comparison of RAE for different playing positions on the field of U19 (Youth A), U17 (Youth B) and third division.


The results of the deviation in the birth distribution based on performance in the respective league are displayed in Supplementary Table S4. Generally speaking, every group shows a modest RAE; however, the last five teams in the third league table show non-significant chi-square tests for RAE (χ2 = 2.81, p = .422, V = 0.08). The effect size is always larger for teams ranked among the top teams in the leagues. The effect size decreases with increasing age.

In general, all age groups showed relative age effects. A consistent gradient in the distribution of the quartiles in the birth dates (BQ1 to BQ4) for all age groups is also revealed by the graphical inspection, as shown in Figure 5.

The ratios of BQ2 and BQ3 were nearly identical in the third division. Most players across all age categories were born in Q1, the fewest in Q4, and the third division had the highest percentages in Q3 and Q4. When comparing the age groups, there is a decline in the RAE as age increases. The U17 national leagues exhibited the highest RAE, and the third league displayed a comparatively smaller RAE.



4 Discussion

The study aimed to analyze relative age effects among German juniors A and B as well as the players of the third division (German Bundesliga and 3. Liga) in the 2022/2023 season. Therefore, the 2,521 birth dates of junior players and 571 birthdates of players in the 3rd division were analyzed. The 3,092 birth dates were divided into four quartiles, and the birth date distributions were compared with Germany's birth statistics from 2010. Furthermore, the effects of position on the field and the rank of the associated team in season 2022/23 were calculated. Generally, it could be shown that an RAE exists in every age group despite the older players of the third division.

The findings are in line with the general evidence that players born in the first birth quarter (BQ) are overrepresented in professional youth soccer across different age groups (21–23). Only the older players competing in the third division of the German Bundesliga do not show a significant deviation compared with the average population. This aspect could underpin the “underdog hypothesis”. It could be speculated that the players reaching older ages in the professional league had to overcome challenges arising from the initial disadvantages of being born late in the year. The non-translation in senior soccer leagues is in line with the findings, for example, of Andrew et al. (40) and Dugdale et al. (39). The hypothesis would claim that these players worked harder, and because of that, they could stay at this level. Götze and Hoppe (31) also show the influence of the competition level on the RAE in German professional soccer. The current findings show the same phenomenon. The RAE decreases with the age group and the competition level [i.e., U19 > U21 > first division; (31)]. The results of Doyle and Bottomley (18), which state that players with a higher value were born earlier than could be expected by chance, could not be confirmed or disproven because the younger players in our study do not have a value on the market and it was not the aim of the current study. The results of Votteler and Höner (23) longitudinal analysis of talent selection procedures, which indicate that players newly selected for higher competition levels have a higher RAE and that players retained across consecutive age categories at the same competition level do not have a different RAE, are not consistent with the current findings.

As already described, no data was collected for this study that would allow measurable conclusions to be drawn about the causes of RAEs based on the models presented by Hancock et al. (16) and Wattie et al. (42). We can only make assumptions in this regard. It is possible that relatively older people experienced advantages within the system of social actors through Matthew effects, Pygmalion effects or Galatea effects (6), entered the “vicious circle” of the dynamic model through an initial advantage, with two self-reinforcing processes increasing their lead, or were best adapted to the interactions of their constraints with environmental and task-related constraints in the constraint-based model (42), resulting in their overrepresentation in the sample.

Given their positions on the field, goaltenders and defenders have bigger effect sizes in the birth quartile distribution (RAE) than midfielders and offenders. Nevertheless, significant RAEs were discovered for every field position except for the third division's goalkeeper position group. Our results align with the findings of Campos et al. (35) regarding the lack of RAE for goaltenders in the professional league examined in the study (third division). Still, the current results show a significant RAE for younger goaltenders (U19 and U17). It seems that the distribution is oriented on the overall distribution of RAE (U17 < U19 < third division) also for goaltenders. It is plausible that the different demands on goalkeepers lead to the difference in RAE. The “underdog hypothesis” can be cited as an explanation for the generally decreasing relevance of the RAE with the age of the athletes in the current study.

Nevertheless, the level of competition seems to be a moderation factor for RAE. Each group generally displays a moderate RAE, yet the last five clubs in the third league table see non-significant chi-square tests for RAE (χ2 = 2.81, p = .422, V = 0.08). When a team is ranked among the best teams in the league, the effect size for RAE is always bigger. The findings align with Grossmann and Lames (37) and Augste and Lames (8). They could show significant correlations between the final rank of the teams and the median. Thus, the older the team is (BQ1 < BQ4), the better the rank. We could not explain the differences in effect sizes between the different regions (north/north- east; west; south/south-west) because the compilation of the clubs leaves no room for speculation regarding performance of the different clubs and the prevalance of RAE. The only plausible reason for the higher effect sizes in the south/south-west group could be the high population numbers in these regions, which can lead to a high selection pressure overall.

Several limitations should be considered when interpreting the results of this study. First, the division of birth dates into quartiles is associated with a certain degree of arbitrariness, and it could result in a difference of one month (or even one day) having a more significant effect in one case and no effect at all in another, such as March 31 compared to January 31. Furthermore, the quartiles may contain different numbers of days, which can affect comparability (42). Secondly, the date of birth alone cannot reliably determine how mature a player is compared to other players his age. However, it was impossible to consider player maturity in the study. Only year of birth, birth quartile, position, and team ranking could be analyzed. Thirdly, in this study, the A and B junior national leagues were examined for the occurrence of an RAE. In addition, the birth dates of the 3rd division were analyzed because it was assumed that a certain number of players in the A and B junior national leagues initially switched to the 3rd division. It is also possible that many players trained at the youth academy and in the youth leagues move directly to the first or second division (German Bundesliga). However, the statistics, which show a sharp decline in the use of domestic U21 players in the first division (German Bundesliga) between 2017/2018 and 2019/2020, tend to suggest the opposite. A certain degree of inaccuracy must also be assumed concerning the data collected. The playing positions listed on the internet may not always correspond to reality. Positions are often swapped or changed for training, particularly at the junior level. In addition, players can interpret soccer positions differently, making distinguishing between offensive and defensive positions difficult. They may also make inaccurate assumptions about the cause of the birth distribution for certain positions. Furthermore, only the detailed birth distribution of 2010 was available because this was a year of the census.

The current study shows an RAE for the highest German youth league could be identified. Furthermore, the youngest players are born earlier in the year than the older players in the third division of the German Bundesliga. Although, in contrast to maturity, relative age appears to be far less significant for physical performance in most cases (27), the selection process in the early years of talent development could impact the athletes' careers. At a high selection level, however, the realization remains that even relatively younger players show particularly high performance in motor performance diagnostics as well as for game intelligence, tactical, and psychological skills (Williams et al. (43) despite their age-related disadvantages (28). This makes their motor skills all the more important than those of relatively older players, which they must demonstrate to be accepted into the DFB talent development program (23). They must develop special physical, tactical and technical skills to be competitive (24). The problem is that young players who are not as physically developed could give up due to the constant disadvantage, which leads to high dropout rates in adolescence (1, 30).

Further research should focus on measures to reduce the RAE. For example, Sierra-Diaz et al. (20) recommend different strategies, such as altering or rotating the annual cut-off date, to create alternative ways to group athletes for competition (i.e., anthropometric attributes) or to develop internal reforms in soccer academies and enhance some competitive regulations. Further strategies could be to assess the biological maturity or stage of development oft he players.

A follow-up study seems rewarding because the German Football Federation revised the competition mode for the highest youth league (U19 and U17). The A and B Junior Bundesliga have been divided into three leagues. At the start of the 2024/2025 season, the U19 and U17 DFB Junior League will replace this tier system. There will be two phases: first, a regional preliminary round, and then, a main round in the second half of the season, which will be divided into League A and League B. The German champion is determined from the teams that qualify for League A. In the U 19 and U 17 DFB Junior League, Bundesliga and amateur clubs play in the same league from the outset. All clubs with a performance center are permanently qualified for the DFB Junior League. This change in competition mode could reduce RAE selection bias because the coaches could use their players more independently of their current performance and substitute seven players per game in the new mode. The follow-up study could show if the prevalence of RAE changes over time. Nevertheless, the decisive role of the coaches must be mentioned at this point. They have to be aware of the prevalance of RAE and have to take the findings into account in order to select or develop talents in German soccer.
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This study aimed to assess youth-to-senior transition rates, quantify the magnitude of relative age effect (RAEs), and evaluate how RAEs affect these transitions in 9,527 men's national football players of England, France, Germany, Italy, and Spain. Regardless of national team, only −15%, 25%, and 40% of U17, U19, and U21 players successfully transitioned to the senior team, respectively, whilst −14%–24% progressed to senior level without being selected during youth. Data suggested a skewed birthdate distribution favouring relatively older players at U17, U19, and U21 levels across all countries, whereas RAEs were also present in England, Italy, and Spain at senior level. Youth-to-senior transition rates were modulated by birthdate at U17 and U19, whereby Q4 players were −2 and 1.5 times more likely to successfully transition at senior level than Q1 players, respectively. Selection at youth international level does not guarantee selection at senior level, but does make it more likely. Moreover, relatively younger athletes are disadvantaged in youth categories, although are more likely to transition to senior level once they have entered the pathway.
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Introduction

To identify youth athletes with the potential of ascending to the higher echelons of senior competition more efficiently, sport's governing bodies and federations have implemented systematic recruitment strategies (1). Athlete development and ultimately achieving expertise in sport at adulthood, however, is a dynamic, highly contextual, and multifactorial process that is difficult to navigate (2, 3). For instance, current performance and future prospects in specific sport contexts can be influenced by performer (e.g., anthropometric, genetic, physiological, and psychological factors), task (e.g., deliberate practice and play, specialisation and sampling), and environmental (e.g., relative age, birthplace, cultural influences, and socioeconomic effects) constraints (4–9). Nevertheless, it is still unclear how and to what extent an athlete's developmental trajectory is shaped by the interaction between these constraints across sports (4, 10–12).

This ambiguity makes the accurate selection of prospective high performing athletes extremely challenging, and is further confounded by the weak relationship that exists between early and future success in sport (2, 13). More specifically, being a high performer at youth levels does not guarantee that the athlete will also be a high performer at senior level. Many prospective and retrospective studies have reported similar results across different sporting contexts, whereby approximately 20% of senior international athletes also performed at the highest level during their youth (14, 15). These findings were reinforced by a recent review (16), which showed that 82% of international-level seniors had not reached youth international level, suggesting that successful youths and seniors are largely two disparate populations.

Identification and selection complexity exacerbate in team sports such as football (i.e., soccer), likely due to the added positional dimensions and the compensatory nature of athletic profiles, which makes it even more difficult to define “talent” or appraise “elite” performance (17–19). Combined with the selectors' cognitive biases when assessing the potential of athletes [see (20)], this reduces the potential accuracy and reliability of selection decisions, especially at younger ages (21). The predictive utility and validity of early identification processes in facilitating successful youth-to-senior transitions were weak in footballers across Europe [e.g., (1, 22–24)]. These studies indicate that being a high performer during childhood and early adolescence or selected for a youth international roster is a poor predictor to obtain a professional contract and overall success at senior level. An evaluation based on current performance rather than their future developmental potential may partially explain the low success during youth-to-senior transitions. Such a reliance on static, objective measurements at one-off timepoints and subjective preferences based on gut-instinct, as well as the emphasis of youth sport organisations towards short-term success, undoubtedly compromises long-term athlete development and the ability to achieve expertise (2, 13).

An additional consequence of the currently implemented practices, however, is that they create contexts whereby biases such as relative age effects (RAEs) can influence identification and selection processes (1, 11, 12, 25). RAEs are a well-known phenomenon in football that reflects the (dis)advantages generated by the interaction between chronological age and an annual cut-off criterion, which is commonly used to group youth players of similar developmental stages together. Consequently, however, there can be up to twelve months difference in the chronological age of players in the same annual age-group, or even twenty-four months in the case of biennial age groups. Being relatively older (i.e., being born near the start of a cut-off date) means these players will generally benefit from increased anthropometric, physiological, and psychosocial development to produce higher performance than their relatively younger peers (i.e., born near the end of a cut-off date) (8, 26, 27). As a result, more relatively older players appear to be (un)consciously selected by recruiters (e.g., coaches, scouts) compared to relatively younger players at youth level (1, 6, 28–30). The valuable developmental opportunities accompanying early selection (e.g., greater access to coaching, competition, facilities, specialist support) are afforded to these players, which may further confound identification and selection processes and ultimately youth-to-senior transitions.

RAEs in football depend on contextual factors, such as age group, competitive playing level, gender, playing position, and sociocultural context (i.e., attraction level, country, depth of competition, historical moment) (1, 6, 28–30). Of particular relevance is that RAEs at senior level are more complex than at youth level. Whilst some research found a residual bias (i.e., knock-on effects) whereby the overrepresentation of relatively older players during youth continues into senior levels [e.g., (30–32)], other studies found reversal effects [e.g., (6, 25, 30, 33, 34)]. Reversal effects may be explained by the comparatively greater challenge experienced by relatively younger players compared to their relatively older peers during early development (i.e., the “underdog hypothesis”) (35). These experiences may improve psychological, social, technical, and tactical skills that become more evident at older chronological ages when being relatively older is less advantageous (35).

The mechanisms underpinning the youth-to-senior transition rate in football remain unclear. Research on RAEs predominately examined high performing European clubs or international competitions, whereas limited evidence exists on the national systems of countries and across different playing positions (1, 25). Moreover, studies in football typically investigate the phenomenon using a cross-sectional approach focused on one point in time, generally at youth levels, without considering the players' career at senior levels, leading to a lack of knowledge regarding the relationship between birthdates and the likelihood of successfully transitioning from youth to senior levels (29, 36). As England, France, Germany, Italy, and Spain are among the most influential footballing nations in both Europe and the world, in terms of historical success and impact on the development of the game, our study focused on these countries in order to highlight differences or common factors that influence player selection. Therefore, the aims of the present investigation were to: assess the rate of transitions from youth to senior level (Part I), quantify the prevalence and magnitude of RAEs across playing positions (Part II), and evaluate quartile youth-to-senior transition rate in the national teams of England, France, Germany, Italy, and Spain (Part III).



Methods

Football player data, including birthdates, playing positions (i.e., goalkeepers, defenders, midfielders, forwards), and number of call-ups (regardless of whether players played or not) of youth (i.e., U17, U19, U21) and senior national teams of England, France, Italy, Germany, and Spain, were obtained from open-access online databases provided by Transfermarkt in September 2023 (https://www.transfermarkt.com). The selection of these specific countries was based on their representativeness at a European level and the availability of extensive data dating back to the year 2000, ensuring a valid and reliable analysis of trends over more than two decades. Specifically, the data consists of rosters for U17, U19, U21, and Senior categories from 2002 to 2022. A total of 9,527 players (U17 = 32.4%; U19 = 33.5%; U21 = 22.4%; Senior  = 11.7%) were included for analysing RAEs. To analyse the youth-to-senior transition rates, we considered a subsample of players born between 1985 and 1998 (both years included) after removing duplicates. Thus, only players eligible for selection to Senior teams (i.e., all players who were called up at least once to their respective senior team) were included in the study. Due to the inclusion criteria (i.e., players born between 1985 and 1998), all the athletes considered were at least 24-years-old (1, 25). This sample comprised 3,001 players with representation from England (18.3%), France (19.7%), Italy (21.3%), Germany (23.6%), and Spain (17.1%). Only players eligible for selection to Senior teams were included in the study (25). Informed consent was not required as the data was publicly available. The study was conducted in compliance with the Ethics Committee of the University of Torino (protocol number: 0635113).



Procedure and statistical analysis


Part I. Youth-to-senior transition rate

To obtain a broad view of the youth-to-senior transition rate, we first considered the U17, U19, and U21 age groups as separate age groups in this way, we considered the direct transition to from U17, U19, and U21 to Senior teams. Then, given the possibility of various transition patterns from youth to senior careers, the following combinations were used:


	-OnlyU17, OnlyU19, OnlyU21: Players only selected for the U17 or U19 or U19 national team and subsequently selected to the Senior national team.

	-OnlySenior: Players who were never called to any youth category but selected directly to the Senior national team.

	-U17, 19&21: Players selected for all youth categories and subsequently selected to the Senior national team.

	-U17&19, U17&21, U19&21: Players selected for the U17 and U19, for the U17 and U21 or for U19 and U21 national teams and subsequently selected to the Senior national team.



For all these combinations, binomial proportion confidence interval (90% CI) was calculated.



Part II. Relative age effects

Players were divided into four quarters (i.e., Q1 = January–March; Q2 = April–June; Q3 = July–September; Q4 = October–December) according to the FIFA selection year (i.e., from January to December). The observed quartile distributions for each age cohort were then compared to the expected quartile distributions using chi-squared goodness-of-fit tests (χ2). Due to birth distribution differences in the nations considered we arbitrary used as expected quartile distributions the 25% for each quartile. Cramer's V was considered as effect sizes (φc). The following thresholds was used: φc 0.06 trivial, 0.06 < φc ≤ 0.17 small, 0.17 < φc < 0.29 medium, and φc ≥ 0.29 large. To compere the proportion of players in the Q1 and Q4 the odds ratios (ORs) and 95% confidence intervals (CIs) were calculated. The analyses were performed separately for each nation, age groups and players positions. In addition, to evaluate RAEs according to the level of competition, we considered the median of the number of call-ups in the respective of age group and nation. Therefore, we arbitrary defined a low performer a player with a number of call-ups ≤ of the median and a high performer a player with a number of call-ups > of the median.



Part III. Quartile youth-to-senior transition rate

Binomial proportion confidence intervals (90% CI) were calculated to determine the proportion of players for each quartile (i.e., Q1, Q2, Q3, Q4) who could transition from U17, U19, and U21 to the Senior team. Furthermore, binary regressions with logit link were carried out to determine the impact of the birth quartile on transition rates. Due to the small number of players in each age group and quartile, all analyses involved merging the five national teams together.




Results


Part I. Youth-to-senior transition rate

Fewer than 15% of U17 players progressed to the Senior team: England 12.0% (9.0, 15.5), France 9.4% (6.8, 12.8), Germany 9.8% (7.2, 12.9), Italy 9.2% (6.5, 12.7), and Spain 14.6% (11.1, 18.6). For U19 players, less than 25% progressed to the Senior team: England 20.6% (16.9, 24.8), France 14.8% (11.7, 18.4), Germany 12.7% (10.0, 15.8), Italy 13.2% (10.7, 16.1), and Spain 22.1% (18.2, 26.5). Finally, fewer than 40% of U21 players progressed to the Senior team: England 37.4% (31.9, 43.2), France 21.1% (17.1, 25.4), Germany 32.5% (27.6, 37.8), Italy 28.0% (23.5, 32.9), and Spain 38.0% (32.5, 43.6). Figure 1 provides an overall visual inspection of the youth-to-senior transition rate for each national team.


[image: Sankey diagrams displaying player progression in youth and senior football teams across five countries: England, France, Germany, Italy, and Spain. Each diagram illustrates pathways from youth teams (U17, U19, U21) to senior selections, highlighting numbers by pathways such as U17&19, U19&21, and senior team selections, with a significant portion not selected for senior teams.]
FIGURE 1
Overall visual inspection of the youth-to-senior transition rate in England (A), France (B), Germany (C), Italy (D), and Spain (E). The Sankey diagram provides the number of players able to reach the Senior national team from U17, U19, and U21 as well as the possible combinations. The figure also provides the number of players not selected for the Senior national team.


Generally, fewer than 15% of players selected for U17s were able to progress to U19s and U21s and then advance to their respective national Senior teams. National success rates were: England 9.0% (6.4, 12.2), France 8.4% (5.9, 11.6), Germany 8.8% (6.4, 11.9), Italy 8.1% (5.5, 11.4), and Spain 12.7% (9.5, 16.5). Moreover, less than 5% of U17 players were able to transition to the U19 or U21 teams and then to the Senior team, whilst no players were selected solely in the U17 team and then progressed to the Senior team. However, 0.7% to 3.3% (depending on the national teams) were selected solely for the U19 team before reaching the Senior team, whilst the transition rate to the Senior team increased to 8.3% in only U21 players. Finally, 14.2% to 24.0% of players reached the Senior team without youth national selection. See Table 1 for overall transition rates.


TABLE 1 Binomial proportion confidence interval [90% CI] of youth-to-senior transition rates in the different nations.

[image: A table compares the progression of soccer players from various youth levels to the senior team across five countries: England, France, Germany, Italy, and Spain. It includes categories such as U17 to senior, U19 to senior, U21 to senior, and combinations of youth levels to senior. Data is presented as values with confidence intervals in brackets. England and Spain have higher values for U21 to senior transitions, while Italy shows notable values in only senior transitions. France and Germany have moderate values across categories.]



Part II. Relative age effects

Table 2 summarises the relative age distribution and relative analysis of all players selected for the U17, U19, U21, and Senior national teams (i.e., playing positions individually and combined) in each nation. In addition, the table summarises the RAEs results considering the level of competition.


TABLE 2 Relative age outcomes.

[image: A detailed statistical table compares physical performance metrics across different age groups, playing positions, and competition levels for soccer players from England, France, Germany, Italy, and Spain. It includes quartile percentages, chi-square values, effect size categories, odds ratios, and confidence intervals. Metrics are provided for goalkeepers, defenders, midfielders, and forwards across under 17, under 19, under 21, and senior age groups, at all, lower, and high competition levels.]

Regardless of the country, RAEs were observed in all positions for U17, U19, and U21 players, although decreasing with age. In U17, the effect size was large (φc = 0.40–0.35), U19 ranged from large-to-small (φc = 0.37–0.15), and U21 was medium-to-small (φc = 0.22–0.17). The odd to be selected in Q1 was greater than in Q4, with mean OR values of 5.9, 3.2, and 2.2 in U17, U19, and U21, respectively. At the Senior level, medium-to-small RAEs persisted in English, Italian, and Spanish teams (φc = 0.26–0.17), but were absent in French and German teams.

Similar trends were observed when analysing the distributions by playing position. At U17 and U19 levels, RAEs were present in all positions with a large-to-medium effect size (φc = 0.49–0.12). For U21 teams, the Italian and French selections presented birth-skewed distribution in all positions (φc = 0.29–0.16), the German selections presented birth-skewed distribution in all positions except goalkeepers (φc = 0.22–0.18), and the English and Spanish selections presented birth-skewed distribution only in defenders and defenders/midfielders, respectively (φc = 0.33–0.15). At the Senior level, only midfielders in the Italian team and defenders/midfielders in the Spanish team showed a birth-skewed distribution. However, the overall mean indicated that players born in the first half of the year (%) were more frequently represented than those born in the second half (%).

The median number of calls required to identify the players called up was 4–5 for the U17s, 3–5 for the U19s, 5–7 for the U21s, and 7–14 for Senior teams. When considering high and low performers, RAEs were more pronounced, with a higher effect size for high performer players. High performers born in Q1 were more likely to be selected than those born in Q4, with mean ORs (merged for all nations) of 6.0, 3.6, and 2.6 at U17, U19, and U21, respectively. In low performers, the ORs were 6.1, 3.0, and 1.9 at U17, U19, and U21, respectively. As expected, the magnitude of RAEs decreased with age and is less pronounced in the Senior teams. Interestingly, a significant inverse RAE was observed for England in high performer players. See Supplementary File S1 for quartile distribution based on nation, playing positions, and competition level.



Part III. Quartile youth-to-senior transition rate

Figure 2 provides the transition rate by quartile for players selected in U17, U19, and U21. A higher percentage of players born in Q4 transitioned to Senior teams compared to Q1 players, especially in U17 and U19 teams (overall average: Q1 = 9.0 (7.2, 11.2) vs. Q4 = 16.4 (11.5, 22.5) and Q1 = 14.6 (12.4, 17.0) vs. Q4 = 20.0 (16.0, 24.6) for U17 and U19, respectively). For the U21s, the trend was similar (overall average: Q1 = 28.7 (25.3, 32.3) vs. Q4 = 33.5 (27.8, 37.6).


[image: Bar charts illustrate the percentage distribution across four quarters (Q1 to Q4) for France, Spain, Germany, England, and Italy in three age groups: Under 17, Under 19, and Under 21. Each chart shows varying data, with Q4 often having higher values and Italy generally showing lower percentages compared to other countries.]
FIGURE 2
Figure present the frequency of successful birth quartile transition rate for players in U17, U19, and U21.


The Q4 players of U17 and U19 had 1.98 (1.15, 3.32) and 1.47 (1.00, 2.13) higher odds of transitioning to the Senior teams when compared to Q1 players, respectively. Contrastingly, in U21, the transition trends were similar for the quartile with no differences observed in logistic regression [e.g., OR =1.25 (0.87, 1.80) for Q1 vs. Q4]. See Supplementary File S2 for binary regressions with logit link.




Discussion

Using five European national teams, this study aimed to assess the rate of transition from youth to senior level (Part I), evaluate the prevalence and magnitude of RAEs across different nations and playing positions (Part II), and assess the quartile transition rate from youth to senior level (Part III). Regardless of national team, −15%, less than 25%, and less than 40% of U17, U19, and U21 players, respectively, were successfully selected for their Senior team. Additionally, −14%–24% of players (depending on national team) were selected only at Senior level (Part I). Moreover, data suggested a skewed birthdate distribution favouring relatively older players at U17, U19, and U21 level (on average Q1 = 38.7% vs. Q4 = 15.2%), while RAEs were present depending on the national context at Senior level (Part II). RAEs were also prevalent in all player positions to some extent, most notably at U17 and U19 with medium/large effect sizes. Moreover, RAEs were pronounced at higher competition level (i.e., players who had been called up to the national youth team more often). Finally, the youth-senior transition rate is modulated by birthdate at U17 and U19, where Q4 players were −2 and 1.5 times more likely to transition to the Senior team than Q1 players, respectively (Part III).

Analysis of the youth-to-senior transition rate suggests that, irrespective of national context, players selected at youth national level are not necessarily successful at Senior level. Indeed, only −25% were able to successfully transition to Senior teams in the U17 and U19 categories. As players got older, however, around a third who were selected at U21 level successfully transitioned to their Senior team (from 21.1 to 38.0%). Moreover, selected later-born players had an increased likelihood of completing the transition (24, 30). These results are in line with previous studies in male (1) and female (25) footballers, and underline how transition rates are modulated by age group (i.e., an increasing likelihood of being selected in older age groups). For instance, Boccia et al. (1) revealed that less than 10% of U16 national team players successfully transition to Senior teams, while −40% of U21 players were eventually chosen for Senior teams.

In terms of national comparisons, when the transition rates for all youth categories were combined, England (23.3%) and Spain (24.9%) presented the highest rates followed by Germany (18.5%), Italy (16.6%), and France (15.1%). Overall, these results suggest that, independent of national context, selection in national youth teams cannot be considered a key factor for future selection at the Senior level. It is interesting to note that the transition rates drop significantly when considering the direct transition from a youth category (i.e., U17, U19, or U21) to the Senior category (i.e., less than 9% of players). These findings highlight that being selected in at least two youth national teams may increase the chances of being selected for the Senior team (1). Conversely, around a quarter of the senior players were not selected at youth level. Put simply, youth categories are likely underachieving as there is no clear pathway, especially considering that the majority of players in the youth categories are not selected again. It should also be noted that, at the youth levels, there tends to be a lot of selection initially followed by a significant amount of exclusion, further highlighting the complex and nuanced trajectories from youth to senior levels. Taken together, the data shows a high turnover of youth players and low likelihood of being selected for Senior teams (37), which is likely due to repeated (de)selection procedures throughout childhood and adolescence rather than early selection and long-term continuous development (23).

RAE analysis showed that, regardless of the cultural context, there were consistent asymmetries in quartile distribution within U17, U19, and U21 categories, whereby relatively older players overrepresented compared to relatively younger equivalents (−36% in Q1 vs. −19% in Q4). Specifically, players born in Q1 were −6, −3, and −2 times more likely to be selected than those born in Q4 in U17, U19, and U21, respectively. On the other hand, however, although the magnitude of RAEs were small at Senior levels, they were still present in English, Italian, and Spanish teams (φc = 0.17–0.26). These results confirm that age modulates the magnitude of RAEs, and that this decreases with increasing age (38). Interestingly, in some senior national contexts (i.e., England, Italy, Spain), our data showed a residual bias indicating knock-on effects. These findings highlight the ongoing over-representation of relatively older players from youth to senior levels, highlighting the complex dynamics of age-related advantages in football and suggesting that the impact of RAEs may evolve and manifest differently depending on the national context.

The analysis of the playing position offers additional information regarding the mechanisms of RAEs in European football rosters. RAEs were also prevalent in all player positions, most notably at U17 and U19 with medium/large effect sizes. Regardless of nationality, goalkeepers born in Q1 were on average −7 and 4 times more likely to be selected than those born in Q4 at U17 and U19, respectively. For other playing positions, the magnitude of the RAE changes in relation to the national context. For example, at U17 level, RAEs were more prevalent among midfielders in France, defenders in Spain, midfielders and forwards in Germany and Italy, whilst being similar in all player positions in England. This data may suggest how the magnitude of RAEs is higher in players position where more developed physical qualities may provide a competitive advantage. From the U21 level onwards, RAEs were only observed for some player positions, depending on the socio-cultural context. For example, the lowest OR was observed in England and Spain, suggesting that these two countries were able to mitigate RAEs through a more balanced selection policy. The results suggest that the impact of chronological age in the playing position varies according to the socio-cultural context (29, 32, 38). These differences may be based on the country-specific differences and playing styles. However, these are only speculations, and given that the nations included are among the most influential footballing nations in Europe, both in terms of historical success and impact on the development of the game, this aspect should be addressed in future studies.

In accordance with previous studies (26, 38), data suggested that RAEs were more pronounced at higher competition level (i.e., players who had been called up to the national youth team more often were generally relatively older). Additionally, players born in Q1 were −6, 4, and 3 times more likely to be selected than those born in Q4 at high competition level, while players born in Q1 were −6, 3, and 2 at U17, U19, and U21 for the low competition level, respectively. Overall, data confirms that country, playing position, and competition level influence the extent of RAEs, which is likely varies according the national team philosophy and subsequent playing style (39).

Focusing on the quartile transition, the results show how players born in Q4 had an advantage in the youth-to-senior transition, highlighting a reversal of the relative age advantage at senior level and consequently confirming the “underdog hypothesis” (35). Q4 players were more likely to make the transition from U17 or U19 to senior level than Q1 players (i.e., −2 and 1.5 times more likely than those born in Q4, respectively). At U21 level, a trend was also observed, although it was not statistically significant (i.e., 1.25 times more likely). These inverse effects can be explained by the “underdog hypothesis”, whereby relatively younger players face a greater challenge in comparison to their relatively older counterparts during early development. These experiences may enhance a higher degree of psychological resilience and toughness (40), as well as higher skill proficiency (i.e., social, technical, tactical skills) that allows relatively young players to overcome initial birthdate disadvantages and increase their chances of making senior level (35, 41). However, it is important to remember these suggestions remain hypothetical and the exact mechanisms contributing to these trends have yet to be determined.



Limitations

This study did not explore factors influencing player development trajectories, such as injuries, coaching quality, socioeconomic background, or motivation. We have defined inclusion in the Senior category based on having at least one call-up. Consequently, this criterion may introduce a selection bias when interpreting the results. Moreover, our study describes the youth-to-senior transition rate, considering national call-ups, but did not examine youth development structures. Whilst this approach was taken for simplicity, it did not allow us to investigate the mechanisms that underpin the selection process. There is scope for further investigation, including female contexts, career trajectories across the lifespan, and long-term outcomes of players who were not selected for national teams but may still excel in high-level club competitions.



Conclusion

Our results show that being a high-performing youth international player is not a sufficient proxy for reaching senior national team level. In addition, the data suggest that, although RAEs can influence selection, especially in youth categories, individuals born further from the cut-off date have a higher likelihood of successfully transitioning through to senior teams once selected into the national team pathway.
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Athlete age-grouping and age-banding has been shown to impact sport participation and athlete development. The current study examined the impact of within-year (WYEs) and between-year effects (BYEs), and their interactions with playing position, on female participation in elite German football. The sample of 1,378 German first-league players revealed expected participation inequities within-year with relatively older players being over-represented and younger players being under-represented. From a between-year perspective there were no participation differences. The interaction of WYEs and BYEs revealed an over-representation of odd-year players in Q1, and Q2 in even years. With respect to the interaction between year effects and playing position, for WYEs the expected effect was present for goalkeepers and defenders, while there was no significant interaction for BYEs. Overall, the results offer insight regarding the impact of system structure on participation, and highlight unique characteristics associated with playing positions.
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1 Introduction

Research examining sport-related relative age effects (RAEs) is concerned with training, competition, and selection (dis)advantages experienced by members of the same age-grouped cohort. When examined within the context of sport, RAEs are assumed to be present when patterns of over-/under-representation are observed with respect to the participants’ birthdates and their respective relationship to the organizational cut-off date used for age groupings (1). To illustrate the effect within a one-year cohort, an individual born in January (i.e., relatively oldest) may be more likely to participate and advance in certain sport settings than an individual born in December (i.e., relatively youngest) due to inherent chronological age differences (2). RAEs are most commonly investigated as within-year effects (WYEs) when examined within the same birth year but can also include (dis)advantages experienced by athletes grouped into two-year age bands (i.e., between-year effects; BYEs) where disadvantages will be more pronounced. For instance, at age 12 children can vary by 22.5 cm (girls) or 24.4 cm (boys) with respect to attained height, and by 28.2 kg (girls) or 25.7 kg (boys) for weight based on longitudinal data (3); the size range would be even greater within a two-year age band. Here it is important to note that RAEs can become exacerbated in combination with a second, closely connected and interacting but different factor/bias influencing player development: variations in biological maturity1 (4, 5). A variety of RAEs have been documented across sport and cultural contexts over the years (for reviews, see 6, 7). Generally, patterns of over-representation of relatively older athletes are found at the developmental level in both team-based (e.g., soccer, ice hockey) and individual (e.g., tennis, swimming) sport contexts, particularly when physical demands are an inherent element of the activity (6, 7).


1.1 RAEs in sport

The magnitude of RAEs can vary depending on age level, competitive tier, and sex/gender (8). For instance, existing meta-analyses have found that RAEs in male athlete samples peak during the adolescent years (6) when physical differences between peers are most extreme due to developmental processes (9, 10). In (female) athlete samples, the magnitude of RAEs peak earlier before dissipating (7), reflecting differences in biological growth (11) and earlier completion of maturation processes (i.e., typically 12–14 and 13–15 years for females and males, respectively 8). Furthermore, RAEs are believed to be more common when physical development/size provides a competitive advantage in a given sport (10), and when athlete selection processes (particularly at young ages) or competition for a small number of playing positions are inherent in the organizational structure of the sport (12). These trends align with the frequently cited ‘maturation-selection’ hypothesis [see (13, 14) for further discussion]; however, multiple factors could potentially contribute to the magnitude and nature of these effects during the course of development, e.g., socio-cultural factors [for further discussion, see (10, 15, 16)].

Typically, RAEs are seen within one year across a single cohort (WYEs). In sport contexts, athletes often participate in an age-grouping category and a competition age-band (e.g., under-16) simultaneously. When athletes enter year one of a multi-year (mostly two-year) age-band they are members of an age-group. When this group progresses to year two, a new annual age-group enters year one of the age-band. In this situation, each year of the age-band represents a constituent year where a player can be in the younger year group in year one of an age-band and in the older year group in year two of the age-band, with relative age being a dynamic characteristic (1, 17–19). That is, constituent year effects represent one type of BYEs and it is the interaction of WYEs and BYEs that has provided an opportunity to look at athlete development in new ways. The other type of BYEs are constant year effects where multi-year age-groups are fixed and constant throughout development, and all players move together from one age-band to the next. In this system, the oldest players remain the oldest across the different age-bands and conversely the youngest players are always the youngest, and may consistently be at a disadvantage. In some cases, like in the following study, constant year effects and constituent year effects can interactively affect the same sample simultaneously when two development systems (e.g., the club and German national talent development system) are working in parallel.



1.2 Interaction of BYEs and WYEs

Previous work examining both WYEs and BYEs simultaneously has been limited, with some variation in the observed trends depending on the context (e.g., team vs. individual sport) and age group (e.g., junior vs. senior/professional). For instance, Steingröver and colleagues (20) examined WYEs and BYEs at the highest level of (male) German U16 and U19 basketball, observing a statistically significant interaction in the U16 division, and statistically significant main effects for both effects in the U19 age group. Likewise, Steingröver et al.'s (21) study revealed an interaction of WYEs and BYEs across a sample of (male) soccer players competing in U17 world cup tournaments, suggesting that younger players are less likely to enter the national athlete development system. However, there did not appear to be a carry-over effect in a subsequent sample of world cup athletes, although some WYEs were replicated. Moreira and colleagues (22) reported the presence of both WYEs and BYEs with respect to junior tennis players’ rankings by the International Tennis Federation, with 19% of the variance explained by the presence of both effects. For national and international table tennis, no interaction was found between WYEs and BYEs, but various subsample analyses suggested main effects (17). In summary, the first studies investigating the interaction of WYEs and BYEs all show main effects for both WYEs and BYEs while an interaction is only rarely found.



1.3 Interaction of playing position and with WYEs or BYEs

Previous research has also examined the influence of playing positions as a moderator of RAEs (8, 23). Several studies have documented variation in magnitudes of WYEs depending on playing position within this context. For instance, Baker and colleagues (24) documented positional differences with respect to WYEs in a male/female, youth and adult sample competing at the national level for USA soccer. Playing position has also been identified as a moderator in other sport contexts, such as ice hockey (e.g., 25) and handball (e.g., 26). While variation is observed in the soccer/football-related findings published to date, WYEs generally tend to be greater in magnitude among subsamples designated as defense or goalkeepers (24, 27–29), and also for the midfield position (24, 27, 30) when birth distributions are compared across position categories within a sample.

For BYEs, there are to the best of our knowledge no studies that analyzed the interaction of BYEs and playing position. Therefore, with respect to soccer/football, moderation of BYEs with respect to playing position remains unexamined.



1.4 Aim of the study

The complexity of WYEs and BYEs operating simultaneously (both uniquely and as interacting variables) in sport development systems remains largely unexamined, particularly in female contexts. Thus, the aim of this study was to investigate (1) both WYEs and BYEs in combination with the playing position, and (2) their possible interaction among elite female athletes competing in German league soccer.

For the WYEs, a clear over-representation of the first quartile in comparison to other birth quartiles was hypothesized. For the BYEs, the hypothesis is less straight forward, because the German female football system comprises of two different development systems. On the one hand, the national development system is a constant year system with fixed two-year age bands, with the relatively older year group constantly being the older ones. On the other hand, the club development system acts on a constituent year approach in which the seniority changes every year. Here, player groups are the older one for one year and the next year they are the younger one. All players will participate in the club system, while only some will make it into the national development teams. Therefore, a clear hypothesis in this regard cannot be stated and this effect was explored openly. For playing position, current tactical systems in soccer/football require a different number of players per position and therefore, clear differences were expected (i.e., less goalkeepers than strikers, than defenders and midfielders).

For the interaction of BYEs and WYEs, only very limited empirical studies can be found in the current literature (20, 21). Thus, this investigation was exploratory without clear hypotheses as previous research investigated only younger age divisions. For the interaction of playing position and WYEs, statistically significant effects were hypothesized as previous research has shown variable WYEs, or more general RAEs, magnitudes for different playing positions although the interaction was not specifically tested in those studies. No specific hypotheses were generated for playing position given the novelty of this portion of the analysis with respect to BYEs.




2 Methods


2.1 Data acquisition and processing

For this study, birthdates and playing positions of 1,387 players were obtained from official websites covering the first German football league (https://www.kicker.de/frauen-bundesliga/vereine/). The players were born between 1977 and 2001. Their mean age was 24.32 years. For the German Football Association, January 1st was defined as the cut-off date. For WYEs, birth dates were recoded into four quartiles (Q1: January–March, Q2: April–June, Q3: July–September, Q4: October–December). For BYEs, birth years were divided into odd and even years. However, as mentioned above, these odd and even years cannot be attributed as older or younger because of the changes in the club system. For playing position, players were divided into groups of goalkeepers, defenders, midfielders, and strikers. In this study, we included only German-born players, because the developmental systems all over the world might be different from the German structure.



2.2 Statistical analyses

IBM SPSS Statistics 29.0 and G*Power 3.1 were used for statistical analyses (31). Asymptotic chi²-analyses were conducted to (1) consider differences among birth quartiles (WYEs), (2) test for differences among the number of participants in odd or even years, respectively (BYEs), and (3) test for differences in number of players per position. In addition, asymptotic chi²-analyses were conducted to test for two-way interactions between the three factors. For all analyses, an equal distribution of births across all quartiles and years was assumed and the alpha-level was set at .05. For each effect size, the 90% confidence interval was calculated based on the noncentral chi²-files provided online by Michael Smithson (http://www.michaelsmithson.online/stats/CIstuff/CI.html).2




3 Results

The results section follows the two aims of the study. First, single factor effects were checked for WYEs, BYEs, and playing position effects. Second, two-way interactions between the three factors were reported.

For WYEs, a statistically significant effect of small size was revealed, χ²(3, n = 1,378) = 12.54, p < .01, w = .10, 90%CI[.03; .14]. In the first quartile, 28% of players were born and therefore the first quartile was over-represented in comparison to the other quartiles (Q2 = 26%; Q3 = 23%, and Q4 = 23%; cf. Figure 1). For BYEs, no statistically significant effect was found, χ²(1, n = 1,378) = 0.19, p = .67, w = .01, 90%CI[.00; .06], with 51% of players being born in the odd years and 49% of players in even years. For the factor of playing position, a statistically significant effect of medium size was found, χ²(3, n = 1,378) = 181.07, p < .01, w = .36, 90%CI[.31; .41]. As expected, there were fewer goalkeepers (13%) in the sample compared to strikers (20%), defenders (31%) and midfielders (36%).


[image: Bar chart showing the percentage of players across four quartiles for overall, odd years, and even years. Quartile 1 has the highest percentages: 28.05% overall, 31% in odd years, and 29.1% in even years. Quartile 3 shows the lowest percentages: 22.8% overall, 19.8% in odd years, and 20.4% in even years. Quartile 2 and 4 have similar values, with Quartile 2 slightly higher than Quartile 4 overall.]
FIGURE 1
Interaction of BYEs and WYEs.


The first two-way interaction analyzed was for WYEs and BYEs. As can be seen in Figure 1, for odd years the expected over-representation for the first quartile was found. For even years, Q2 had the greatest representation. A two-way chi²-analyses revealed a statistically significant interaction, χ²(3, n = 1,378) = 15.57, p < .01, w = .11, 90%CI[.04; .15]. This interaction is small to non-existent as shown by the effect size confidence interval.

For the interaction between playing positions and WYEs, a varying pattern of results were found. For goalkeepers, the expected WYE was found (cf. Figure 2). For defenders, the pattern for Q1, Q2 and Q3 was the same, but Q4 showed a higher number of players than expected. For midfielders, an over-representation for Q2 and Q3 and under-representation for Q1 and Q4 was observed. The opposite trend is demonstrated for strikers. Overall, the interaction was statistically significant with a small effect size, χ²(9, n = 1,378) = 50.99, p < .01, w = .19, 90%CI[.12; .23].


[image: Bar chart showing the percentage of players in four positions: goalkeepers, defenders, midfielders, and strikers, divided into quartiles. Goalkeepers have the highest percentage in Quartile 1 at 35.6 percent. Midfielders dominate Quartile 2 at 29.8 percent, while strikers and midfielders are notably high in Quartile 4 at 28.8 percent each. Quartile 3 has the highest percentage for defenders at 26.5 percent.]
FIGURE 2
Interaction of WYEs and playing position.


For the interaction between playing positions and BYEs, similar patterns of results were found as with WYEs (cf. Figure 3). As described for the playing position effect, the overall number of players increased from goalkeeper to strikers, defenders, and to midfielders, however, this trend was similar for both odd and even years as shown by the effect was not statistically significant effect and the effect size was below small, χ²(3, n = 1,378) = 0.61, p = .89, w = .02, 90%CI[.00; .05].


[image: Bar chart showing the percentage of soccer players born in odd versus even years across four positions. Goalkeepers: 49.2% odd, 50.8% even; Defenders: 49.8% odd, 50.2% even; Midfielders: 51.9% odd, 48.1% even; Strikers: 50.4% odd, 49.6% even.]
FIGURE 3
Interaction of BYEs and playing position.




4 Discussion

The purpose of this study was to examine WYEs and BYEs, their possible interaction, and playing position effects in elite female athletes competing in German league soccer.


4.1 Single factor effects

Findings were consistent with hypotheses for WYEs, with a statistically significant over-representation of relatively older athletes in German first-league football. However, effect sizes were small for these WYEs, because while WYEs overall mimic and support those published previously and highlighted in the meta-analysis by Smith et al. (7), the pattern of over-representation was different for odd and even years with an over-representation in Q1 for odd years and Q2 for even years.

Analyses of BYEs were exploratory in nature and suggested no significant main effects among German-born female athletes. This means that being born in the first or second year of a two-year age band was not associated with any relative advantage or disadvantage with respect to German first league participation. The lack of BYEs may be explained by the overwhelming role of the clubs’ development system (incorporating a dynamic, constituent system wherein athletes alternate being oldest and youngest from year to year) in contrast to national activities (where the year to year advantage remains fixed). It might also reflect, that not all women reaching the first league in Germany were actually part of the national talent development system. Therefore, its influence might be smaller. In essence, the BYEs may potentially be masked by players at similar stages of maturation or physical development despite the constant year system where those born in odd years are always older than those born in even years. However, additional work is needed to further explore findings related to BYEs.

Single factor analyses for playing position revealed clear differences in the number of players for each position category, as expected. This aligns with current tactical systems in football/soccer and reported findings in previous work (29, 30).



4.2 Interaction effects

Visual inspection of Figure 1 suggests subtle (descriptive) differences in the pattern of birth quartile representation (WYEs), when comparing odd and even years (BYEs), with the greatest percentage of players born in Q1 (odd) vs. Q2 (even). Previous analyses of female samples have shown similar trends (7). While an over-representation of Q1 is theoretically expected according to the classic patterning of RAEs, it is not uncommon for Q2 over-representation to be reported, suggesting RAEs are not as clearly defined in female samples. However, the practical significance of an interaction between WYEs and BYEs in this study is likely minimal, as indicated by the effect size.

With respect to playing position, only the interaction with WYEs was significant, supporting previous research. While all playing positions showed variation of representation across birth quartiles, only goalkeepers and defenders displayed a traditional over-representation in Q1 and under-representation in Q4. This is similar to the findings of Romann and Fuchslocher (27) who reported stronger birth quartile effects for goalkeepers and defenders in female Swiss soccer. Other studies have shown more consistent birth quartile effects across playing positions in soccer, handball and volleyball, but differences in structures of leagues and developmental systems and tactical requirements are likely responsible for study specific differences (32, 33). These tactical requirements may also partly explain why the (traditional) profile of a smaller, agile and smart midfielder and striker is not as prone to be influenced by RAE-related characteristics such as height and strength.

As can be observed in Figure 3, there was no interaction found between playing position and BYEs. While the overall number of players varied between position categories, there was no associated advantage with being born in an odd vs. even year within any position category. This too might be explained by the influence of the club development system, in which athletes experience varying relative age positions from year to year (i.e., constituent year effects). Examinations of playing position and BYEs in other sport contexts are not available for comparison.



4.3 General discussion

As stated in the introduction, recent research has emphasized the important differentiation between RAEs and biological maturity differences (4, 5, 34). While RAEs appear to be present from childhood on, maturity differences start occurring mainly with puberty onset and increase afterwards (5). That is, the two distinct factors certainly have interacting effects on player development before adulthood. In this regard, recent research in male soccer/football has shown that coaches have strong biases towards relatively older and maturer players when making selection and release decisions, potentially with greater impacts of maturity differences compared to RAEs (4, 35). As another example in a different sport, Papadopoulou et al. (36) examined anthropometric and physiological differences across birth quartiles in a population of female volleyball players. While they revealed strong birth quartile effects, they found no differences in anthropometric/physiological measures, suggesting and supporting the idea that not only age but also other maturation-related factors are responsible for these effects. While transferring findings of research on male players and/or other sport systems to female contexts must be done with caution, this certainly opens up promising avenues for future research.

While statistically significant effects were revealed for WYEs in the single factor and interaction analyses, the effect sizes were small to non-existent. Thus, the current data may support that those who are relatively younger and “survive” in the system are equally represented at the national level. The underdog hypothesis (37) proposes that relatively younger athletes may have the greatest potential for success in the long run. In order to be retained in the development system, relatively younger players “must either possess and/or develop superior technical, tactical and psychological skills” [p. 148 (38)]. These skills become more salient as the athlete moves through the developmental years towards adulthood. Yet, many relatively younger athletes may be lost due to the disadvantages that they experience.



4.4 Strengths & limitations

This study provided a novel analysis of BYEs and playing position in a female sample from the first German league, in addition to the more traditionally examined WYEs. The limitations of this study include those inherent in all cross-sectional, quantitative studies of RAEs. The patterns observed cannot be fully explained given the multitude of factors contributing throughout the athletes’ development over many years. One associated limitation in the present study is a lack of information regarding biological maturity in this sample. While RAEs and their assessment alone certainly have great value for both researchers and practitioners, maturational status has been identified as a significant contributor to selection advantages during the adolescent years (5, 34). Thus, including measures of biological maturity (e.g., Age at Peak Height Velocity) can provide additional information and facilitate the implementation of effective solutions. It is also difficult to fully disentangle the contributions of the club system (i.e., constituent year effects) and national system (i.e., constant year effects) in German football.



4.5 Future directions

Future studies should consider the various types of RAEs (WYEs and BYEs) interacting with other moderators (e.g., playing position, sex/gender) during the course of athlete development. Looking at the statistical significance of each analysis and effect sizes, this study shows how important it is for researchers to calculate, interpret and report effect sizes and confidence intervals. This allows for the assessment of practical relevance of findings. With RAEs and maturity differences having varying impacts at different phases of development, practical strategies to address the different factors should be considered. For example, birthday banding for RAEs (39) or bio-banding for maturity differences (40) should be implemented at the right time during development to mitigate selection biases.




5 Conclusions

The findings of the present study suggest the presence of WYEs in female German-born first league players, with minimal evidence of BYEs or an interaction between the two types of RAEs. Playing position was found to be an important moderator with respect to WYEs, highlighting unique characteristics for each position. No such trends were identified for playing position with respect to BYEs. Continued work is needed to fully unravel the contribution of RAEs (and maturation) on athlete selection.



Data availability statement

Publicly available datasets were analyzed in this study. This data can be found here: https://www.kicker.de/frauen-bundesliga/vereine/.



Ethics statement

Ethical approval was not required for the study involving humans in accordance with the local legislation and institutional requirements. Written informed consent to participate in this study was not required from the participants or the participants’ legal guardians/next of kin in accordance with the national legislation and the institutional requirements.



Author contributions

KS: Writing – original draft, Writing – review & editing. TK: Data curation, Formal Analysis, Methodology, Writing – original draft, Writing – review & editing. PW: Writing – original draft, Writing – review & editing. JS: Conceptualization, Data curation, Formal Analysis, Methodology, Supervision, Writing – original draft, Writing – review & editing.



Funding

The author(s) declare that no financial support was received for the research, authorship, and/or publication of this article.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher's note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References

	1. Wattie N, Cobley S, Baker J. Towards a unified understanding of relative age effects. J Sports Sci. (2008) 26:1403–9. doi: 10.1080/02640410802233034
	2. Dixon J, Horton S, Weir P. Relative age effects: implications for leadership development. Int J Sport Soc. (2011) 2:1–15. doi: 10.18848/2152-7857/CGP/v02i02/54068
	3. Tanner JM, Whitehouse RH, Takaishi M. Standards from birth to maturity for height, weight, height velocity, and weight velocity: British children, 1965. Part II. Arch Dis Child. (1966) 41:613–35. doi: 10.1136/adc.41.220.613
	4. Sweeney L, Cumming SP, MacNamara Á, Horan D. A tale of two selection biases: the independent effects of relative age and biological maturity on player selection in the football association of Ireland’s national talent pathway. Int J Sports Sci Coach. (2023) 18:1992–2003. doi: 10.1177/17479541221126152
	5. Towlson C, MacMaster C, Parr J, Cumming S. One of these things is not like the other: time to differentiate between relative age and biological maturity selection biases in soccer? Sci Med Footb. (2022) 6:273–6. doi: 10.1080/24733938.2021.1946133
	6. Cobley S, Baker J, Wattie N, McKenna J. Annual age-grouping and athlete development: a meta-analytical review of relative age effects in sport. Sports Med. (2009) 39:235–56. doi: 10.2165/00007256-200939030-00005
	7. Smith KL, Weir PL, Till K, Romann M, Cobley S. Relative age effects across and within female sport contexts: a systematic review and meta-analysis. Sports Med. (2018) 48:1451–78. doi: 10.1007/s40279-018-0890-8
	8. Baker J, Schorer J, Cobley S. Relative age effects: an inevitable consequence of elite sport? Sportwissenschaft. (2010) 40:26–30. doi: 10.1007/s12662-009-0095-2
	9. Malina RM, Bouchard C, Bar-Or O. Maturity-Associated variation in growth and performance. In: Malina RM, Bouchard C, Bar-Or O, editors. Growth, Maturation, and Physical Activity. Champaign, IL: Human Kinetics (2004). p. 337–65.
	10. Musch J, Grondin S. Unequal competition as an impediment to personal development: a review of the relative age effect in sport. Dev Rev. (2001) 21:147–67. doi: 10.1006/drev.2000.0516
	11. Freeman JV, Cole TJ, Chinn S, Jones PR, White EM, Preece MA. Cross sectional stature and weight reference curves for the UK, 1990. Arch Dis Child. (1995) 73:17–24. doi: 10.1136/adc.73.1.17
	12. Wattie N, Baker J, Cobley S, Montelpare WJ. A historical examination of relative age effects in Canadian hockey players. Int J Sport Psychol. (2007) 38:178–86. doi: 10.1542/peds.2006-2672
	13. Helsen WF, Starkes JL, Van Winckel J. The influence of relative age on success and dropout in male soccer players. Am J Hum Biol. (1998) 10:791–8. doi: 10.1002/(SICI)1520-6300(1998)10:6%3C791::AID-AJHB10%3E3.0.CO;2-1
	14. Lovell R, Towlson C, Parkin G, Portas M, Vaeyens R, Cobley S. Soccer player characteristics in English lower-league development programmes: the relationships between relative age, maturation, anthropometry and physical fitness. PLoS ONE. (2015) 10:e0137238. doi: 10.1371/journal.pone.0137238
	15. Baker J, Horton S. A review of primary and secondary influences on sport expertise. High Abil Stud. (2004) 15:211–28. doi: 10.1080/1359813042000314781
	16. Wattie N, Schorer J, Baker J. The relative age effect in sport: a developmental systems model. Sports Med. (2015) 45:83–94. doi: 10.1007/s40279-014-0248-9
	17. Faber IR, Liu M, Cece V, Jie R, Martinent G, Schorer J, et al. The interaction between within-year and between-year effects across ages in elite table tennis in international and national contexts—a further exploration of relative age effects in sports. High Abil Stud. (2020) 31:115–28. doi: 10.1080/13598139.2019.1596071
	18. Medic N, Starkes JL, Young BW. Examining relative age effects on performance achievement and participation rates in masters athletes. J Sports Sci. (2007) 25:1377–84. doi: 10.1080/02640410601110128
	19. Schorer J, Wattie N, Baker JR. A new dimension to relative age effects: constant year effects in German youth handball. PLoS One. (2013) 8:e60336. doi: 10.1371/journal.pone.0060336
	20. Steingröver C, Wattie N, Baker J, Helsen WF, Schorer J. The interaction between constituent year and within-1-year effects in elite German youth basketball. Scand J Med Sci Sports. (2017) 27:627–33. doi: 10.1111/sms.12672
	21. Steingröver C, Wattie N, Baker J, Helsen WF, Schorer J. Geographical variations in the interaction of relative age effects in youth and adult elite soccer. Front Psychol. (2017) 8:278. doi: 10.3389/fpsyg.2017.00278
	22. Moreira JPA, Lopes MC, Faria LO, Albuquerque MR. Relative age effect and constituent year effect: an analysis of the international tennis federation ranking. J Phys Educ. (2017) 28:e2814. doi: 10.4025/jphyseduc.v28i1.2814
	23. Sierra-Díaz M, González-Víllora S, Pastor-Vicedo J, Serra-Olivares J. Soccer and relative age effect: a walk among elite players and young players. Sports. (2017) 5:5. doi: 10.3390/sports5010005
	24. Baker J, Schorer J, Cobley S, Bräutigam H, Büsch D. Gender, depth of competition and relative age effects in team sports. Asian J Exerc Sport Sci. (2009) 6:1–7.
	25. Weir PL, Smith KL, Paterson C, Horton S. Canadian women’s ice hockey—evidence of a relative age effect. Talent Dev Exc. (2010) 2:209–17.
	26. Schorer J, Cobley S, Büsch D, Bräutigam H, Baker J. Influences of competition level, gender, player nationality, career stage and playing position on relative age effects. Scand J Med Sci Sports. (2009) 19:720–30. doi: 10.1111/j.1600-0838.2008.00838.x
	27. Romann M, Fuchslocher J. Influence of the selection level, age and playing position on relative age effects in Swiss women’s soccer. Talent Dev Exc. (2011) 3:239–47. doi: 10.1080/02640414.2012.718442
	28. Romann M, Fuchslocher J. Influences of player nationality, playing position, and height on relative age effects at women’s under-17 FIFA world cup. J Sports Sci. (2013) 31:32–40. doi: 10.1080/02640414.2012.718442
	29. Sedano S, Vaeyens R, Redondo JC. The relative age effect in Spanish female soccer players. Influence of the competitive level and a playing position. J Hum Kinet. (2015) 46:129–37. doi: 10.1515/hukin-2015-0041
	30. Ribeiro E, Barreira J, Carraco D, Galatti L, Götze M, Cal Abad CC. The relative age effect in under-17, under-20, and adult elite female soccer players. Sci Med Footb. (2024) 8:153–60. doi: 10.1080/24733938.2022.2164608
	31. Faul F, Erdfelder E, Lang A-G, Buchner A. G*power 3: a flexible statistical power analysis program for the social, behavioral, and biomedical sciences. Behav Res Methods. (2007) 39:175–91. doi: 10.3758/BF03193146
	32. Bilgiç M, Işin A. Investigation of relative age effect in female soccer: born to play? Spor Bilimleri Dergisi. (2023) 34:88–97. doi: 10.17644/sbd.1227529
	33. Rubia ADL, Bjørndal CT, Sánchez-Molina J, Yagüe JM, Calvo JL, Maroto-Izquierdo S. The relationship between the relative age effect and performance among athletes in world handball championships. PLoS One. (2020) 15:e0230133. doi: 10.1371/journal.pone.0230133
	34. Parr J, Winwood K, Hodson-Tole E, Deconinck FJA, Hill JP, Teunissen JW, et al. The main and interactive effects of biological maturity and relative age on physical performance in elite youth soccer players. J Sports Med. (2020) 2020:1–11. doi: 10.1155/2020/1957636
	35. Hill M, John T, McGee D, Cumming SP. ‘He’s got growth’: coaches understanding and management of the growth spurt in male academy football. Int J Sports Sci Coach. (2023) 18:24–37. doi: 10.1177/17479541221122415
	36. Papadopoulou SD, Papadopoulou SK, Rosemann T, Knechtle B, Nikolaidis PT. Relative age effect on youth female volleyball players: a pilot study on its prevalence and relationship with anthropometric and physiological characteristics. Front Psychol. (2019) 10:2737. doi: 10.3389/fpsyg.2019.02737
	37. Gibbs BG, Jarvis JA, Dufur MJ. The rise of the underdog? The relative age effect reversal among Canadian-born NHL hockey players: a reply to Nolan and Howell. Int Rev Sociol Sport. (2012) 47:644–9. doi: 10.1177/1012690211414343
	38. Cumming SP, Searle C, Hemsley JK, Haswell F, Edwards H, Scott S, et al. Biological maturation, relative age and self-regulation in male professional academy soccer players: a test of the underdog hypothesis. Psychol Sport Exerc. (2018) 39:147–53. doi: 10.1016/j.psychsport.2018.08.007
	39. Kelly AL, Jackson DT, Taylor JJ, Jeffreys MA, Turnnidge J. “Birthday-Banding” as a strategy to moderate the relative age effect: a case study into the England squash talent pathway. Front Sports Act Living. (2020) 2:573890. doi: 10.3389/fspor.2020.573890
	40. Cumming SP, Lloyd RS, Oliver JL, Eisenmann JC, Malina RM. Bio-banding in sport: applications to competition, talent identification, and strength and conditioning of youth athletes. Nat Strength Cond Assoc. (2017) 39:34–47. doi: 10.1519/SSC.0000000000000281




1Biological maturity refers to the progression of bodily systems toward the adult state. Children of the same chronological age can vary significantly with respect to the stage (pre-pubertal, pubertal, or post-pubertal), timing, and rate/tempo of maturation (4, 5, 9). While RAEs are observed in childhood and continue throughout the developmental years, maturational differences are associated with selection bias during the adolescent period (5).
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In this perspective article, we argue for a broader consideration of relative advantages and disadvantages in youth sport; a lens that considers the complex biopsychosocial factors that influence athlete development beyond relative age. We begin with a brief overview of Relative Age Effects (RAEs), with a particular focus on the proposed underlying mechanisms, followed by a discussion of the cultural and organisational considerations and implications that talent systems must consider when implementing interventions to counteract RAEs. We conclude by proposing key directions for future research in respect to RAEs and talent development more broadly. We argue that there is a need to consider the highly complex nature of RAEs, but also that there are no clear solutions to the issue of RAEs in youth sports, and that proposed solutions may come with unintended consequences. This should encourage us to experiment more, not less, with diverse ways of providing meaningful sports experiences that promote learning, psychosocial development, and performance. We suggest an urgent need for greater practical and research focus on supporting coaches, as they have the greatest capacity to understand the needs of individual athletes. In addition, systemically working towards equal access to skilful coaches. We encourage a shift in focus beyond descriptive methodologies of RAEs toward transformative research methodologies that include action-based research, complex interventions that incorporate context-sensitive qualitative methods, and other participatory research approaches.
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Introduction

Talent development (TD) in sport is well established as a complex, dynamic, and typically non-linear process, with a range of biopsychosocial variables having the potential to impact a young athlete's progression (1, 2). In youth sport, national federations and their respective clubs are typically responsible for identifying and nurturing young athletes through this developmental process to the senior elite level (3). In some contexts, young athletes can be recruited into formalised TD systems from as young as five years of age (4). Early selection is proposed to maximise the long-term provision of significant developmental resources to the most talented athletes to facilitate their transition to the elite senior level (3, 5). However, evidence across several TD contexts indicates that the traditional identification and selection of young athletes may often lead to the over selection of those with early advantages (i.e., experiential, physical) relative to peers (6–9). This is of further significance given that junior and senior success in sport are not synonymous (10).

One extensively studied concept proposed as providing significant early advantage is advanced relative age (11–13). Relative age represents one's chronological age relative to the individual birthdate and competition cut-off date (9). In a sporting context, Relative Age Effects (RAEs) are a selection bias in favour of those athletes born earlier in the selection year or biannual competition cycle, who are chronologically older, at the expense of those born later in the selection year, in a given cohort. The proposed early advantage is a population level effect with significant evidence of selective TD system populations, prior to the elite level, slanted towards those youth athletes born in the first two quartiles of the year at the expense of those born in the third and fourth quartiles (3, 7–9, 14–17). For example, in an investigation of 1,212 male players aged 8–18 years from 17 professional soccer academies in the United Kingdom, players born in the first quartile were 49% of those selected, with players born in quartile four comprising just 9% (7). In the United Kingdom, U13 male 100 m sprint athletes born in the first quartile made up 48% of those selected, with those born in quartile four representing just 8% (18). In an investigation of the female American soccer talent system, youth players born in the fourth quartile of the year accounted for just 14% of all players selected at the club, national and international level (13). In a 16-year longitudinal study of the TD system in Spanish handball (organised in biannual cycles), relatively older U19 and U21 male and female players (Q1) accounted for 18% of those selected to compete internationally, compared to 8% of relatively young players (Q8) (19).

Despite contextual differences and variations between biological sexes, the disproportionate over selection of athletes born in the first two quartiles of the selection year appears relatively consistent (although with variation in magnitude) across a multitude of contexts in both male youth [i.e., (8, 9, 20)], and to a lesser extent, and female youth [i.e., (13)], spanning from local to international levels (3, 14, 16, 17, 19, 21). In some instances (e.g., male soccer in the United Kingdom), RAEs have been observed in early-mid childhood (7, 9). Indeed, RAEs may also be present at earlier stages of the pathway, before selection into formalised TD systems occur (22, 23). Further, RAEs have been shown by some authors to be present at the youth level but to dissipate at the senior level (24). Other authors, however, have shown that RAEs may too persist at the senior level (25). Moreover, some research underlines the relevance of RAEs in the selection and re-selection of players for U17, U19 and even senior national teams (25, 26). These findings have sparked a multitude of investigations to explore the mechanisms underpinning RAEs, with a view to provide recommendations to promote developmental equity within TD systems (27).


Mechanisms underpinning relative age effects

Several factors have been proposed to cause RAEs, the majority of which relate to factors associated with differences in age and experience. Musch and Grondin (11) suggested that the mechanisms underpinning RAEs are multifactorial and related to a combination of physical, cognitive, emotional, motivational, and social factors. In discussions relating to male youth soccer, it has been suggested that RAEs may be attributed to a variety of factors including: age associated differences in sport knowledge and understanding, decision making, cognition, and psychosocial development (9, 28). Recently, Fitzgerald et al. (20) discussed how RAEs may be partially related to age-associated differences in neural development. With the development of the brain and nervous system showing rapid changes during infancy and early childhood, and a single chronological year representing a difference of more than 20% total neural development from age 2–3 years, this can present an advantage for a relatively older athlete within a given cohort (20). On the other hand, Wattie et al. (29) considered that the existence or non-existence of a RAE must necessarily be understood from how individual, task, and environmental constraints facilitate performance in the specific sport context. Rather than being attributable to several direct factors, McCarthy et al. (30) suggest that RAEs are a more complex population-level consequence of a constellation of factors that are difficult to measure or quantify. In short, RAEs being something that we cannot directly attribute to a defined set of tangible factors, particularly as the extent of proposed advantages (and the factors providing the advantage) differ between individuals and contexts (30). Moreover, at the individual level, some relatively older athletes may not benefit from advantages at all (28, 30–32). As one example, in Swiss female youth TD programmes, relatively older alpine skiers and tennis players are overrepresented and appear advantaged, yet relatively older snowboarders, fencers and table tennis players are underrepresented and appear disadvantaged (33). Data in female Italian soccer show the same proportion of relatively older and younger players represent the international team at the senior level in absolute terms (34). Further, Kelly et al. (35) show that relative advantages or disadvantages in sport go beyond just age and experience. In this regard, contextual elements of the athlete's environment and an interaction with their sporting experiences influence relative advantages in sport, and subsequent progression through the pathway (35). Considering the influence of context, De La Rubia et al. (36) demonstrated that advantages/disadvantages associated with RAE influenced competition performance. This, ultimately, highlights the contextually driven complexity of RAEs with so much still unclear, despite 40 years of research in sport. At this point, it is important to acknowledge that the vast majority of investigations focussed on RAEs in sport have been dominated by research specific to males (37). Indeed, Curran et al. (37) note that of the research focussed on RAEs or biological maturation published between 1999 and 2019, 63% is specific to male populations. Indeed, this is a broader issue in the TD research, whereby female specific investigations represent just 9% of the data (37). We urge the reader to acknowledge the sex gap in the RAE literature, and TD literature more broadly, considering such implications when reading our article.



Independence of relative age and biological maturity

Although it was initially suggested that RAEs may be attributable to differences between individuals in biological maturation (and the associated physical, functional and physiological advantages conferred by advanced biological maturity) (38, 39), there is now a substantial evidence base to highlight that biological maturation and relative age are independent and uncorrelated (8, 9, 28, 31). Indeed, there is data showing that the relatively oldest selected athletes within a given cohort have been amongst the more delayed in biological maturity (8, 9, 17). Biological maturation is the process of progression toward the mature adult state and is defined in terms of status, timing, and tempo (40–42). Significantly, youth of the same chronological age can differ up to 6 years in skeletal age and somatic maturity, both of which are established indices of biological maturity status and timing (31, 43–45). The individual differences in biological maturation between youth of the same chronological age are primarily attributable to inherent genetic factors, although the influence of environmental factors (e.g., chronic malnutrition, disease, climate) have also been noted, to a lesser extent (46). Note that none of these factors relate to differences in age and experience between individuals within the same chronological age cohort.

Advanced biological maturity provides several distinct physical, functional and physiological sporting advantages (e.g., increased stature, body mass, lean muscle mass, peak force production, absolute muscular strength and power) (40, 47–52) (although varying markedly in magnitude between biological sexes, with a substantially disproportionate evidence base in favour of male youth), none of which are directly correlated to advanced relative age (8, 9, 17, 20, 31). The selection advantages conferred by advanced biological maturity in youth team sport are typically observed at the onset of puberty (8, 9), whereas those associated with relative age have been observed in childhood (7, 9). For a more substantial discussion on the distinct differences between biological maturity and relative age, see the work of Towlson et al. (31).



Cultural and organisational considerations

The landscape of TD and elite sport systems varies significantly across different cultural and organisational contexts, requiring tailored strategies that recognise these differences without uncritically adopting imported solutions (53). For instance, in the United Kingdom, the centralised approach and focus on early engagement within soccer academies contrasts sharply with the more dispersed, multicentric and grassroots-based approaches observed in the Scandinavian countries (21). Whilst early selection and a focus on early engagement affords the opportunity to shape the developmental journey, a consequence is that large numbers of young athletes are excluded access to such systems from early ages (27). On the other hand, a multicentric and grassroots-based approach promotes a breadth of engagement opportunities but presents additional challenges to the shaping of athlete experience, particularly in ensuring quality coaching and specialised support (27). Strategies to manage unequal opportunities for access and learning due to relative age should, therefore, be tailored to specific contexts, whilst remaining mindful that regardless of specific approach, there may be unintended consequences as a result of implementation. In selection-based TD systems, one such strategy is to allow for flexible entry points and progression routes, ensuring that grassroots settings are of sufficient quality so that so called; “late developers”, those subject to relative early disadvantage, are not entirely excluded (54).

Mitigating inequalities related to relative age will also differ between sports depending on the age of selection to the system. For example, as a contrast to the pre-adolescent first selection point in professional English soccer, in rugby union, large cohorts of players are first selected to formal academies from 15 years of age, with evidence of significant subsequent selection and deselection.1 Similarly, TD systems in Spanish handball carry out the first selection of player cohorts around the age of 12–13 years at the regional/national level (the time at which athletes leave school sport) and at the age of 15–16 years to compete in international contexts. Again, this contrasts to European soccer, whereby players may compete internationally from 14 years (17, 32, 55). Cultural differences within the same sport, both across countries and local contexts, may also dampen or amplify issues related to relative age, and even biological maturation, such as whether the distinct culturally significant ways of playing the sport favours physical or refined technical-tactical prowess (56, 57). A final consideration that organisations need to address is the disruption of social relationships with peers in sport. Given that the quality of social relationships among peers are essential to continued participation, learning and performance in organised sports (58), any strategy used to target advanced relative age should only be implemented as complementary measures and carefully adopted in conversation with the individual children themselves. Creating opportunities for periodic practice and competition with relatively older athletes (i.e., playing up), for example, may aid development, provided that the children themselves perceive it as appropriate, meaningful for development, challenging, encouraging, and fun (59–62). Additionally, alternating age categories used in national and international competition so that players can adapt to playing with both relatively younger and older players, and experience different relative levels of individual performance, should also be considered (36). By acknowledging and addressing these cultural and organisational differences, and by implementing strategies to mitigate inequalities related to relative age, sport organisations can create more equitable and effective TD systems that not only enhance performance, but also support the psychosocial development of young athletes.



Implications for relative advantage and disadvantage in talent systems

The identified distinction between relative age and biological maturation points to differential means of intervention or non-intervention. This, in turn, presents significant considerations with the implementation of strategies aimed toward optimising talent system processes or promoting equity of selection. In the case of relative age, significant research attention has been focused toward generating selection practices that lead to greater numbers of later born athletes being selected (12, 63). Yet it appears that across some sporting settings, those selected few born later in the selection year, if retained within the system, may also benefit from exposure to the demands associated with competing with relatively older athletes (64, 65). However, it should be noted that in absolute terms, relatively younger athletes were still underrepresented at the senior level in these studies (66, 67). There is also somewhat similar evidence presented in the context of biological maturation (68). Further, there is a need for due consideration to the potential for non-selection or dropout of relatively younger athletes at the youth level, but also the notable dropout of relatively older athletes at latter stages of the pathway (69). As such, not only do we need to consider the highly complex nature of RAEs, but also the lack of systematic evaluation of the impact of interventions that have sought to alter its magnitude. More broadly, consideration must be given to the potential unintended consequences if a given intervention is “effective”.

There is then a need to make decisions related to the bar at which interventions might be necessary. As there is growing pressure on sporting organisations to present equitable access to talent systems, there becomes a question for National Sporting Organisations (NSOs) to consider the extent to which individual National Governing Bodies (NGBs) are responsible for wider societal issues such as equitable access to facilities and equipment, especially in sports with high barriers to entry based on cost. As an example, whilst English Premier League soccer academies are often criticised based on early selection practices, it appears that selected players represent a highly socially diverse population (70). Yet, the solution of providing extensive support to an economically and socially diverse population, including transport, from an early age is clearly beyond the reach of nearly all other contexts. In similarly resource rich systemic contexts, we should be looking to capture longitudinal data that might provide proxies to understand performance related challenge factors (e.g., biological maturation), population trends (e.g., RAEs), and non-performance relevant factors (e.g., proxies for socio-economic status, such as post/zip code). These types of data should inform systemic choices. Alternatively, in a system whereby selection is delayed until such a point whereby the dynamics of adolescence are dampened, without access to high quality coaching and support, we may simply be creating a situation whereby those with access to advantages such as good coaching and early perceptions of competence are simply further advantaged, at least at the first point of selection. That is to say that there are no contextless solutions that can be deployed against the complexity of problems presented by relative advantages and disadvantages (53, 71).

The alternative proposal is that as increasing inequity is identified across youth sport, perhaps the most equitable thing that any individual can have is access to high quality coaching. Whilst the temptation for sporting organisations might be to seek out increasingly elaborate forms of control through regulation, our proposal is to put sustained, genuine effort into the development and leadership of coaches. A change in focus that would require a profound shift in the focus of resourcing for many sporting organisations. To be clear, this is not the somewhat stereotypical research implication that “coaches should be educated to understand RAEs”. Despite 40 years of research, we do not appear to be in a position to offer implications for the individual coach specifically related to RAEs. This proposal is far more radical; one that aims calls for the lofty aim of equal access to high quality coaches that can individualise based on the complexity of relative advantage and disadvantage, with a long-term view of development. As such, our proposal for this special edition is that the scope and spectrum of research in sport needs to reach beyond RAEs toward understanding a breadth of relative advantage and disadvantage if it is to genuinely enhance practice.




Directions for future research

In respect to RAEs to date, arguably, we are yet to move the research base forward beyond acknowledging its existence through analysing the proportion of TD system populations slanted towards a particular quartile and how that may vary in magnitude across different sports and contexts, or in the transition from the youth to senior level. One primary reason for this is likely due to the fact that the overwhelming majority of research into RAEs has been observational and descriptive in nature. Indeed, there is still no clear understanding of the mechanisms underpinning RAEs. Yet, with a push for researchers to implement interventions to counteract RAE's (12, 63, 72, 73), how can developmental solutions be implemented if there are no clear mechanisms to target? Based on the conceptualisation we reference in this paper, relative advantages or disadvantages in the youth sport domain likely qualify as being a “wicked problem”, a problem that changes based on intervention (74) and is therefore immune to simplistic solutions.

Despite a plethora of research investigating developmental interventions that attempt to manipulate RAEs, promote developmental equity, increase opportunity or adjust the interpretation of performance based upon relative age [e.g., (12, 63, 72, 73, 75)], there are still no prospective and longitudinal investigations that support the implementation of any intervention in respect to long-term TD in sport. This is not to say that interventions do not have the capacity to enhance developmental equity in the long term, but that there is currently no evidence in their favour over the long term. Such findings are not possible without utilising a range of methods prospectively; research that is simply yet to be conducted. This research should involve both large sample sizes across contexts and also socially situated phenomenological work to understand the breadth of developmental experience between individuals. One promising area for research is also the implementation of flexible methods for organising practice and competition within sports clubs and organisations, moving beyond the traditional age-segregated groups. This may include, for example, flexible and consistently evolving age groups, as well as moving athletes between and across age groups based upon specific and individually identified athlete needs (61, 76). This allows for the exposure of athletes to those that are both older and younger and an overall diversity of experience. In essence, diversifying learning experiences in sport may offer greater potential compared to the homogenized training methods and experiences common in many academy or talent pathway systems to date.

By promoting equitable practices, we can support the development of young athletes by contributing to the implementation of more sustainable athlete development models. However, this pathway must be compatible with the possibility of offering those with ambitions for sports careers focused on high performance just that in the same context (e.g., club). Thus, the stage at which the domain becomes more TD towards high performance focused, when inclusion becomes less of a priority, should be an active strategic decision and one that informs research. As demonstrated, there are no clear solutions to the issue of relative age in sports, and all proposed solutions come with unintended consequences. This reality should encourage us to experiment more, not less, with diverse ways of providing meaningful sports experiences that promote learning, psychosocial development, and performance. To achieve this, transformative research methodologies are encouraged, including action research, complex interventions that incorporate context-sensitive qualitative methods, and other participatory research approaches.



Author contributions

LS: Conceptualization, Writing – original draft, Writing – review & editing. AR: Conceptualization, Writing – original draft, Writing – review & editing. JT: Conceptualization, Writing – original draft, Writing – review & editing. CB: Conceptualization, Writing – original draft, Writing – review & editing.



Funding

The author(s) declare that no financial support was received for the research, authorship, and/or publication of this article.



Conflict of interest

JT was employed by Grey Matters Performance Ltd.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

The author(s) declared that they were an editorial board member of Frontiers, at the time of submission. This had no impact on the peer review process and the final decision.



Publisher's note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References

	1. Abbott A, Button C, Pepping G-J, Collins D. Unnatural selection: talent identification and development in sport. Nonlinear Dyn Psychol Life Sci. (2005) 9:61–88.
	2. Bailey R, Collins D, Ford PR, MacNamara Á, Toms M, Pearce G. Participant Development in Sport: An Academic Literature Review. Sports Coach UK (2010).
	3. Doncaster G, Kelly AL, McAuley ABT, Cain A, Partington M, Nelson L, et al. Relative age effects and the premier league’s elite player performance plan (EPPP): a comparison of birthdate distributions within and between age groups. J Sci Sport Exerc. (2024). doi: 10.1007/s42978-024-00285-w
	4. Read PJ, Oliver JL, De Ste Croix MBA, Myer GD, Lloyd RS. The scientific foundations and associated injury risks of early soccer specialisation. J Sports Sci. (2016) 34:2295–302. doi: 10.1080/02640414.2016.1173221
	5. Sweeney L, MacNamara Á, Taylor J. International selection and competition in youth sport: pin the tail on the donkey or targeted intervention? Front Sports Act Living. (2023) 5:1–6. doi: 10.3389/fspor.2023.1298909
	6. Abbott A, Collins D. Eliminating the dichotomy between theory and practice in talent identification and development: considering the role of psychology. J Sports Sci. (2004) 22:395–408. doi: 10.1080/02640410410001675324
	7. Lovell R, Towlson C, Parkin G, Portas M, Vaeyens R, Cobley S. Soccer player characteristics in English lower-league development programmes: the relationships between relative age, maturation, anthropometry and physical fitness. PLoS One. (2015) 10:e0137238. doi: 10.1371/journal.pone.0137238
	8. Johnson A, Farooq A, Whiteley R. Skeletal maturation status is more strongly associated with academy selection than birth quarter. Sci MedFootb. (2017) 1:157–63. doi: 10.1080/24733938.2017.1283434
	9. Hill M, Scott S, Malina RM, McGee D, Cumming SP. Relative age and maturation selection biases in academy football. J Sports Sci. (2020) 38:1359–67. doi: 10.1080/02640414.2019.1649524
	10. Barth M, Güllich A, Macnamara BN, Hambrick DZ. Predictors of junior versus senior elite performance are opposite: a systematic review and meta-analysis of participation patterns. Sports Med. (2022) 52:1399–416. doi: 10.1007/s40279-021-01625-4
	11. Musch J, Grondin S. Unequal competition as an impediment to personal development: a review of the relative age effect in sport. Dev Rev. (2001) 21:147–67. doi: 10.1006/drev.2000.0516
	12. Cobley S, Baker J, Wattie N, McKenna J. Annual age-grouping and athlete development: a meta-analytical review of relative age effects in sport. Sports Med. (2009) 39:235–56. doi: 10.2165/00007256-200939030-00005
	13. Finnegan L, Van Rijbroek MM, Oliva-Lozano J, Cost R, Andrew M. Relative age effect across the talent identification process of youth female soccer players in the United States: influence of birth year, position, biological maturation, and skill level. Biol Sport. (2024) 41(4). doi: 10.5114/biolsport.2024.136085
	14. González-Víllora S, Pastor-Vicedo JC, Cordente D. Relative age effect in UEFA championship soccer players. J Hum Kinet. (2015) 47:237–48. doi: 10.1515/hukin-2015-0079
	15. Lewis J, Morgan K, Cooper S-M. Relative age effects in Welsh age grade rugby union. Int J Sports Sci Coach. (2015) 10:797–813. doi: 10.1260/1747-9541.10.5.797
	16. Brustio PR, Lupo C, Ungureanu AN, Frati R, Rainoldi A, Boccia G. The relative age effect is larger in Italian soccer top-level youth categories and smaller in series A. PLoS One. (2018) 13:e0196253. doi: 10.1371/journal.pone.0196253
	17. Sweeney L, Cumming SP, MacNamara Á, Horan D. A tale of two selection biases: the independent effects of relative age and biological maturity on player selection in the football association of Ireland’s national talent pathway. Int J Sports Sci Coach. (2023) 18(6):1992. doi: 10.1177/17479541221126152
	18. Kearney PE, Hayes PR, Nevill A. Faster, higher, stronger, older: relative age effects are most influential during the youngest age grade of track and field athletics in the United Kingdom. J Sports Sci. (2018) 36:2282–8. doi: 10.1080/02640414.2018.1449093
	19. de la Rubia A, Lorenzo A, Bjørndal CT, Kelly AL, García-Aliaga A, Lorenzo-Calvo J. The relative age effect on competition performance of Spanish international handball players: a longitudinal study. Front Psychol. (2021) 12:673434. doi: 10.3389/fpsyg.2021.673434
	20. Fitzgerald F, Campbell M, Kearney PE, Cumming S. Exploring the existence, strength, and independence of relative age and maturation selection biases: a case study in gaelic football talent development programmes. Ann Hum Biol. (2024) 51:2349040. doi: 10.1080/03014460.2024.2349040
	21. Bjørndal CT, Ronglan LT, Andersen SS. Talent development as an ecology of games: a case study of Norwegian handball. Sport Educ Soc. (2017) 22:864–77. doi: 10.1080/13573322.2015.1087398
	22. Delorme N, Boiché J, Raspaud M. Relative age effect in elite sports: methodological bias or real discrimination? Eur J Sport Sci. (2010) 10:91–6. doi: 10.1080/17461390903271584
	23. Hancock DJ, Adler AL, Côté J. A proposed theoretical model to explain relative age effects in sport. Eur J Sport Sci. (2013) 13:630–7. doi: 10.1080/17461391.2013.775352
	24. Ribeiro E, Barreira J, Carraco D, Galatti L, Götze M, Cal Abad CC. The relative age effect in under-17, under-20, and adult elite female soccer players. Sci Med Footb. (2024) 8:153–60. doi: 10.1080/24733938.2022.2164608
	25. Jones BD, Lawrence GP, Hardy L. New evidence of relative age effects in “super-elite” sportsmen: a case for the survival and evolution of the fittest. J Sports Sci. (2018) 36:697–703. doi: 10.1080/02640414.2017.1332420
	26. Wrang CM, Rossing NN, Diernæs RM, Hansen CG, Dalgaard-Hansen C, Karbing DS. Relative age effect and the re-selection of Danish male handball players for national teams. J Hum Kinet. (2018) 63:33–41. doi: 10.2478/hukin-2018-0004
	27. Sweeney L, Taylor J, MacNamara Á. Push and pull factors: contextualising biological maturation and relative age in talent development systems. Children. (2023) 10:130. doi: 10.3390/children10010130
	28. Parr J, Winwood K, Hodson-Tole E, Deconinck FJA, Hill JP, Teunissen JW, et al. The main and interactive effects of biological maturity and relative age on physical performance in elite youth soccer players. J Sports Med. (2020) 2020:1–11. doi: 10.1155/2020/1957636
	29. Wattie N, Schorer J, Baker J. The relative age effect in sport: a developmental systems model. Sports Med. (2015) 45:83–94. doi: 10.1007/s40279-014-0248-9
	30. McCarthy N, Taylor J, Cruickshank A, Collins D. Happy birthday? Relative age benefits and decrements on the rocky road. Sports. (2022) 10:82. doi: 10.3390/sports10060082
	31. Towlson C, MacMaster C, Parr J, Cumming S. One of these things is not like the other: time to differentiate between relative age and biological maturity selection biases in soccer? Sci Med Footb. (2022) 6:273–6. doi: 10.1080/24733938.2021.1946133
	32. Sweeney L, Lundberg TR. Relative age and biological maturity-related selection biases in male youth soccer across different competitive levels within a national association. Sci Med Footb. (2024):1–9. doi: 10.1080/24733938.2024.2369543
	33. Romann M, Fuchslocher J. The need to consider relative age effects in women’s talent development process. Percept Mot Skills. (2014) 118:651–62. doi: 10.2466/30.10.PMS.118k24w8
	34. Brustio PR, Modena R, Boccia G, Vogliazzo M, Kelly AL. Youth-to-senior transition in women’s and girls’ football: towards a better understanding of relative age effects and gender-specific considerations. PLoS One. (2023) 18:e0283781. doi: 10.1371/journal.pone.0283781
	35. Kelly AL, Brown T, Reed R, Côté J, Turnnidge J. Relative age effects in male cricket: a personal assets approach to explain immediate, short-term, and long-term developmental outcomes. Sports. (2022) 10:39. doi: 10.3390/sports10030039
	36. De La Rubia A, Lorenzo-Calvo J, Lorenzo A. Does the relative age effect influence short-term performance and sport career in team sports? A qualitative systematic review. Front Psychol. (2020) 11:1947. doi: 10.3389/fpsyg.2020.01947
	37. Curran O, MacNamara A, Passmore D. What about the girls? Exploring the gender data gap in talent development exploring the gender data gap in talent development. . Front Sports Act Living. (2019) 1:3. doi: 10.3389/fspor.2019.00003
	38. Helsen WF, van Winckel J, Williams AM. The relative age effect in youth soccer across Europe. J Sports Sci. (2005) 23:629–36. doi: 10.1080/02640410400021310
	39. Mujika I, Vaeyens* R, Matthys SPJ, Santisteban J, Goiriena J, Philippaerts R. The relative age effect in a professional football club setting. J Sports Sci. (2009) 27:1153–8. doi: 10.1080/02640410903220328
	40. Malina RM. Physical growth and biological maturation of young athletes. Exerc Sport Sci Rev. (1994) 22:280–4. doi: 10.1249/00003677-199401000-00012
	41. Malina RM, Rogol AD, Cumming SP, Coelho e Silva MJ, Figueiredo AJ. Biological maturation of youth athletes: assessment and implications. Br J Sports Med. (2015) 49:852–9. doi: 10.1136/bjsports-2015-094623
	42. Cumming SP, Lloyd RS, Oliver JL, Eisenmann JC, Malina RM. Bio-banding in sport: applications to competition, talent identification, and strength and conditioning of youth athletes. Strength Cond. J. (2017) 39:34–47. doi: 10.1519/SSC.0000000000000281
	43. Borms J. The child and exercise: an overview. J Sports Sci. (1986) 4:3–20. doi: 10.1080/02640418608732093
	44. Johnson A. Monitoring the immature athlete. Aspetar Sports Med J. (2015) 4. https://journal.aspetar.com/en/archive/volume-4-issue-1/monitoring-the-immature-athlete-218
	45. Gundersen H, Riiser A, Algroy E, Vestbøstad M, Saeterbakken AH, Clemm HH, et al. Associations between biological maturity level, match locomotion, and physical capacities in youth male soccer players. Scand J Med Sci Sports. (2022) 32:1592–601. doi: 10.1111/sms.14225
	46. Beunen GP, Rogol AD, Malina RM. Indicators of biological maturation and secular changes in biological maturation. Food Nutr Bull. (2006) 27:S244–56. doi: 10.1177/15648265060274S508
	47. Meylan C, Cronin J, Oliver J, Hughes M. Talent identification in soccer: the role of maturity Status on physical, physiological and technical characteristics. Int J Sports Sci Coach. (2010) 5:571–92. doi: 10.1260/1747-9541.5.4.571
	48. Brown KA, Patel DR, Darmawan D. Participation in sports in relation to adolescent growth and development. Transl Pediatr. (2017) 6:150–9. doi: 10.21037/tp.2017.04.03
	49. Radnor JM, Oliver JL, Waugh CM, Myer GD, Moore IS, Lloyd RS. The influence of growth and maturation on stretch-shortening cycle function in youth. Sports Med. (2018) 48:57–71. doi: 10.1007/s40279-017-0785-0
	50. Radnor JM, Staines J, Bevan J, Cumming SP, Kelly AL, Lloyd RS, et al. Maturity has a greater association than relative age with physical performance in English male academy soccer players. Sports. (2021) 9:171. doi: 10.3390/sports9120171
	51. Moeskops S, Oliver JL, Read PJ, Cronin JB, Myer GD, Haff GG, et al. The influence of biological maturity and competitive level on isometric force-time curve variables and vaulting performance in young female gymnasts. J Strength Cond Res. (2020) 34:2136–45. doi: 10.1519/JSC.0000000000003672
	52. De La Rubia A, Kelly AL, García-González J, Lorenzo J, Mon-López D, Maroto-Izquierdo S. Biological maturity vs. relative age: independent impact on physical performance in male and female youth handball players. Biol Sport. (2024) 41:3–13. doi: 10.5114/biolsport.2024.132999
	53. O’Sullivan M, Vaughan J, Woods CT, Davids K. There is no copy and paste, but there is resonation and inhabitation: integrating a contemporary player development framework in football from a complexity sciences perspective. J Sports Sci. (2023):1–10. doi: 10.1080/02640414.2023.2288979
	54. Bailey R, Collins D. The standard model of talent development and its discontents. Kinesiol Rev. (2013) 2:248–59. doi: 10.1123/krj.2.4.248
	55. Ostojic SM, Castagna C, Calleja-González J, Jukic I, Idrizovic K, Stojanovic M. The biological age of 14-year-old boys and success in adult soccer: do early maturers predominate in the top-level game? Res Sports Med. (2014) 22:398–407. doi: 10.1080/15438627.2014.944303
	56. Vaughan J, Mallett CJ, Potrac P, López-Felip MA, Davids K. Football, culture, skill development and sport coaching: extending ecological approaches in athlete development using the skilled intentionality framework. Front Psychol. (2021) 12:635420. doi: 10.3389/fpsyg.2021.635420
	57. Røsten S, Sæther SA, Aspvik NP, Bjørndal CT. Embedded, embodied, enculturated, and enabling processes: the identification and evaluation of sporting talent by ice hockey coaches in Norwegian youth national teams. Int Sport Coach J. (2024) 11:113–23. doi: 10.1123/iscj.2022-0058
	58. Espedalen LE, Seippel Ø. Dropout and social inequality: young people’s reasons for leaving organized sports. Ann Leis Res. (2024) 27:197–214. doi: 10.1080/11745398.2022.2070512
	59. Goldman DE, Turnnidge J, Côté J, Kelly AL. “‘Playing-up’ in youth soccer”. In: Kelly A, Côté J, Jeffreys M, Turnnidge J, editors. Birth Advantages and Relative Age Effects in Sport: Exploring Organizational Structures and Creating Appropriate Settings. Oxfordshire, United Kingdom: Routledge (2021). 77–94.
	60. Goldman DE, Turnnidge J, Kelly AL, deVos J, Côté J. Athlete perceptions of playing-up in youth soccer. J Appl Sport Psychol. (2022) 34:862–85. doi: 10.1080/10413200.2021.1875518
	61. Kelly A, Wilson MR, Jackson DT, Goldman DE, Turnnidge J, Côté J, et al. A multidisciplinary investigation into “playing-up” in academy football according to age phase. J Sports Sci. (2021) 39:854–64. doi: 10.1080/02640414.2020.1848117
	62. Kelly AL, Goldman DE, Côté J, Turnnidge J. “Playing-up and playing-down: conceptualising a ‘flexible chronological approach’”. In: In Talent Identification and Development in Youth Soccer: a Guide for Researchers and Practitioners. Oxfordshire, United Kingdom: Routledge (2023). p. 152–66. doi: 10.4324/9781032232799-11
	63. Mann DL, van Ginneken PJMA. Age-ordered shirt numbering reduces the selection bias associated with the relative age effect. J Sports Sci. (2017) 35:784–90. doi: 10.1080/02640414.2016.1189588
	64. Gibbs BG, Jarvis JA, Dufur MJ. The rise of the underdog? The relative age effect reversal among Canadian-born NHL hockey players: a reply to Nolan and Howell. Int Rev Sociol Sport. (2012) 47:644–9. doi: 10.1177/1012690211414343
	65. McCarthy N, Collins D, Court D. Start hard, finish better: further evidence for the reversal of the RAE advantage. J Sports Sci. (2016) 34:1461–5. doi: 10.1080/02640414.2015.1119297
	66. Delorme N, Boiché J, Raspaud M. Relative age and dropout in French male soccer. J Sports Sci. (2010) 28:717–22. doi: 10.1080/02640411003663276
	67. Lemez S, Baker J, Horton S, Wattie N, Weir P. Examining the relationship between relative age, competition level, and dropout rates in male youth ice-hockey players. Scand J Med Sci Sports. (2014) 24:935–42. doi: 10.1111/sms.12127
	68. Niklasson E, Lindholm O, Rietz M, Lind J, Johnson D, Lundberg TR. Who reaches the NHL? A 20-year retrospective analysis of junior and adult ice hockey success in relation to biological maturation in male Swedish players. Sports Med. (2024) 54. doi: 10.1007/s40279-023-01985-z
	69. Buckley TC. Are Players Born Earlier in the Calendar Year More Likely to Experience Elite Dropout? University College Cork. Available online at: https://hdl.handle.net/10468/13212 (accessed October 25, 2024).
	70. The Elite Player Performance Plan 10 Years of the EPPP. (2022). The English Premier league. Available online at: https://resources.premierleague.com/premierleague/document/2022/11/17/5c3d5e72-567e-4886-80ab-9a2e68857b8b/Premier-League-Elite-Player-Performance-Plan-Report-2022.pdf (accessed October 25, 2024).
	71. Gavin K, Taylor J, MacNamara Á, Behan S. Comparing apples and oranges? The need for greater qualitative clarity in talent development research. J Expert. (2024) 7(2).
	72. Cobley S, Abbott S, Eisenhuth J, Salter J, McGregor D, Romann M. Removing relative age effects from youth swimming: the development and testing of corrective adjustment procedures. J Sci Med Sport. (2019) 22:735–40. doi: 10.1016/j.jsams.2018.12.013
	73. Bolckmans S, Starkes JL, Towlson C, Barnes C, Parkin G, Helsen WF. Leveling the playing field: a new proposed method to address relative age- and maturity-related bias in UK male academy soccer players. Front Sports Act Living. (2022) 4:847438. doi: 10.3389/fspor.2022.847438
	74. Rittel HWJ, Webber MM. Dilemmas in a general theory of planning. Policy Sci. (1973) 4:155–69. doi: 10.1007/BF01405730
	75. Romann M, Cobley S. Relative age effects in athletic sprinting and corrective adjustments as a solution for their removal. PLoS One. (2015) 10:e0122988. doi: 10.1371/journal.pone.0122988
	76. Webdale K, Baker J, Schorer J, Wattie N. Solving sport’s ‘relative age’ problem: a systematic review of proposed solutions. Int Rev Sport Exerc Psychol. (2020) 13:87–204. doi: 10.1080/1750984X.2019.1675083




1Shelly A, Behan S, Taylor J, MacNamara Á, Sajwan V, Scriney M, et al. The impact of high-potential status on progression and conversion within a male rugby union talent system. J Sports Sci. (In Review).











	
	TYPE Brief Research Report

PUBLISHED 10 January 2025
DOI 10.3389/fspor.2024.1507386






[image: image2]

Relative age effects in ice hockey extends to coaching

Simon Grondin1, Daniel Fortin-Guichard1,2,3*, Jean Lemoyne4, François Trudeau4 and Joe Baker3

1École de psychologie, Université Laval, Québec, QC, Canada

2Department of Kinesiology & Physical Education, McGill University, Montréal, QC, Canada

3Faculty of Kinesiology and Physical Education, University of Toronto, Toronto, ON, Canada

4Département des sciences de l'activité physique, Université du Québec à Trois-Rivières, Trois-Rivières, QC, Canada

EDITED BY
Aïmen Khacharem, Université Paris-Est Créteil Val de Marne, France

REVIEWED BY
Zbigniew Waśkiewicz, Jerzy Kukuczka Academy of Physical Education in Katowice, Poland
Georgios Andronikos, Edinburgh Napier University, United Kingdom

*CORRESPONDENCE Daniel Fortin-Guichard daniel.fortin-guichard@mcgill.ca

RECEIVED 07 October 2024
ACCEPTED 19 December 2024
PUBLISHED 10 January 2025

CITATION Grondin S, Fortin-Guichard D, Lemoyne J, Trudeau F and Baker J (2025) Relative age effects in ice hockey extends to coaching.
Front. Sports Act. Living 6:1507386.
doi: 10.3389/fspor.2024.1507386

COPYRIGHT © 2025 Grondin, Fortin-Guichard, Lemoyne, Trudeau and Baker. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


Date of birth influences the chances of success in sports. Compared to players born just before a cutoff date for marking the admissibility in a category (age groups), players born soon after are overrepresented. However, it is not yet known whether the effect of date of birth in sports applies beyond the players' active participation in the game. The aim of the study was to determine whether there is a date of birth effect among ice hockey's coaches. The birthdates of 3,380 coaches in minor league hockey for the 2023–2024 season were obtained from Hockey Québec. The investigation indicated that people born in the first half of the year were more likely to become minor hockey coaches than those born in the second half. This significant birthdate effect is observed with coaches born in 1980s (53.42% vs. 46.58%) and after 1989 (55.73% vs. 44.27%), but not with coaches born before 1980 where the effect tended to reverse. This finding is interpreted as a consequence of the birthdate effect during the development as a hockey player and suggests a loss of potential coaches to the ice hockey system.
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Introduction

Many studies have shown that the time of birth in the year is a determining factor in sport participation and success among children and adolescents [for reviews, see (1, 2)]. This influence is caused by the fact that groupings into categories in amateur sport are based on chronological age. Children born just after the eligibility date are the oldest in the cohort (i.e., in the age category). Compared to younger children who evolve in the same cohort, they are more likely to have greater physical (height, weight, strength, speed) and psychological (affective and cognitive) maturity, and more experience in the game (2). Consequently, relatively older children can appear to be “better” or more talented at a given sport compared to their relatively younger peers who evolve in the same cohort, which affects their likelihood of being selected in more competitive teams, getting more exposure, which improve their chance for future success such as being selected to competitive teams and/or drafted for upper echelons of competition (3). For example, when January 1st is used as the cutoff date, elite athletes in a given sport are more likely to be born in the first than in the last months of the year (1, 2).

Ice hockey was the first sport for which the impact of birthdate on sport participation was measured (4, 5). While there have been additional reports since exploring Canadian hockey and the National Hockey League (NHL), where most players historically were Canadian [see (6–12)], the problem of grouping players according to age categories in ice hockey extends to other countries (13–15).

Importantly, the issues created by grouping into categories based on chronological age are not restricted to ice hockey. There is an abundant literature showing that these problems are observed in many other sports [see (1, 2) for reviews]. For instance, the distribution of athletes' birthdate is still very biased in football (soccer), with an advantage for children born early in the year (16). The problem also occurs around the world in sports like weightlifting (17) and karate or fencing [de (18)] that are not as popular as football. The problem is also prevalent in female sport (19), and even extends to the risk of developing sedentary behaviors, with relatively younger people being less likely to engage in physical activity (20).

Since early born players (e.g., first 6 month of a birth year) are most likely to persist in competitive sport (1, 2) or, at least, to receive priority in terms of early selections, it is possible they are more likely to develop the interest and expertise necessary to become a coach. While becoming a coach does not necessarily require having been a good or successful player, based on the differences in early engagement in sport between relatively older and younger youth, and the relationship between feelings of competence and enjoyment with sustained engagement over time, it is reasonable to posit the hypothesis that there might be a birthdate effect among ice hockey coaches. This hypothesis is even more plausible considering that a study by Cobley and colleagues (21) on the history of elite soccer in Germany (in the Bundesliga) revealed a birthdate effect applying to elite coaches but not to referees. Similarly, Schorer et al. (22) revealed an overall birthdate effect amongst leadership (i.e., coaches, referees, and commissioners) in elite basketball.

The outcomes of relative age effects are well known, but we know considerably less about these effects on the likelihood of becoming a coach. Therefore, the purpose of this study was to examine whether the birthdate distribution in a large sample of ice hockey coaches reflected the bias observed among players. Considering the previous German studies in elite sport, we posited the hypothesis that there would be a birthdate effect on chances to become a coach. This hypothesis will be tested in the present investigation on a large pool of coaches in a sport (ice hockey) and province (Québec) where the birthdate effect amongst players in known to be strong (5).



Methods


Participants

The study population consisted of coaches involved in Québec minor ice hockey leagues (i.e., coaching players being 5–21 years old). All coaches in the sample (n = 3,380) were registered to Hockey Québec for the 2023–2024 season. Hockey Québec is the main organization dedicated to the development of ice hockey in Quebec and brings together approximately 85,500 players and more than 18,500 coaches.

A dataset was prepared and provided as an Excel file by the Program and Training Director of Hockey Québec. The file contained information about coaches’ birthdate, town of residence, and gender. The file was verified by the first author to make sure there was multiple entries about a coach.

Birthdates of 3,380 coaches were analyzed. Participants were born between 1952 and the end of 1979 (n = 949), between 1980 and 1989 (n = 1,855) or from 1990 to 2009 (n = 576).

This study was approved by the Comité d'éthique et de la recherche de l'Université Laval.



Material and procedure

The Excel file with the birthdate of coaches was sent by the Program and Training Director of Hockey Québec to the first author. This information was then classified as a function of birth trimester and birth semester, and as a function of the year of birth.

Because the majority of coaches were born in the 1980s, we divided the sample into three periods (1952–1979; 1980–1989; 1990–2009), each with a large sample. People born in the 1980s were about 33–43 years old at the beginning the 2023–2024 season; it is reasonable to assume that in this age range, coaches have a child in age to be registered in a minor hockey league.

The coach data were contrasted with the distribution of births, by trimester and by semester, in the general Québec population for the same year-of-birth periods. Note that particularly for the 1990–2009 group, dividing into trimesters (Jan–Mar; Apr–June; July-Sept; Oct–Dec) and semesters (Jan–June; July–Dec) comes with an artifact that cannot be controlled. Some of these coaches may have played a part of their minor hockey between 2002 and 2008. During these years, the cutoff date for assigning players into categories was not January 1st, but October 1st. This artifact probably also touches some of the coaches born at the end of the 1980s.

Birth data since 1995 from the general Québec population were available on the internet [Institut de la statistique du Québec website (23)]. Birth data from 1975 to 1994 were provided by the Institut de la Statistique du Québec (data sent to the first author). Data from 1958 to 1972 were drawn from Grondin (24). The mean distribution of births from 1980 to 1989 and from 1990 to 2009 served to establish the expected distribution of coaches' births for these periods. For the 1952 to the 1979 period, the expected value was based on the mean for years 1958–1972 and 1975–1979.

The distribution of births in the general population in the 1990–2009 group was: 24.09% for Trimester 1 (January–March), 25.99% for Trimester 2 (April–June), 26.23% for Trimester 3 (July–September), and 23.68% for Trimester 4 (October–December). For the 1980–1989 group, the distribution was (in the same order): 24.31%, 26.18%, 25.71%, and 23.80%. For the other group (1979 and less), the distribution for Trimesters 1–4 was: 24.60%, 26.68%, 25.55%, and 23.17%.




Results

The distribution of birthdates of coaches is presented as a function of three periods: born before 1980, in the 1980s, and after 1989. This distribution is presented per trimester and per semester in Table 1.


TABLE 1 Distribution of birthdates per trimester and per semester of coaches born before 1980, in the 1980s, and after 1989.

[image: Table comparing trimester data for periods "Before 1980," "1980s," and "After 1989" with four columns: trimester, number, and percentage for each period. Total numbers: Before 1980 - 949, 1980s - 1,855, After 1989 - 576. Percentages for semesters: Before 1980 - 49.21% Jan-Jun and 50.79% Jul-Dec; 1980s - 53.42% Jan-Jun and 46.58% Jul-Dec; After 1989 - 55.73% Jan-Jun and 44.27% Jul-Dec.]

The distribution of coaches' birthdates was contrasted with the distribution of births in the general Québec population using chi square analyses. For the group of younger coaches (born since 1990), the analysis by trimester did not reveal any significant differences, χ²(3) = 7.56, p = .06. However, when the data was analyzed by semester, there were significantly more coaches born in the first semester than in the second, χ²(1) = 7.33, p = .006. Similarly, for coaches born from 1980 to 1989, the analysis revealed no differences in the distributions by trimester, χ²(3) = 7.04, p = .07, but a significant effect when examined by semester, χ²(1) = 6.38, p = .01. For the group of older coaches (born before 1980), the distributions differ neither when analyzed by trimester, χ²(3) = 5.06, p = .17, nor by semester, χ²(1) = 1.62, p = .20 (see Figure 1).


[image: Bar chart comparing birth percentages across three time periods: before 1980, the 1980s, and after 1989. Each period has two bars for births from January to June, and July to December. Percentages are similar across all categories, with January to June consistently higher.]
FIGURE 1
Percentages of births of coaches per semester in each group.




Discussion

The objective of the study was to determine if there is a birthdate effect amongst coaches in minor league hockey. The data indicated a significant birthdate effect amongst coaches in the two younger groups of coaches. Those born in the first semester of the year were more likely to become coaches in youth ice hockey than coaches born in the second semester of the year. To our knowledge, there is no explanation for this biased distribution of births amongst coaches other than as a consequence of the birthdate effect amongst players. It is possible that many individuals who become coaches were former players. Because older players in a given cohort are more likely to access higher participation and competition levels in ice hockey, they are more likely to develop expertise in the field and an attachment with the discipline. This could positively influence the motivation to pursue involvement in ice hockey after their career as an active player. Alternately, younger players of a cohort are less likely to have success and to reach higher levels and are, therefore, less likely to develop the expertise in the discipline necessary to become a coach. In other words, the consequences of the relative age effect in youth sports go beyond player development; they affect chances to contribute to that sport later as an adult.

Knowing that there are more coaches born in the first half of the year, it is less surprising to observe that there are more coaches at higher levels born earlier in the competition year in sports like soccer (21). As well, if a longer participation in a sport provides expertise, attachment or identification to that sport, with the motivation to contribute somehow, it is not surprising to see a birthdate effect amongst other contributors to the game at higher levels, like referees or umpires (22).

In the groups of youngest coaches (born after 1989), the difference between Semester 1 and Semester 2 was quite large (11.5%). A closer look at the data indicates that the difference between Trimester 3 and Trimester 4 for this group was quite small (less than 1%) considering the distribution of births in the to population for these trimesters. This small difference could be due, as indicated in the Methods, a small artefact in our sample, and it was not possible to correct it in our dataset. Assuming that the birthdate effect in coaches is due to the relative age effect as a player, it becomes important to note that, in Québec, from the hockey season 2002–2003 to season 2007–2008, the cutoff date for categories was not January 1st, but October 1st (note that cutoff date for school in Québec is Oct 1st and that it was changed back to Jan 1st in hockey since 2008). This change in the cutoff date rapidly moved back the age advantage [Trimester 4 became Trimester 1; see (25)]. Therefore, a part of players born in the 1990s may have had a portion of their curriculum where the October–December trimester was not the fourth of the competition cohort, but the first. It was not possible to quantify the effect of this on the persistence of players and on their eventual chances to become coach, but it helps to understand why there was not much difference in the representation of coaches in Trimester 3 (4 during a brief period) and 4 (1 during a brief period), although there are much more births in the Québec population after 1989 in the Jul–Aug period than during the September–December period.

Interestingly, the birthdate effect was absent amongst coaches born before 1980. This effect would make sense if the birthdate effect on players was less pronounced for people born before 1980; however, this hypothesis can be rejected considering old data on the relative age effect in ice hockey. In Grondin et al. (5), for the 1981–1982 season in Québec, there was already a very striking effect in youth players, in other words for players born in the 1960s and 1970s [see (26)]. In addition, there was already a relative age effect in the NHL for that season (5). Around the same period, Barnsley et al. (4) also observed the same phenomenon amongst minor league players in Western Canada.

It is possible that the fading of the birthdate effect for the older group of coaches is connected to, or indicative of, the “reversal effect” seen amongst players. This effect is related to the decline of the strength of the birthdate effect as players get older, that is reaching higher levels of competition like the NHL in the case of ice hockey (27, 28). The reversal effect refers to the tendency to have more players who, when developing in minor hockey, were among the youngest in their age group than players who were among the oldest. This reversal effect has also been observed in elite football (soccer) leagues, in taekwondo (29), and in U17 football in the case of athletes from Africa (30). However, this reversal in player samples is often related to declines in the age advantage over the years; there could be no such direct effect amongst coaches. It may be that the youngest (disadvantaged by the birthdate effect) players who have been able to persevere in the practice of ice hockey do so because of skills [e.g., self-regulation; (31)] that relate to becoming a good coach. This idea is consistent with Andronikos et al. (29) who argued that a long-term benefit of being amongst the younger athletes in an age group is the necessity to develop early the toolbox of essential skills, skills that will eventually be necessary for competing at senior elite levels. For instance, key self-regulation skills are planning and reflection, which would obviously be useful tools for developing coaching capabilities. This might explain why they are less likely to quit coaching as they get older. While this hypothesis is highly speculative, our results suggest the influence of birthdate (and its reversal) extends beyond an athlete's playing career.

Despite the intriguing results of the current study, our investigation had some limitations. One limitation, noted above, is related to the changes in the cutoff birthdate used for age grouping where our sample was drawn (Québec). It is possible that what is called Trimester 4 in our analysis may have also been, for a brief period, Trimester 1 for some coaches when they were playing. This certainly induces a bias in our analyses, and indeed if we look at the number of coaches born in Trimesters 3 and 4 in the second half of the 1980s (1985–1989; i.e., for a segment where coaches may have had a part of their years as a player under the Oct–Dec trimester as Trimester 1), the distribution is approximatively equal. When looking at the first half of the 1980s, there were about 53% and 47% of coaches born in Trimester 3 and 4, respectively. Note that the potential consequence of this bias is that it probably reduces the magnitude of the birthdate effect observed with coaches.

Although not, strictly speaking, a limitation of the study, the nature of the sample, should be kept in mind when reading the study. There were many more coaches born in the 1980s than in the 1990s or 1970s. As indicated in the Methods, at the time of the study (the 2023–2024 season), coaches born in the 1980s were between 33 and 43 years old, ages where people often have their own children, old enough to play minor league hockey. It is reasonable to posit that a good proportion of these parents had children on the team (32). Once their child quit organised hockey, the parent of the child often leaves as well. Only people having real aptitude for coaching, having for instance more planning and reflection skills, will keep being involved in ice hockey. This would explain why the relative age effect fades in the sample of older coaches: there is no reason to believe that planning and reflection skills are related to birthdate.

The first practical implication of this finding is that grouping young athletes into categories based on chronological age not only provokes a potential loss of talented players, it may also eventually lead to a loss of potential coaches. A second implication is the tendency observed in the data to have a reversal effect with older coaches, which may reflect the need for the younger athletes in an age group to develop more rapidly essentials skills (29), including psychological skills and reflection (31).

The findings of the present study suggest several areas for future investigations. Because ice hockey is so popular in Canada, a first step would be to extend the investigation to other Canadian populations where the cutoff date has never been changed. This would not only clarify the magnitude of the birthdate effect in coaches, but also its potential reversal with older coaches. Such investigations about ice hockey could also be conducted in other countries where the birthdate effect, for ice hockey, was larger or smaller than in Québec [e.g., Russia; (13)], to see if the effect amongst coaches is modulated by these fluctuations, and to see if there is any such effect in countries adopting different criteria to become a coach. And of course, the investigation relative to the month, trimester or semester of birth of coaches must be extended to other sports, such as soccer and rugby where strong birthdate effects have been regularly reported (1, 2). In the context of the shortage of coaches in many sports, it is important to explore and understand the administrative and psychological elements underpinning this phenomenon.
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This paper explores the Relative Age Effect (RAE) after nearly 40 years since its initial examination in sports. Two original studies identified significant participation differences between relatively older and younger players in age-grouped elite hockey and soccer. In the current study, we replicate the original analyses using 2023 data. By comparing data from the original studies and 2023, focusing on Major Junior A hockey in North America and the Under-17 and Under-20 World Soccer Tournaments, we observe remarkably similar RAE patterns. For instance, both the original and the 2023 studies indicate that about 40% of elite young adult players were born in the first quarter of the age cohort, compared to just 10% in the last quarter. This paper underscores the ongoing advantages and disadvantages created by RAE and calls for greater focus on strategies to mitigate its unfair effects in sports and education.
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Introduction

In 2008, Malcolm Gladwell published “Outliers: The Story of Success” which was met with overwhelming interest and worldwide sales of over 1.6 million copies (1). Chapter one of “Outliers” was entitled “The Matthew Effect” and yet, was substantially influenced by the research article “Hockey Success and Birthdate: The Relative Age Effect” (2). This article, which was the first to use the term “Relative Age Effect” (RAE), reported a striking relationship between a hockey player's success, and their relative standing in an age cohort.

In 2022, Malcolm Gladwell contacted me (3). At this time, Gladwell was producing a podcast entitled “Revisionist History”. He explained that he was working on an update to “Outliers” and would again like to discuss RAEs. Our interview took place in January 2022 and began with Gladwell asking me to join him in looking at the player roster from the 2020–21 Canadian national junior hockey team. Together, we read aloud the players' birthdates. As we finished, there were a few moments of silence and then Gladwell said, “Not much has changed, has it?”. This quick peek at the pattern of these players' birthdates seemed to indicate that they were remarkably like the 1983 player rosters (2).

Gladwell and I shared our disappointment that after 40 years, it appeared that RAEs in hockey had continued unabated. If little, or no progress, in mitigating RAEs had been achieved, then it would seem reasonable to assume that parents and sport administrators were either unaware of the impact of RAEs, or how to bring about change. Surely, in the context of this special issue which celebrates the 40th anniversary of the “Relative Age Effect”, it is appropriate, if not essential, to initiate a broader discussion on “Has anything changed?”1



Hockey and soccer: the early studies2

In 1984 Simon Grondin reported birthdate effects in hockey and volleyball (5). Unaware of these findings, in that same year Paula Barnsley observed unusual and significant patterns of birthdates in the rosters of Canadian Major Junior A hockey players. Following her observation, Paula and I reviewed National Hockey League (NHL) players' birthdates. The result, based on 715 players from the 1982/83 team rosters, indicated that 61.8% of the players were born in the months of January through June, whereas only 38.2% were born in the months of July–December.

Subsequently, A. H. (Gus) Thompson and I obtained the birthdates of 1,048 players from 1983 rosters of teams in the Western (WHL) and Ontario (OHL) Major Junior A Hockey Leagues. (These were generally considered two of the main developmental leagues for professional teams in the NHL). The combined results from these two leagues were striking. The number and percentage of players born in the four quarters (Q) of the year were: Q1 (January–March) 435, 41.5%; Q2 (April–June) 315, 30.0%; Q3 (July–September) 196, 18.7%; and Q4 (October–December) 102, 9.7%. Remarkably, over four times more players had been born in January, February and March than in October, November and December. These results (2) are found in Figure 1.


[image: Bar chart showing percentages of athletes' birth quarters for three groups: Combined WHL and OHL Hockey in 1983, U17 Soccer World Cup 1989, and U20 Soccer World Cup 1989. Q1 has the highest percentages across all groups, decreasing from Q2 to Q4. Hockey shows higher percentages in Q1 and Q3 than soccer. Soccer groups have similar patterns with slightly less variance.]
FIGURE 1
Early RAE studies.


Several years later Phil Legault, who at the time was employed by the Canadian Soccer Association, told us that he suspected that RAEs would be strongly evident in soccer (football) world-wide. Working together, the birthdates of players in (1) the 1989 Under17s World Tournament and, (2) the 1989 Under-20s World Tournament were analyzed. The results, which can be seen in Figure 1, were published in “Family planning: football style: The relative age effect in football” (6).

This paper demonstrated striking RAEs from both World Tournaments even though each tournament was comprised of 16 different nations. In fact, the distribution of birthdates was strongly, if not identically, parallel to the findings of the Canadian Major Junior A Hockey Leagues. Again, the cohort analysis by “Quarter” indicated that: over 40% of the players were born in Q1; over 30% in Q2; approximately 13% in Q3; and less than 8% in Q4. Basically, the results indicated that soccer players born in the Q1 months, were five times more likely to be selected to play International Youth Elite Soccer than players born in Q4.



The development of the relative age effect

Clearly, these findings demonstrated that in hockey and soccer, success was significantly impacted by the inequitable and unfair opportunities created by a player's birthdate. To understand the development of RAEs in hockey, we decided to analyze the birthdates of all players in a large minor hockey league association. To this end, the Edmonton Minor Hockey Association (EMHA) provided team rosters and birthdays of all 7,313 players registered for the 1983–84 hockey season.

The EMHA was organized into “age grouped” divisions and “competitive-based tiers” or leagues. The divisions (under 8; 9 & 10; through to 19 & 20) were comprised of those players born between January 1 of the first year to December 31 of the following year. Each division included 2, 3, or 4 competitive-based leagues.

Players within each age division were annually assigned to a particular team and league based upon skill performance and assessment by the leagues coaches. First, players were chosen for the highest tier teams; followed by selections for the second level teams and so on until all players were placed on a team in an appropriate performance-based league. Basically, the lower tier leagues were recreational, whereas the higher tiers were progressively more competitive with the top tier teams being highly competitive “Rep” (representative) teams for elite players.

The rosters of all EMHA teams were examined in relation to the birthdates of the players and the results were reported in “Birthdate and Success in Minor Hockey: The Key to the NHL”, (7). From this article three basic principles can be identified that produced the “Relative Age Effect”.


Performance-based selection

Players are assigned to a particular league/tier based on the assessment of their hockey skill or performance. As the older players in an age group will generally be more experienced, physically mature, bigger and stronger, it is not surprising that the top tier teams predominantly include the relatively older players. The makeup of the top tier teams in the EMHA clearly demonstrated this relative age effect.



Differentiated experience

The purpose of the leagues within each division is to facilitate equitable participation and a levelling of competition for all players. However, because of the skill and performance differences between the tiers, different programs and experiences are created to meet the needs of the players. For example, competition, practice time, number of games, quality of coaches, equipment, etc. are generally varied with the highest tier players gaining many advantages. Over time, these differentiated experiences further exacerbate the relative age differences that were created by the selection procedures.



Participation rate

The RAE was not evident in the “under 8 through 10 years” division probably because in the beginning all boys wanted to play hockey. However, starting with the 11-year-olds, lower participation numbers of the younger players contributed to the RAE. Presumably, younger players in the age cohort had dropped out for lack of success and enjoyment.


To summarize, it appears that the following conditions during childhood will lead to RAEs: (1) Children are grouped in age cohorts to facilitate the organization and delivery of an activity; (2) Children are selected and assigned to differentiated groups in the their age cohort based upon such factors as size, skill, or achievement; (3) These differentiated groups usually experience different program opportunities; and (4) Children who are disadvantaged tend to “drop out” and stop being participants in the activity.



Hypothetical examples

To depict RAEs with an example, consider the following two hypothetical player experiences in minor hockey. Both Sam and Mike were enthusiastic hockey fans and with their parents' support began playing minor hockey when they were eight years old.

Sam was born on February 9 and as the minor hockey league was structured with age groups based on January 1 to December 31, Sam was one of the older and more mature boys. At the organizational practice, where the players demonstrated such skills as skating and stick handling, Sam stood out from most of the other boys because of his size, speed and coordination. Sam was one of first players “drafted” and found himself on a team in the top tier. As a “top tier” player, Sam had more practice time, played more games and had more chance to travel and play in tournaments. Each succeeding year, Sam was one of the first boys chosen and he continued to improve and succeed. As a young teenager, Sam, his parents and his coaches, believed that he could realistically receive a scholarship to play university hockey or be chosen to play Major Junior hockey.

Mike, who turned out to be a late maturer, was born on November 15. In his first few years of hockey, Mike enjoyed the game, and his parents appreciated that despite his smaller size, he received equal playing time. However, Mike and his dad had hoped that he would get more time to practice and an opportunity to play in some tournaments, but that seemed to be reserved for the higher tiered teams. And, by the time he was 12, Mike had lost interest and motivation for recreational hockey. As weekend practices were interfering with family ski trips, and because Mike wasn't experiencing success, he dropped out of minor hockey. Later, as an adult, Mike started going to the rink again and found out how much he missed the game. Sunday morning hockey scrimmages with his buddies became the highlight of his week. Mike often wondered how his hockey experience would have been different if he had been born two months later on January 15.




Hockey and soccer after 40 years

The imaginary stories of Sam and Mike underscore the unfairness of the minor hockey system in 1984. And the occurrence of similar RAEs in International Youth Elite soccer, certainly highlight the need for change. One wonders how players, coaches, parents and communities in general, can accept and continue with systems that are so biased and unfair that children born in the last quarter of an age cohort are up to five times less likely to succeed than those players who were in the older age cohort.

Given these striking differences and the disadvantages for the younger players, it would seem reasonable to expect that after 40 years, knowledge would have been gained and actions taken that would mitigate, or at least substantially reduce the size of RAEs. To consider this expectation, an informal analysis using data from 2023 was carried out for each sport. The results are found in Figure 2. Clearly, simple visual and descriptive comparisons between the hockey players in 1983 (see Figure 1) and those in 2023 indicate that RAEs are essentially identical. (It should be noted that the hockey data has been expanded through addition of players from the Quebec Major Junior Hockey League.)


[image: Bar chart comparing birth quarters of athletes in three categories: Combined WHL, OHL, and QMJHL Hockey (2023/24), U17 Soccer World Cup (2023), and U20 Soccer World Cup (2023). Q1 has the highest percentages across all categories, while Q4 has the lowest.]
FIGURE 2
Replicating the early studies of hockey and soccer.


Regarding the soccer data, there are two notable differences between the 1989 and 2023 tournaments. First, 2023 tournaments comprised 24 national teams rather than the 16 represented in 1989. Secondly, and perhaps more importantly, the age cohort for the 2023 teams had changed to January 1 to December 31; whereas, in 1989, the age cohort was established between August 1 and July 31. Regardless of these two changes, the soccer data also strongly suggest that very little has changed.

The consistency of the data from players and leagues 40 years apart is remarkable. It is apparent that for males aspiring to play professional hockey, those born between January and the end of June are still more than twice as likely to have success than those born from July to December. Or, it can also be said that those born between October and December are four times less likely to be successful than those born in January, February, or March. And, for those males who desire to play elite youth soccer on their journey to a professional career, their birth month provides the same substantial advantage or disadvantage that defines success in hockey. Obviously, RAEs selectively privilege individuals born early in the cohort year with unearned advantages. While at the same time, those born late in the cohort year encounter disadvantageous conditions that have a high probability of inhibiting their success.



Other areas impacted by RAEs

This chapter has been focused largely on hockey and soccer research. This choice was made to reflect on our early studies and to update them in the context of the 40th anniversary of the “Relative Age Effect”. Of course, recognition and praise are clearly due to the large volume of RAE research that has taken place over the years. Investigating the role of RAEs in a wide variety of sports (8) continues to capture the interest of most researchers.3

It is beyond the scope of this paper, but the role of RAEs in education and associated areas should be briefly reviewed. I have found it both interesting and informative to consider that the RAEs in hockey and soccer provide a useful metaphor or, model for understanding the effect of RAEs in education. Comparatively, K-12 education and youth hockey are quite similar as schools are also generally organized into grades based upon age cohorts. And these age cohorts renew annually and continue for upwards of twelve years.

Research in education and associated areas has unsurprisingly demonstrated that RAEs develop because of procedures similar to hockey and soccer. In addition to age cohort grouping, K-12 education often includes specialized program enrolment and opportunities based upon RAE performance and achievement. Interestingly, the reduced participation rate for disadvantaged young children generally observed in sports activities is not found in schools as attendance is mandatory. However, RAEs have been identified in significant areas of education. For example, RAEs have been found in (1) University participation rates (10–12); (2) Academic achievement (13, 14); and (3) Special education classifications such as in Gifted and Talented programs and children who are Learning Disabled (15–17).

Further, a strong case can be made that some areas of personality and mental health (18) emerge as corollaries from the effects of the child's position in the school age cohort. For example, RAE research has demonstrated that leadership abilities (19, 20) are related to the advantages enjoyed by the older students in the school-based age cohort. Levels of self-esteem (21) are generally related to RAEs, and unfortunately, younger students in the school-based age cohort have been found years later to be more prone to suicidal behavior than their older classmates (22). It is interesting to hypothesize that the negative mental health and personality outcomes related to the younger members of the school-based age cohort might emerge as a behavioral accommodation to mandatory school attendance and inflexible age grouping.



Closing thoughts

The past 40 years have produced a wealth of RAE research. One indicator is that our first article (2) has received almost 700 citations and the soccer article (6) has been cited over 400 times (Google Scholar). Although RAEs have now been identified in many different sports and educational areas, it appears that research addressing factors or procedures to reduce RAEs have been minimal. After 40 years one would have thought, or at least hoped, that procedures for mitigating RAEs would have been found or were being investigated.

Unfortunately, it seems that few people are aware or bothered by the unfairness of RAEs, and to my knowledge formal surveys of RAE awareness have not been done. Over the years, discussions that I have initiated with a range of people suggest widespread unfamiliarity. And for those who are aware of RAEs, discussions often lead to comments such as “It's just swimming, or hockey, or football”, or “There are enough professional players”, or “Why should I care?”, or my cynical favorite “Life is not fair”. Indeed, these attitudes can be found in all categories of stakeholders: athletes, parents, coaches, educators, policy makers and politicians. Clearly, those of us interested in mitigating factors must provide leadership to create awareness and concern for the negative impacts of RAEs.

Nevertheless, changes that could minimize RAEs have been proposed (23); and, reviewed (24). Suggested solutions have included: (1) Changing the size of the age cohort group; (2) Alternating the cutoff dates of the age cohort; (3) Reducing competition with additional focus on skill training and development; (4) Delaying the age for performance-based selection; and other options. However, such suggestions cannot be implemented without evidence of effectiveness and, realistically it is very difficult for researchers to gain permission and consent to try such innovations. Without evidence, there is no motivation or, imperative for policy makers to revise programs that are long-standing, traditional, and expensive to change.

Of course, the fundamental ingredient in the search for protocols, activities, structures, or systems that would minimize or eliminate the RAEs in sports, depends on research. It is re-assuring that RAE researchers are increasingly focusing on these issues. For example, research investigating effectiveness of age-ordered shirt numbering [(25) and (personal communication, Dixon and Horton, 2024)] is encouraging. And a recent publication (26) demonstrated that changing the comparative selection procedures for swimmers, some top talent athletes who previously would have been rejected were now retained. Stephen Cobley (personal communication, 2024) recently shared that an Australian swimmer who won a gold medal at the Paris Olympics would have been eliminated by the old selection procedure because of RAEs. Clearly, the success of such research projects should provide the incentive, enthusiasm and confidence for other research groups to accept the challenge of finding much needed solutions to the negative impacts of RAEs in sports.

I believe that it is reasonable to expect that RAE stakeholders and the relevant organizations should be aware and informed of RAEs and their negative consequences. The past 40 years has produced volumes of RAE information and enthusiastic researchers have reliably reported the results in peer reviewed, respected journals. Unfortunately, the stakeholders who need this information do not usually read professional journals. It is “much easier said than done” but research findings need to be communicated broadly and, in a style and format that is accessible to the various audiences of RAE stakeholders, including journalists, and readers of popular publications. This observation is probably relevant to all areas of human research; however, few other areas so directly impact, both positively and negatively, the life choices and successes of most people.

To conclude, the presence and scope of RAEs in sports and education is both remarkable and wrong. Clearly the randomness of a person's birthdate should not be related to one's success and overall achievement in life. The unequitable and enduring effects of RAEs make a compelling case that as researchers, we cannot and should not remain silent, neutral, or restrained. Every time and everywhere that RAEs are evident, there are individuals who are privileged and gain an advantage; and, a comparable number of people who are disadvantaged, limited, or excluded. These outcomes are unfair, unjustified and wrong. After 40 years, the time to address these issues is long overdue!
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1It is recommended that readers listen to “Outliers, Revisited”, Season 7 of the podcast “Revisionist History”

2As I was concluding the preparation of this manuscript, I became aware of Simon Grondin's publication “To be or not to be born at the right time: lessons from ice hockey” (4). In this paper Simon contemplates his early RAE publications; comments on the present state of RAE research; and recommends that more attention should be paid to mitigating RAEs. This paper explores a number of issues discussed by Grondin, and therefore, it should not be surprising that in our “40th anniversary” reflections, we are generally agreed on the path forward.

3Parenthetically, this retrospective has largely dealt with male-based studies. For a discussion of RAEs in female populations, readers are referred to “Relative Age Effects in Female Athletes” (9).
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Introduction: Soccer systems promote early identification and specialisation practices to satisfy short- and long-term goals—both from sporting performance and financial gains perspectives. In this context, players are (de)selected based on observed performance level and on their ability to conform to given organisational demands, leading to the proliferation of selection biases, such as relative age effects (RAEs), which research has shown to influence both developmental experiences and senior career achievements. Accordingly, this study aims to: (a) investigate the magnitude of RAEs among youth national teams competing in the UEFA U17 European Soccer Championship, and their associations with teams' final ranking, (b) examine whether RAEs magnitude could be linked to cultural and contextual factors, and (c) further explore RAEs at senior level.



Methods: Birth quarter (BQ) distribution of youth national teams (n = 80) that competed in one of the five editions (2018, 2019, 2022, 2023, and 2024) of the UEFA U17 European Soccer Championship was recorded. Teams were classified based on their country of origin, RAEs magnitudes, final ranking in the tournament, FIFA points, and national population. Furthermore, the BQ distribution of senior national teams (n = 24) that competed at the 2024 UEFA Senior European Soccer Championship was recorded.



Results: Chi-square statistics revealed BQ1s were overrepresented at the U17 level (p < 0.001) and showed teams exhibiting low RAEs magnitudes recorded the highest likelihood (odds ratio: 5.67) of finishing the tournament in the bottom four positions. Correlation analyses recorded small to moderate positive correlations between RAEs magnitude and national population (.25) and FIFA points (.33). Further chi-square statistics revealed BQ1s continued to be overrepresented at the senior level, albeit with a weaker effect (p < 0.001). However, when the senior BQ distribution was compared to the expected distribution taken from the U17 population, this recorded more BQ4s and fewer BQ1s than expected (p < 0.001).



Discussion: The findings presented the focus on youth success, the increased talent pool size, and the competition for selection interact to reiterate RAEs' prevalence in European soccer. Moreover, they highlighted initial RAEs define players' journey within the soccer system, whereby relatively older players remain overrepresented at the senior level, albeit to a weaker and lesser extent.



KEYWORDS
relative age effects, birth advantages, youth soccer, talent identification, selection bias, talent development





Introduction

Talent identification (TID) entails the detection of young players displaying the potential to succeed in the future (1). It occurs as early as the first developmental stages, usually resulting in early entrance to soccer high-performance environments at under nine (i.e., 8–9 years of age) (2). Talent development (TD) aims to provide selected players with optimal learning environments to facilitate and accelerate their progression through to the elite levels of sport (1). Both TID and TD processes in soccer have become critical issues and increasingly professionalised for clubs and national federations. Large sums of money are invested (3) and many figures (i.e., scouts, managers, players' agents, families, and intermediaries) are involved in the process of identifying, selecting, and developing talented youth players (4). This is largely due to the organisational structures, at both federations and club levels, which often employ deterministic models of talent pathways (5). These deterministic models encourage early identification and specialisation practices to facilitate players' skill-acquisition processes and to satisfy academies' short- and long-term goals—both from sporting performance and financial gains perspectives (4). Entrance into such learning environments is characterised by a high level of competitiveness, whereby players are continuously assessed, valued, and ranked. Indeed, institutional (and financial) support is offered only to the few players who have received social recognition and validation of their talent to be noticed and considered for the next developmental stage (6). In line with this, during TID and TD processes, players are (de)selected based on their observed performance level and perceived potential (7), coupled with their ability to conform to given organisational demands and standards (i.e., meet pre-determined developmental and competitive goals) (8, 9).

However, past studies have highlighted the limitations of selecting a few players based solely on early ability, athleticism, and performance standards. This causes the removal from the system of the many unable to comply with the organisational demands, not considered for further development, who may decide to drop out from the sport in question (10, 11). Further emphasising the potential inefficiencies of early selection, research conducted on analysing players' career trajectories highlighted how, contrary to expectations, the vast majority of early selected players are unable to complete the youth-to-senior transition (12–14). As an example, Höner et al. (15), in their prospective study conducted on German soccer, found that only 0.6% of the U12 players selected for a national training program developed into professional-level soccer players. This suggested that an early entrance (i.e., ≤12 years) into professional soccer academies is not a prerequisite for senior success (16). Indeed, there are multiple pathways to reach the highest level of soccer competition (i.e., playing in the FIFA World Cup), as developmental pathways are shaped by cultural and contextual factors. Even in geographical areas with strict-selection policies, such as Europe, nearly half of the players of the 2022 FIFA Men's World Cup began their professional academy training after the sampling years (i.e., >12 years). In line with this, Boccia et al. (17) revealed how less than 10% of players selected to represent Italy at the U16 level were subsequently able to complete the transition (i.e., playing with the senior national team) and suggested it is only as players get older (i.e., ≥21 years) that their youth performance correlates with their senior performance. Similarly, Brustio et al. (18), investigating career trajectories of U17 players representing the English, French, German, Italian, and Spanish national teams, have shown fewer than 15% of them progressed to their respective senior teams.

Further research on this area has highlighted that an increased level of competition and selection pressures cause soccer systems to select players based on their current level of performance, causing the proliferation of selection biases (19). Relative age effects (RAEs) are the most studied selection biases across the soccer landscape. These arise from the decision of soccer organisations to adopt a cut-off criterion that groups children into (bi)annual age groups. From the very first stages of development, players born at the beginning of the selection year are favoured compared to those born at the end (20). Past research has shown the presence of RAEs in male youth soccer worldwide (21, 22) and indicated that player selection procedures, coupled with increased competition for selection, play an important role in the proliferation of this selection bias (23, 24). Specifically, studies revealed relatively older players (a) are more represented at national and international levels compared to regional and/or recreational (25–27), and (b) are favoured at an increasing level of competition for the few available positions (i.e., larger talent pools), whereby RAEs are less pronounced in smaller soccer nations (i.e., small population, lower soccer culture, or performance levels) (28–30). This body of literature proposed that early born players receive more openings into talent pathways due to age-related differences consisting of more time to practice, compete, and develop (31), and highlighted the importance of considering cultural and contextual factors when analysing RAEs presence and prevalence.

In line with this, research suggested RAEs are more prevalent in performance-oriented contexts when there is a need for competitive advantages (32, 33). Indeed, studies conducted on investigating the presence of RAEs and its correlations with team performance highlighted that selecting players born earlier in the year is an important aspect for successful performance outcomes in youth soccer, as results revealed that older teams record significantly higher points per game [e.g. (33),]. Moreover, in German youth soccer, Augste and Lames (34) found a significant and positive correlation between teams' median birth date and final ranking (i.e., an earlier median birth correlated with a better ranking). Similar results were obtained in Swedish youth soccer, where Söderstrom et al. (35) revealed a correlation between positive match outcomes and the higher presence of early born players. Accordingly, in a system characterised by higher competition pressures, relatively older players are preferred over their younger peers (36, 37), emphasising how coaches (and clubs) are focussed on performance outcomes rather than player development. In line with this, past research has presented that raising awareness about the existence of RAEs and their implications does not contribute to their eradication from youth soccer (38, 39). Nevertheless, from an organisational perspective, studies have proposed systemic interventions like rotating cut-off dates (40, 41), a more flexible chronological approach (42) and grouping teams using the average team age method (33) to pursue fairer youth soccer participation and competition.

Theoretical frameworks explaining the mechanisms of RAEs from a sociocultural perspective presented how such advanced developmental opportunities (i.e., early entrance into a high-performance environment) experienced by early born players may further exacerbate age-related differences (43, 44). More specifically, studies conducted in senior soccer have highlighted that early born players continue to be overrepresented (45–47). For instance, Yagüe et al. (48) showed how RAEs were present in 9 out of 10 of the top-10 European leagues. However, whilst these “knock-on-effects” exist, the strength of them decreases. Indeed, recent research aimed at investigating whether relative age (dis)advantages interact with players' ability to complete the youth-to-senior transition has showed that relatively younger players, once selected, have the greatest likelihood of completing the transition, a phenomenon known as the “underdog hypothesis” (18, 37, 46). As such, this body of knowledge shows multiple interacting effects associated with RAEs within soccer that occur on different timescales of the talent pathway and highlights the need for further research.

Accordingly, this study aims to: (a) investigate the prevalence of RAEs among teams competing at the UEFA U17 European Soccer Championship, by outlining their presence and associations with teams' final ranking in the tournament, (b) examine whether RAEs prevalence among national teams could be linked to cultural and contextual factors, such as FIFA points and national population, and (c) further explore relative age (dis)advantages at senior level. For this reason, this study was divided into two parts. Part 1 explored the birthdates of European youth soccer players who have competed at the UEFA U17 Championship and calculated the RAEs magnitude for each national team competing in the tournament to explore relative age associations with on-field results, FIFA points and national population. Part 2 recorded the birth quarter distribution of European senior soccer players who competed at the UEFA Senior Championship to explore relative age (dis)advantages influence on senior career achievements. For Part 1 of the study, it was hypothesised that RAEs were largely present and would influence teams' final rankings at youth levels. For Part 2 of the study, it was hypothesised an increase in the presence of relatively younger players at the senior level, compared to youth levels.



Materials and methods


Subjects

In Part 1 of this study, a total sample of 1,565 male European youth soccer players, who competed at the UEFA U17 male European soccer championship, born between 2001 and 2007 (both years included), was considered for the statistical analyses. To be eligible for inclusion, a player must have played in the UEFA U17 male European soccer championship throughout one of the following editions: 2018, 2019, 2022, 2023, and 2024 seasons. The analysis excluded the 2020 and 2021 seasons because the tournaments were not held due to the COVID-19 pandemic. In Part 2 of this study, a total sample of 624 male European senior soccer players, who competed at the UEFA Senior male European soccer championship, born between 1983 and 2007 (both years included), was considered for the statistical analyses. To be eligible for inclusion, a player must have played at the 2024 edition of the UEFA Senior male European soccer championship. Because all data were freely available from the internet and reported anonymously, no approval by an ethical committee was required.



Procedures

The data for this study (i.e., players' team selection, birthdates, national teams' final rankings) were publicly available and retrieved online from the Transfermarkt website (Part 1 of the study: https://www.transfermarkt.it/u17-europameisterschaft-2024/startseite/pokalwettbewerb/7E24, accessed on 28th July 2024; Part 2 of the study: https://www.transfermarkt.it/euro-2024/startseite/pokalwettbewerb/EM24, accessed on 10th August 2024). Players were classified based on their birthdate [Birth Quarter 1 (BQ1) = January, February, and March; BQ2 = April, May, and June; BQ3 = July, August, and September; and BQ4 = October, November, and December], cohort of play (Youth or Senior), and respective national team (Youth National Teams included in the study = 80; Senior National Team included in the study = 24). The observed birthdate distribution of each cohort was calculated for each BQ. The observed BQ distribution of the youth cohort was compared to the expected distribution of an assumed equal number of players; whereas in order to gain a full understanding of any age bias effects the observed BQ distribution of the senior cohort was compared to both the uniform distribution and the U17 distribution.

Moreover, to comprehend RAEs influences on youth performance outcomes, for Part 1 of the study, youth national teams were classified based on their RAEs magnitude (i.e., Low RAEs, Medium RAEs, Strong RAEs, and Very Strong RAEs; these were obtained through Cramér's V analysis, further details will be given in the following section), and on their final ranking in the tournament (i.e., Level 1 teams = first four positions; Level 2 teams = from 5th to 8th position; Level 3 teams = from 9th to 12th position; Level 4 teams = from 12th to 16th position). Furthermore, to understand whether national teams' RAEs magnitude values were influenced by cultural and contextual factors, national teams' FIFA points and national population were also collected for each team included in Part 1 of the study. FIFA points were publicly available and retrieved online from the Inside FIFA website (https://inside.fifa.com/fifa-world-ranking/men; accessed on 25th August); whereas nation population were also publicly available and retrieved online from the Wikipedia website (https://it.wikipedia.org/wiki/Pagina_principale; accessed on 5th September).



Data analysis

In Part 1 of the study, a chi-square goodness-of-fit test (χ2) was used to compare the observed U17 BQs distribution for the whole sample, for each youth national team, and for each country, to an assumed equal number of players (i.e., 25% for each quartile), as already done in other international RAEs studies (14). Since chi-square statistics cannot reveal the magnitude and the direction of an existing relationship for significant chi-square outputs, effect sizes (Cramér's V) and odds ratios (ORs) were also calculated. Cramér's V were used to classify youth national teams based on their RAEs magnitude and were interpreted as follows: values between 0.120 and 0.278 indicated low RAEs prevalence in the team, 0.279 and 0.340 indicated medium RAEs, 0.341 and 0.410 indicated strong RAEs, and 0.411 or more indicated very strong RAEs (49). The ORs and 95% CIs were used to compare BQs for the achievement of youth European status. These were calculated with the youngest group used as reference (BQ4). CIs including 1 (i.e., 95% CI 0.90–1.10) marked no association. Subsequently, a chi-square test for independence (χ2) was used to investigate youth national teams' RAEs magnitude (set as the independent variable) influence on final ranking in the tournament (set as the dependent variable). Furthermore, the Pearson correlation coefficient (r) was also calculated to explore associations between national teams' RAEs magnitude and their cultural and contextual factors (e.g., national teams' FIFA points and national population). Pearson's r values below 0.10 indicated trivial associations, between 0.11 and 0.30 small associations, 0.31 and 0.50 moderate association, and 0.51 or more indicated large association (50).

In Part 2 of the study, a chi-square goodness-of-fit test (χ2) was used to compare the observed BQs Senior distribution to both the uniform distribution [i.e., assumed equal number of players (25%) for each quartile], and the U17 distribution.




Results

The observed BQs distribution for the U17 European soccer players, as well as the expected distribution, are separately displayed in Figure 1. The results revealed a significantly skewed birthdate distribution favouring BQ1 players [χ2 (3) = 432; p < 0.001; very strong effect size]. The descriptive ORs shown an increased likelihood of players born in BQ1, BQ2, and BQ3 of playing at the U17 European level compared to players born in BQ4 [ORs BQ1 vs. BQ4 (95% CI) = 4.38 (3.52–5.46); BQ2 vs. BQ4 = 2.78 (2.21–3.50); BQ3 vs. BQ4 = 1.63 (1.28–2.07)].


[image: Bar chart comparing percentages of U17 European soccer players and expected uniform distribution across birth quartiles BQ1 to BQ4. BQ1 shows significantly higher players at 45% compared to 25% expected. BQ2 and BQ3 are closer, with players slightly above expected. BQ4 has fewer players than expected.]
FIGURE 1
The observed BQs distribution for the U17 European soccer players compared to the expected distribution taken from an assumed equal number of players for each BQ.


Table 1 reports the results from the chi-square goodness-of-fit test conducted from a country-level perspective. Findings confirmed the UEFA U17 European Soccer Championship appears as an early born player affair, as 23 out of 34 countries that have lined up at least one national teams during the investigated editions presented an underrepresentation of relatively younger players and suffered from RAEs (67.6%). More in detail, Bosnia and Herzegovina, Croatia, Czechia, Germany, Iceland, Italy, Netherlands, Norway, Poland, Portugal, Russia, and Ukraine were the countries to select most BQ1s for their UEFA U17 campaigns (strong and very strong RAEs magnitudes; please see Figure 2 for more details on this). Overall, ORs statistics presented BQ4s' decreased likelihood of competing at the U17 highest European level for very strong RAEs magnitudes' countries (ORs ranging from 5.50–14.00), strong RAEs magnitudes' countries (ORs ranging from 2.00–8.00), and medium RAEs magnitudes' countries (ORs ranging from 2.20–6.14).


[image: Map of Europe and parts of Asia showing Relatively Advantageous Environments (RAEs) by region. Dark gray indicates strong and very strong RAEs, medium gray for medium RAEs, and light gray for low RAEs. Notable areas with different intensities are highlighted.]
FIGURE 2
Youth National teams' RAEs magnitudes from a country-level perspective.



TABLE 1 Bqs distribution of the Youth European soccer players from a country-level perspective compared to the expected distribution taken from an assumed equal number of players for each BQ.

[image: Table listing youth teams from various countries with percentage data for BQ1 to BQ4 alongside expected values, chi-squared statistics, p-values, Cramér's V, and odds ratios for BQ1 vs. BQ4. Bold values denote statistical significance.]

When investigating each youth national team participating in the four investigated editions of the UEFA U17 European Soccer Championship, independently of its country, descriptive statistics revealed 28.7% of them exhibited very strong RAEs prevalence (n = 23), 26.3% strong RAEs (n = 21), 21.2% medium RAEs (n = 17), and 23.7% low RAEs (n = 19).

The chi-square test for independence revealed a significant association between youth national teams' RAEs magnitude and their final ranking in the tournament [χ2 (9) = 20.1; p = 0.017; very strong effect size]. More in detail, Figure 3 separately displays the distribution of youth national teams' RAEs magnitude divided per final ranking. Teams with very strong and strong RAEs magnitudes recorded the highest proportions of teams finishing in the top four positions (30.4% and 28.6%, respectively). In contrast, national teams with medium and low RAEs magnitudes were more likely to finish in the bottom four positions (23.5% and 52.6%, respectively). In line with this, results from the ORs exhibited low RAEs magnitude teams were 5.67 (1.84–17.5) more likely to rank as Level 4 teams and reported a tendency (not statistically significant) of youth national teams exhibiting very high RAEs magnitude of finishing the championship in the top 4 positions [1.48 (0.50–4.37)].


[image: Bar chart depicting the relative abundance of effect (RAE) categories across four levels. The categories are Very Strong, Strong, Medium, and Low RAEs, represented by solid black, solid gray, hollow, and striped bars, respectively. Each level shows varying proportions, with Level 4 having the highest percentage for Low RAEs and Level 3 for Very Strong RAEs.]
FIGURE 3
Youth National teams' RAEs magnitudes divided per final ranking.


Regarding the correlation analysis, a small to moderate positive correlation was recorded between national teams' RAEs magnitude and national population [r (78) = .25; p = 0.02], as well as FIFA points [r (78) = .33; p < 0.01].

The observed BQs distribution of the Senior European soccer players, as well as the uniform distribution and the expected distribution obtained from the U17 distribution, are separately displayed in Figure 4. Results revealed early born players continue to overrepresented at senior level, albeit to a lesser and weaker extent [χ2 (3) = 20.3; p < 0.001; moderate effect size]. Indeed, further chi square analysis revealed a statistically significant differences between the U17 BQ distribution and the Senior BQ distribution [χ2 (3) = 93.5; p < 0.001; strong effect size], whereby the latter recorded more BQ4s than expected [BQ4 (expected value) = 20% (10.2)], and fewer BQ1s than expected [BQ1 (expected value) = 31% (44.7%), see Table 2 for more detailed information]. In line with this, ORs highlighted how BQ4 players were more likely to be represented at Senior European level than at the U17 level compared to BQ1s, BQ2s, and BQ3s [ORs BQ4 vs. BQ1 (95% CI) = 2.80 (1.96–3.98); BQ4 vs. BQ2 = 2.13 (1.47–3.09); BQ4 vs. BQ3 = 1.50 (1.01–2.23)].


[image: Bar chart comparing the distribution of Senior European Soccer Players and the expected distribution of U17 European soccer players across four quartiles (BQ1 to BQ4). BQ1 shows a higher expected percentage than actual. BQ2 and BQ3 are closely aligned, while BQ4 shows a higher actual percentage than expected.]
FIGURE 4
The observed BQs distribution for the Senior European soccer players compared to the expected distribution taken from the U17 cohort.



TABLE 2 Bqs distribution of the senior European soccer players compared to the expected distribution taken from the U17 distribution.

[image: Table showing data for Senior European Players across four categories (BQ1-BQ4) with actual and expected counts and percentages: BQ1 has 198 (expected 279.2) and 31.7%; BQ2 has 165 (expected 177.4) and 26.4%; BQ3 has 136 (expected 103.7) and 21.8%; BQ4 has 125 (expected 63.7) and 20%. The chi-square value is 93.5, p-value is less than 0.001, indicating statistical significance, and the effect size is strong.]



Discussion

This study's aim was threefold: (a) to investigate the prevalence of RAEs among teams competing at the UEFA U17 European Soccer Championship, by outlining their presence and associations with teams' final ranking in the tournament, (b) to examine whether RAEs prevalence among national teams could be linked to cultural and contextual factors, such as FIFA points and national population, and (c) to further explore relative age (dis)advantages at senior level. The results from Part 1 of this study revealed the population of the U17 European soccer players is overrepresented by relatively older players, who are more likely to represent their country at the international youth level. In line with this, 28.7% of youth national teams exhibited very strong RAEs prevalence and recorded the highest proportion of teams finishing the tournament in the top four positions. In contrast, youth national teams with low RAEs prevalence (23.7%) had the highest likelihood of completing the tournament in the bottom positions. Further investigations exploring associations between relative age prevalence and cultural and contextual factors, revealed a moderate association between national teams' RAEs magnitude and their FIFA points. Results from Part 2 of this study presented early born players remained overrepresented at the senior level, albeit with a lower and weaker effect. Indeed, results also showed the BQ distribution of senior European players recorded more BQ4s and fewer BQ1s than expected [BQ4 (expected value) = 20% (10.2); BQ1 (expected value) = 31% (44.7%)].

The results from Part 1 of this study demonstrated how youth players' participation at the UEFA U17 European Soccer Championship is biased toward favouring early born players and confirmed RAEs in male youth soccer are widespread internationally (51), as most of the countries who lined up their youth national team in at least one of the five investigated editions have reported from medium to very strong RAEs magnitudes. Findings are in line with past research conducted at the UEFA youth level (21, 22, 36) and linked to the climate youth soccer systems operate in, which is characterised by financial and results pressures (4). Barraclough et al. (7) have recently highlighted that in soccer, youth players' current performance standard is strongly and positively correlated to coaches' perceptions of their potential and is used to guide selection procedures and to differentiate between player's skill and ability levels (i.e., the formation of elite underage groups). In line with this, past research has shown selection decisions in youth soccer aim to find the most promising young players (2, 52) who align with club's requirements (i.e., required attributes and style of play) (6, 53). However, researchers have already presented that when selection processes are driven by the need to answer to specific functional demands such as the need to build winning age-group teams (54, 55) soccer systems indirectly cause the proliferation of selection biases (i.e., RAEs). This phenomenon is particularly pronounced as born players are favoured due to a combination of age-related differences (31) and sociocultural and environmental factors (20, 42, 56). Specifically, they experience more time to practice, compete, and develop, as well as greater opportunities to build vital cognitive and psychosocial skills (57). This allows them to achieve higher performance standards in the early stages of development which guarantee them more openings into talent pathways, resulting in early access to better training facilities, competent technical staff, and higher competition levels (4, 58). This, in turn, leads to a further rise in performance and soccer-specific skills as well as the opportunity to build important relationships with coaches (i.e., social visibility), resulting to advantages on different timescales (i.e., short- and long-term effects of RAEs) (42).

Part 1 of this study has also investigated the possible relationship between RAEs and cultural and contextual factors. Results recorded positive correlations between national teams' RAEs magnitude and their FIFA points and national population, thus indicating the higher the FIFA points and the national population, the higher the RAEs magnitudes of the respective national team. These findings confirm previous research conducted in this area, as past studies have already presented RAEs presence is more prevalent as levels of competition increase (i.e., competing for selection) (23, 24). More in detail, in Scottish youth soccer, Dugdale et al. (29) found the presence of RAEs differs based on the level of play. The authors found no RAEs at the amateur level, whereas they recorded evident birth asymmetries among youth players competing at higher levels. Similar results were also found in England (59), Portuguese (60), and German (61) youth soccer, where weaker RAEs were found at the lowest level of play. In this study, the higher prevalence of RAEs magnitudes among national teams displaying higher FIFA points may be attributed to the highest level of domestic play, which likely intensity selection pressures and, in turn, contribute to the amplification of RAEs (44). Moreover, research has also presented a higher talent pool size is associated with an increased likelihood of selecting relatively older players over their younger counterparts (62). For example, Figueiredo et al. (60) found that RAEs were prevalent in young Portuguese international soccer players but were not pronounced in young Portuguese international futsal players. In a similar vein, a recent investigation conducted by Bennett et al. (63) on Australian soccer specifically aimed at investigating how the member federation size influences RAEs prevalence, they reported that an increase in 760 affiliated players led to a 1% higher selection probability for those born in the first 6 months of a chronological age group. As such, findings from our study which correlated higher national population to higher RAEs magnitudes may be attributed to the fact that a larger population dispose of a larger talent pool size to select from for their youth national representatives, thus causing increased competition for the few available positions in the line-up and reiterating the presence of relative age (dis)advantages.

The focus put on current performance standards is related to the practical and theoretically well-sounding assumption that the most promising youth players are the ones able to outperform their peers (2, 10, 55). Indeed, on a shorter timeframe, this linear and deterministic approach assures early successes (i.e., players' skill improvement, and rise in performance level), and guarantees an increase in players' values both on and off the field (i.e., matches results and market value) (8, 9, 55). Accordingly, the achievements of youth teams (i.e., national and/or international trophies; players signing professional contracts) are celebrated in newspapers and social media alike, to demonstrate soccer governing bodies are investing for the future, and players are on the right developmental pathway (64–66). However, results from our study showed performance outcomes in international tournaments appear associated with national teams' RAEs magnitude, therefore showing how lining up early born players may be required to finish the championship in the top positions, corroborating previous findings in the area (33–35). These results indicate that by emphasising youth soccer success, practitioners continue to reiterate inequalities in opportunities to develop. This eventually undermines the pool of available talent to select from at the senior level by giving the best developmental and competitive opportunities only to players able to perform at the highest levels, while removing low performers from the system, without considering any possible interindividual variations in players' developmental status and their potential implications for accurate decision-making (6, 10). Indeed, as presented by Fürst (6), athlete selection differs from talent selection as “not everyone who demonstrates potential for future excellence will be selected (or even considered talented) due to factors such as biases and practical constraints, for instance, the availability of players or the coach's limited knowledge about certain individuals” (p.81). In the case of national team selections, practical constraints may be even more amplificated, as head coaches can select a maximum of 20 players for the next matches and/or tournaments (i.e., increased selection competition and pressures), whereby only the ones with the required functional attributes and performance standards will be given the chances to represent their country at the international stage, and this could eventually build on RAEs prevalence. Moreover, as presented by Morganti et al. (67) due to limited social visibility, not all players can be seen and considered by their respective national team head coaches.

Results from Part 2 of the study further explored the complex relationship between relative age (dis)advantages and senior career achievements. These findings confirmed previous research that underlined RAEs at early developmental stages continue to persist and influence performance at both youth and senior stages, although they decline with increasing age (18, 45–47, 59, 68). For example, McAuley and colleagues (45) have recently presented that in Northern Irish soccer, despite no RAEs being found at the senior level, 50% of Northern Irish players selected at the U17 level that were subsequently selected for the senior team were from BQ1, compared to the only 14% born in BQ4, thus revealing possible long-term effects of relative age (dis)advantages, also confirmed in other studies (68, 69). Specifically, Heilmann et al. (68) recorded the presence of RAEs in German third-division professional soccer. The authors revealed these were observed due to the cohort of young players (born after 1998), whose birthdates were significantly skewed toward favouring BQ1s, in contrast, they recorded no asymmetries in the cohort of older players (born before 1998). These results confirm past research, which suggested the beginning of a youth career in soccer is affected by RAEs (70).

However, transient effects of relative age (i.e., decrement of its magnitude at older ages) need to be further investigated as in some cases they appear as the result of RAEs reversal (18, 37, 71, 72). More in detail, Figueiredo et al. (73) explained RAEs as the difference between observed and expected distribution. In the case of senior professional soccer, the expected distribution is represented by the BQ distribution of the younger categories (46). As such, in the context of this study, the U17 European players population represents the expected values. Importantly, when comparing the Senior European BQ distribution to the U17 European BQ distribution, the mitigation of RAEs is explained by the augment in the percentages of players from BQ4. Accordingly, later born players may display the highest likelihood of completing the youth-to-senior transition (18, 46). Researchers attributed several motivations for RAEs reversal, known as the “underdog hypothesis”, whereby relatively younger individuals may improve their psychological, technical, and tactical skills to overcome age disadvantages, ultimately developing the required character to compete at the senior level (74). A recent study conducted by Andronikos et al. (75) which aimed at investigating factors contributing to the youth-to-senior transition, indicated factors such as personal resources (i.e., technical attributes, coping strategies, physical condition, self-expectations) and the ability to think positively in any situation as strong and positive predictors of adjustment to senior sport. In line with this, Bolckmans and colleagues (71) in their retrospective study on youth international Belgian soccer players, reported self-confidence [defined as “showing faith in one's skills, the courage to meet difficult situations, and the pleasure one has in playing soccer” (p.4)] was the personality construct that most defined future career outcomes. Those in BQ4s were more likely to score higher in self-confidence than BQ1s, and recorded the highest proportion of players developing into professionals. More in detail, McCarthy et al. (76) showed that initial age advantages experienced by earlier born players (i.e., more time to practice and compete and cognitive and psychosocial skills), cause low levels of early challenges (i.e., higher performance standards), and act as push factors, pushing them to the next developmental stage. However, the authors reported early advantages correlated to an external focus, whereby these players were motivated by winning, being recognised as talented, and gaining selection for a national program. On the other side of the same coin, relatively younger players, due to age-related differences, experience high levels of early challenges that authors displayed correlated to an internal focus, whereby these players were motivated by enjoyment and personal development. Therefore, these two different pathways may help define and characterise players' journeys within the soccer system. For example, experiencing and overcoming early challenges may help develop the right coping mechanisms for future challenges (76).

The breadth of relative age (dis)advantages means that there is an inherent risk within talent identification and development processes. A risk matrix developed by Baker et al. (10) presented how practitioners' tendency to overlook potential in favour of performance outcomes may cause, on one side, the recurrence of false positive errors, consisting of the promotion of players displaying a high level of performance but low long-term potential. On the other side, such a vision causes the reiteration of false negative errors, demoting players from the talent system when performing below given standards despite high long-term potential. Accordingly, soccer systems invest large sums of money, time, and resources (i.e., personnel and structures) (2, 77) in players who will miss the youth-to-senior transition, as already shown by longitudinal research on players' careers (14, 17). Indeed, a recent study by Barth et al. (78) showed how youth performance can only explain 2.2% of the variance in senior performance. As such, this suggests how celebrating youth success and increasing youth performance levels and standards do not linearly lead to an increase in future senior performance. Therefore, soccer systems should not celebrate early results as they can only explain a little part of the developmental journey and are not correlated to future achievements. Indeed, results from our study suggested early successes are achieved through the reiteration of selection biases derived from athlete selection procedures favoured over talent selection ones (6).



Practical implications and future directions

Many of the discussion points raised so far are not novel, and yet their continued presence in sporting systems is undeniable. This perpetuation of RAEs comes in many forms, from a focus on athlete selection rather than talent selection, an overemphasis on youth success, and the overshadowing of harm caused by systemic (dis)advantages for athletes (79). In this final section, we aim to cast out a thread that goes beyond the repeated calls for more research, for better sporting systems, and for holistic approaches to talent identification and development. Understandably, these calls are becoming hollow as they echo through a Special Issue featuring 40 years of research on RAEs. To break from this echo chamber, we need to radically consider the role that we play, the practical implications for those in a position to make change, and forge a path forward together.

While the depth and breadth of conversation needed to unpack why athlete selection and talent selection are not the same thing is beyond the scope of this paper, it is worth briefly reiterating the complexity of “talent”. Blurry terminology and poor theory/conceptualisation, coupled with flawed evaluation methods due to periods of variation and instability in maturation and development, has weakened the predictive capacity of talent identification and forecasting initiatives (80, 81). Furthermore, the ease and convenience of using athlete selection makes the push for talent selection all the more difficult; even using the word “talent” has become controversial (80). If selection is at the crux of the issue, what would happen if we removed this need to select teams at youth levels?

When we overemphasise the importance of youth performances, it is often for capitalistic gain within the existing system (55): to win tournaments and championships for prestige and money, despite research repeatedly demonstrating that this does little to prepare athletes for future senior performance. If the perceived need to comply with the provision of teams at international tournaments (and to win them) were removed, then a greater focus on the long-term development of talent could be enacted. This deeper, sociocultural pressure through economics and youth tournament success is incredibly difficult to overcome, and it appears that research into its ineffectiveness will not be enough to create a shift in philosophy and perspective.

While sporting systems remain wedded to athlete selection, the magnitude of RAEs may allow for some regulation of the effects within selected teams. Asking youth performance teams to report the magnitude of RAEs as a benchmarking exercise may explicitly call out selection biases in the hopes of counteracting them, although this may not be enough given the long-term effects of RAEs even when they do not appear in senior performance teams [e.g., 45]. There is also a risk that using RAEs magnitude as a target could mean it stops being an effective measure of relative age effects [Goodhart's Law; as cited in Mattson et al. (82)], where teams begin to target athlete selection based on the benchmarking and not talent selection, moving further away from the intentions of the program.

Let us imagine that such a feat has been achieved, that selection for youth performance teams is no longer necessary. How would we “find the best talent” in the pool of participants? A robust approach to holistic, care-full development of young people distributed through a broader network of talent development environments could focus on the development of factors that do contribute to elite senior performance: overcoming challenges, building self-confidence and “personal resources” linked to a successful progression through the pathway. Again, this recommendation has been seen across multiple areas of athlete development and most recently explored as a dual-pathway approach termed by Till and colleagues (83) as “wide and emergent—narrow and focussed”. Not without its challenges, a broader system means even greater difficulty when identifying talent, with a need for strong alignment of what is considered talent across sports, environments and many coaches, creating organised chaos at best (83).

From an organisational perspective, it is worth presenting systemic strategies and proposals that past research has reported and advanced to lower inequalities in selection procedures and opportunities to develop (84). For instance, Boucher and Harley (85) suggested shortening age group categories to 9 months. Hurley et al. (40) proposed the relative age fair cycle system to rotate cut-off dates, whereby players can experience being both the oldest and the youngest in their given cohort throughout their developmental process. Kelly et al. (86) suggested a more flexible chronological approach, which offers relatively older and younger players the opportunities to play up and down their respective age groups (42). Similarly, Helsen et al. (87) introduced a new age-grouping method targeted at levelling the playing field (i.e., mitigating somatic and physical fitness variations in youth soccer), reallocating youth players according to their median birth date calculated between their chronological and estimated developmental birth dates. Moreover, to remove pre-defined selection time points and chronological age groups, Kelly and colleagues (86) proposed the birthday-banding methodology, where young athletes move to the next birthdate group on their birthday. Further research presented that giving additional support to relatively younger players (developmental training camps exclusively opened to later-born players, less emphasis on results, and equal playing time at the earliest developmental stages) coupled with a dynamic grouping strategy (i.e., variating the cut-off date between 1 January and 1 July annually) could correspond to a significant decrease in RAEs presence (88).

Accordingly, investigating youth soccer clubs' RAEs magnitudes through a quantitative approach is needed to continue raising questions and debates on relative age (dis)advantages in a sport system that emphasises selection over development to propose eventual solution mechanisms (79). Moreover, to obtain a more comprehensive understanding of RAEs influence on performance outcomes and career achievements, studies should also focus on players' metrics like playing time (i.e., starting players vs. substitutes), match impact (i.e., goals and assists scored, and match grades), and performance statistics (i.e., physical and technical match outputs). However, deepening our knowledge of RAEs from outside of the system has not been enough to eradicate them, so a greater qualitative exploration of the mechanisms that perpetuate their presence in sporting systems from practitioners' and coaches' perspectives must persist. The entanglement of unique aims related to both youth players' selections and their developmental outcomes via examination of terminology and discourses around talent (identification, selection, and development), with conventional standards and cultural and socio-economic backgrounds (i.e., what entails to be a talented youth player), needs continue investigation to create more equitable talent pathways. Furthermore, considering the limited available studies to explore the effects of possible RAEs solutions, future research should also investigate their eventual positive short- (i.e., increased equality in selection procedures and competition across birth quarters) and long-term (i.e., continued soccer participation and career outcomes) effects.



Limitations

When interpreting the results of this study, it is important to consider its limitations. First, only being part of the respective U17 or Senior National Team roster was required to be included in this study. However, some players could have played considerably more games than others (e.g., regular starts and substitutes). Accordingly, appearances and/or impact on the UEFA European Championship could be variables included to obtain a greater understanding of how relative age (dis)advantages define selection decisions and national teams' performance outcomes. Second, this study did not consider the duration of youth players' careers and investigated relative age (dis)advantage without considering players' past (i.e., retrospective) and future (i.e., prospective) career trajectories. Involving a longitudinal research design would have contributed to gaining a better insightful knowledge of how RAEs interact with players' progression through the system. Third, playing time and playing positions were not included as variables in this study. Including playing time when studying RAEs in soccer is important to examine the influence of players' participation levels on RAEs outcomes, whereas playing positions would guarantee a better understanding of who is more vulnerable to this selection bias. Fourth, the observed relationships between national teams' RAEs magnitudes and their FIFA points and national population may result from differences in national youth development soccer systems (i.e., promoted practices, pay-to-play model, spatial distribution of sport-specific facilities, regular ways of being and doing things) and soccer popularity.



Conclusions

The increased adult involvement in youth soccer, coupled with the recent habit of celebrating under-age teams' achievements in newspapers and social media alike, has resulted in professionalised TID and TD practices, indirectly causing the promotion of early identification and specialisation procedures, which often lead to several selection biases (i.e., RAEs), thus calling for further exploration on the area of birth advantages in soccer. This study highlighted the focus on youth results and the competition for selection (i.e., national population and FIFA ranking points) interact with the reiteration of RAEs (dis)advantages in soccer. Specifically, success at the UEFA U17 European Soccer Championship is associated with national teams' RAEs magnitudes. Furthermore, it showed that youth-level RAEs define players' journeys within the soccer system. Considering RAEs resulting from talent identification and development procedures, future research should aim to use a mixed-method approach. Indeed, quantitative studies are required to assess and evaluate relative age (dis)advantages, whereas qualitative studies are needed to comprehend the root causes of RAEs by investigating the terminology and discourses around talent (identification, selection, and development), conventional standards (i.e., what entails to be a talented youth player), and cultural and socio-economic backgrounds.
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This brief research report aimed to analyze the prevalence of asymmetries in players' date of birth, the influence of relative age affects (RAEs) and maturation on players' participation, and the potential maturity biases in performance indicators in a Spanish professional male soccer academy. Maturity status was determined as the percentage of predicted adult height (%PAH). RAEs are strongly represented in the sample as 77% of players were born in the first semester of the year. Relatively older players do not appear to receive significantly more playing minutes, while more mature players showed a higher percentage of playing time in U13 and U14, with no differences in U15 and U16. In other performance indicators, more mature players do not have an advantage when it comes to being considered “promising players”, training and competing with higher chronological age groups and being selected by state teams. Finally, individual maturity level within the team does not appear to be relevant to the club's proposal to continue in the academy. Our results show a strong overrepresentation of players born in the first semester of the year, indicating the presence of RAEs. However, this bias does not translate into significant differences in competitive performance, such as playing time. Conversely, individual maturity status demonstrates a transient effect on playing time in younger age groups (U13 and U14). These findings underscore the importance of understanding the interplay between RAEs and maturity biases in talent identification and development in the highly competitive framework of a professional soccer academy.
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1 Introduction

Traditionally, the process of talent identification and development in soccer comprises two key stages: (i) talent identification (TID) (i.e., the selection of players who have the potential to develop into elite soccer players), and (ii) talent development (TD) (i.e., the generation of a suitable learning environment for players to develop their full potential) (1). However, this process can be more nuanced, involving additional steps that may overlap or evolve depending on the context (2, 3). The complex process of recognizing, developing, and progressing youth soccer players through elite academies to professional soccer players has been improved over the last decade and there has been an increasing emphasis on the use of science-based development systems that offer a more holistic approach to TID and TD (4). However, this process is still very much linked to the subjective perception of the professional decision makers (i.e., academy scouts, coaches, coordinators and directors) (5) and in soccer, has been characterized by chronological and maturity biases in TID and TD (6).

In this context of recognizing and developing talent, it has been widely reported in the literature that growth-related biological changes and differences in players' date of birth in relation to a cut-off date—also known as relative age effects (RAEs)—are causal factors in the overrepresentation of players who are either relatively older and/or more mature (MM) in elite soccer academies (7–9). In any case, these players are often characterized by a temporary improvement in anthropometric (e.g., stature and body mass) and physical performance parameters (e.g., power, strength, speed) compared to late-maturing and/or late-born players (10) who are often less physically developed (11). This can result in a (un)conscious decrease in their competitive playing opportunities, jeopardizing continuity in elite soccer academies and, consequently, at the expense of the pursuit of short-term performance, hindering their long-term development prospects (12).

However, current evidence from elite soccer academies examining the combined impact of RAEs and biological maturation on competitive participation, evaluation, and retention decisions remains limited. Most existing studies either focus on the distribution of RAEs and maturation within elite academies (13, 14) or investigate impact on physical performance (15–18). While some research addresses how RAEs alone influences player development trajectories (19), no studies, to our knowledge, explore the combined effects of RAEs and maturation on player competitive participation, evaluation, and retention.

The present study offers a novel contribution by analyzing the interaction between RAEs and biological maturation through unique access to internal data from a professional soccer academy. This data provides insights into player participation, growth, and development in a high-performance environment that are difficult to obtain due to the proprietary nature of such information. By examining these variables together, our study sheds light on how developmental and competitive dynamics interact in shaping talent management decisions in a professional academy.

Indeed, the present study was conducted directly by the Research, Development, and Innovation Department of the academy of a professional club within the Spanish First Division League in the 2022–2023 season (La Liga EA Sports) with the main aim to investigate how present chronological and maturational biases were in TID and TD. For this purpose, it was analyzed: (i) the prevalence of asymmetries in players' date of birth; (ii) the influence of chronological age and maturation on players' competitive participation and; (iii) the potential physical and maturity biases in: (a) the consideration as a “promising players” (i.e., rated by the club with higher projection to become professionals), (b) the call-up for state teams and (c) proposal of continuity/release within the club (i.e., whether the players continue their development in the academy or not).



2 Material and methods


2.1 Sample

The present study was conducted in the academy of a professional club of the Spanish First Division League in the 2022–2023 season (LaLiga EA Sports). A total of 80 male soccer players were categorized according to their chronological age (U-13, n = 21; U-14, n = 18; U-15, n = 22; U-16, n = 19). Parents and players signed agreements for the use of their data for internal and external research purposes of the club. Additionally, parents completed a form including the parents' height. The present study was approved by Catholic University of Valencia Research Ethics Committee (UCV/2019–2020/149) in accordance with the Declaration of Helsinki.



2.2 Data collection and procedures


2.2.1 Chronological and relative age

The youth academy leagues within the Spanish Soccer Federation are currently organized according to the players' chronological year (cut-off date of January 1st). One member for the Research, Development and Innovation Department of the club collected information on the birth date of each player and grouped according to (i) the birth quarter: Birth Quarter 1 (Q1), January to March; Q2, April to June; Q3, July to September; and Q4, October to December; (ii) the semester: first semester, January to June; and second semester, July to December.



2.2.2 Anthropometric characteristics

Anthropometric characteristics were collected at three points in time during the 2022–2023 season: measurement 1, in September 2022; measurement 2, in January 2023; and measurement 3, in June 2023. All three measurements were applied to all players within the same week in each of the measurement time points. The players were tested 30 min before starting the training session under standardized conditions (18 ± 2° C) at the club's sports facilities by an expert from the club's Health & Performance Department. Standing and sitting height were measured with a Seca 213 stadiometer (“Physical distancing for health”, Hamburg, Germany) with an accuracy of 0.1 cm according to the ISAK protocol (International Society for the Advancement of Kinanthropometry) (20). Body weight was determined with a Tanita BC-602 scale (Tanita Europe B.V., Amsterdam, Netherlands) with an accuracy of 0.1 kg, with the players wearing their training clothes (socks, t-shirt, and shorts) (21). Height and weight were measured twice. If height and body mass differed by more than 0.4 cm or 0.4 kg respectively, a third measurement was taken, and the mean value was calculated (22).



2.2.3 Maturity status

The Percentage of Predicted Adult Height (%PAH), measured with the Khamis-Roche (KR) method, has been shown to be a reliable tool for assessing the maturation status of soccer players (23). This method is based on the use of a predictive equation that requires precise anthropometric measurements, including the standing height (cm/in) and body mass (Kg/lb) of the soccer player, as well as the standing height (cm/in) of both parents (24). A formula is applied, considering the reference coefficients provided by Khamis and Roche: %PAH = β0 + [β1 + standing height (cm/in)] + [β2 × weight (lb/kg)] + [β3 × mean standing height of both parents (cm/in)] (24). In this formula, β1, β2, and β3 are the coefficients established in the reference table provided by Khamis and Roche, while β0 is the smoothed regression coefficient for boys and girls within the KR method (24). The obtained results are compared with the reference table to estimate the %PAH in which the subject falls (25). As the height of parents was provided by themselves, a correction adjustment for overestimation has been carried out according to the criteria by Epstein et al. (26).

To determine the maturation stage of each team's players, they were classified into two maturity groups—Less Mature (LM) and MM—based on the %PAH measured at the beginning of the season (Table 1). This classification was conducted using the median %PAH value within each specific age group as the cut-off point. Players with %PAH values below the median were classified as LM, while those above were categorized as MM. This method ensures relative comparisons of biological maturity within each age group, resulting in two groups of equal size. For instance, in the U14 category, the %PAH ranged from 87.98% to 95.02%, with a median cut-off of 90.2%, classifying nine players as LM and nine as MM.


TABLE 1 Anthropometrics characteristics and playing time depending on birth quarter in different age groups.

[image: Table displaying physical metrics of different age groups in four quarters (Q1 to Q4). Metrics include height (cm), weight (kg), and playing time percentage (PT%). Statistical significance is indicated by bold values at p < 0.05. The table also includes Anova value (F) and significance p-value (p) for height, weight, and playing time. The data is shown with mean and standard deviation in parentheses.]

Research has consistently shown that elite academy players tend to exhibit greater biological maturity compared to their non-elite counterparts (7). In line with previous research (27), grouping players by their relative maturity within each age group—rather than applying absolute classifications such as “early” or “late” maturers based on the general population—provides a contextually relevant framework that reflects the competitive dynamics of professional academy teams and supports a more nuanced analysis of the relationship between maturity and performance.



2.2.4 Players' performance indicators

Players' performance indicators were defined according to the number of participations in competition, their consideration as “promising players”, the call-up for state teams and proposal of continuity/release within the club. Participation in regular competition in 2022–2023 season was assessed by the coaching staff weekly, based on the total minutes played in official competitions by each player according to their chronological age team. Participation was expressed as a percentage (%) of the total minutes in which the player was available (i.e., had no injuries or could not compete for non-sporting causes). For example, a player who played 45 out of 90 min (total time) in five games would be given a percentage of 50% of playing time. Moreover, within the academy, players identified as having high potential to become professionals were classified as “promising players”. This classification was based on a structured qualitative assessment carried out by the academy's performance department in line with the club's philosophy. Players were assessed on four key dimensions: (i) technical, (ii) tactical, (iii) physical and (iv) psychological using an A, B, C or D standardized scale. Based on these assessments, players were categorized into four levels: A (“Promising player”—high chance to become professional), B (moderate chance), C (low chance) and D (no chance). There was no set limit on the number of players in each category. Many of these promising players were training and competing with older age groups.

Every call-up of a player to the state soccer team for official matches or tournaments were registered by the person responsible at the academy and integrated into a database maintained by the club specifically for this purpose. Additionally, at the end of the 2022–2023 season, the decision to retain or release each player was based on a proposal made by different academy professionals, following a thorough qualitative assessment. This recommendation was officially recorded by the academy director, independent of the player's own decision to stay or leave the club. This measure is significant as it reflects the club's long-term investment strategy and ensures that players who remain in the system have been identified as promising based on multiple professional perspectives.



2.2.5 Statistical analysis

The examination of birth quarter distribution (Q1, Q2, Q3, and Q4) in conjunction with player maturation levels (LM and MM) was carried out using a frequency table. This involved adjusting through chi-square goodness-of-fit tests to assess homogeneity and an analysis of differences between expected and observed frequencies. For the birth quarter, we adopted the assumption of 25% for each birth quarter, consistent with previous studies (28) and the Spanish population census data for individuals born between 2007 and 2010 (Instituto Nacional de Estadística, INE). As the chi-square test alone does not reveal the magnitude and direction of the relationship, therefore, a odds ratio (OR) analysis and 95% confidence intervals (CIs) were included, comparing the results between Q1 and Q4. The OR indicates the probability of membership; a result of 1.0 suggests equal group membership probability, while 2.0 indicates double the probability of one group compared to the other (29). Regarding maturation, cut off values of 50% within the chronological age group were used to determine whether players were relatively LM or MM compared to their peers (30).

Considering that the Kolmogorov–Smirnov and Levene tests indicated normal distribution and homogeneity of variance (ps < .05) for the Playing minutes variable, group comparisons based on relative age (Q) were conducted using ANOVAs. Comparison between the two maturation groups were analyzed through independent samples t-test. Effect sizes were reported using Cohen's d, classified as small (d = 0.2), medium (d = 0.5), and large (d ≥ 0.8) (31).

Correlation between the athlete's %PAH and minutes played was assessed using Pearson correlation. Correlation coefficients below 0.2 were considered very low, between 0.21 and 0.40 were categorized as low, between 0.41 and 0.60 as moderate, from 0.61 to 0.8 as high, and above 0.8 as very high (32). All statistical analyses were performed using IBM SPSS Statistics software (Version 25.0, Chicago, IL, USA).





3 Results


3.1 Relative age effect and maturation

The results of Birth Quarter (Q) distribution in the total sample are depicted in Table 1 and Figure 1 (total sample), and Figure 2 (RAEs per age group). RAEs were observed in this soccer academy [χ2 (3, N = 80) = 24.100; p < .001], showing a 77% of players born in the first semester, and obtaining an OR = 3.5, IC (1.34–9.14) when comparing players born in Q1 with those born in Q4. In terms of age group results, the U13 and U15 groups did not include players born in Q3 or Q4, respectively. In the U14 group, no significant differences were noted according to birth quarter [U14: χ2 (3, N = 18) = 6.000; p = .112; OR = 3.0, IC (0.40–22.71)]. However, the U16 group showed significant differences favoring players born in Q1 [U16: χ2 (3, N = 19) = 8.158; p = .043; OR = 5.0, IC (0.64–39.06)].


[image: Bar chart showing quarterly percentages. Q1 leads with 44%, Q2 follows at 33%, Q3 is at 11%, and Q4 is at 13%. Each bar is labeled with respective percentages.]
FIGURE 1
Distribution of players by birth quarter in the academy. Q, Birth Quarter.



[image: Bar chart comparing performance across four groups (U13, U14, U15, U16) in four quarters (Q1, Q2, Q3, Q4). Q1 and Q4 show consistently high percentages, while Q3 scores are notably lower, especially in U15. Q2 shows moderate performance across all groups.]
FIGURE 2
Distribution of players by birth quarter across the age groups. Q, Birth Quarter.


When presenting the results regarding the distribution of maturation across birth quarters, the data showed that players born in the first two quarters of the year were predominantly MM compared to those born in the last two quarters of the year (Figure 3). Conversely, there was a higher proportion of LM players among those born in the third and fourth quarters. These results suggest an uneven distribution of maturation across the year, with players born earlier being more biologically advanced. Statistical analysis supports this conclusion [χ2 (3, N = 80) = 9.945, p = .019], indicating a significant association between birth quarter and maturity status.


[image: Bar chart displaying the percentage of more mature and less mature responses across four quarters (Q1 to Q4) for U13, U14, U15, U16 age groups, and a total category. Each quarter shows a segmented black and gray bar, with black indicating more mature and gray indicating less mature responses.]
FIGURE 3
Distribution of maturation status by birth quarter across the age groups. Q, Birth Quarter.




3.2 Relative age effects, maturation and playing time

Regarding the influence of relative age on players' individual performance indicators, our results indicate that playing time was not influenced by the birth quarter [F(3, 76) = 0.098, p = .961] in none of the age groups (Table 1).

Analyzing the distribution of minutes based on players' maturation, Table 2 and Figure 4 reveals that MM players (M = 68.6, SD = 16.9) played more percentage of minutes than their LM counterparts (M = 63.3, SD = 19.4), although these differences did not reach statistical significance [t(78) = −1.29; p = .199], due to the high variability within each group and sample size. However, upon closer examination of distinct age categories, it was found that the youngest players (U13 and U14), classified as LM, experienced over 12% less playing time compared to their MM counterparts. The disparities in the U13 group were statistically significant [t(19) = −2.36; p = .029]. Indeed, moderate significant correlations between maturation and playing minutes were observed both in the U13 and U14 categories [U13: r(21) = .545, p = .011; U14: r(18) = .573, p = .013], whereas the older groups did not exhibit significant correlations [U15: r(22) = −.142, p = .527; U16: r(19) = −.107, p = .664]. The interaction between birth quarter and maturity level did not yield significant results, indicating that the effect of birth quarter on playing time does not vary according to players' maturity status [F(3, 72) = 0.248, p = .862].


TABLE 2 Anthropometrics characteristics and playing time depending on the maturation in different age groups.

[image: Table comparing physical metrics between less mature and more mature groups across different age categories (U-13 to U-16). Metrics include height, weight, percentage of predicted adult height (%PAH), and playing time (PT). The table also lists t-student test values and significance levels, highlighting statistical significance with bold values where p < .05.]


[image: Bar chart comparing percentage of minutes played by less mature and more mature participants across age groups U13, U14, U15, and U16. U13 shows a significant difference with more mature individuals playing more minutes, indicated by an asterisk. Error bars represent variability.]
FIGURE 4
Distribution of playing time by maturation status across age groups. *p < .05.




3.3 Relative age effects, maturation and anthropometric parameters

RAEs analysis revealed no significant differences (ps > .05) in anthropometric variables when comparing birth quarters across the different age groups (Table 1). However, MM players showed higher anthropometric parameters (height and weight) than their LM teammates, with significant differences (ps < .05) in the U13, U14 and U15 groups (Table 2).



3.4 Relative age effects, maturation and players' projection

As shown in Table 3, the analysis of RAEs revealed significant differences in player continuity (p < .001) whereas these differences did not reach statistical significance for promising and promoted players (both ps = .062). This pattern is consistent with the greater representation of players born in the first two quarters of the year in the sample. Given this distributional bias, it is expected that similar trends will emerge for these variables as the overrepresentation of players born early influences the observed results.


TABLE 3 Players' projection based on maturation and RAEs.

[image: A table compares two groups, "Less mature" and "More mature," across three categories: Player continuity, Promising players, and Promoted players. It includes counts (n) and percentages for each category. The table shows chi-square (χ²) and significance (p) values, with bold indicating statistical significance at p < .05. Notably, Player continuity in Q1-Q4 has a significant χ² value of 22.352 with p < .001.]

Regarding the maturation analysis, 47.8% of the players who were offered the opportunity to continue within the club belonged to the LM group, while 52.2% belonged to the MM group, though this difference was not statistically significant, [χ2(1, N = 71) = 0.127; p = .722]. Among the players considered as more promising within the club, 44.4% belonged to the LM group while 55.6% were included in the MM group. Similarly, from the group of players promoted to older teams within the club, 42.1% belonged to the LM group and 57.9% to the MM group. In none of these previous comparison significant differences were found [χ2 (1, N = 18) = 0.222; p = .637 and χ2 (1, N = 19) = 0.474; p = .491, respectively]. Finally, regarding the players selected for the state team, 40.0% of them were LM players, while the remaining 60.0% belonged to the MM group, although again these differences did not reach statistical significance [χ2 (1, N = 10) = 0.400; p = .527].




4 Discussion

This study aimed to analyze: (i) the prevalence of asymmetries in players' date of birth; (ii) the influence of chronological age and maturation in players' competitive participation and (iii) the potential physical and maturity biases in: (a) the proposal of continuity/release within a professional club, (b) the consideration as a “promising players” and (c) the call-up for state soccer teams.

RAEs are strongly represented in the sample examined in this study, which is consistent with previous studies on elite youth soccer academies (9, 16, 19, 33–37). Specifically, 77% of the sample analyzed were born in the first semester of the year. Furthermore, as expected, players born in the first semester were mostly MM, while those born in the second semester had considerable higher proportion of LM players (78% in Q3, 80% in Q4). In this context, when considering the influence of RAEs on players' individual performance indicators, it was found that players born in the first semester of the year received slightly more playing time, with no significant differences between quarters, which is consistent with previous research in Spanish elite soccer academies (38).

In terms of player maturity, the MM players received slightly more playing time than their LM counterparts, although there were no significant differences, as when looking at the whole sample, which is in line with more recent approaches (27, 39).

Similarly, the interaction between maturity and RAEs were not significant, suggesting that maturity status does not differentially impact playing time based on players' born in the different birthquarters. This outcome may reflect the academy's prioritization of competitive balance over physical maturity or relative age. In fact, the lack of significant differences in the percentage of playing time between early and late maturing players is in line with the recommendations of previous authors suggesting that playing decisions should not be based on physical and momentary performance parameters, but also on other performance indications such as technical skills, motor coordination or tactical understanding (40). However, upon further examination within each age category, a moderate correlation between maturity status and playing time was observed in U13 and U14, with MM players showing a higher percentage of minutes played, while there was no correlation in U15 and U16. This result may be evident in the U13 and U14 groups as the differences in maturity levels are higher in this age period (41). Players with early maturity levels have shown in previous studies better aerobic capacity, speed, strength and power than their late maturity counterparts (42, 43). In fact, studies in youth soccer have shown that late-maturing players are consistently excluded as the age- and sport-specific demands increase, especially in this critical phase of adolescence (44).

Nevertheless, our results suggest that MM players do not have a significant statistical advantage in performance/projection indicators such as promotion to higher chronological age categories, being classified as “promising players” within the academy, or selection for state soccer teams. However, it is important to interpret these findings with caution, as the number of players classified as “promising” (n = 18), promoted to higher age groups (n = 19), or selected for the state team (n = 10) was relatively small. Furthermore, in all cases, MM players within their age group were more represented. The lack of significant differences might be explained by this small sample, as well as other contextual factors within the academy's selection processes which prioritize game understanding and technical-tactical skills over anthropometrics and physical performance. This is important to consider as growth and maturation have been shown to influence coaches' and decision makers' perceptions of ability/potential and performance (45), with early maturing players in elite academies being perceived as more capable (6) and with greater potential (46), which may also lead to them being promoted in the academy and called up by their state or national team (47). Finally, in the same vein, it seems that the level of maturity has not been very influential on the club's proposal to remain in the academy. This is an important factor, as physical advantages related to age and/or maturation during adolescence are highly transitory and tend to disappear or even reverse in adulthood, where technical, tactical and cognitive skills -that are prevalent among talented players in the academy- play a key role (10).

We believe that these results are promising for advancing TID and and TD practices, especially as they suggest that it is possible to mitigate the typical effects of RAEs and maturational biases on performance outcomes in a high competitive environment. This may be because the academy has deliberately designed its development criteria to prioritize long-term potential over immediate physical advantage, reducing the biases associated with age and maturity. In addition, awareness-raising activities have been implemented to actively minimize this bias and ensure a fairer and more informed development process. This approach, in line with the club's philosophy, emphasizes the holistic development of players by prioritizing technical and tactical skills and understanding of the game over short-term physical attributes.

There are some limitations that need to be considered in the present brief research report. Our study offers concise and focused findings, reflecting the specific context of a Research, Development, and Innovation Department of the academy of a professional club. Only one team was analyzed for each level of competition, so possible conclusions should be taken with caution as variables could be influenced by contextual factors. While it presents initial data and specific advancements, it is inherently limited in terms of the generalizability of the results due to the limited sample size. Another important limitation is that the maturity was assessed indirectly, To increase accuracy, future research should incorporate direct and validated methods of assessing biological maturation whenever possible, such as radiographic analysis (e.g., x-rays), growth velocity measurements, ultrasound imaging, dual-energy x-ray absorptiometry (DXA), or magnetic resonance imaging (MRI) (48). The use of these direct techniques could provide a more accurate understanding of the maturation process and its potential influence on the variables under investigation compared to indirect approaches (49). Finally, it must be considered that “promising players”, who were estimated with higher prognosis of becoming a professional, have been evaluated by the club's professionals with a subjective nature according to the club's philosophy. For these reasons, future studies should consider increasing the sample size and studying how age, maturation, and physical biases may cross-sectionally and longitudinally influence participation and selection process in other professional soccer academies. The methodological strengths of this study should also be highlighted. Specifically, access to a professional soccer academy. This access allowed for a comprehensive assessment of potential chronological and maturational biases in various performance indicators and provided valuable insight into TID and TD in soccer.



5 Summary

RAEs are strongly represented in the sample, as 77% of players were born in the first semester of the year. Relatively older players do not appear to receive significantly more playing minutes, while MM players show a higher percentage of playing time at U13 and U14, with no differences at U15 and U16. In other performance indicators, MM players have no advantage when it comes to being considered “promising players”, training and competing with higher chronological age groups, and being selected by state teams. Finally, individual birth date and maturity level within the team do not appear to be relevant to the club's proposal to continue in the academy. Individual differences in date of birth and biological maturation pose numerous challenges for both players and professional decision-makers at elite soccer academies. It is therefore crucial to understand how these differences can influence TID and player development within the very demanding competitive framework of the professional soccer academies.
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Introduction: The Relative Age Effects (RAEs) are complex, multifactorial phenomena influenced by individual (e.g., maturity status), task-related (e.g., field position or competitive level), and environmental (e.g., coaches' expectations) factors. This cross-sectional study aimed to investigate the relationship between RAEs and the maturity status, field position, competitive level and coaches' expectations within a sample of 1,120 young male Spanish football players [mean age: 13.72 ± 1.40 years; weight: 54.09 ± 11.85 kg; height: 162.11 ± 11.38 cm; years from peak height velocity (PHV): −0.22 ± 1.44], across tree age categories (U12, U14 and U16).



Methods: Data was collected over 10 years (2014–2024), considering the maturity status, estimated using the Mirwald et al. (2002) formula. Physical performance was assessed through tests for strength (1RM), power, speed (30-m sprint), agility (T-test), jumping (CMJ), and aerobic endurance (estimated VO2max). Players' field positions and coaches' efficacy expectations about their players were also collected.



Results: A Chi-square (χ²) analysis revealed a skewed distribution across birth quartiles within age categories (p < 0.05). Pearsons' correlation and linear regression analyses showed significant relationship between relative age and maturity status (r = 0.91; R² = 0.84). The RAEs were more pronounced at higher competitive levels, while the distribution bias in playing positions was comparable to the overall sample, with the exception of goalkeepers in the U12-14 categories. ANOVA results tend to a higher physical performance and coaches' efficacy expectations for players with higher RA in the U14 and U16 categories.



Conclusion: This study confirms the presence of strong RAEs over the past decade in youth football players from U12 to U16. Individual and environmental factors, such as advanced maturity status, the intensified selection processes at higher competitive levels, an increased physical performance and higher coaches' efficacy expectations, may contribute to RAEs in a complex and interdependent manner.
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1 Introduction

The practice of organizing athletes into annual age categories is a widely adopted approach in youth sports, designed to mitigate disparities in physical and cognitive development throughout childhood and adolescence (1). By grouping athletes based on their birth year, this method aims to create a more level playing field by aligning athletes of similar chronological ages. However, this age-based organization inadvertently introduces structural disadvantages known as Relative Age Effects (RAEs) (2). The term relative age (RA) refers to the differences in chronological age among young players born in different months of the same year (3). For instance, a player born in January and another born in December of the same year have an RA difference of nearly twelve months. The consequences of these RA differences among players within the same selection year are referred to as RAEs, which often leads to an overrepresentation of athletes born in the initial months of the year in sports (1, 2, 4). RAEs have been extensively documented across multiple sports, with particularly high prevalence in sports like ice hockey, basketball, and football (soccer), where physical size and strength play a significant role in performance (1).

The impact of RAEs is multifaceted, as player selection processes must consider various factors, including physical, technical, and tactical performance (among others), which influence the likelihood of selection and progression in competitive sports. RAEs may vary not only across different sports or disciplines but also by gender, field positions and competitive levels in which players participate (1, 5). According to Wattie et al. (2), the factors influencing RAEs can be categorized as (1) individual, meaning those related to the person; (2) task-related, referring to the specific roles and demands of the sport; and (3) environmental, pertaining to external factors beyond the athlete. Among the individual factors that may influence RAEs, one example is the athlete's maturity status. The RAEs in sports, and specifically in football, have been suggested to be primarily linked to differences in physiological growth and maturation among young athletes (6), as those born earlier in the year tend to exhibit physical advantages, which in turn can be misinterpreted as indicators of talent (7). These developmental differences can perpetuate a biased view of players' athletic potential, especially in high-contact and high-competition sports like football, where relatively older athletes or those with an advanced maturity status are more likely to be favoured in selection processes. Biological maturation refers to the process leading to adulthood, while the term “status” refers to the current stage or level of progress within the maturation process (6, 8). When the maturity status is controlled, the impact of RAEs on physical performance can decrease, suggesting that the observed effect may be due, at least in part, to maturation differences rather than chronological age alone (9, 10). In other words, the maturity status appears to have a greater impact on the physical performance of young players than RA (11, 12). A youth born in the earlier months of the year is more likely to be advanced in his maturation, in line with his higher RA (11), but it is possible to find a relative younger player with an advanced maturity status or a relative older player being less mature than his mates (6). This distinction highlights the need to treat RAEs and biological maturation as interrelated but independent constructs, as the advantages observed in relatively older players (1) may be attributed to their advanced maturity status rather than their RA alone (13), and (2) are temporal, as late matures can achieve the same or even higher performance than their early maturing peers once maturational processes become equalized (6, 14).

Among the task-related factors, the specific demands of each playing position may influence the selection of players with different RA. It has been suggested that the distribution of players across field positions could also be shaped by the RAEs, as coaches may tend to prefer more physically mature athletes for positions that require specific physical skills (4, 5, 15). However, the impact of RA on field position assignment remains a subject of debate, as no conclusive evidence has been found to support differences in RA across various playing positions, or which specific positions are more influenced by the RAEs (4, 15, 16).

The competitive level may be considered another task-related factor influencing RAEs, as the demands of the sport itself can vary depending on the level of competition, increasing the physical, technical, and tactical requirements placed on athletes as the competitive tier or performance category rises. The magnitude of the RAEs can be considerably higher in sports with high physical demands, particularly at the national or Olympic levels, where selection pressure tends to increase the prevalence of this phenomenon (17, 18). Moreover, previous research suggests that this effect is more prominent in higher-level teams, where selection pressure and performance demands are greater, and it tends to be smaller or non-existent in lower-level teams (16, 17, 19, 20). In football specifically, players born in the first quartiles of the year (Q1) are more likely to be selected for higher-level teams compared to those born in later quartiles (Q4), as observed in multiple population-based studies conducted internationally (21–23). However, it seems that the impact of RAEs tends to diminish as players progress to higher age categories, particularly during the transition to senior levels (24). While the RAEs significantly influence short-term performance in youth and junior categories, it often reverses in senior categories, due to factors such as the maturation of athletes, which equalizes the physical and anthropometric advantages of relatively older players; the increasing importance of technical, tactical, strategic, and psychological skills over physical attributes in advanced competition; and the resilience developed by relatively younger players who overcome RAEs-related challenges (6, 24). This phenomenon aligns with the underdog effect, which posits that relatively younger or late-maturing players develop superior psychological and technical skills due to the greater challenges they face during their development (6).

Thirdly, environmental factors such as the age category or coaches' expectations regarding their players' performance may also influence the RAEs. The age category is an environmental factor influencing RAEs, as it represents an externally imposed structure that organizes athletes by age, shaping opportunities for participation, selection, and development within the sport system. It is this structure, which groups young football players into one-year cohorts, that generates the differences in RA mentioned earlier. On the other hand, the role of social agents, such as coaches and parents, has also been identified as an environmental factor reinforcing the RAEs, as they tend to mistakenly associate physical maturity with superior athletic skills. This phenomenon has been partially explained by the Matthew Effect, the Pygmalion Effect, and the Galatea Effect, where expectations and beliefs influence athletes' performance and opportunities (10, 25). In this context, coaches' efficacy expectations have been studied as a mechanism that can consolidate the competitive advantage of players born in the first months of the year or with greater physical maturity, thereby increasing their chances of reaching higher competitive levels. From this perspective, coaches have shown higher efficacy expectations for players born in the early months of the year, even when the maturity status was controlled (10). This suggests that coaches' beliefs may partly contribute to making the RAEs more pronounced and persistent, as they may provide more opportunities to players with higher RA due to a perceived expectation of greater performance (25, 26).

The aim of this study was to analyse the impact of RAEs in a representative sample of young football players (U12, U14, and U16 categories) by examining how environmental factors (e.g., age category or coaches' expectations), task-related factors (e.g., competitive level or field position distribution) and individual factors (e.g., the player's maturity status) influence its manifestation. Additionally, the study aimed to assess the relationship between RAEs and specific physical performance metrics (e.g., speed, endurance, and strength) to quantify how RAEs may affect athletic capabilities. This comprehensive approach seeks to enhance the understanding of the mechanisms underlying RAEs and its implications for talent identification and development in youth football, providing evidence to support equitable sports policies and foster balanced development opportunities for young athletes.



2 Materials and methods


2.1 Participants

This study utilized data collected over the past 10 years (2014–2024) on various factors potentially associated with the RAEs in young male Spanish football players within the U12 (11.59 ± 0.58 years), U14 (13.27 ± 0.61 years), and U16 (15.16 ± 0.58 years) categories, representing different teams from five youth football academies. Each age category consists of two one-year cohorts. Players within the same age category can be classified as “first-year” (1st) players (the youngest within the category) or “second-year” (2nd) players (the oldest within the category). This categorization structure allows competition between players spanning two age groups. To appreciate the contextual factors, data collected for this study included individual constraints [e.g., maturity status, by the maturity offset (−0.22 ± 1.44 years from/to the PHV)], task-related constraints (e.g., field position distribution), and environmental constraints (e.g., competitive level and coaches' efficacy expectations). A total of 1,120 young football players aged 11–16 years, recruited from different teams and academies, were included in the study. Descriptive data for the sample are provided in Table 1. All players, along with their parents or legal guardians, signed an informed consent form detailing the study's purpose, in accordance with the Declaration of Helsinki.


TABLE 1 Descriptive data for the participants.

[image: Table displaying physical and performance metrics across different age groups: U12, U14, and U16, split into first and second assessments. Variables include height, weight, 1RM, PPO, CMJ, 30-m sprint time, T-test time, and EVO2max. Sample sizes (n) and means with standard deviations (M ± SD) are provided for each metric. Note mentions 1RM as one repetition maximum, PPO as peak power output, CMJ as counter movement jump, and EVO2max as estimated maximal oxygen uptake. Some data is marked as nd for no data.]



2.2 Procedures

To gain a broader understanding of how various factors influence the RAEs in a large sample of young football players, data were collected over a 10-year period (2014–2024) as part of academies regular testing procedures. In light of this, these data were gathered at different periods throughout the season and analysed using a cross-sectional study design. Due to methodological changes in data collection within these academies, the variables gathered each year may have varied. The most commonly collected variables included the players' RA and maturity status (100% of the cases), competitive level (70%), playing position (90%), and physical performance (60%–90%), as well as the coaches' efficacy expectations (60%–80%) regarding their players.


2.2.1 Relative age

The designated “cut-off” date used to organize young football players into 1-year age categories [i.e., U12(1st)] varies by country; in Spain, this date is set for January 1st. To examine RAEs, players were classified into four birth-month quartiles: Q1 (January to March), Q2 (April to June), Q3 (July to September), and Q4 (October to December). In this system, Q1 includes players with the oldest RA in their category, while Q4 includes the youngest.



2.2.2 Maturity status

Anthropometrical data (body weight and height, leg length and sitting height) was measured using a digital body composition monitor (Tanita Bc 601 Ltd., Japan ± 0.1 kg) and a fixed stadiometer (SECA Ltd., Germany ± 0.1 cm). The decimal age (1) was obtained as:


	(1)Decimal Age = (Date of valuation—Date of birth)/365,25



Each player's maturity status was determined by estimating the years from/to Peak Height Velocity (PHV) (2), using the formula by Mirwald et al. (27):


	(2)Maturity Offset (boys) = −9.236 + [0.0002708 * (Leg length * Sitting height)] + [0.001663 * (Chronological age * Leg length)] + [0.007216 * (Chronological age * Sitting height)] + [0.02292 * (Weight/Height * 100)]



Estimating the number of years before or after PHV (27) is the most widely used approach to assess somatic maturation in the sports field, with over 1,000 citations of this method from 2002–2023 (28). PHV marks a key period of accelerated growth in stature during adolescence, generally occurring around age 14 in boys and 12 in girls.


2.2.2.1 Competitive level

In Spain, there are three competitive levels (CL) for the U14 and U16 age categories, with CL 1 representing the highest level and CL 3 the lowest. For the U12 category, due to the players' young age, no competitive levels are established to avoid creating a promotion/relegation system that could negatively impact the behavioural or psychological development of young players at such an early stage. Of the sample included in the study, 12% of the players belonged to CL1, 44% to CL2, and 44% to CL3.




2.2.3 Field position

Various scientific publications have categorized football players by playing position, using different specific roles or categories. However, because teams may use varying tactical systems (which involve different on-field positions) and because younger age categories tend to involve less specialization in specific roles, this study categorized players based on their field line position: goalkeepers (GK); defenders (DEF), including central and lateral defenders; midfielders (MF), including defensive and offensive central midfielders, and midfielders playing near the flanks; and forwards (FOR), including central forwards, second strikers, and wingers.



2.2.4 Physical performance

Maximal Strength: Maximal strength was assessed through a half-squat one-repetition maximum (1RM) estimation by analyzing movement velocity using a linear encoder (T-Force System, Ergotech, Murcia, Spain) with a 3RM load, and with high validity and reliability (R2 = 0.98; CV = 0.3%) (29).

Power: To assess lower-limb power, the estimation of peak power output (PPO) was conducted. Players performed three half-squats at maximal speed using 60% of their one-repetition maximum (1RM) load. Participants were verbally encouraged to exert maximum effort to ensure they achieved the highest possible movement velocity.

Linear Speed: Players completed two trials of a 30-meter linear sprint, starting from a stationary position, with times recorded at the 5-meter and 30-meter marks using photoelectric cells (Witty System, Microgate, Bolzano, Italy). Players were encouraged to sprint at their maximum speed. The best attempt (lower time) was recorded for further analysis.

Change of Direction: Players performed two trials of a modified T-test (30) which incorporated only forward movements to better align with common football actions and omitting the “touching the cone” requirement (31). Completion time for the T-test was recorded using a single start-stop photoelectric cell (Witty System, Microgate, Bolzano, Italy) placed at the point where the test starts and finishes. Players were instructed to run at maximal velocity, and the fastest trial was selected for subsequent analysis.

Jump Capacity: Players performed two trials of the Countermovement Jump test (CMJ) keeping the hands on the hips throughout the test (32). Jump height was measured using a contact platform (Globus Ergotester®, Italy), with the highest jump recorded for subsequent analysis.

Aerobic Endurance: Maximal oxygen uptake (VO2max) was estimated using an intermittent endurance test (30–15 IFT) (33), chosen for its higher specificity to the physical demands of the sport. This estimation was calculated using the following formula (3):


	(3)Esimated VO2max = 28.3—(2.15 × Gender)—(0.741 × Age)—(0.0357 × Weight) + (0.0586 × Age × vIFT) + (1.03 × vIFT)



The validity and reliability of this method for estimating aerobic capacity using the 30–15 IFT test have been widely demonstrated and have been proposed as appropriate and extremely useful for team sports (34).



2.2.5 Coaches' efficacy expectations

To assess coaches' efficacy expectations, coaches were asked to rate their confidence in each player's capability to perform specific physical performance tests, adhering to Bandura's (35) guidelines and employing the same questionnaire utilized in Peña-González et al. (10). The questionnaire was always administered to the coaches immediately prior to the assessment of the players. An example question presented to the coaches was: “Indicate your level of confidence in your player's performance on an indirect Repetition Maximum test for the squat exercise, a test designed to assess maximal strength in the squat movement,” thereby capturing the coach's expectations regarding the player's performance on this specific test (10, 35). Additionally, coaches were asked to evaluate their confidence in each player's overall football-playing ability. This single item, referred to as Football Performance Expectations (FP-Exp), assesses the coaches' confidence in their players' comprehensive performance, encompassing physical, technical, and tactical skills. Literature supports the use of single-item measures to evaluate both individual and collective efficacy in performance contexts (36). Each item was rated on a Likert scale from 1 (“no confidence”) to 5 (“maximum confidence”). Previous research by Peña-González et al. (10) identified a single factor among items related to physical performance tests, with a Cronbach's alpha of 0.87, indicating good internal reliability. This factor, termed Physical Performance Expectations (PP-Exp), is similarly applied in the present study.




2.3 Statistical analisys

The RAEs, as well as the comparison of physical performance and efficacy expectations among players from different Q, was presented by one-year cohorts [e.g., U12(1st), U12(2nd)]. In contrast, the distribution by competitive levels and specific field positions was shown by age categories (U12, U14, and U16), following the structure of competition at these ages. A Chi-square test (χ²) was employed to assess a potential skew in the distribution of players among Q by age categories, CLs, and field positions. The relationship between players' chronological age and maturity status was assessed using a simple linear regression analysis for each age category, where both variables were expressed as continuous variables in decimal format. Pearson's correlation coefficient (r) was included to report the relationship between age and maturity status and it was interpreted as: trivial (<0.09), small (0.10–0.29), moderate (0.30–0.49), high (0.50–0.69), very high (0.70–0.89) and almost perfect (>0.90) (37). The coefficient of determination (R2) of the linear regression was also included to show the common variance between age and maturity status. A one-way analysis of variance (ANOVA) was conducted to examine differences in physical performance and coaches' efficacy expectations across birth quartiles for each age category. Where significant differences were identified, post-hoc Bonferroni tests were applied to assess pairwise comparisons. To complement these analyses, effect sizes (ES) between Q1 and Q4 players were calculated using Hedges' g (38), with interpretation as follows: g > 0.8 (large effect), 0.5–0.8 (moderate effect), 0.2–0.5 (small effect), and <0.2 (trivial effect). All statistical analyses were performed using custom spreadsheets developed in Microsoft Excel (Microsoft, Seattle, USA) and JASP software (version 0.13, JASP, Amsterdam, Netherlands). Data were analysed with a threshold for statistical significance set at p < .05.




3 Results


3.1 Environmental factors: RA distribution across age categories and coaches' efficacy expectations

The χ² test revealed a skewed distribution of players born in different Q of the year across the three age categories (Figure 1).


[image: Bar chart comparing percentages across different groups for four quarters (Q1-Q4). Each group is labeled from U12(1st) to Overall, with percentages highest in Q1 and lowest in Q4. Statistical letters a, b, c indicate significance.]
FIGURE 1
Player's distribution across birth quartiles for each age category and the overall sample. aSignificant difference with Q1; bSignificant difference with Q2; cSignificant difference with Q3. 25% expected distribution.


No systematic differences were found in coaches' efficacy expectations for players from different birth quartiles in the U12 category (Table 2). Significant differences were found among Q in PP-Exp (favouring early born players) in U14(1st) and U16(1st), while differences in FP-Exp were found in U14(2nd).


TABLE 2 Coaches' efficacy expectations of U12, U14 and U16 football players across the 4 birth quartiles (Q1, Q2, Q3 and Q4).

[image: A detailed table comparing variables across different age groups (U12, U14, U16) and birth quartiles (Q1 to Q4). It includes mean values and standard deviations for various tests, with statistical significance indicated by asterisks. The table also features columns for F-values with corresponding p-values, and effect sizes for Q1-Q4.]



3.2 Task-related factors: competitive levels and field positions

The χ² analysis showed an even greater participation of players born in Q1 and a lower participation of those born in Q4 at the highest competitive level (CL1) (Table 3), using the general distribution of players by birth Q in each age category—already shown to be skewed in favour of Q1 (Figure 1)—as the expected distribution. In CL3, the skewness in birth Q distribution was reduced, though not significantly. Furthermore, there was no consistent increase or decrease in the RAEs by specific positions compared to the initially skewed distribution by category used as the expected distribution, except for the GK position (Table 4). For GKs, a reduction in the RAEs was observed in U12, with a decrease in the percentage of players from Q1 (−6.3%) and an increase in players from Q4 (12.7%), as well as in U14, where an increase in Q4 players was noted (7.5%). This trend did not appear significant in U16 or across the total sample.


TABLE 3 Observed frequencies and increments (in percentage) for each birth quartile (Q) by competitive level (CL), according to the expected distribution.

[image: A data table presents competitive levels with percentages across four quarters (Q1 to Q4) and their differences (Δ). It includes categories ED_U14, ED_U16, and ED_TOT with subcategories CL1, CL2, and CL3. Significant statistical differences from specific quarters are noted with superscripts (a, b, c) and explained in the legend.]


TABLE 4 Observed frequencies and increments (in percentage) for each birth quartile (Q) by field positions (FP), according to the expected distribution for each category.

[image: Table showing statistical data analysis of field positions for competitive levels U12, U14, U16, and total (TOT) across four quarters (Q1 to Q4). Values include expected distributions (ED), percentage changes (Δ), and significant statistical differences from previous quarters. Categories covered include goalkeeper (GK), defense (DEF), midfield (MF), and forward (FOR). Notable statistical differences marked with letters, and footnotes clarify differences from specific quarters.]



3.3 Individual factors: maturity status and physical performance

Pearson's correlation and linear regression analyses showed a significant relationship between age and maturity status for the U12 (r = 0.34 and 0.39; R2 = 0.11 and 0.09; p = 0.03 and <0.01, for the 1st and 2nd year of this category, respectively), U14 (r = 0.48 and 0.39; u2 = 0.23 and 0.15; p < 0.01) and U16 categories (r = 0.52 and 0.44; R2 = 0.27 and 0.19; p < 0.01), as well as for the overall sample (r = 0.91; R2 = 0.84; p < 0.01) (Figure 2).


[image: Seven scatter plots display the relationship between chronological age and years from/to peak height velocity (PHV) across different age groups. Each plot shows a positive correlation line with correlation coefficients and p-values noted. The overall plot at the bottom shows a strong positive correlation (r = 0.91, R^2 = 0.84, p < 0.01), suggesting a robust relationship across all ages.]
FIGURE 2
Linear regression analysis of chronological age (expressed in decimal age to reflect relative age) and maturity status by age category. r: Pearson's correlation coefficient; R2: Coefficient of determination.


The ANOVA revealed no differences in weight, height, or physical performance variables between players from different quartiles in the U12 category (Table 5). Some differences in anthropometric and physical performance variables between players from different Q in U14 and U16 categories are shown in Table 4. Q1 players were taller in U14 (1st and 2nd) and heavier in U14(1st). Q1 players in U14 were also faster in the 30-m sprint and T-test both in 1st and 2nd ages, while they had better results in 1RM, PPO and CMJ only in the U14(2nd). For the U16 category, differences among Q were shown for height and T-test in the 1st age of the category, while for weight and 30-m sprint in the 2nd age.


TABLE 5 Anthropometric and physical performance variables of U12, U14 and U16 football players across the 4 birth quartiles (Q1, Q2, Q3 and Q4).

[image: A detailed table compares physical and performance metrics across different age groups and birth quartiles (Q1 to Q4) for U12, U14, and U16 categories. Variables include height, weight, countermovement jump (CMJ), thirty-meter sprint, T-test, and maximal oxygen uptake (VO2max). Statistical significance is indicated with annotations for comparisons within groups. Each metric is presented with a mean and standard deviation, alongside significance outcomes (F and p-values) and effect sizes (ES). The table highlights developmental differences among youth athletes based on their birth quartile.]




4 Discussion

The aim of this study was to analyse the impact of RAEs in a representative sample of young football players in the U12, U14, and U16 categories, considering how environmental factors (e.g., age category or coaches' expectations), task-related factors (e.g., competitive level or field positions) and individual factors (e.g., the player's maturity status) influence the manifestation of RAEs. The findings of this study corroborate the prevalence of the RAEs across youth soccer categories, with significant implications for player development and talent identification. Our results align with existing literature, which demonstrates that players born earlier in the competitive year (typically those in Q1) tend to be overrepresented in youth football (39), particularly in higher competitive levels but without higher prevalence in particular positions on the field.


4.1 Environmental factors: age categories and coaches' efficacy expectations

Upon reviewing previous research, the findings regarding which age categories exhibit a more pronounced RAEs remain inconclusive. While it has been argued that this effect may increase during adolescence due to its interaction with maturity status, there is no unified criterion in the literature to establish that certain age categories are more susceptible to the RAEs than others (40). In this study, although we do not statistically analyze differences in the distribution of players across Q between the age categories examined, the observed trend appears to be consistent across all categories. Specifically, we found a clear overrepresentation of players born in Q1 and a notable underrepresentation of those born in Q4.

To further explore the impact of environmental variables on RAEs, we examined the efficacy expectations of coaches, which revealed a tendency to rate relatively older players more favourably in terms of physical performance potential. These expectations may contribute to the amplification of the RAEs in higher-level teams, as they likely influence selection decisions and training opportunities. Additionally, our physical performance data supported these claims, showing that relative older players, overrepresented in higher competitive levels, tend to outperformed their counterparts in physical performance tests. However, as Peña-González et al. (20) highlighted, it is necessary to determine whether players with greater RA reach higher CLs due to physical superiority prior to the selection process or if being selected for these more competitive environments leads to improved physical performance. Relatively older players, once selected, may benefit from superior training quality and intensity available at higher levels, suggesting that the RAEs becomes self-reinforcing in competitive contexts as early-born players gain access to better resources and support. To this end, it is worth considering that in this study, players with a higher RA did not exhibit better physical performance outcomes or higher efficacy expectations from coaches in the U12 category, where competitive levels do not exist, and thus, the selection process is less rigorous.

The study's findings on young football coaches' efficacy expectations reveal a nuanced impact of the RAEs on coaches' perceptions of player abilities, particularly in the U14 and U16 age categories, where the selection process becomes more pronounced due to the implementation of different competitive levels. In alignment with previous research by Peña-González et al. (10), it was found that coaches tend to have higher expectations for relatively older players, reflecting a bias favouring those born earlier in the selection year (10), further amplifying the RAEs. Such biases may stem from the perception that relatively older players possess more advanced physical or cognitive maturity, even when actual performance differences are minimal (41). This is consistent with Hancock et al.'s (26) theoretical framework, which suggests that the Pygmalion effect—the tendency for coaches' expectations to shape athlete performance—can reinforce RAEs by amplifying the advantages of early-born players through differential treatment and support (25). Coaches often interpret physical maturity as an indicator of superior potential, impacting their selection choices and leading to preferential treatment of early-born players. Our findings reinforce this notion, as the significant differences in coaches' efficacy expectations between Q1 and Q4 players in specific physical tests, particularly in the U14 category, suggest that these perceptions play a critical role in the selection and advancement of early-born athletes, often at the expense of their younger peers. This is especially relevant in the U14 category, as it marks the beginning of a more rigorous selection process due to the introduction of different competitive levels and the emergence of the greatest physical differences, as players are around the PHV stage. Moreover, this raises a broader concern regarding talent development: youth football coaches should not only consider the age group to which players belong but also their relative age when setting expectations and assessing talent. A key question is whether coaches evaluate relatively younger players based on expectations aligned with their own stage of development or in comparison to their relatively older peers within the same age category. Given that these biases can influence training opportunities and long-term development trajectories, coach education programs should emphasize the importance of assessing players based on their individual maturation patterns rather than solely on their chronological age. Addressing these biases through structured awareness and intervention strategies could foster a more inclusive approach to talent identification, where players' potential is evaluated independently of RA, as advocated by previous research aiming to support equitable youth sports development.



4.2 Task-related factors: competitive level and field positions

In addition to the overrepresentation of relatively older players, our study suggests that the RAEs is influenced by the competitive level in which young players participate, as higher-level teams consistently showed a more prevalent RAEs. This supports Romann et al. (17), who found that selection pressures in youth football tend to reinforce the RAEs, with a preference for athletes who demonstrate early physical and cognitive advantages, often perceived as indicators of talent (17). Expanding on our findings, the stronger RAEs observed in higher-level teams aligns with Peña-González et al. (20), who report a clear preference for young players born in the first half of the year, with early-born players making up 80.6% of high-level teams compared to only 58.5% in teams at the lowest competitive level (20). This pattern suggests that selection pressure in more competitive leagues amplifies the RAEs, likely due to coaches' inclination to associate physical and cognitive maturity with performance potential, which favours relatively older players. Findings from Götze and Hoppe (19) further reinforce this relationship, showing that RAEs is markedly more pronounced in higher leagues, especially in elite male teams, where competition intensity is greatest (19). This evidence underscores how selection pressures in top-tier competitions intensify the RAEs, further consolidating the advantages of early-born athletes in elite contexts. This supports prior research by Gutierrez Diaz Del Campo et al. (16), which demonstrated that heightened competition increases the RAEs, further favouring early-born players (16). Additionally, Peña-González et al. (20) found that while significant physical performance differences existed between competitive levels, they were not attributed solely to RA. Instead, players from higher levels outperformed those from lower levels in strength, speed, and agility tests, independent of RAEs factors. These findings suggest that the advantage of early-born players in higher levels may be reinforced by greater training quality and intensity rather than by innate physical advantages alone. Consequently, as early-born players receive superior training resources and coaching support, the RAEs becomes self-reinforcing in competitive contexts.

This study also examined the distribution of players across field positions, revealing non-significant differences in birth quartile distribution across positions compared to the expected distribution within each category, except for a reduction in RAEs among goalkeepers in the younger U12 and U14 categories. Although it has been hypothesized that certain field positions may require specific physical attributes, potentially favouring the selection of relatively older players (5), prior studies have shown no consistent RAEs differences across positions (16). However, our findings of a diminished RAEs in goalkeepers align with prior research, which often reports a less pronounced RAEs in the goalkeeper position compared to others, such as defender or forward, where older players tend to be overrepresented (42, 43). For example, Figueiredo et al. (42) observed a minimal or absent RAEs in goalkeepers within various age categories of elite Brazilian players, and similarly, Pérez-González et al. (43) found a significant RAEs in goalkeepers in only one out of four international U19 tournaments. Peña-González et al. (20) also reported a significant RAEs across all field positions (>67%) except goalkeeper (47%) when comparing halves of the birth year. These combined findings suggest that, while RAEs generally influences player selection in all field positions, the goalkeeper role may be less impacted by RA advantages, likely due to lower physical maturation demands relative to other positions (20). Similarly, the study by Romann and Fuchslocher (18) on young Swiss football players identified a stronger RAEs in defensive positions and a relatively lower effect among goalkeepers. This finding supports the hypothesis that, in positions requiring specific physical attributes, coaches may be predisposed to select relatively older players (18). It suggests that the physical development of defensive players enables them to fulfil roles demanding immediate physical performance, whereas goalkeepers—particularly at younger ages—can succeed without the same physical advantages, thereby reducing the RA bias in this position (18).



4.3 Individual factors: maturity status and physical performance

The findings of this study provide valuable insights into the interaction between maturation and the RAEs in youth football, while also underscoring their independence as constructs operating at distinct stages of the developmental process. The Pearson's correlation and linear regression analyses revealed a strong relationship between player's age and maturity status, particularly in the U14 and U16 categories. However, it is crucial to highlight that RAEs and maturity status, although correlated, are not interchangeable concepts. In this regard, these results are consistent with previous studies suggesting that RA advantages often align with advanced maturity status, potentially providing early-born players with additional physical and cognitive benefits that increase their likelihood of selection in competitive youth sports (1). Nevertheless, cases exist where relatively younger players demonstrate advanced maturation or relatively older players are less biologically mature than their peers (6). These distinctions underscore the complexity of the relationship between RAEs and maturity status and highlight the need to view them as interrelated but distinct factors influencing athlete development. It is important to note that differences in physical performance between players with varying RAs are not solely due to birth timing but are primarily linked to differences in the maturity status among them (12). Thus, players with a lower RA who exhibit advanced maturation also have a greater likelihood of selection (44), although this phenomenon is less common. Studies that control for the effect of maturity on performance outcomes have shown that when maturation impact is adjusted, the differences between players of different RA disappear (9, 10). This reinforces the idea that maturity status is a crucial factor in shaping selection and development opportunities for young athletes, more than just the RA (11, 12). This is particularly interesting in the process of talent identification and selection, where, despite a strong relationship between player's age and maturity status (r = 0.91; R² = 0.84), identifying outliers—cases where age and maturity status are not aligned (players with different chronological and biological ages)—may represent future success stories. By implementing training programs tailored to their maturation rather than their chronological age, these players can be effectively developed.

Differences in physical performance were observed between Q1 and Q4 players in the U14 and U16 categories. As previously suggested, these differences could be linked to the more advanced maturation of players in Q1. The greatest differences in physical performance among players with different RAs are observed in the U14 category, around the age at PHV, and where presumably larger disparities exist between players with advanced maturity status and their peers with later maturation (13, 45). Additionally, differences in speed-related variables (i.e., sprint or change of direction speed tests) are evident in the first year of the U14 category, while differences in variables related to strength among players of different quartiles emerge in the second year of this category [U14(2nd)]. This aligns with previous literature, which highlights greater increases in speed prior to PHV and more significant gains in strength once PHV is reached or surpassed, typically around the age of 14 (45–47). The findings of this study also support certain long-term development models based on maturation status, such as the YPDM (47), which emphasizes that different physical qualities develop at varying rates throughout maturation, with neural and mechanical factors playing a key role in the enhancement of speed and strength. These findings also emphasize the importance of considering the maturity status in talent identification and development processes, as relatively younger and late-maturing players may be overlooked despite their potential. Integrating maturity assessments into youth football selection could help mitigate the impact of the RAEs, promoting a fairer and more comprehensive approach to player development.

The study is not without limitations. The selected sample for this study comes from various research projects, with data collected at different points in time over the past 10 years. To mitigate this potential limitation, all assessments were conducted by the same research team using consistent materials and procedures. However, this temporal variability may still introduce inconsistencies in the data due to potential changes in selection practices and developmental trends within youth football. Additionally, a potential limitation is the possibility that some players may appear more than once in the dataset, given the longitudinal data collection over 10 years. Nevertheless, the high variability of clubs and academies involved reduces the likelihood of duplicate players, and any potential overlap does not affect the cross-sectional nature of the analyses, which treat each data point as an independent representation of the player at a specific stage of their development. Another consideration is that Tables 3, 4 present information by competitive categories, which include two-year selection groups (e.g., U14 1st and 2nd year). This could imply a loss of information by not displaying the data according to single-year categories. Although competitive categories allow players from both birth years to compete together, clubs and academies often structure their teams with players from a single birth year [e.g., only 14(1st) players competing at the highest competitive level and 14(2nd) players competing at the lower level]. Therefore, if the analysis were conducted by birth year instead of by full competitive category, it would reveal the absence of players of a specific age in certain competitive levels. The estimation of PHV in this study was conducted using the original formula by Mirwald et al. (27). While this may represent a limitation of the study, as newer formulas and corrections (e.g., Moore's correction to the Mirwald equation) have been developed in recent years (48), some of the data analyzed were collected several years ago, at a time when PHV was commonly estimated using Mirwald's formula, which was the most widely used method at that time. Regarding coaches' efficacy expectations, another limitation is that only the efficacy expectations of each coach for their own players were assessed. This means that variations in individual coaches' perceptions could lead to differences in evaluations between teams. This limitation is somewhat mitigated by including only qualified coaches with over five years of experience in youth football. Additionally, given that our sample was specific to Spanish youth football, results may differ in other cultural contexts or sports systems with varying selection pressures and competitive structures.

In terms of practical implications, addressing the RAEs require a multi-faceted approach, as recommended by Romann et al. (17). Strategies such as adjusting selection procedures, implementing birth-date banding or bio-banding, and delaying age-based competition until post-maturation could help balance developmental opportunities (49, 50). Additionally, fostering the inclusion of teams composed solely of players born in the second half of the year or late-maturing players—as parallel teams to higher-level competitive teams within the academy—could provide appropriate training stimuli tailored to their characteristics, rather than leading to early dropout from the sport. This approach could increase participation of these players in the short term, thereby acutely reducing the RAEs, while also offering the potential to identify future talent once growth and maturation processes have levelled among players. By emphasizing long-term athlete development over early success, sports organizations can foster a more equitable environment, allowing late-born athletes and those with delayed maturation to realize their potential without the disadvantage posed by early selection biases. Furthermore, considering the previously mentioned underdog hypothesis and the long-term benefits that relatively younger individuals may develop, it is worth exploring whether players should be challenged by training and competing with older individuals as part of their development. A more flexible and dynamic youth development pathway, in which players have opportunities to train and compete across various age groups, could be beneficial for all athletes.

Our study confirms that RAEs remain a significant factor in youth football, particularly within competitive structures that favor early physical and cognitive advantages. By analyzing a representative sample across different age categories (U12, U14, and U16) recruited over a 10-year period, our findings provide a comprehensive perspective on how environmental (age category, coaches' expectations), task-related (competitive level, field position), and individual (maturity status, physical performance) factors contribute to RAEs. The consistent overrepresentation of early-born players, especially in higher competitive levels, highlights that selection processes continue to favor those with early physical advantages, reinforcing systemic biases in talent identification. Coaches' expectations further amplify this effect, as they often perceive relatively older players as having greater potential, influencing their selection and development opportunities. However, our study reinforces that RAEs and maturity status, though related, are distinct constructs, emphasizing the need for talent identification models that prioritize biological rather than chronological age. Educating coaches to recognize and address these biases is also crucial in fostering a more inclusive talent development framework that prioritizes long-term potential over short-term success.
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This study examines the dropout rates among French swimmers based on performance levels, sex, and relative age. Using data from 160,861 swimmers under the age of 21, we analyzed the distribution of birth quarters and dropout rates across performance levels. Chi-squared tests were conducted to confirm the significant effect of birth quarter on performance. Kaplan–Meier Survival (KMS) curves were used to evaluate and interpret the impact of sex and relative age on dropout trends. The results show that dropout peaks occur at 13.16 years for girls and 17.50 years for boys. Analyzing by age year, at 13 years, the top 10% of female swimmers exhibit a dropout rate of 8.7% (9.9% for males), while the bottom 10% show a much higher rate of 78.1% (69.3% for males). By 17 years, the dropout rate rises to 39.6% (28.6% for males) for the top 10% and 91.7% (83.4% for males) for the bottom 10%. KMS curves, stratified by age, reveal similar dropout trends for both sexes below the age of 13. However, after this age, the dropout rate increases more sharply among females, reaching a maximum difference of 4.8% at 17.9 years. Disparities in dropout rates based on birth quarters are most pronounced at 12.7 years for girls (10%) and at 14.7 years for boys (8.1%). This study underscores the significant influence of sex, relative age, and performance level on dropout rates among French swimmers. Higher performance levels are associated with lower dropout rates, and female swimmers display consistently higher dropout rates than their male counterparts.
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Introduction

Dropout in youth sports is defined as the termination of participation in a specific sport, without necessarily ceasing participation in all sports (1). It represents a critical challenge in the development of young athletes, with wide-reaching implications for both the individual and the broader sports ecosystem. Dropout is often linked to factors such as loss of interest, boredom, attraction to other activities, conflicts with coaches, injury frequency, stagnation in performance, and a lack of enjoyment (2, 3). Conversely, sustained participation is frequently associated with positive parental support, intrinsic satisfaction from the sport, and rewards derived from success (3). However, excessive pressure during adolescence can lead to disengagement (4), further complicating the retention dynamics in youth sports. While these general factors have been widely documented, the interplay of sex, performance level, and the Relative Age Effect (RAE) in explaining dropout patterns remains underexplored, particularly in the context of competitive swimming.

The concept of RAE has been widely studied in team sports, revealing an overrepresentation of athletes born early in the selection year due to developmental advantages (1). However, its impact on individual sports like swimming remains underexplored, particularly in the context of dropout. This study addresses this gap by analyzing dropout rates among French swimmers with respect to sex, performance level, and birth quarters. Investigating these factors is crucial, as dropout trends differ significantly between boys and girls, often peaking during puberty (5), and are influenced by performance pressures and relative age disadvantages.

The present study is grounded in three key hypotheses to address this gap. First, we hypothesize that dropout rates will differ between male and female swimmers, with female athletes experiencing higher dropout rates at an earlier age. This hypothesis is supported by prior studies highlighting gender disparities in youth sports participation, as well as the unique pressures often faced by female athletes during adolescence. Second, we anticipate that RAE, a phenomenon in which athletes born earlier in the selection year gain a relative advantage in physical and cognitive maturity compared to their peers born later, will play a role in dropout patterns. Specifically, swimmers born in the first quarters of the year are expected to have lower dropout rates than those born in later quarters, as the advantages conferred by RAE have been shown to impact both performance and selection in youth sports. Finally, performance level is hypothesized to significantly influence dropout rates, with higher-performing swimmers—those in the top deciles of performance—being more likely to persist compared to lower-performing swimmers. This aligns with previous findings suggesting that success in competition fosters continued engagement, creating a virtuous cycle of commitment and achievement.

While several studies have examined dropout rates in youth sports, most rely on descriptive statistics rather than more robust methods such as survival analyses. Kaplan–Meier Survival (KMS) analyses and Cox regression models, traditionally used in medical research, offer a powerful framework for investigating dropout rates. These methods account for censored data, enabling a more nuanced understanding of persistence over time. For example, in a study of Flemish gymnasts, only 17.6% of athletes remained in the high-performance pathway for more than five years, with an average survival time of 2.5 years (6). Similarly, survival analyses applied to Canadian female soccer players revealed that only 23.3% persisted over a seven-year period, with disparities in survival times based on birth quarters (7). Such findings underscore the utility of survival analyses in identifying dropout patterns across various sports.

The concept of RAE adds another layer of complexity to youth sports retention. RAE, which reflects the advantage of being relatively older within an age group, has been shown to influence performance and participation in a wide range of sports. For instance, Canadian female soccer players born in the first quarter of the year demonstrated longer survival times in the sport compared to those born later in the year (7). However, the extent to which RAE influences dropout varies by sport and context. In swimming, RAE has been shown to impact young French swimmers regardless of sex or competitive level (8). This suggests that while RAE is a relevant factor, its interaction with other variables, such as performance level and sex, warrants further investigation.

Swimming provides a unique context to study dropout and RAE because it is both highly competitive and performance-oriented, with objective and standardized metrics for success. Prior research among Australian swimmers identified factors such as age, level of competition, and proximity to urban centers as significant predictors of dropout, whereas sex and relative age appeared less influential (1). However, no study to date has examined dropout in French swimmers using an integrative approach that simultaneously considers sex, RAE, and performance level. The present study seeks to fill this gap by investigating dropout patterns among French male and female swimmers, with a particular focus on the 50 m freestyle event—the most widely contested swimming event. By examining the interplay of sex, performance levels, and birth quarters, this study aims to provide novel insights into the mechanisms underlying dropout in swimming. Understanding these dynamics is essential for identifying at-risk athletes and developing targeted interventions for coaches, policymakers, and sports federations to foster long-term engagement in the sport.



Materials & methods


Data collection

The database from the French Swimming Federation provides all French participation in all types of competitions (local to international) from 2002–2020 in all individual events (50 m, 100 m, 200 m, 400 m, 800 m, 1,500 m Freestyle, 50 m, 100 m, 200 m Breaststroke, Backstroke and Butterfly). For each swimmer, birthdate, performance time and competition are available. All performances took place in 50-meter pools, which is the official Olympic standard length. Only swimmers who started competition before the age of 18 and competed at least two seasons were considered. Swimmers (50.8% females) were divided into age categories. According to the French Swimming Federation, the female age categories are as follows: Kids: under 10 years old, Youth: between 11 and 13 years old, Junior: between 14 and 16 years old, Senior: over 17 years old. For males, the age categories are shifted up by one year. At each age, swimmers are divided into performance decile, according to their best performance. A performance decile is a method of dividing a ranked dataset into ten equal parts, with Decile 1 representing the top 10% of swimmers (highest performance) and Decile 10 the bottom 10% (lowest performance). Indeed, for our analysis Decile 1 includes the top 10% of swimmers (highest performance), Decile 2 represents the 10%–20% performance range, Decile 3 covers the 20%–30% range, and so on, ending with Decile 10, which includes the bottom 10% of swimmers (lowest performance). This classification provides a consistent and comparable metric for assessing swimmers' relative performance each year, independent of competition levels or age groups. By using deciles, we can intuitively analyze trends, such as how dropout rates vary across performance levels, allowing us to compare top-performing and bottom-performing swimmers without being limited to specific events or competitions.



Relative age effect

The distribution of the birth quarters (Q1: January–March, Q2: April–June, Q3: July–September, Q4: October–December) was calculated for each decile. Chi-square tests was run for each age category to identify significant differences of birth quarters between performance deciles.



Dropout

Dropout was defined as swimmers disappearing from the database before age 21 or being absent for at least two consecutive seasons before 21. The starting age was the swimmer's first recorded competition. Dropout rates were analyzed by performance decile, event, and sex, using linear regression to test the relationship between decile and dropout rate. The analysis ended in 2020 to avoid the confounding effects of the COVID-19 pandemic, which disrupted sports participation. A two-year absence threshold was chosen to account for temporary absences, such as injuries, ensuring that only permanent dropout was identified. Swimmers competing continuously until 21 or with interruptions of less than two years were not classified as dropouts. We measure the dropout proportion for each performance decile, event and sex. The dropout rate “r” at age “t” will be expressed as a function of the membership of performance decile D at age t-1. At each age, we perform a linear regression between the dropout rate and decile:

r=a*D+b

We perform a Student test to test the hypothesis that the coefficient “a”, representing the additional percentage per decile, is different from 0 at threshold 0.05.



Survival analysis

To study the evolution of the onset of dropout according to sex and birth quarter, KMS curves were estimated. This method was particularly adopted here as it allows to deal with swimmers who started swimming at different times in their life, considering starting age. In this study, KMS curves were plotted according to relative age in order to compare athletes at a similar stage of their career. Kaplan Meier estimates were computed to determine differences in terms of dropout between birth quarter for each sex. To assess the significance of the results, log-rank tests were performed for each considered groups. This test checks whether KMS curves are significantly different from each other.




Results

160 861 athletes who started swimming before the age of 18 are included in this study (49.2% male). Among those who are at least 21 years old and have been practicing for at least two seasons, 79.1% of male and 87.2% of female have dropped out of swimming. Regardless of the age at which the performances are carried out, girls drop out the most at 13 and boys at 17. When we look at the ratio of these frequencies to the population of the age concerned, the dropout rate is higher at 17 for both girls and boys.

The distribution of swimmers by birth quarters within each performance decile is shown in Figure 1 for the 50 m Freestyle male and female event in the 50 m pool at 13 and 17 years old. The birth quarter distribution between Q1 and Q4 for all other events is shown in Supplementary Table S1 in Supplementary File. Swimmers with at least one performance time at 13 and who are more than 15 years old at the last recorded competition are considered here (similarly for 17 years old swimmers, only those with at least one performance time who are older than 19 are included). By conducting a chi-square significance test on all events, females support a significant effect from birth quarter on performance decile from 13–18 years of age (and from 13–19 years of age for males, except in breaststroke; p-value < 0.05).
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FIGURE 1
Distribution by birth quarter and performance decile of swimmers at 13 (A) and 17 (B) years old in the female 50 m freestyle and of swimmers at 13 (C) and 17 (D) years old in the male 50 m freestyle.


At age 13 in decile 1, 40.3% of female swimmers are born in Q1 vs. 12.4% in Q4 (Figure 1A), while 47.3% of males are born in Q1 vs. 8.7% in Q4, (Figure 1C). The proportion of Q1 decreases significantly and the proportion of Q4 increases significantly as performance level decreases, from decile 1 to decile 10.

At age 17, the difference is smaller but still present: 29.6% of females belonging to decile 1 are born in Q1 vs. 20.5% in Q4, (Figure 1B) while 34.0% of males are born in Q1 vs. 14.1% in Q4 (Figure 1D).

The evolution of the dropout rate by performance decile for the female and male 50 m Freestyle is presented in Figure 2. Chi-squared tests highlight the significant effect of the performance decile at age t on dropout at t + 1 in both sexes from age 8 onwards. The dropout rate increases significantly with performance decile. The dropout rates at ages 14 and 18 according to performance deciles 1 and 10 at ages 13 and 17 respectively are presented in Supplementary Table S2 in Supplementary File.
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FIGURE 2
Dropout rate at age 14 based on performance deciles at age 13 in the female (A) and male (C) 50 m freestyle in the 50 m Olympic swimming pool. Dropout rate at age 18 based on performance deciles at age 17 in the female (B) and male (D) 50 m Freestyle in the Olympic swimming pool (50 m).


The KMS curves according to sex are presented in Figure 3. 74,922 males and 80,170 females started swimming at 8 years or later. The KMS curves are similar before the age of 14; then, the difference between the two curves becomes significant from the age of 15 onwards (log-rank test: p-value < 0.005): females drop out significantly more than males. The greatest difference between both sexes occurs at 17.89 years, where females are 4.8% more likely to drop out than males.


[image: Kaplan-Meier survival estimate graph by sex, showing survival on the y-axis and age on the x-axis. Two lines represent genders: blue for males and orange for females. A 4.8% difference is marked at age 18-20, where the survival rate for females is slightly higher.]
FIGURE 3
KMS curves by sex.


The KMS curve for quarter 1 is always above that of the other quarters from age 10 onwards for females (log-rank test: p-value < 0.005, Figure 4A) and from age 13 onwards for males (log-rank test: p-value < 0.005, Figure 4C), while the KMS curve for quarter 4 is always below that of the other quarters. Focusing only on the difference between the quarter 1 and quarter 4, the largest observed difference between the two corresponding KMS curves occurs at 12.71 years old with a 10% difference (Figure 4B) and at 14.67 years old with 8.1% (Figure 4D).
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FIGURE 4
(A) KMS curves according to birth quarters for females (B) zoom in on the first and last quarter KMS for females between 11 and 14 years of age (C) KMS curves according to birth quarters for males (D) zoom in on the first and last quarter KMS for males between 13 and 16 years of age.




Discussion

This study highlights the impact of sex, birth quarter and performance level on dropout rates for all swimming events among 8–21 years old swimmers. It shows that the dropout rate increases when the level of performance decreases. The Kaplan Meier survival curves show a similar evolution of dropout rates for girls and boys until the age of 13, after which girls tend to drop out significantly more than boys, who face a peak in dropout around the age of 17.


Dropout and birth quarter

A relative age effect is found within the performance deciles, particularly at age 13, for both girls and boys, in accordance with previous study (9). In the top performance decile, the proportion of swimmers born in the first quarter of the year is consistently higher than the proportion born in the last quarter (3). Taking the top 10% of a sample of Australian swimmers (equivalent to our performance decile 1), at ages 13, 14, 15 and 16, the proportion born in Q1 is 56%, 42.9%, 50% and 36.4%, while that born in Q4 is 4%, 8.9%, 8.3% and 14.5% respectively. At 13, 14 and 15, the authors identify a large effect size and a medium one at 16 years of age. Difernand et al. (9) also highlight a relative age effect accentuated by the level of performance in French 50 m Freestyle swimmers. In a study (4), reveal a similar trend in 12–15-year-old 100 m and 200 m breaststrokers, with more Q1 born swimmers in the top 10% than Q4.

Yet, month of birth is not the only birth-related variable that affects dropout. The place of birth also seems to have an influence (6). Brazilian footballers, who were born in the first half of the year in a city with less than 100,000 inhabitants and a human development index (dimensionless composite index between 0 and 1, calculated on the basis of the quality of life of their citizens: health, education, standard of living) above 0.501 are more likely to play in the top teams of the Brazilian football league compared to those whose born in the second semester (6). Good access to health and education facilities may encourage sports participation, especially among young people (6), and human development index may favor the development of sport (7).



Dropout and performance

We find that the dropout rate is lower when performance level increases. It may be due to the coaches paying more attention to the best swimmers of the category, in the quest of future medals. The relationship with the coach and manager and the attention given to young athletes is a determining factor in future success (8). To our knowledge, there is no study yet that has quantified dropout by distinguishing performance levels. However, Rottensteiner (10) and Eystein mentioned stagnation or decline in performance as a major cause of low self-esteem, lack of motivation and dropout (11). Attempting to achieve a higher performance may turn into an obsession and eventually becomes a source of demotivation (11). Lack of success is one of the major factors for withdrawal from sport (12). In addition, the desire to spend more time with friends or practice other activities, with time spent away from sport or school is important (10, 11, 13). In particular, some “dropped-out” swimmers considered competitive swimming as less important than other activities (12), with a high level of burnout within competitive swimming (14). When the return on investment is not as good as hoped for, and the results not as expected, the heavy volume of training and the relationship with the coach tend to be blamed (13). Indeed, swimmers find training intolerable when they are not satisfied with the results.



Dropout age and sex

Our sample of females swimmers present a dropout rate significantly higher than their males' counterparts (87.2% vs. 79.8%), in accordance with previous studies (15). Among the population of French swimmers, females drop out the most at 13 years of age and males at 17, a trend similar to young French footballers (16, 17). This highest probability of dropping out of swimming at age 13 for girls is consistent with the difference in the two survival curves between the first and last quarters, which peaks at 12.71 years. Erlandson et al. (18) investigated growth and maturation in gymnastics, swimming and tennis among 222 athletes, and suggested that puberty could be an explanatory factor. With the menarche, the body changes which may affect negatively the motivation and slow down the sport practice, with the acceptance of a new morphology, the management of menstruations, the appearance of body hair while going to the pool or the difficulty to fit in a swimming suit.

For boys, on the other hand, the maximum dropout difference between the first quarter and the last quarter occurs at 14.61 years of age, almost two years later than for girls. Once again, the connection with the onset of puberty may be questioned. Peak of Height Velocity (PHV), i.e., the time of maximum height growth, generally occurs later in boys (between 13 and 15 years) than in girls (between 11 and 13 years) (19, 20). Also, the fact that the probability of boys dropping out is highest at 17 may be linked to the moment of moving out from high school and therefore to a choice to be made. A study (21) of 169 student athletes in team sports (basketball, baseball, softball, volleyball) and individual sports (tennis, golf, cross country, swimming) revealed that more than half of the students report that it is difficult to match both athletic and academic expectations and that it is not easy to find enough time to study during their sport season.

To our knowledge, the only study using Kaplan Meier survival curves to investigate the dropout of swimmers was conducted by Moulds et al. (22). Among 7,895 female and 6,545 male swimmers, they found that 33% and 35% respectively dropped out after 2 years, while the median time of participation before dropout was 4 years. In a second part of the study, the authors sought to incorporate the notion of competition and considered 758 female swimmers and 603 male swimmers who are involved in competition. Among them, respectively 28% and 35% dropped out after 2 years of practice. The authors revealed that dropout was not associated with sex and birth quarter, unlike in our study. Indeed, by the age of 21, we show that females have significantly dropped out more than males. Other variables are included in the Moulds et al. study, such as socio-economic categories of the swimmer's living area, age category, level of competition, and proximity to a major city. These variables, which are related to the social developmental environment of the young swimmer, are found to be significantly more important and are the strength of this study. Møllerløkken et al. (15), in a meta-analysis showed that girls tend to have a higher dropout rate (26.8%) than boys (21.4%). Vilhjalmsson et al. (23) analyzed the sports habits of more than 3,000 Icelandic 6th, 8th and 10th grade students. They also found a higher dropout rate for girls at 34% and for boys at 29%. Their study showed that girls are less likely to join a sports club and are less physically active. In this study, girls reported practicing physical activity with their mothers or older sisters, while boys preferred practicing sport with their friends.



Strengths & limitations

In swimming, some strokes require a high level of technique and a longer learning time. Swimming a 50 m freestyle is different from swimming a 1,500 m freestyle at 13 years old. Also, the return on investment may be delayed on longer distances, which may explain a higher dropout rate with the event distance. Experience was not taken into account in this study: some swimmers may regularly compete when others compete only once a year, but this may also be linked to the performance level. Other variables, such as information related to the club, training, school or familial environment, may also be relevant and generate future research. To strengthen the manuscript's impact, we propose actionable recommendations for coaches and policymakers based on our findings. Coaches should implement tailored retention strategies for younger swimmers, focusing on critical dropout ages—around 13 for girls and 17 for boys. Strategies like psychological support, individualized training, and mentorship programs can help sustain motivation and engagement. Policymakers should address the Relative Age Effect (RAE) by restructuring age-group categories or offering development programs for late-born swimmers, fostering inclusivity and long-term retention. Future research should explore interventions to mitigate RAE, investigate psychological and social factors influencing dropout, and analyze how specialization timing or multi-event participation affects retention. These efforts would provide a more holistic understanding of dropout and inform targeted strategies for swimmer retention.




Conclusion

This study highlights the different impacts of sex and performance level on the dropout rate of young French swimmers. Girls drop out more frequently and earlier than boys while dropouts increase when performance level decreases. In that sense, since being highly performing at a young age is not necessarily a factor for success at the senior elite level (24–26), coaches and federation members could use this argument to explain to young athletes that they should not drop out based solely on performance.
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Orienteering is a sport where participants must choose the best route between control points marked on the map, combining it with their displacement capacity. It combines endurance running with mental capacity. As in other sports, age can be a determinant in defining differences among youth runners. In this research, the hypothesis is that older orienteers will show better performance than younger orienteers within the same competitive group, for both girls and boys. Overall, official results of the FEDO (Spanish Federation of Orienteering) in long and middle-distance events, from 2005 to 2023, have been analyzed (sprint format events were excluded). Different categories from ten to twenty years of age for both sexes were included, and each category was divided into two years (1Y, 2Y) and two semesters (1S, 2S) within each year, creating four independent variables from the combination of year and semester (1Y1S, 1Y2S, 2Y1S, and 2Y2S). A total of 7,731 entries were examined, 4,318 were boys and 3,109 were girls. Descriptive statistics were analyzed for each variable, showing the mean and standard deviation. Normal distribution was confirmed for all variables (p > 0.05). Results showed a significant performance difference in favor of older orienteers in the youngest categories (U-10, M/F-12, M/F-14, and M-16), with these differences disappearing as age and performance increased (M/F-18 and M/F-20). These findings support the research hypothesis and align with other studies where age-related differences have also been found in other sports.
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Introduction

Orienteering is a sport that involves navigating through unfamiliar terrain using a map and compass to locate specific points in the shortest time possible. Orienteering can take place in various environments such as forests, urban areas or parks, making it a versatile and engaging outdoor activity for people of all ages. Participants must use their navigational skills to choose the best route between control points marked on the map by combining it with their displacement capacity. It combines physical exercise with mental challenges, requiring both physical fitness and strategic thinking.

The popularity and understanding of orienteering have been on the rise globally in recent years, which could potentially influence the emergence of Relative Age Effects (RAEs). Despite the scarcity of comprehensive studies that contribute to the enhancement and peak performance of orienteering athletes, emerging research aims to investigate some of the most crucial aspects of orienteering. For instance, the systematic review by Batista et al. (1) provides an exhaustive overview of studies from recent decades concerning the physiological and cognitive demands of orienteering. Subsequent studies have also focused on evaluating cognitive performance and its correlation with physical performance (2, 3). Others have explored the benefits of orienteering practice in preventing cognitive decline (4), addressed issues related to musculoskeletal injuries and training patterns (5–7), and examined the relationship between various physical abilities, motor coordination skills, and orienteering practice (8, 9). In the realm of nutrition and anthropometry, specific studies are beginning to surface (10). Additionally, investigations into technical errors in orienteering have been conducted (11). Moreover, research on navigation skills (12, 13) and mental rotation skills (14), although not directly specific to orienteering, have significant applicability. These studies underscore gender differences, and one of them (12) even discusses the potential impact of cultural activities (citing the example of orienteering in Nordic countries) on cognitive performance.

However, to identify and clarify the key factors of orienteering performance, the potential predictors of talent, and to determine the best methods of assessment, there is a clear limitation and controversy. Although there are studies, including some very recent ones, they are insufficient, suggesting a need to expand this line of research (15–19). This limitation primarily stems from the nature of orienteering and its conditions during the competition -different terrains, routes, height differences, or the interaction among runners during the race–making the monitorization of the performance a difficult task, with specific field test. Consequently, the results of the competition could be a key factor in tracking the sports talent in orienteering just as it is done in other similarly competitive nature sports (20).

Talent selection processes in orienteering primarily rely on performance in regional and national competitions, where athletes are evaluated for their navigation skills and physical endurance. Additionally, coaches play a crucial role in determining training opportunities, often prioritizing athletes who demonstrate superior performance at an early stage. The number of competitions per season varies, with a structured series of regional and national events allowing athletes to accumulate points and gain deliberate practice (21). Performance in these events often influences future competition levels, as stronger results lead to more advanced participation opportunities. Importantly, orienteering follows a cut-off date of January 1, meaning that athletes born early in the year may have a developmental advantage over those born later.

Accordingly, to form competitive groups within sports organizations, one fundamental criterion commonly employed is the year of birth. While this method is straightforward and often utilized in established systems like education, it poses certain drawbacks for the optimal nurturing of sporting talent. Nonetheless, for a competition to be effective, the performance of orienteers should be compared on an equal basis. An individual born in January is nearly twelve months older than someone born in December of the same year. Consequently, any physical and psychological advantages or disadvantages that may arise could be attributed to this age gap (22). The consequences attributed to those differences have been studied extensively as the Relative Age Effects -RAEs-, being more prominent in younger age groups (23, 24). Additionally, in orienteering, the competitive groups are defined with a range of two years (for children and teenagers) and therefore the aforementioned differences could increase significantly.

Understanding how RAEs influence sports performance requires acknowledging the complexity of identifying factors that contribute to talent development. The process of identifying such factors is inherently multifaceted (25). For instance, first-level influences—such as genetics, training, and physiological factors—play a direct role in shaping talent (26). However, secondary and indirect factors, like the RAE, can also significantly affect the opportunities and developmental pathways of young athletes (27). These secondary influences are particularly relevant in the context of orienteering, where competitive age groupings and environmental conditions may exacerbate disparities.

These consequences can be interpreted as a systematic discrimination and/or unequal opportunities for those individuals born shortly before the cut-off date of the competitive selection year (28). From another perspective, an orienteer might perceive a lack of sporting prowess or ability compared to their peers -within their competitive group- at a particular moment, potentially leading to negative feelings regarding their skills (29). This could result in a misguided belief that they are not achieving the same levels of success as others, diminishing their motivation in sports and increasing the possibilities of dropout (30, 31). As an example of this fact, one could cite scientific literature focusing on Athletics, which indicates that under-18 and under-20 athletes born in the first week of the year are about 2–3.5 times more likely to be included in the top-100 ranking than the athletes born in the last week of the year (28); some authors have investigated this phenomenon, referring to it as the Galatea effect in sport (32). The decisions made by coaches or scouts, as well as the criteria outlined in training programmes, may be influenced by short-term performance, prioritising maturation aspects over the innate potential of the orienteer. This approach can impede the development of long-term sporting talent (33), depriving vulnerable individuals of the deliberate experiences necessary to achieve expert performance (34).

The concept of constituent year effects refers to the impact of an athlete's birth year within a multi-year age category and its influence on competitive outcomes. Unlike the RAE, which examines disparities arising within a single-year age group, constituent year effects focuses on differences that emerge due to an athlete's birth position within a multi-year cohort. Research suggests that athletes born in the earlier years of a multi-year age category may have a competitive advantage over their younger counterparts due to increased physical and cognitive development during early stages of participation. For instance, studies on elite German youth basketball players indicate that the proportion of athletes per constituent year varies across age categories, with older individuals within the multi-year bands being overrepresented at higher competitive levels (35). Similarly, research on age-group effects in various sports suggests that constituent year effects prevalence can influence both individual development trajectories and overall team performance (36). Additionally, a longitudinal study on French top youth table tennis players found that birth quartiles were significantly associated with performance trajectories, particularly among male athletes under 18, highlighting the long-term impact of early relative age advantages within multi-year competitive structures (37). These findings imply that the structure of age-group classifications in sports can inadvertently benefit athletes born earlier in the designated age bands, potentially creating long-term disparities in skill acquisition, training opportunities, and career progression.

In consequence, it has been observed that RAEs influence coaches' decisions, favouring greater opportunities to add competitive hours (38). This data underscores the notion that older individuals — in the same year — have increased opportunities for skill acquisition within a competitive setting. Moreover, these elevated expectations from coaches or even family members would favour individuals with more advantageous RAEs, a phenomenon known as the Pygmalion effect in sport (32). Thus, the resulting consequences create a feedback loop that perpetuates advantages for those with more beneficial RAEs; this phenomenon is also explored in sports, termed the Matthew Effect (32), which necessitates mitigation from a professional standpoint.

Numerous comprehensive and recent scientific studies have explored the concept of Relative Age Effects (RAEs) in individual sports (39–46). However, when we narrow our focus to orienteering specifically, there is a scarcity of research linking RAEs to this sport. To our knowledge, only one recent study (47) has addressed RAEs in orienteering. Conducted in Sweden, this research presents an intriguing comparative analysis of the impact of RAEs on performance across various sports—Cross-country skiing, Alpine skiing, Athletics, Orienteering, Chess, and E-Sports- It also categorizes participants by age range, but does not consider competitive groups. Another related study (48), although not specific to orienteering and conducted within the context of soccer, associates RAEs with cognitive-attentional functioning. This aspect could be crucial for enhancing performance and identifying talent in orienteering. Despite these contributions, no study to date has demonstrated the relationship between relative age, competitive groupings, and orienteering with a broad sample and rigorous methodology. This gap in the literature sparks interest within the scientific community.

Once a comprehensive overview of the current state of research is provided, further investigation is warranted to ascertain how various variables influence talent development in young orienteers—factors such as age, gender, performance level, and experience—. Therefore, building upon the findings from the literature review mentioned earlier, the initial hypothesis posits that:

Hypothesis (H1). Older orienteers will show better performance than younger orienteers within the same competitive group, both girls and boys.



Materials and methods

A transversal study design was used because this research concerned results from national events in Spain within the different youth categories. Thus, the overall results of the races were analysed. Therefore, the research design was based on an retrospective analysis without interference in the natural context of the events under study. Orienteering has experienced steady growth in Spain, particularly in youth categories, with an increasing number of participants each year. According to FEDO (Spanish Federation of Orienteering) reports, Spain hosts multiple national and regional events annually, with thousands of registered orienteers actively competing across different age groups. Despite being a specialized sport compared to traditional team sports, orienteering has gained recognition as an important discipline in outdoor and endurance sports.


Sample

All data originated from the official results of the FEDO in long and middle distance events from 2005 (the first year in which data is available through electronic control systems) to 2023 were included, that is, 19 seasons. The races in sprint format (urban) were excluded from the analysis.

All the results analysed correspond to races belonging to the national league in young categories, included Under 10 (9–10 years old, boys and girls competing together). The categories or competitive groups included are (M = male, F = female): M/F12 (<12 years old), M/F14 (13–14 years old), M/F16 (15–16 years old), M/F18 (17–18 years old) and M/F20 (19–20 years old). A total of 7,731 entries were examined, 304 were boys and girls in U-10; 4,318 of which were boys and 3,109 were girls (Table 1), representing the whole context analysed (100%). In order to avoid bias in the research the same individual could register different entries for different seasons. However, those orienteers who competed in competition group above their chronological age were excluded from the analysis (n = 23). Thus, this registry of the data contributes to a greater understanding of the cases, due to the same orienteer being able to provide data related not only with its first year but also with its second year of the next season. FEDO was informed of the aim of the study and gave its consent for the publication of the data, anonymously, after signing a confidentiality agreement with the University of Alicante.


TABLE 1 Frequency of participation according to sex, competitive group and relative age semester.

[image: Table showing the distribution of participants in various competitive groups. The columns are divided into "Girls" and "Boys" with ages F12 to F20 and M12 to M20, respectively, and a separate column for U-10. The groups are labeled 2Y1S, 2Y2S, 1Y1S, and 1Y2S. Sample sizes are n equals three thousand one hundred nine for girls, n equals four thousand three hundred eighteen for boys, and n equals 304 for U-10. Each cell contains a number representing the count of participants. Additional details explain the age range and year grouping for each label.]



Procedure

Firstly, we identified both year (1Y or 2Y) within the competitive group and relative age semester (S1 = January–June; S2= July–December) as an independent variable for all the orienteers that participated, in at least one race, in the National Federation League of orienteering in Spain during the past 19 seasons 2005–2023 in the categories indicated above (Table 1). Therefore, four independent variables were used from the combination of the year and the semester: 1Y1S = First season within competitive category and first relative-age semester; 1Y2S = First season in competitive group and second relative-age semester; 2Y1S = Second season and first relative-age semester; 2Y2S = Second season and semester.

Secondly, the performance indicator—PI—was calculated in all the races. This indicator, used in other sports with the same monitoring and control difficulties (49), is calculated from the results in competition, which are obtained through a chip-timing system that allows to check an overall time for each individual with a high level of precision. PI is expressed from 0 to 100.00 points, with 100.00 being the score for the best time of the race and, therefore, the best performance. The rest of the orienteers' performances were calculated as a proportional part of that mentioned best time [PI = (Best Time × Personal Time−1) × 100]. An exception is set for the results in the Spanish championships, as the score for the best performance increases by 5% (105 points for the best performance).

Finally, a dependent variable was calculated from the PI as the average of all PI achieved by the individual over long and middle distance races during that season.



Statistical analysis

The analysis of the data was carried out using SPSS® by IBM® software which was released in version 28 and with Microsoft Excel® for Mac in its 16.83 version. Descriptive statistics were analysed for each variable, showing the mean and standard deviation. In the different analyses, normality test was applied to the continuous variables (Shapiro–Wilk for n < 50 or Kolmogorov–Smirnov for n > 50). As a result, a normal distribution was shown for all variables (p > .05). In consequence, Anova 1-way and post-hoc test was applied. Since the homocedestacity criterion was not met, the statistical test Games-Howell was considered. Using Microsoft Excel software, the effect size was calculated (50). The effect size results (ω2) were classified into small results (0.01–0.06), medium results (>0.06–0.14), and large results (>0.14) (51). The level of significance was established in .05 in all cases except for the correction of Bonferroni (p < .008) in the post-hoc peer comparison.




Results

First, based on the relative age semester (Table 2), it was observed that for each competitive group, the best results were obtained by both, male and female orienteers born in S1 (January–June). Secondly, as a result, Anova 1-way test results indicated that, based on the performance differences depending on the specific year and semester of birth (Table 2), statistical differences (p < .001) were observed in the youngest categories, this is, M-12, M-14 and M-16 (Figure 1) and U-10, F-12 and F-14 (Figure 2).


TABLE 2 ANOVA-1 way test for performance in orienteering races according to the different groups (average ± standard deviation).

[image: Table comparing competitive groups by age and sex, showing older to younger groups (G1 to G4) with F-ANOVA and effect sizes. Mixed group includes under-10, females and males categorized by ages 12 to 20. Significant post-hoc Games-Howell tests are noted, with effect sizes for each comparison marked where applicable. ES indicates effect size and significance levels such as p < .001.]


[image: Bar chart titled "Males" displaying PI values on the vertical axis for different groups labeled G1 to G4 across three conditions: M-12, M-14, and M-16. Bars are in blue for M-12, yellow for M-14, and green for M-16, with error bars. Asterisks indicate significance levels.]
FIGURE 1
Bars graph representing the results of post-hoc games-howell test for the performance difference depending on the semester and year of birth of male children orienteers (*p < .0083 compared to G1; **p < .0083 compared to G2 and ***p < .0083 compared to G3).



[image: Bar chart comparing PI values across different groups labeled G1 to G4, in three categories: U-10, F-12, and F-14. U-10 is in orange, F-12 in blue, and F-14 in purple. Asterisks above certain bars indicate significant differences. Error bars show variability.]
FIGURE 2
Bars graph representing the results of post-hoc games-howell test for the performance difference depending on the semester and year of birth of under-10 and female children orienteers (*p < .0083 compared to G1).


The Games-Howell statisticians of the post-hoc analysis (considering Bonferroni correction to avoid type II error; p < .0083) showed differences in favour of the older group (G1 = 2Y1S) compared to the younger group (G4 = 1Y2S) in all competitive groups that showed differences in Anova (U-10, M/F-12, M/F-14 and M-16). Specifically in males, M-14 presented differences among all its competitive groups except for G1 over the second largest (G2 = 2Y2S). Differences were also shown between G1 over the second younger group (G3 = 1Y1S) and G2 Vs. G4, in M-12 (Table 2, post-hoc).



Discussion

The main aim of this research was to investigate possible differences in performance among young orienteers in early orienteering, considering both the year of birth and the relative age semester. The most relevant result of this research showed a significant performance difference in favor of older orienteers within the same competitive group in the youngest categories (U-10, M/F-12, M/F-14 and M-16), disappearing these differences as age and performance increases (47, 52). These findings support the research hypothesis put forward in this study (H1 is accepted).

While this investigation focuses on the impact of competitive grouping based on chronological age criteria rather than directly examining RAEs, the findings align with those of other studies where differences have been found in other sports (23, 47, 49). Evidently, both RAEs and competitive grouping, as documented in previous literature (22, 29), play significant roles in shaping the opportunities for athletes to attain the highest levels of sports talent development (32). These authors proposed a socio-psychological framework to understand the broader implications of RAEs, highlighting three interrelated mechanisms: the Pygmalion effect, where greater expectations are placed on relatively older athletes; the Matthew effect, where initial advantages compound over time; and the Galatea effect, where self-perceptions of competence influence performance. These mechanisms suggest that RAEs not only affect physical and technical development but also the social and psychological environment, amplifying disparities between older and younger athletes in the same group. Addressing these underlying mechanisms is crucial to creating equitable talent pathways in orienteering and other sports.

It is true that an athlete who is in his first year (the youngest, 1Y), the following year moves to the second year (2Y), and the cycle gradually balances out from one competitive group to another. However, if the orienteer is born in the second half of the year (and he is under-16 or she is under-14), meaning between July and December, they will consistently encounter significant differences as shown in this study, regardless of gender, thus carrying a heavier burden for their optimal development and potential performance in the future. While statistical differences attributed to competitive grouping were not detected for rest of competitive groups (F-16, M/F-18, M/F-20) in this study, it is noteworthy that, in all categories, 100% of the top performances were achieved by orienteers born in the first semester of the year, as reported in other research (29, 47, 48, 53, 54). Just as it was applied in other studies (55), further studies are needed to determine how the results shown in this research impact the selection processes of national and regional coaches and scouts in orienteering.

Consistent with the preceding paragraph, a notable impact on performance discrepancy within competitive groups was observed, particularly among the youngest cohort of orienteers, aged between 13 and 14, as supported by other recent studies (56). This underscores the significance of factoring in both RAEs and maturation status (57) since this difference could increase by up to four years. Being comparatively older and concurrently at a more advanced stage of maturation confers a significant advantage in performance-related attributes. Furthermore, Hancock et al. (32) emphasized that relatively older athletes often receive more resources, such as coaching attention and competitive opportunities, which perpetuate the RAEs cycle. This allocation of resources may inadvertently marginalize younger athletes, leading to a self-fulfilling prophecy where perceived underperformance among the relatively younger persists across their development. Although RAEs are generally less pronounced in female athletes, some research has identified small effects, particularly in team sports (23, 28, 29, 55, 56, 58, 59), this study cannot support this statement. However, when analysing the results of boys and girls, it is observed that significant differences in the F-16 group disappear in girls, while in boys they continue in M-16 that later disappear, possibly indicating a diminishing impact of growth and maturation processes on sports participation, particularly noticeable in women, occurring two years earlier than in men (60). Therefore, RAEs also affects the female sports context in orienteering, as demonstrated by the review and meta-analysis conducted by Smith et al. (52).

In alignment with the findings of our research, it is also worth highlighting the study by Jakobsson et al. (47), which bears a striking resemblance to the present research. These authors gathered data from athletes born between 1922 and 2015, spanning various sports, including orienteering (n = 41,164). The data, in this case divided into four-month periods (tercils: T1, T2, T3), unveiled a significant bias in the distribution of birth dates across all sports, both sexes, and most age groups. In relation to its results specific to orienteering sport, RAEs were identified across various age groups: ≤8, 11–15, 16–20, 21–39, 40–59, and ≤60 years, the effect sizes (V) were 0.25, 0.19, 0.11, 0.17, 0.06, 0.13, and 0.16, respectively, and notably, significant RAEs were evident in all age groups, including boys and girls up to 5 years old (p < .001, V = 0.37). However, in adults over 60 years, the distribution was nearly equal (approximately 33% per tertile), and an inversed RAE was noticeable in both sexes (p < 0.05, V = 0.14, ratio T3 = 1.06 for males; p < 0.05, V = 0.19, ratio T3 = 1.09 for females). Following their study, when considering the entire analyzed sample, RAEs were consistently observed in the majority of individual sports in Sweden, including those that are physically demanding and those requiring cognitive skills. Their findings, which mirror those of the current study, suggest that in most sports, children born earlier often outperform and outrank their later-born counterparts. However, this trend is not evident among adult athletes, where no discernible correlation between birth date and performance exists. Jakobsson et al. (47) concluded that neglecting to address the issue of relative age early on could result in a restricted and arbitrary selection of elite adult athletes, disproportionately favoring those born earlier in the selection year while prematurely excluding potentially talented but younger athletes. Additionally, the lack of intervention could negatively impact public health, as early dropout from organized sports due to RAE disadvantages may lead to lower levels of lifelong physical activity, increasing the risk of sedentary lifestyles and associated health problems such as obesity and cardiovascular diseases. This lends credence to the idea that RAEs and competitive grouping significantly shape the opportunities available for athletes to excel in sports talent development. Consequently, these findings emphasize the importance of considering both RAEs and maturation status when selecting and developing young athletes in orienteering and other sports. These authors also underscore the need for additional studies to comprehend how these findings influence the selection processes employed by national and regional coaches in orienteering and other sports.

Considering the unique characteristics of orienteering sport and the significant role cognitive performance may play, the results obtained by Huertas et al. (48) in a team sport context can be related to our study objectives. The researchers compared attentional functioning, anthropometry, physical fitness, and game intelligence across two age groups (U10 vs. U12) and four birth trimesters (BQ1–BQ4). Their findings revealed a statistically significant RAE (p < .001), with approximately 50% of the participants born in the first trimester and 75% in the first half of the year. However, they found no age effect on the functioning of attentional networks. This lack of age effect was attributed to the maturation of attentional networks, which typically reach peak development around nine years of age, and the quality of practice. They noted that athletes in elite teams, due to superior training and competition experiences, have similar daily opportunities for comprehensive development in physical, technical, tactical, and perceptual-cognitive aspects. They further suggested that despite individual baseline differences, elite athletes tend to achieve comparable cognitive benefits. Another possibility they proposed is that relatively younger players, unable to solve game situations by leveraging superior physical abilities, are compelled to enhance their game intelligence and, consequently, their perceptual-cognitive abilities. These insights could be applied to the training and selection of young orienteering athletes. The gap between maturation status and biological age, particularly in physical differences, could be compensated in orienteering learning and training with a focus on technical-tactical and perceptual-cognitive aspects. Additionally, selection or talent identification tests that include cognitive performance assessment, especially for younger competitive groups, could help mitigate the effect of RAEs. Nevertheless, further research is needed on the impact of RAEs and competitive groupings on cognitive performance.

The present study is not without limitations. While the performance indicator used, namely PI, is deemed suitable for assessing performance, especially for tracking purposes, this variable is limited to winner time. Although this approach is better to using the average time of all orienteers (29), winner time is inherently contingent upon the performance of the individual athlete. As outlined in the method section, the dependent variable (individual performance) was calculated as the average value of the performance indicator across competitions for each orienteer within a season. Notably, some orienteers participate in two races, while others partake in four. Additionally, the use of a cross-sectional design and the categorization by birth semesters may limit the depth of the analysis, as this approach may not fully capture seasonal variations and other temporal factors that could influence performance and age distribution. However, this design is common in the relative age effect literature and provides a valuable snapshot for identifying trends and associations at a given point in time. Future studies could benefit from longitudinal approaches to overcome these limitations and examine corrective adjustments, as suggested in prior work (23), offering a more comprehensive understanding of the impact of relative age on orienteering performance over time.



Conclusion

The findings of this study confirm that younger orienteers tend to perform worse within their competitive groups, while older counterparts show enhanced performance. The complex process of talent development is influenced by primary factors like genetics and training (26) and secondary factors such as RAEs (27). This study highlights the impact of competitive grouping in orienteering, particularly disadvantaging athletes born in the second half of the year.

To promote fairer competition, adjustments in competitive grouping should be considered, especially for young orienteers approaching peak height velocity (60). One potential solution is a refined ranking system within races, segmenting classifications by birth period (e.g., 1Y1S; 1Y2S; 2Y1S; 2Y2S). Alternatively, bio-banding or classification based on biological age (48, 61) could be explored, though adaptation to orienteering would require defining and measuring technical-tactical and cognitive skills. Additionally, reserving spots for younger orienteers may help reduce dropout rates (25, 62, 63) and prevent the loss of potential talent.
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In this paper, we describe two studies on the association among long-term developmental outcomes and relative age effects. To extend or compliment the cross-sectional work done previously, these studies take different approaches to investigate the association of relative age effects on long-term development. In the first, a retrospective approach is taken, while in the second, developmental data for players over a 4-year period is considered. In study 1 the association between relative age effects and later performance at the adult level is presented. The results show different patterns for females and males. In the second study, development during the national youth development system in handball, over four points in time, are presented. Again, changes over time in birth quartile distribution can be seen. These studies suggest relative age researchers should embrace longitudinal designs. These types of approaches would allow explorations of the association of other variables with the observed relative age effects.
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1 Introduction

In countries like Germany, where many sports set a cut-off date of January 1st, individuals born on December 31st are the youngest in their year group; a child born the next day (i.e., January 1st) is the oldest in the subsequent year group. Wattie et al.'s (1) model of the mechanisms behind “relative age effects” (RAEs) in sport posits that athletes born closer to the cut-off date used in their sport for age-group selection get developmental advantages due to their relative age compared to younger peers within the same cohort. Such advantages can manifest in increased opportunities for training, competition, and coaching attention (2). Despite the developmental nature of RAEs (3, 4), most research in this area has adopted cross-sectional or quasi-longitudinal approaches (3).

Lately, however, the developmental nature of the phenomena has begun to receive some attention (5). A study by Faber et al. (6), for example, showed that performance trajectories of the top 100 French table tennis players were associated with relative age. To the best of our knowledge no other study has taken a longitudinal approach to investigate these effects.

In this paper, we describe two studies on the association among long-term developmental outcomes and relative age effects. To extend or compliment the cross-sectional work done previously, these studies take different approaches to investigate the association of relative age effects on long-term development. In the first, a retrospective approach is taken, while in the second, developmental data for players over a 4-year period is considered.



2 Study 1—relationships between long-term success of handball and relative age

Previous studies on talent selection camps in German handball have shown classical relative age effects, with an over-representation of athletes born in quartile 1 (7–9). These studies have also shown that relative age effects are smaller in female athletes than in males (7–9). On the surface, these effects appear to decrease or even dimmish over time (e.g., when athletes reach adulthood) (10). However, to the best of our knowledge, no one has tested whether players from these talent camps who make it to the elite levels show the same distributions. Therefore, our primary aim in this study was to test whether this group of “early talents” who made it to the higher levels of performance demonstrated a relative age effect. In general, we expected a decrease in effect with age (3, 4) based on previous studies of handball talents (7–9).

A second aim was to identify players from the same birth years who made it to these higher levels, but were not considered for development at the lower level (i.e., were not participants in junior development programs). No previous studies have explored this type of comparison group, and therefore our analyses here were largely exploratory. For instance, it is possible that if talent is equally distributed over the year, and players from the talent camp are more likely to demonstrate a positive effect, the remaining players could demonstrate a reverse relative age effect with an over-representation in the fourth quartile. This relationship would suggest these “late bloomers” developed later in their career and were still able to make it to the top levels. A third aim of this study involved comparing the birth quartile distributions of early talents with late bloomers.



3 Study 1—methods


3.1 Sample

Birthdates for two groups were collected. First, the German Handball Federation provided the birthdates of participants involved in “talent selections” in 2010 and 2011. In those selections approximately 240 male and 240 female athletes participated each year (11). The players participating at these national talent camps had been previously selected by the twenty regional coaches. They were most often selected by the coaches' eye (12). The selection camps in 2010 and 2011 lasted for 5 days and included a range of tests as well as varying games, the athletes play. During these days national coaches selected players to form the basis for the youth national team.

We then determined league status for these members of this year group for the 2017/2018 season. The second group consisted of players from the same birth years, playing in the first three leagues in the 2017/2018 season, but who did not participate in those talent selection programs. Those players and their birthdates were retrieved from the various official websites of the German female and male handball leagues (http://www.hbl.de, http://www.hbfw.de, http://www.dhb.de/de/wettbewerbe/3–liga/uebersicht/) as well as from official websites (e.g., http://www.handball-world.de/news). From these sources, 108 males and 36 female players were identified.



3.2 Statistical analyses

To test RAEs in this study, birthdates were collected for all male players born from 1994 to 1995 (n = 542) and for all females born from 1995 to 1996 (n = 473) who either participated in their respective talent selections in 2010 (males with birth year 1994 and female birth year 1995) and 2011 (males with birth year 1995 and female birth year 1996) by the Germany handball federation (junior level) or played at the point of data collection in the highest three leagues (senior level).

At the selection camps, 449 male talents and 444 female talents participated (cf. Table 1). Of these junior participants, 119 male and 110 female players eventually ended up playing in the first to third leagues in German handball during the 2017/2018 season. Additionally, players with the same birth years who were in the first three leagues were identified (n = 93 male and 29 female players).


TABLE 1 Distribution of players at different career points for study 1.

[image: Table displaying numbers of male and female athletes categorized as early talents or late bloomers from talent selection camps. Early talents attending camps total 449 males and 444 females, while those not at camps but found in top leagues consist of 93 males and 29 females. Combined totals are 542 males and 473 females.]

Given that the cut-off date in handball is the first of January, players' birth months were re-coded to reflect his or her birth quartile (January–March = quartile 1, April–June = quartile 2, July–September = quartile 3 and October–December = quartile 4). Because previous research examining the birthdate distribution in Germany has shown roughly equal distributions across the quarters of the year (8), statistical analyses were conducted against this distribution. Chi-square tests were calculated over all leagues, for both sexes. Additionally, we separated “early talents” (i.e., current elite players who were selected as part of the early talent selection process) and “late bloomers” (i.e., current elite players who were not part of the early program). Comparisons of between year groups were not necessary for this sample, because they are only later combined to a 2-year group team.

All analyses were conducted with SPSS 29.0. The alpha-level was set to .05. Effect sizes (Cohen's w) were determined using G*power (13). For each effect size, the 90% confidence interval was calculated based on the noncentral Chi-square files provided online by Michael Smithson (http://www.michaelsmithson.online/stats/CIstuff/CI.html).1




4 Study 1—results

As can be seen in Figure 1a, an expected within year distribution was revealed on a descriptive level for female early talents and late bloomers. However, these effects were not significantly different from an equal distribution. For the early talents, a small effect size was found, χ²(3, n = 110) = 4.40, p = .22, w = .20, 90% CI [.00, .32], while for the late bloomers a medium sized effect was noted, χ²(3, n = 29) = 2.59, p = .46, w = .30, 90% CI [.00, .51]. As can be seen in Table 2, these results appear to be driven by the third league, because of the number of players per league although, unfortunately, the small cell sizes do not allow for differentiation between leagues. No significant differences were revealed when comparing the distributions between early talents and late bloomers, χ²(3, n = 139) = 1.27, p = .74, w = .10, 90% CI [.00, .18].


[image: Two bar graphs compare the percentage of players by quartile for early talents and late bloomers. In both graphs, Quartile 1 consistently shows the highest percentage of players. The charts illustrate variations in distributions across quartiles for both groups.]
FIGURE 1
(a) Study 1—birth quartile distributions for female early talents and late bloomers. (b) Study 1—birth quartile distributions for male early talents and late bloomers.



TABLE 2 Study 1—number of players differentiated by sexes, league level and developmental pathway.

[image: Table showing the distribution of early talents and late bloomers by sex and league across four quarters. Female totals: Q1 37, Q2 24, Q3 25, Q4 24; Late bloomers: Q1 10, Q2 8, Q3 4, Q4 7. Male totals: Q1 41, Q2 28, Q3 33, Q4 17; Late bloomers: Q1 16, Q2 23, Q3 26, Q4 28.]

For the male players, different effects were revealed. A significant within-year effect was found for the early talents, χ²(3, n = 119) = 10.18, p = .02, w = .29, 90% CI [.09, .42], as shown in Figure 1b, while a reversed distribution was visible for the late bloomers, although this effect did not reach statistical significance against an equal distribution, χ²(3, n = 93) = 3.56, p = .31, w = .20, 90% CI [.00, .32]. However, comparing both birth quartile distributions, late bloomers differed significantly from early talents, χ²(3, n = 212) = 11.97, p < .01, w = .24, 90% CI [.09, .33].



5 Study 1—discussion

Previous research on German handball talents at the talent selection camps has repeatedly shown small to medium relative age effects (7–9). As expected based on previous findings, the early talent group demonstrated RAEs with small effect sizes (i.e., birth quartile distribution with over-representation of relatively older athletes) (3, 4). As with previous athlete research, females showed smaller relative age effects than males (3, 14).

Interestingly, different distributions were found when comparing male and female samples of late bloomers. In the male sample, the comparison of late bloomers and early talents was statistically significant, indicating differences between these distributions. Descriptively, this difference appeared to be driven by a reverse relative age distribution in the late bloomers, although this main effect was not significant. For the female late bloomers, a different distribution was observed. There were no differences between these late bloomers in comparison to the early talents. In contrast to the male athletes, there was no evidence of a reversed relative age effect. There are several possible explanations for this, but the small sample size of late bloomers (n = 29) may have been a contributing factor. Compared with the male athletes (n = 93), reaching the higher tiers for females may be more difficult than for males, if they did not make it into the national talent development system. This suggests there is an infrastructure for male players to succeed as late bloomers that is less effective for female athletes (15, 16). Collectively, these distributions could serve as a starting point to contrast the developmental pathways of athletes in German handball in general and between male and female programs in particular.

While this study suggests some intriguing results, there were limitations, including the small female sample noted above. In addition, it would have been interesting to differentiate between the various league levels, but this was not possible due to the small cell sizes between leagues. Future studies might try to develop similar datasets for other sports. Being able to differentiate between league or expertise levels would be helpful for a better understanding of the role relative age effects in the long-term development of athletes. This knowledge might provide us with ideas regarding how relative age effects can be reduced (17).

Overall, this study provides a good first step toward a deeper understanding of relative age effects as a longitudinal phenomenon. However, even within our first study, the developmental path remains a black box, because we did not control for it. For example, an assumption in relative age effect research is that the developmental environment remains constant over time. We explore this assumption in Study 2.



6 Study 2—relative age effects in German youth handball players from the first national talent selection to the junior world championships

The German handball talent development system starts with the first national talent selection camp (16). This group is perceived to include players with the greatest “talent” for future success. Approximately 240 14-year-old female players and 240 15-year-old male players present themselves the first time to the youth national coaches. Of these, around 50 players are chosen by the youth national coaches for a second talent selection, of which approximately 20 are chosen for the youth national team.

These youth national team players then train within the national development system (16). However, to prepare for the international tournaments 2-year groups are combined as one youth national team. The two main international competitions are the Youth World Championships and the Junior World Championships. During this period of approximately 5 years, players not only train in the national development system, they also stay within their clubs. While there is a clear reduction of numbers from the talent selection camps to the youth national team, the number of players remains the same across the international tournaments. However, the team's make-up could still change. Some may remain for the whole period, while others might lose their spot, drop-out from the sport, or move up to the team, if they show strong performances in the club system.

The complicated structure of the German national talent development system suggests there are two age-groupings at play (cf. Figure 2). While the within-year effect (i.e., the classical RAE) can be investigated during all four points of time, a constant year effect can only be explored during tournament phases, when 2-year bands are combined (9). Because the emphasis is typically on international competition, throughout the tournament phase, younger players in this 2-year band have to compete with older players for spots on the roster. These shifting and competing effects highlight the complexity of age-related effects across athlete development. While some previous research has explored the longitudinal nature of with-in year effects [Study 1 as well as (6)], to the best of our knowledge, changes in constant year effects across development have not been examined.


[image: Diagram illustrating pathways for talent selection, showing four stages: National talent selection camp and Nominated talent selection camp for one year-group, both highlighting "Within year effect"; Youth championship and Junior championship for two year-groups, illustrating both "Within year effect" and "Constant year effect". Each stage features quota divisions labeled Q1 to Q4.]
FIGURE 2
Study 2—talent development pathway in German handball with within year effects and constant year effect.


While most studies look only at the beginning and/or the end of this process, the aim of this study was to consider two relative age effects at different points of time during the national talent development period within the German handball federation. In a first step, we report within-year effects during the talent selection period, because only 1 year band is considered here. As with previous research, we expected small to medium effect sizes for the handball talents (7, 10), and smaller effects for the girls as for the boys (14). For tournament phases, we examined within-year effects and constant-year effects among the athletes who remained in the program compared to those had to drop-out or joined at a later age.


6.1 Study 2—methods


6.1.1 Samples

For the present study, birthdates from two samples of young players were taken. First, the German Handball federation provided the birthdates of male athletes born between 1992 and 1997 from their talent development program. Additionally, they provided the data for females in the talent development program born between 1996 and 1999. This information included each athlete's birth date as well as their participation at the first and second talent selection camp, the World youth and World junior championships. These are the four main events during their national talent development career with the German Handball Federation. From the first talent selection camp with 240 participants per birth year, the number of players is reduced to approximately 40 for the second one. For both tournaments, which are played with double year bands, the number of players is reduced to 20 for both birth years together. These are then the players nominated to compete at these international tournaments plus their reserves.



6.1.2 Statistical analyses

Given that the cut-off date in handball is January 1st, players' birth months were re-coded to reflect his or her birth quartile (January–March = quartile 1, April–June = quartile 2, July–September = quartile 3 and October–December = quartile 4) as in study 1. Additionally, we differentiated between athletes in older and younger year groups to test for between-year effects because handball tournaments are played in teams of 2-year bands. As in Study 1 and in line with previous research on birthdate distribution in Germany (8), statistical analyses were conducted against an equal distribution of births across the year. Chi-square tests were calculated to test for within-year and between-year effects. All analyses were conducted with SPSS 29.0. Effect sizes were determined using the software G*power (13). For each effect size, the 90% confidence interval was calculated based on the noncentral Chi-square files provided online by Michael Smithson (http://www.michaelsmithson.online/stats/CIstuff/CI.html).




6.2 Study 2—results

Males: For the first talent selection, significant within-year effects were revealed for the males, χ²(3, n = 1282) = 164.18, p < .001, w = 0.36, 90% CI [0.31, 0.40]. As expected, the first quartile (37.44%) was over-represented in comparison to the second (27.30%), third (22.70%) and fourth quartiles (12.56%). At the second talent selection camp, a significant within-year effect was observed, χ²(3, n = 279) = 64.53, p < .001, w = 0.48, 90% CI [0.37, 0.57]. Again, the first quartile (43.73%) was over-represented compared to the second (25.45%), third (20.07%) and fourth quartiles (10.75%).

When focusing on the birth-date distributions at the youth and junior world championships (cf. Table 3; Figure 3a), players who played both tournaments (remainders) showed no significant within-year effects, χ²(3, n = 22) = 3.09, p = .38, w = .37, 90% CI[.00, .63], but there was a significant between-year effect, χ²(1, n = 22) = 6.54, p = .01, w = .55, 90% CI [.19, .90]. For those who played the youth tournament, but not the later junior one (drop-outs), neither a significant within-year effect, χ²(3, n = 26) = 6.92, p = .07, w = .52, 90% CI [.00, .78], nor a between-year effect was revealed, χ²(1, n = 26) = 2.46, p = .12, w = .31, 90% CI [.00, .63]. Similarly, no effects were found for players who did not play the earlier youth championship—within-year effect, χ²(3, n = 22) = 2.00, p = .57, w = .30, 90% CI [.00, .53], between-year effect, χ²(1, n = 22) = 0.73, p = .39, w = .18, 90% CI [.00, .53].


TABLE 3 Study 2—comparison of birth quartile distributions of drop-outs (i.e., played the youth tournament but not the later junior one), remainders (i.e., played both tournaments) and joiners (i.e., played the junior tournament but not the earlier youth one) between youth and junior world championships of male German handball talents.

[image: Table showing player development with columns for N, Q1, Q2, Q3, Q4, Older, and Younger. Drop-outs have 26 players with 42.3% in Q1 and 65.4% older. Remainders have 22 players with 31.8% in Q1 and 77.3% older. Joiners have 22 players with 22.7% in Q1 and 59.1% older.]


[image: Two bar charts labeled (a) and (b) comparing within-year and between-year effects on various talent selection camps and championships. Each chart is divided into quartiles, reflecting different age groups. The left section displays quartiles one to four for within-year effects, and the right section includes older and younger categories for between-year effects. Both charts cover talent selection camps one and two, youth world championship, and junior world championship.]
FIGURE 3
(a) Study 2—birth quartile distributions for male players during four different points of time during the national team career. (b) Study 2—Birth quartile distributions for female players during four different points of time during the national team career.


Females: For the first talent selection, a significant within-year effect was found for female players, χ²(3, n = 838) = 56.76, p < .001, w = 0.26, 90% CI [0.20, 0.31]. As expected, the first quartile (34.13%) was over-represented in comparison to the second (26.49%), third (23.39%) and fourth quartiles (15.99%). At the second talent selection camp, a significant within-year effects was observed, χ²(3, n = 279 = 17.24, p < .001, w = 0.30, 90% CI [0.16, 0.41]. As expected, the first quartile (35.79%) was over-represented in comparison to the second (23.16%), third (26.32%) and fourth quartiles (14.74%).

When focusing on the birth-date distributions of players at the youth and junior world championships (cf. Table 4; Figure 3b), those who played in both tournaments (remainers) had no significant within-year effects, χ²(3, n = 11) = 1.00, p = .80, w = .30, 90% CI [.00,.54], and no between-year effects, χ²(1, n = 11) = 0.82, p = .37, w = .27, 90% CI [.00, .77]. For those who played in the youth tournament but not the later junior one (drop-outs), neither a significant within-year effect, χ²(3, n = 20) = 2.80, p = .42, w = .37, 90% CI [.00, .64], nor a between-year effect was revealed, χ²(1, n = 20) = 0.20, p = .65, w = .10, 90% CI [.00, .45]. However, for the athletes who played only in the junior world championships, a significant within-year effect was found, χ²(3, n = 19) = 11.95, p < .01, w = .79, 90% CI [.31, 1.11], but no significant between-year effects, χ²(1, n = 19) = 0.47, p = .49, w = .16, 90% CI [.00, .53].


TABLE 4 Study 2—comparison of birth quartile distributions of drop-outs (i.e., played the youth tournament but not the later junior one), remainders (i.e., played both tournaments) and joiners (i.e., played the junior tournament but not the earlier youth one) between youth and junior world championships of female German handball talents.

[image: Table displaying player development with categories: Drop-out, Remainders, and Joiners. Columns list numbers for N, Q1, Q2, Q3, Q4, Older, and Younger. Example values include Drop-out: N is 20, Q1 is 25.0, Q2 is 20.0, Q3 is 40.0, Q4 is 15.0, Older is 55.0, Younger is 45.0.]



6.3 Study 2—discussion

In a first step, we explored within-year effects during two talent selection camps in German handball. In line with previous research, there were significant, generally medium-sized, within-year effects for female and male athletes (7–9). Also, similar to previous research, the effects sizes for the females were smaller than for the males (7–9).

A more differentiated picture arose for the within-year effects during the tournaments. For the male athletes, three distinct birth quartile patterns emerged. Players who dropped out (i.e., only participated in the first tournament) showed a classical within-year effect, while in the joiners (i.e., those who only participated in the second tournament) the middle two quartiles were over-represented. For the athletes who participated in both tournaments, the first two quartiles were over-represented. These differences in birth quartile distributions might be support for the underdog hypothesis proposed by Smith and Weir (18). The main idea of the underdog hypothesis is that players who were initially disadvantaged by their birth quartile, find a way to compete on the older level during their development and have therefore an advantage at later stages of their development.

However, this pattern was not found for the female athletes. In females the first quartile was over-represented in the joiners and the third quartile was largest for the drop-outs. Of the athletes who played in both tournaments (the remainers), the second quartile was the most frequent one. While the male sample provides a clearer picture, the distributions for the females are more difficult to interpret. Importantly, the small sample sizes in the female analyses need to be treated with caution and future research should try to use bigger sample sizes over an even longer period of time (5).

In contrast to the findings for the within-year effects, similar results were demonstrated for female and males for the between-year effects. The strongest between-year effect can be seen for the remainers. Similar to previous findings on within-year effects, here between-years effects were stronger in males than females. A possible explanation might be that, as previously noted, the competition for the spots for the males is higher in German handball than for the females (15, 16). However, as argued for the within-year effects, all these effects should be looked at with caution because of the small sample sizes in these analyses.




7 General conclusion

The developmental nature of relative age effects is widely supported (3, 4). However, in the decades since Barnsley et al. (19) very few longitudinal studies have been presented (5, 6). The results of the current studies compliment and extend previous work suggesting the non-linearity of athlete development and the impact of RAEs. In study 2, there is evidence that during national youth development programs, different groups of athletes are entering and exiting the national development system over time. From an athlete development perspective, these changing populations are intriguing, although the mechanisms that promote or constrain these changes are currently unclear. Future studies should try to focus more on these phases of athlete development.

Taken together, these studies suggest relative age researchers should embrace longitudinal designs (5, 6). These types of prospective approaches would allow explorations of the association of other variables with the observed relative age effects. For example, integrating aspects of psychological qualities like motivation with physical elements of growth and maturation to determine how they shift and evolve with relative age across development may provide a clearer picture of this phenomena. Certainly, solutions to this persistent inequality [see Webdale et al. (17)] will only come with more advanced approaches than the descriptive designs used in most work in this area.
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1The SPSS-script provided by Michael Smithson calculates the non-centrality parameter for the non-central distributions under which a particular chi²-value cuts off an area of α% (here: 5%) to the right (λlow) and left (λlow). Based on these calculations, the lower (wlow) and upper (wupp) bound of the confidence interval on Cohen’s w are obtained via the formula wlow=sqrt[λlow/N] and wupp=sqrt[λupp/N], respectively.
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Introduction: Despite its widespread prevalence in youth soccer, there seems to be no widely implemented intervention to moderate or overcome Relative Age Effects (RAEs). The purpose of this study was a call to action for stakeholders to propose relative age solutions to the Royal Netherlands Football Association (KNVB).



Methods: The call to action consisted of a standardised, open-access questionnaire that contained questions focussed on: (a) the mechanisms of the proposal, (b) hypothesised effects, and (c) reference to empirical findings.



Results: Following the initial screening of 185 submissions, a total of 143 eligible proposals were included. Each proposal was categorised by two project members based on a taxonomy to classify different approaches designed to reduce RAEs by: (a) altering the behaviour of observers, (b) implementing rules when selecting teams, or (c) adjusting competition structures. From this, 13 lower-order independent solutions were categorised.



Discussion: Interestingly, whilst no new suggestions outside the existing literature were proposed in any of the submissions, only two have been empirically tested in soccer. Overall, the results present a useful first step in identifying possible relative age solutions. Due to the number of proposed solutions and their anecdotal nature, the next step for the KNVB was to utilise the knowledge of experts in the field via an adapted e-Delphi study to identify the most effective and feasible solutions to implement in practice (Part Two).
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Introduction

Relative Age Effects (RAEs) are well known phenomenon in soccer. Many studies have highlighted how relatively older youth players (i.e., those born near the start of the selection cut-off date) are afforded a variety of advantages and are overrepresented in both participation (e.g., recreational/grassroots) and developmental (e.g., academies/talent pathways) settings. In comparison, relatively younger youth players (i.e., those born towards the end of the selection cut-off date) are often at a disadvantage and remain underrepresented across the sport [see (1) for an overview in soccer]. Such RAEs have been found in youth soccer across all four corners of the globe, ranging from the United States (2) to Italy (3) and China (4) to Brazil (5). Contextual factors such as age [e.g., U12 vs. U19; (6)], competition level [e.g., recreational/grassroots vs. academies/talent pathways; (7)], gender [i.e., boys vs. girls; (8)], competitive success [e.g., more vs. less league points accrued; (9)], nationality [e.g., Belgium vs. France; (10)], and playing position [e.g., goalkeeper vs. defender; (11)] have been shown to influence the extent to which RAEs exist in soccer, highlighting the complexity involved when identifying, selecting, and developing young players.

The possible mechanisms that explain how RAEs occur remain inconclusive and mainly hypothetical. Initial relative age research in youth sport assumed that an advanced maturity status was the major underlying cause [e.g., the “maturation-selection hypothesis”; (12)]. Contrastingly, however, Hancock and colleagues (13) theorised the “social agents model” to suggest how it is in fact key stakeholders, including players [i.e., Galatea effect; (14)], coaches [i.e., Pygmalion effect; (15)], and parents [i.e., Matthew effect; (16)], who are responsible for perpetuating RAEs. Thereafter, Wattie and colleagues (17) proposed a “constraints-based developmental systems model” to explain how a variety of factors are responsible for RAEs in sport, based on environmental (e.g., access to soccer provision), individual (e.g., physical characteristics), and task (e.g., playing position) constraints. More recently, Kelly and colleagues (18) used the “personal assets framework” to underscore possible developmental outcomes due to RAEs in the immediate (i.e., personal engagement in activities, appropriate settings and organisational structures, and quality social dynamics), short-term (i.e., competence, confidence, connection, and character), and long-term (i.e., performance, participation, and personal development) timescales. Despite these theoretical efforts, limited empirical studies are available to show the exact causes of RAEs in youth soccer.

In light of the (dis)advantages that arise due to RAEs, researchers have suggested various potential solutions to mitigate these effects [see (19) for a review]. For example, applying 9-month age groups (20), rotating cut-off dates (21), implementing into coach education (22), adopting age-ordered shirt numbering (23), avoiding early deselection (24), using selection quotas (25), applying corrective adjustments (26), grouping athletes using characteristics other than age (27), considering a flexible chronological approach [i.e., playing-up and playing-down; (28)], moving each individual up to their next birthdate group on their birthday [i.e., birthday-banding; (29)], delaying the selection process (30), estimating developmental birthdates (31), and setting the average age of a team to a predetermined maximum (32) have all been proposed throughout the youth sport literature. Taken together, the general consensus from researchers has emphasised the need to explore potential solutions to combat RAEs. Despite numerous proposals from researchers, however, the design, implementation, and evaluation of such solutions in youth soccer remains mostly absent from the literature (23, 31). In addition to the lack of research testing potential relative age solutions, there are no studies that have explored stakeholder perspectives to better understand if these proposals are viable in real-life settings (33).

Although being considered a global leader when it comes to youth soccer development [e.g., (34, 35)], the Royal Netherlands Football Association (KNVB) are also guilty when it comes to creating RAEs [e.g., (36, 37)]. Indeed, they have received critical attention from popular media for creating inequitable opportunities for young players as a result of RAEs, which remain present throughout their existing age group structures [e.g., (38–40)]. As an example, data from UEFA (41) showed that the relatively youngest Dutch players selected to play in the men's 2016 U17 and U19 European Championships received the lowest proportion of playing time. Adding to the complexities of such RAEs at youth levels, it is also important to consider its implications on the long-term progression of players into international and professional levels [e.g., (42–44)]. In the case of the Netherlands, it appears to have knock-on effects on both the men's senior national team (45) as well as the men's Eredivisie domestic teams (10). As such, the efficacy of the current age group policies used in the Netherlands youth soccer pathways may not only have short-term effects at youth levels, but also potentially limits the potential talent transitioning to senior levels in the long-term. Therefore, the purpose of this study was a “call to action” for youth soccer stakeholders (e.g., academics, coaches, parents, policy makers, practitioners) to put forward their proposals for potential solutions that could be implemented into youth soccer to mitigate RAEs in the Netherlands.



Methods

The call to action consisted of a standardised online survey that enabled the collection of responses from participants via a publicly available link. The link was included in a news article that communicated the KNVB's efforts to assemble solutions to mitigate RAEs in youth soccer. The article and accompanying link remained pinned on the KNVB's homepage for the duration of the data collection period. In addition, the article was shared via the KNVB's social media (news)outlets, including Twitter (now called X) and LinkedIn. The online submission form was available for participants to submit their solution from March 15th, 2021, to May 1st, 2021. The registration form was designed with Microsoft Forms (Microsoft Corporation, USA) and consisted of three parts focussed on: (a) the mechanisms of the proposed solution for RAEs, (b) hypothesised mitigating effect(s) of the solution on RAEs, and (c) any reference to empirical findings if applicable.

First, participants were required to provide consent for their proposed solution to be shared and used within this project. Following consent, participants were asked to provide a maximum 250-word summary on their proposed solution. After they provided their summary, participants could indicate if they were aware of whether their solution had been implemented or trialled in other sports. In addition, they could indicate if they believed the following factors related to RAEs were most affected by their solution: (a) modification of cut-off dates, (b) selection decisions regarding players, (c) grouping players within teams, or (d) using corrective (mathematical) algorithms to control for relative age differences. Finally, participants were asked to provide a short description on their course of action, such as an exemplary research design to trial their proposed solution within the context of the Netherlands youth soccer. For this, participants had the option to share any (peer-reviewed) research materials, if available, with the project team after they had registered their solution. See Supplementary File 1 for the Microsoft Forms (Microsoft Corp., Redmond, WA, USA) survey used for this study. The project was endorsed by the KNVB and ethically approved by the Health, Education, and Life Sciences Faculty Academic Ethics Committee at Birmingham City University (ethics code #9524).



Results

The online survey yielded 185 responses. Following the initial screening of each submission, 26 were excluded because participants did not consent to their solution being used in this project. A further 25 were excluded because they did not propose any solution for RAEs in the Netherlands youth soccer. This resulted in 134 eligible submissions, with eight responses proposing multiple solutions (two, n = 7; three, n = 1), creating a total of 143 proposed solutions. Data were extracted and copied into a specifically designed Microsoft Excel (Microsoft Corp., Redmond, WA, USA) sheet, which enabled the assessment of each submission. Two project members independently assessed and categorised each of the 143 proposed solutions based on the taxonomy provided by Mann (1). This taxonomy consists of three higher-order themes of different approaches designed to reduce RAEs when performance is assessed objectively, including: (a) altering the behaviour of observers (n = 19), (b) implementing rules when selecting teams (n = 46), and (c) adjusting competition structures (n = 78). From this, 13 lower-order independent solutions were categorised. The classification process resulted in an initial percent agreement of 0.9. Any disagreements about the inclusion of a solution within a certain category were discussed amongst all authors and resolved by final consensus.

Overall, while no new suggestions outside the existing literature were proposed in any of the submissions, only two have been empirically tested in soccer previously (“cueing differences in age” and “categorising based on chronological and biological age”). The most frequent higher-order theme that was put forward by the participants was “adjusting competition structures”, with “modifying age bands” the lower-order theme that was suggested most often (Figure 1).
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FIGURE 1
Categorisation of proposed solutions according to the taxonomy of Mann (1).




Discussion

This discussion has been structured to consider each of the 13 lower-order independent solutions that were categorised based on the three higher-order themes: (a) altering the behaviour of observers (n = 3), (b) implementing rules when selecting teams (n = 6), and (c) adjusting competition structures (n = 4). Given no new solutions outside the current literature were proposed, we detail the existing research to help better understand the potential mechanisms of each possible solutions, as well as propose how each solution could potentially be adapted and implemented within Dutch youth soccer context.


Altering the behaviour of observers

The first higher-order category considers solutions that alter the behaviour of observers (i.e., coaches, recruiters, talent scouts) when identifying and selecting young players. Overall, there were three solutions proposed in this category: (a) raising awareness of relative age effects (n = 11), (b) cueing differences in age (n = 5), and (c) testing objective skills (n = 3).


Raising awareness of relative age effects

National governing bodies and sport administrators are generally responsible for designing and delivering formal coach education programmes. The primary aim of such education provision is to ensure that coaches work effectively to create the most suitable learning environment for every young player to develop. Since the decision-making of coaches directly influences the development process of players (e.g., talent selection and/or identification), education programmes that raise awareness of RAEs (e.g., relative age information implemented into formal coaching awards) may be an effective method to reduce such effects (22, 47). Raising awareness of RAEs could be delivered in several ways [e.g., (48)]. Such approaches may include educating coaches on what RAEs are, outlining the causes and mechanisms of RAEs, and presenting examples of RAEs in action (47). Within the coach development pathway in Dutch soccer, there are several youth licencing requirements that all have their own educational programme. Here, the licencing process and accompanying education is regulated by the KNVB. As such, the implementation of new content focused on RAEs highly feasible.

Raising awareness could also change the way in which coaches think about long-term development. As an example, helping coaches understand how to remove the emphases on performance related outcomes (e.g., winning matches and leagues) and focusing on developmental assets (e.g., competence, confidence, connection, and character) could encourage long-term outcomes (e.g., performance, participation, and personal development) (49). Models such as the personal assets framework have been used to explain how RAEs affect the three dynamic elements (i.e., personal engagement in activities, appropriate settings and organisational structures, and quality social dynamics), which interact in the immediate timescale for sport development to occur (18, 50). For instance, the emphases on performance related outcomes might hinder the personal engagement of relatively younger players as they may lack confidence or advanced competencies. Therefore, educating practitioners and policy makers to change the emphasis of performance related outcomes to long-term developmental outcomes would likely affect how the dynamic factors interact, and subsequently enhance the sporting experience of relatively younger players.



Cueing differences in age

Identifying, selecting, and developing young players is traditionally performed by coaches. Although it is common for coaches to acquire players' birthdates during these processes, RAEs still occur. One reason why the awareness of a player's birthdate may not reduce RAEs is that it is not usually transformed into an explicit prompt or integrated into coaches decision-making processes. In order to facilitate this, it is suggested that each player's relative age is explicitly provided to those who are charged with making decisions during talent identification and selection procedures. Interestingly, to our knowledge, this proposal is only one of two studies that has been empirically tested in the literature (23, 31).

Specifically, Mann and van Ginneken (23) showed how cuing differences in relative age, via age-ordered shirt numbering, positively impacted coaches and selectors decision making. In this case, coaches and selectors are provided with information about the relative age of players based on the numbers (e.g., birth quarter 1–4 or birth month 1–12) on bibs that correspond to the relative age of the players. Not only does this explicitly show the relative age of the players, but also simultaneously aligns only to those who are on the field during training and competition. The age-ordered shirt numbering experiment of Mann and van Ginneken (23) was conducted with scouts who were required to rank the potential of players after viewing one match. In Dutch youth soccer context, such one-off selection evaluations are relatively uncommon. More typically, especially in grassroots soccer, players are assessed over multiple occasions during training and matches across the season. This would require that players wear the same shirt number during all these assessments, which might limit the apparent simplicity of this solution.



Testing objective skills

The final proposed solution to mitigate RAEs by altering the behaviour of observers is to include objective skill tests as part of evaluation and selection procedures. These tests, which could minimize the impact of physical capacity, might provide a more equitable context for relatively younger players to perform and compete. Examples of such measures includes tests for technical skill (e.g., skills testing, performance analysis), tactical ability (e.g., positional awareness, perceptual-cognitive expertise), and psychosocial characteristics (e.g., friendships, leadership skills). In addition, these objective tests that are suggested to measure relevant skills in the context of soccer might provide a better indication of future performance, although the validity of such performance tests are currently debated (51). Since the typical evaluation and selection procedures in Dutch youth soccer consist of coaches or scouts evaluating a player's future potential during several training sessions and matches, combining these assessments with objective tests results would require a significant change. In addition, nationwide skills testing would require many resources (e.g., financial investment, highly trained staff, time allocation), likely making it only possible for a limited number of attributes and timepoints.




Implementing rules when selecting teams

The second higher-order category considers approaches that explicitly forces adjustments to grouping polices by implementing rules. There were six solutions proposed in this category: (a) submitting entry exemption (n = 19), (b) applying player selection quotas (n = 10), (c) delaying selection and deselection (n = 8), (d) capping the average team age (n = 6), (e) grouping based on chronological and biological age (n = 2), and (f) using corrective adjustments (n = 1).


Submitting entry exemption

Traditional age grouping and subsequent fixed cut-off dates means there is an upper age limit. As such, youth soccer players move up each year and remain in their respective under-age category until the end of the season (e.g., U11, U12, U13, etc.). This eligibility system allows younger players to compete in advanced age levels designed for older children, which is commonly known as “playing-up”. Kelly et al. (52) found an overrepresentation of early birth quartiles who play-up and suggested that playing-up may impact chronological age grouping twofold: (a) moderate RAEs by presenting a new cohort of later birth quartiles, and (b) create an “underdog effect” for relatively older players. Goldman et al. (53) also captured players' perceptions of playing-up and the ways in which it may impact their development, with findings involving a balance between: (a) challenge, and (b) progress.

In contrast, allowing relatively younger players to “play-down” (i.e., submitting entry exemption) may be another way in which RAEs could be mitigated. Indeed, “playing-down” an age group may offer a more suitable developmental setting for relatively younger players whilst they “catch-up” with their relatively older peers (54). However, in contrast to playing-up, older players are not ordinarily allowed to compete in competitions designed for younger age groups. This solution suggests that enabling players to delay their entry into a higher age category might overcome the associated disadvantages of being relatively younger, whilst also providing a more challenging environment for those in a younger age group. In this sense, the player is provided with additional support in terms of extra time for development across a more appropriate level of challenge. Examples of such eligibility delays are known in North American university sport systems as “redshirting” or “taking a victory lap of high school” (55).

In some cases, within Dutch youth soccer, players are allowed to compete in a younger age group; although, this exemption is currently only available for players aged 13–17 years who experience severely delayed maturation, making it uncommon in practice. This policy, however, could be adapted to meet the needs of relatively younger children (e.g., those born in the second half of the selection year can play down an age group; clubs are allowed up to two players to play-down). However, it is important to note that this proposed solution is yet to examined and could create unintended consequences through the possible stigma attached to “playing-down”, thus terminology such as “playing across” age groups may be more beneficial.



Applying player selection quotas

In traditional annual age grouping, all players born within a one-year period are eligible to play together in the same team. As a result, there is only one criterion when grouping players in a certain under-age team: all players must be born within that 12-month period (e.g., 1st January to 31st December). One proposed solution to mitigate RAEs was mandating (i.e., setting a quota) an equal proportion of players to be selected from each birth quartile (25%) or from the first and second half of the selection year (50%) [e.g., (56)]. This would ensure an even distribution of relatively older and younger players within teams, and thereby overcome the asymmetrical distribution of birthdates due to RAEs that favour relatively older players and disadvantaging relatively younger players (12).

Interestingly, selection quotas have been a part of a national discourse in an attempt to achieve racial transformation and inclusive representation in South Africa. For instance, Cricket South Africa mandated the “inclusion of a minimum average of six players of colour in the national team, of which at least two must be black Africans” (57). Such selection quotas, however, are yet to be evaluated in the context of RAEs. One potential reason could be the administrative burden that accompanies implementing this solution. In Dutch soccer, clubs can independently determine the structure of squads and thus implementing such quotas would significantly affect the autonomy of this process, while simultaneously, the KNVB has to check all squads during matchdays. To reduce these administrative challenges, the Belgian FA has recently announced that, for the time being, quotas will only apply to their elite academy teams (58).




Delaying selection and deselection

In popular sports such as soccer, children are grouped not only on their chronological age (e.g., U9, U10, U11, etc.), but also based on their ability (e.g., representative and non-representative teams). This means that, within annual age groups, there are parallel teams and/or competitive levels for players of different abilities. Generally, those who are considered more talented are selected for representative teams (i.e., academies/talent pathways), providing them with access to higher quality coaching, better facilities, and additional resources. Because selection procedures based on a child's ability are biased to favour relatively older players, a potential solution to overcome RAEs is to delay the process of selection and deselection (24). Encouraging stakeholders to avoid deselection at young ages will allow individuals to remain exposed to practice, competition, and resources without the option or fear of being deselected (59). This could decrease the emphasis on short-term outcomes (i.e., performance, winning) as well as the accompanying stress and pressure, particularly during critical stages of development (e.g., decrease in performance, maturation, and/or injury), and instead increase a focus to develop all players in the soccer system for as long as possible.

An example of how such a delay in selection and deselection may look in practice is to implement specific regulations that ensure clubs remove ability groupings until maturation is achieved (12, 60). Not only would this allow any maturational differences to have disappeared or levelled out between players before selection occurs, but it would also ensure the impact of relative age differences are minimised due to increasing age. For instance, a relatively older U5 could have lived up to 20% longer than their relatively younger equivalents, whereas a relatively older U15 could only be up to 6.6% older than their relatively younger peers. Selecting closer to the intended outcome (i.e., expertise in adulthood) will also help with the accuracy of talent identification in football (61). For example, the Belgian FA implemented national youth teams specifically focused on later developing players. Specifically, these “Future Teams” provide players with the opportunity to play competitive football while remaining in the national talent pathway, with other member associations, including the Netherlands replicating this initiative (62).


Capping the average team age

An alternative to using a single cut-off date and possibly minimize RAEs is grouping players according to a maximum average team age. This Average Team Age (ATA) grouping procedure sets the average age of a team to a predetermined maximum and simultaneously determines the maximum age difference between the oldest and the youngest player on a team. As such, both the mean and the range of ages are defined on a team eligibility basis rather than on an individual eligibility basis, allowing any individual player to participate across several different age groups (63). Accordingly, the ATA grouping procedure can be devised as follows: “a competing squad shall consist of no more than ‘X’ players whose average age on the competition start date shall be no more than ‘Y’. No player in the team shall be more than ‘Z’ years older than the youngest player in the squad” (32, p. 114).

There is anecdotal evidence from Stoke City Football Club Academy in England who have trialled the ATA approach by mixing their U9 to U12 age groups. According to their academy staff, the grouping policy showed positive developmental opportunities for players in terms of social cohesion and additional challenges. Moreover, they stated how older players took on leadership roles when playing with younger academy teammates (64). Whilst this approach seems promising, it is yet to be empirically studied. In Dutch youth soccer, there is a long-standing tradition of (bi-)annual birth year grouping, therefore, implementing a new grouping approach based on a maximum average age would require significant changes to this process, especially at grassroots level. Similar grouping approaches, however, have been adopted in wheelchair rugby. Specifically, during a match at any given time, any four players may be on the floor if they do not collectively exceed eight points (with each player allocated a set number of points based on their functional mobility) (32). Indeed, the approach used here may help shed light on policy making and practical implementation of capping the average team age in the context of youth soccer.



Grouping based on chronological and biological age

A traditional underlying principle for annual age grouping in youth soccer is that children of a similar age will be of similar sizes and abilities and, as such, it will provide developmentally appropriate settings for all learners. Over the last two decades, however, a growing pool of literature has showed maturation status does not necessarily correspond to the chronological age of players (65), and thus maturity-associated differences might contribute to RAEs. Indeed, research has showed that there can be up to five years difference in biological age between those in the same chronological age, which can lead to later maturing players being systematically left out of academies, particularly those who are relatively younger (66). For instance, Hill et al. (67) showed that not one single late maturing player was part of their U15 and U16 English academy cohort, making it hard to consider how they can develop within the existing chronological structures.

To mediate the inequalities resulting from these maturity-related and relative age differences, it was proposed to group players based on their respective chronological birthdate and developmental birthdate (31). This approach estimates the developmental birthdate based on growth curves for stature, where the stature of a player is mapped on the average growth curve. In other words, stature is used as a proxy for biological maturation. For example, a 9-year-old Dutch boy would play in the U10. However, the child has the stature of 131 cm, which corresponds to a developmental age of 7 years and 10 months based on the normal growth curve of the Dutch male population. Grouping players is then based on the midway point of their chronological and developmental birth date. In this example, that would be 8 years and 5 months, reallocating the player to a lower age category (i.e., U9). Hence, this method could re-allocate players to a different age category if their estimated developmental birth date does not correspond with their chronological age. An empirical study by Helsen et al. (31) suggests that reallocation into new teams reduced both the variation in maturation status and the overrepresentation of players born in a certain birth quarter (i.e., RAEs). While including developmental birthdate based on stature would require some amendments to the traditional birthyear grouping, it could be implemented across the Dutch youth soccer context. For instance, stature is regularly assessed during primary and secondary school health checks and the outcomes can be used in tools such as the Dutch TNO Growth Predictor, to attain the corresponding chronological age based on the normal growth curve of the Dutch population (68).



Using corrective adjustments

In some sport contexts (e.g., long-jump, weightlifting, and swimming), performance can be measured objectively (i.e., in centimetres, grams, or seconds, respectively). Although this is not straightforward in team sports such as soccer, objective skills tests or performance analysis tools have been developed in which performance outcomes are assessed individually. For such measures, it is possible to adjust an individual's performance based on their relative age so that all children within the same chronological age group can be compared equally. Such corrective adjustments are hypothesised to mitigate RAEs because they create a more equitable comparison of performance across players with different relative ages (69). More specifically, performance outcomes in terms of distance, weight, or time can be age-corrected for relatively younger players, creating a more equitable context to evaluate players. In swimming, for example, Cobley et al. (26) showed that when correctively adjusted swim times based on longitudinal reference data were implemented from accurate estimates of the relationship between decimal age (i.e., chronological and relative), RAEs were predominantly absent across age-group and selection levels. Thus, such an approach using performance metrics in soccer (e.g., player match analysis data) may be an avenue for future research for Dutch youth soccer.




Adjusting competition structures

The third and final higher-order category considers solutions that require adjustments to the current competition structure in youth soccer. There were four solutions proposed in this category: (a) modifying age bands (n = 25), (b) rotating cut-off dates (n = 23), (c) shifting cut-off dates (n = 18), and (d) categorising on characteristics other than age (n = 12).


Modifying Age bands

Age grouping in youth soccer generally applies 24- or 12-month bands. This means that players born in the first month can be up to 23- or 11-months older than the youngest player in an age band, respectively. Given that these age differences lead to RAEs, it is suggested that modifying the age band may help solve RAEs. To be specific, modifying age bands could result in decreasing the maximum relative age difference, whereby using multiple within-year cut-off dates limits the maximum age difference to, for instance, 6- or even 3-months. Moreover, as suggested by the so-called Novem system by Boucher and Halliwell (20), a smaller banding of 9-month age categories breaks the annual 12-month structure, reducing the systematic advantage of players born shortly after the cut-off date. This also creates greater diverse perspectives and a non-linear development pathway, since players become the relatively youngest and oldest throughout their development due to the 9-month annual cycles.



Rotating cut-off dates

January 1st is the most common cut-off date to group players based on their chronological age, although this can vary depending on each countries own policies (70). This cut-off date is then maintained throughout all youth age categories until senior soccer, creating a relative age difference that provides a consistent advantage for those children born earlier in the selection year throughout their entire development. Consequently, solutions to mitigate RAEs target this age advantage so that this advantage of being the oldest is balanced over all players within the selection year. Accordingly, rotating cut-off dates has been proposed as a potential solution for RAEs.

In practice, there are several ways that the cut-off date can be rotated. For example, every season the cut-off date could be shifted three months from January 1st to April 1st, which would see the oldest players move up to the older age cohort to become the youngest players amongst that cohort [i.e., the Relative Age Fair (RAF) cycle; (21, 71)]. Another version of this proposal that is used in the England Squash Talent Pathway is termed “birthday-banding” (29), whereby young athletes move up to the next age-group on their birthday. In Dutch youth soccer, for example, when a ‘U13' player turns 14, they would advance to the ‘U14’ age group and remain in that age group until their next birthday. The aforementioned “modifying age bands” suggestions that aim to break the structure based on a multiple of twelve, such as 9-, 15-, or 21-month grouping procedures, would also create a new cut-off date after every annual cycle (72).



Shifting cut-off dates

Since 1997, most international youth soccer competitions adopt the cut-off date of January 1st (73). Although this shift has not resulted in any changes regarding the prevalence of RAEs in youth soccer, also not in the Netherlands, there have been some interesting cases where alignment of the cut-off date at school and in sport suggests a higher likelihood of RAEs. For instance, cut-off dates that are the same date for school enrolment and sport are likely to (dis)advantage the same children in both domains, while shifting cut-off dates would distribute these (dis)advantages across different domains (i.e., school and sports), so that each child could benefit from being relatively older and younger in diverse contexts (74). As such, shifting cut-off dates to deviate away from the educational cut-off date (e.g., September 1st) and other sports has been proposed as a possible solution for RAEs in soccer. However, after the US Soccer Federation changed its birth-year registration cut-off date from August 1st to January 1st (in 2015) to align the US youth soccer calendar with international standards, while simultaneously provide clearer information on player birthdates to “lessen” RAEs, it only shifted the athletes experience relative age (dis)advantages. Moreover, the related outcomes were negatively perceived by stakeholders at various levels of the sport (75). Therefore, the Dutch FA should be cautious about using this approach as it could lead to unintended consequences.



Categorising on characteristics other than age

To ensure equitable competition for players, individuals are grouped according to their chronological age. It is expected that players of a comparable same age will be of similar ability, size, and physique. However, individual variation in physical characteristics and the maturation status of players is not accounted for in chronological age grouping (13). As such, relatively older players, who may be more likely to have a physical advantage, are subsequently considered more gifted by coaches who misconstrue the enhanced growth, physical capabilities, and maturational status with talent (76, 77). Hence, alternative grouping approaches, such as “bio-banding”, have been proposed to mitigate RAEs. So far, no nationwide alternative grouping approaches have been implemented in the Netherlands, although anecdotal evidence suggests individual clubs might use bio-banding next to regular age grouping [e.g., (78)].

This grouping approach accounts for individual variability in physical characteristics by grouping players on their biological age (i.e., maturity status), often using their percentage of predicted adult height [see (79) for a review]. As such, same-aged peers might play on different teams according to their maturational status in contrast to using chronological age as a grouping criterion. According to players, a key advantage of this grouping approach is that early-maturing athletes, who tend to be relatively older, can “play-up” thereby gaining valuable learning experiences from having to compete with older players (80). However, it is essential to note that biological age and relative age are two independent constructs, whilst bio-banding has been specifically designed to moderate maturity-related biases and has yet to be tested on its influence on RAEs.




Limitations

It is important to recognise that this call for action was made via the KNVB, and thus the benefits and drawbacks of these proposed solutions could differ based on other national contexts (81). For instance, the Netherlands is a relatively small but densely populated country where soccer is the most popular sport, which could have impacted on the knowledge of stakeholders, the mechanisms of the proposals, and their subsequent benefits and drawbacks. In contrast, the call to action was publicly available and not limited to Dutch participants, which could have yielded wider suggestions that may not be applicable to the Netherlands. Although, in our opinion, this widened the pool of proposed solutions rather than hindered the methods. In addition, RAEs effect boys and girls differently [e.g., (2, 8)], therefore potential solutions may benefit (or not benefit) each gender in different ways [see (82) for a review], which was generally not acknowledged throughout the proposed solutions. Overall, we recommend the reader should reflect on how effective and feasible the proposed solutions are within their respective youth soccer environment before testing them in practice.




Conclusion

Relative Age Effects are well established in youth soccer. To date, however, limited attempts have been made to better understand potential solutions in real-life youth soccer settings. In this call to action, 13 proposed solutions were suggested to mitigate RAEs, although no new solutions outside the existing literature were presented. Whilst the purpose of this study was to underscore possible relative age solutions, it was beyond its scope to explore the potential benefits and drawbacks of each proposal. Importantly, though, it should be recognised how solutions that alter the behaviour of observers and require adjusting competition structures can be driven from the KNVB as the governing body of Dutch youth soccer. Whereas, solutions that implement rules for selecting teams are much less dependent on a nationwide rollout and can more easily be introduced at regional/local club levels. A crucial next step for this research group was to utilise the knowledge of experts in this field via an adapted e-Delphi study, in order to identify the most effective and feasible solutions to apply in practice (Part Two). Furthermore, it will be important to design, implement, and evaluate solutions that are perceived to be the most effective and feasible across a variety of Dutch youth soccer settings.
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Introduction: This study examines the presence of the Relative Age Effects (RAEs) among players in the top five European women's football leagues during the 2023/24 season.



Methods: A total of 1,634 professional players from the Women's Super League (England), Liga F (Spain), Frauen-Bundesliga (Germany), Serie A Femminile (Italy), and Division 1 Féminine (France) were analyzed. Birth date distributions were assessed to determine the prevalence of RAEs both collectively and within each league.



Results: Poisson regression analyses revealed significant overall RAEs, with a higher proportion of players born in the first semester of the year. Individually, significant RAEs were found in England, Spain, Italy, and France, while Germany did not exhibit statistically significant effects. When analyzed by playing position, significant RAEs were observed among goalkeepers and midfielders, but not among defenders and forwards.



Discussion: These findings highlight the ongoing influence of RAEs in elite women's football and underscore the need for strategies to mitigate its impact on talent identification and player development.



KEYWORDS
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1 Introduction

In recent years, women's football has experienced significant growth, particularly in European countries. Between 2019 and 2023, the number of registered female players increased by 45.03% in England, 66.7% in Spain, and 17.36% in France (1, 2). However, the United States still represents approximately 40% of all female football federation registrations worldwide (2), a statistic that justifies this nation's performance globally in the history of this sport.

This growth in participation has been accompanied by a notable increase in the volume of scientific research dedicated to women's football (3). This emerging volume of scientific research enabled researchers to transition away from the previously predominant unisex approach, wherein findings from men's football were indiscriminately applied to women's football due to the lack of sex-specific evidence (4). Among the underexplored topics in women's football research are the relative age effects (RAEs), a phenomenon extensively studied in men's football but less comprehensively examined in the context of the female game (5, 6).

The relative age effects in sports, particularly in football, is defined as the consequences on performance stemming from differences between athletes' chronological and biological ages (7, 8). In recent years, the understanding of this issue has led to establishing a series of conclusions regarding talent selection at early ages (9). Consequently, different approaches have been proposed to eliminate or reduce the influence of these effects, one of the most notable being bio-banding. This method consists of categorizing young athletes, typically aged 11–15, into groups or “bands” according to their estimated biological maturity rather than solely their chronological age for specific competitions and training sessions (10). The assessment of maturity is generally based on the predicted percentage of an individual's final height at a given point in time. However, the authors emphasize that bio-banding should be applied in specific contexts and used primarily for short-term purposes, such as training periods or experimental tournaments.

Another emerging concept in the literature on relative age effects in sports is the “underdog” phenomenon (11, 12) which has been explored as a hypothesis in other studies (13, 14). This theory posits that younger athletes within a given cohort face challenges from their relatively older peers. It suggests a reversal of the traditional RAEs perspective, arguing that what truly defines elite players is their ability to overcome disadvantages, including those imposed by RAEs. To support this claim, studies not only examine the presence of the effects but also track athletes' development and career trajectories from their early years. Finally, other models have also been considered in the literature to analyze relative age, such as the social agents theory (15). This approach examines how parents, coaches, and athletes themselves influence the effects of relative age. Similarly, the developmental systems theory has been explored, highlighting the constraints associated with RAEs (16). These constraints fall into three categories: individual (date of birth), task-related (type of sport), and environmental (social factors and sports development).

In the specific context of women's football, several authors have investigated the influence of these effects, although the results found are often contradictory (17–33). One of the first studies (25) on women's football was conducted in the United States and aimed to demonstrate the occurrence of this selection bias in players from the US Olympic Development Program. These authors showed a slight bias toward overrepresentation of players born in the first half of the year compared to the second. However, this effect was not observed when the analysis was conducted based on the quarter of birth (25).

Following this initial evidence, research in Asia has provided further evidence into the prevalence of RAEs. Matsuda and Ishigaki (19) observed, after analyzing a sample of over 4,000 players, that the percentage of players born in the first quarter of the year was approximately 10% higher compared to those born in the last quarter of the year. Nakata and Sakamoto (27) further examined sex differences in RAEs among Japanese athletes, highlighting distinct patterns between male and female players. In China, Li et al. (28) explored the impact of the “one-child” policy on elite soccer players, suggesting that structural constraints in talent selection may have influenced the observed RAEs.

In Europe, multiple studies have confirmed the presence of RAEs across different levels of competition, particularly among players from national and regional teams (22). Research in Switzerland (29) and other recent studies on elite female soccer players in international tournaments (30, 31) have further highlighted the prevalence of RAEs, especially in younger age categories, with positional and regional variations. Additionally, Delorme et al. (17) found that RAEs were evident in lower divisions of French football. However, relative age effects did not occur in adult players; on the contrary, there was an underrepresentation of players born in the first quarter of the year (17), which could be justified by the “underdog” theory (11), according to which future performance and the duration of sports careers could be greater for athletes born in the later quarters of the year. A broader analysis in Italy with a sample of 1,535 female basketball, volleyball, and football players, with greater effects observed in football (34). It is also interesting to note the study conducted in Germany, which analyzes RAEs from two perspectives: as within-year effects (WYEs), examined within the same birth year, and as between-year effects (BYEs), where athletes are grouped into two-year age bands. In the latter case, disadvantages are more pronounced (33).

On the other hand, numerous studies have not found evidence of relative age effects in women's football. For example, a recent study (21) conducted on the FIFA Women's World Cup championships held since 2007 in the absolute, U20, and U17 categories observed that relative age effects in the U17 and U20 samples were not significant until the years 2016 and 2018, respectively, when the effects were observed. Furthermore, no effects were observed in 2007, 2011, 2015, and 2019 editions of the FIFA Women's World Cup (21). Similarly, a recent investigation found no effects of relative age in 2,387 female players from the qualification squads/teams for the most recent European Championship campaigns (35).

In addition, other studies have also failed to detect significant RAEs in elite women's football. For instance, Riveiro et al. (31) analyzed under-17, under-20, and adult elite female soccer players, reporting no significant relative age effects in adult categories. Likewise, Delorme et al. (17) investigated the prevalence of RAEs in elite sports in France, considering the possible influence of gender. Their results indicated that, although RAEs are evident in men's sports, its presence in women's sport is less consistent, suggesting that the effects may vary depending on gender and the specific sport. Nakata and Sakamoto (27) examined RAEs among elite Japanese athletes and found that, in the case of female athletes, only volleyball showed significant RAEs. In other female sports analyzed, such as football, no skewed distribution of birthdates was observed. These findings highlight the complexity of relative age effects in women's football and suggest that its presence may be influenced by multiple contextual and structural factors.

Considering all the studies mentioned, it is essential to continue exploring the relative age effects in women's sports, specifically in the world of football. Therefore, this research aims to address two objectives: first, to determine the presence of relative age effects across the five major European leagues, both collectively and individually; and second, to evaluate whether these effects varies based on players' positional roles.



2 Materials and methods


2.1 Study design

This research employed a cross-sectional observational design to evaluate the presence of Relative Age Effects (RAEs) among players in the top five European women's football leagues (based on their economic impact, competitiveness, and visibility, as highlighted annually in Deloitte's Football Money League reports) during the 2023/24 season: the Women's Super League (England), Liga F (Spain), Frauen-Bundesliga (Germany), Serie A Femminile (Italy), and Division 1 Féminine (France). The study focused on the entire roster of registered players for each team within these leagues, aiming to provide a comprehensive view of RAEs at the elite level of European women's football.



2.2 Participants

The study sample consisted of 1,634 professional female football players distributed across the five leagues. To ensure accuracy, data collection was conducted between February 1 and February 10, 2024, shortly after the closure of the mid-season transfer window. Only players officially registered with their respective clubs at this time were included. Any players on long-term leave, such as maternity or injuries, were also considered part of the roster if they remained registered.



2.3 Data collection

Data were sourced from publicly available records on official club websites and the specialized football statistics platform Livefutbol (36). Information for each player included: full name, date of birth (used to determine the player's relative age within the competition year), playing position (classified as goalkeeper, defender, midfielder, or forward), and club affiliation.

Additional manual verification was performed to cross-check data discrepancies between club websites and the Livefutbol platform. This ensured consistency and accuracy of the dataset used in the analysis.



2.4 Determination of relative Age effects and data analysis

The standard cut-off date for categorization by birth year is January 1st. However, England's Women's Super League uses a September 1st cut-off date, in line with the academic year. For the English league, player birth dates were adjusted to align with this variation. Adjusted dates were used in subsequent calculations to maintain consistency across leagues.

Relative Age Effects (RAEs) were first evaluated and proved (χ2 = 46.77; p < 0.001) using the Chi-square goodness-of-fit test for a hypothetical equal distribution across the four quartiles. Similarly, an association analysis was conducted between the birth quartile variable and the league and position variables, taking into account that for this second analysis, the expected values for each of the positions and leagues were those observed in the overall sample (i.e., 27.4%, 28.4%, 22.2%, and 20.0%). The effect size for this association quantified using Cramer's V. Finally, Relative Age Effects were calculated through Poisson regression (37, 38). The Poisson regression formula y = e (b0 + b1x) serves to explain the frequency count of an event (y) by an explanatory variable x. The data used for Poisson regression were week of birth (WB) whereby the first week in January was designated WB 1, and time period of birth (Tb) describing how far from the beginning of the year a player was born. This last index ranging between 0 and 1 was calculated as Tb = (WB − 0.5)/52. In the Poisson regression, the event (y) was the frequency of birth in a given week and the explanatory variable (x) was Tb. We also calculated the index of discrimination (ID) according to Doyle and Bottomley (38) as e-b1. This index measures the relative odds of a player born on day 1 vs. day 365 of the competition year being selected. The likelihood ratio D2 was determined according to Cohen et al. (39). All statistical tests, including descriptive analysis, were performed using the software package R (version 4.3.2). Significance was set at p < 0.05.




3 Results


3.1 Distribution of birth dates by league

The distribution of players' birth dates according to their quartile (Q) of birth across the five leagues is summarized in Table 1.


TABLE 1 Association between birth quartile and league.

[image: A table compares five soccer leagues across four quarters. Division 1 Féminine, FA Women’s Super League, Frauen – Bundesliga, Liga F, and Serie A are listed with percentages for each quarter. Notably, Liga F shows the highest value in Q2 with 125 (32.3%) and drops to 67 (17.3%) in Q3. The probability value is 0.33.]

As shown in Table 1, Q1 (27.4%) and Q2 (28.4%) together account for the majority of players, whereas Q3 (22.2%) and Q4 (22.0%) present lower proportions. This trend is consistent when analyzing each league individually: (a) Women's Super League (England) with 55% of players were born in Q1 and Q2; (b) Liga F (Spain) with 58%; (c) Frauen-Bundesliga (Germany) with 53%; (d) Serie A Femminile (Italy) with 55% in; (e) Division 1 (France) with 57%. Notably, Serie A Femminile shows a particularly high representation of Q1 (29.6%), while Liga F stands out with a higher share of Q2 (32.3%). Despite these variations, the association analysis revealed no significant dependency between the league and the birth quartile (χ2 = 17.808; p = .33). Additionally, the association analysis between both variables showed that there was no dependency between the league and the birth quartile.

At the club level, the majority of clubs within each league also exhibited a higher number of first-semester-born players. Specifically: (a) Women's Super League (England): 9 out of 12 clubs had more first-semester players; (b) Liga F (Spain): 14 out of 16 clubs had more first-semester players; (c) Frauen-Bundesliga (Germany): 6 out of 12 clubs had more first-semester players; 5 clubs had more second-semester players, and 1 club had an equal number; (d) Serie A Femminile (Italy): 8 out of 10 clubs had more first-semester players; (e) Division 1 (France): 10 out of 12 clubs had more first-semester players.

Figure 1 illustrates the distribution of players' birth dates by quarter across the five European leagues. The figure demonstrates that the first two quarters (Q1 and Q2) account for a larger percentage of players (56%) compared to Q3 and Q4 (44%).


[image: Bar chart showing quarterly data. Q1 has a value slightly above 400, Q2 peaks at 450, Q3 is slightly above 350, and Q4 is just below 400. All values are approximate.]
FIGURE 1
Frequency of players by quarter for all players in the five European leagues.




3.2 Poisson regression analysis by league

To statistically assess the presence of RAEs, Poisson regression analyses were conducted for the overall sample and for each league individually. The results are presented in Table 2.


TABLE 2 Poisson regression analysis of RAEs by frequency for all players by league.

[image: Table comparing five soccer leagues, showing sample sizes, means with standard deviations for week and time of birth, coefficients \( b_0 \), \( b_1 \), Index of Discrimination (ID), McFadden's \( D^2 \), and p-values indicating statistical significance.]

The Poisson regression for the overall sample revealed a significant negative association between time of birth (Tb) and the frequency of players (b₁ = −0.45, p < 0.001), indicating the presence of RAEs. The Index of Discrimination (ID) was 1.57, suggesting that players born at the beginning of the year are 1.57 times more likely to be selected than those born at the end of the year. The Poisson regression analysis revealed the presence of a significant (p < 0.001) overall RAEs in players in the first division of the teams in Division 1 (France). There is also a significant difference (p < 0.01) in Serie A Femminile (Italy), and a significant difference (p < 0.05) in Liga F (Spain) and Women's Super League (England). There is no significant difference (p = 0.36) in Frauen-Bundesliga (Germany). The McFadden's D2 values indicate a moderate model fit, with higher values in Serie A Femminile (D2 = 0.16) and Division 1 Féminine (D2 = 0.17). In contrast, the Frauen-Bundesliga shows the lowest D2 (0.02), aligning with the non-statistically significant RAEs observed in this league.

Figure 2 shows the frequency of week of birth and the Poisson regression line for the overall sample. The negative slope of the regression line in Figure 2 indicates a decrease in the number of players born later in the year, consistent with the presence of RAEs.


[image: Scatter plot showing a negative correlation between "Overall 5 League Players" and "Tb: Time to born". Data points are scattered, with a downward trend line indicating a decrease in player numbers as time to birth increases.]
FIGURE 2
Frequency of week of birth (WB) for all players and poisson regression line for the overall five leagues.




3.3 Distribution of birth dates by playing position

The distribution of players' birth dates according to quartile by playing position is detailed in Table 3. Statistically significant differences were found between the specific position and the birth quartile (χ2 = 46.77; p < .05; ES = .06).


TABLE 3 Association between birth quartile and player position.

[image: Table comparing football player positions across four quarters (Q1 to Q4) with sample sizes and percentages. Goalkeepers show the highest percentage in Q1 and Q2. Midfielders exhibit significant variance with higher observed values in Q3. Statistical significance is indicated with p < .05.]

When analyzing by position, there is a greater presence of players born in the first semester (Q1 and Q2) across all positions, goalkeepers are more frequently born in Q1 (33.3%) and Q2 (33.9%), while their presence is statistically significantly lower in Q3 birth quartile (Z < −1.96), indicating an underrepresentation in this quartile Defenders show the highest proportion in Q2 (32.9%, followed by Q1 (27.4%), with Q3 (19.4%) and Q4 (20.3%) being less common. Midfielders are more evenly distributed, but Q3 stands out with a statistically significantly higher representation compared to Q4 (17.6%), the lowest among all quartiles. Strikers follow a more gradual trend, with the highest proportion in Q1 (28.0%) and a continuous decrease toward Q4 (21.6%). When breaking it down by championship, the overall trend shows more players born in the first semester for the entire sample. However, there are two exceptions: forwards in the Frauen-Bundesliga have a higher presence of players born in the second semester, and defenders in England have an equal number of players born in the first and second semesters.



3.4 Poisson regression analysis by playing position

Poisson regression analyses were conducted for each playing position, with results summarized in Table 4.


TABLE 4 Poisson regression analysis of RAEs by frequency for all players by playing position.

[image: Table showing data for soccer players by position: goalkeepers, defenders, midfielders, and forwards. Columns include number of players, week and time period of birth, regression coefficients (\(b_0, b_1\)), Index of Discrimination (ID), McFadden's \(D^2\), and p-value, indicating statistical significance.]

The analyses reveal the presence of significant relative age effects (RAEs) in midfielders (p < 0.001, ID = 1.72) and goalkeepers (p < 0.01, ID = 2.11). However, no significant RAEs were found among defenders (p = 0.13, ID = 1.27), while forwards showed no significant RAEs but presented a marginal trend (p = 0.056, ID = 1.38). These findings align with the results of the Poisson regression by demarcation, which identified significant RAEs in midfielders and goalkeepers, but not in defenders or forwards. The McFadden's D2 values suggest a stronger model fit for goalkeepers (D2 = 0.11) and midfielders (D2 = 0.18), supporting the presence of statistically significant relative age effects in these positions. Conversely, defenders (D2 = 0.03) and forwards (D2 = 0.06) show lower values, indicating a weaker or non-statistically significant effects.

Figure 3 exhibits the frequency of week of birth and Poisson regression for each playing position.


[image: Four scatter plots each show a linear regression line. The x-axis represents "Tb: Time to born," ranging from 0.0 to 1.0. The y-axis varies per plot: Goalkeepers, Defenders, Midfielders, and Forwards, each ranging from 0 to 20. Each plot depicts a slight negative correlation between "Time to born" and the number for each player type.]
FIGURE 3
Frequency of week of birth (WB) and poisson regression for each playing position.




3.5 Distribution of birth dates by playing position and league

Finally, Table 5 presents the results of the contingency table and association analysis between the variables birth date and playing position for each of the leagues independently. The results obtained indicate that there is no statistically significant association between these variables when analyzed within each league separately, in contrast to the statistically significant association observed when assessed overall.


TABLE 5 Association between birth quartile and player position in top-5 female European leagues.

[image: Table showing player positions and percentages across different women’s football leagues and quarters. Leagues include Division 1, Serie A Femminile, Liga F, Women's Super League, and Frauen-Bundesliga. Positions listed are goalkeeper, defender, midfielder, and striker, with percentage distribution for quarters Q1 to Q4. Statistical significance is indicated by the P values in the rightmost column.]




4 Discussion

Our results suggest noticeable tendency towards Relative Age Effects in the most important female football leagues in Europe with the exception of German Frauen Bundesliga. This aligns with similar research that analyzed Japan Woman Soccer League (i.e., Nadeshiko League) and stated that RAEs were also present at the top female football league in Japan with a clear predominancy of Q1 born players (19). Similarly, in Spanish female football, the top three divisions, regional, and national teams showed the presence of Relative Age Effects (22). Same results were also found in the Turkish Women's Super League during the 2022–2023 season (24), but it is worth noting that the effects were mild when only the top teams in the league were analyzed, while these effects disappeared in the total sample of the league, possibly due to significant differences in level between the teams analyzed. Curiously, in the case of the Brazilian Female Football First Division (i.e., Campeonato Brasileiro Futebol Feminino A1), Relative Age Effects were trivially present when all players of the competition were analyzed together; however, it was not found when the players were categorized by their specific position (23).

In regards to playing positions and RAEs, our findings indicate significant RAEs among goalkeepers and midfielders, but not among defenders and forwards. This contrasts with findings by Bilgiç and Işin (30) in the 2016, 2018, and 2022 FIFA Women's World Cup. These authors (30) reported statistically significant RAEs across all positions in U17 and among defenders and midfielders in U20. This suggest that age-related selection biases may vary by competition level and tournament structure. Complementarily, Ribeiro et al. (31) observed, in the Women's Football World Cup from 2018 to 2019, a strong overrepresentation of players born in Q1, particularly among midfielders, which aligns with our results, as midfielders exhibited significant RAEs. Moreover, goalkeepers and defenders were found to be influenced by the highest RAEs in Spanish female football national teams and top competitive levels (22), which aligns with our present results, except for the case of defenders in the Women's Super League (England). Additionally, recent research in U.S. youth women's football has reported that RAEs are particularly pronounced among goalkeepers, central defenders, midfielders, and center forwards during the talent identification phase, though these positional biases diminish when players reach the youth national team (40).

A similar study of the top BIG 5 European leagues (i.e., British Premier League, Spanish LaLiga, French Ligue1, Italian Serie A, and German Bundesliga) was conducted by Úbeda-Pastor et al. (41) using a male sample. The results indicated the presence of RAEs in four out of the five leagues (LaLiga, Ligue 1, Serie A, and Bundesliga), with statistically significant overrepresentation of players born in the first quarter of the year. However, no significant differences were found in the English Premier League. Moreover, more recent comparative study has emphasized that while RAEs are robustly evident in male competitions, the magnitude and patterns in female competitions differ (17, 35), suggesting that selection dynamics may operate differently across genders.

On an overall scope, it´s interesting to point out the importance of RAEs in youth stages, since high presence of RAEs in adolescence translates in a presence of RAEs also early adulthood career phase (i.e., younger than 25 years old) in different sports (e.g., rugby, volleyball and basketball) with an special note on football, where results has shown that not only affect early adulthood but also later phases as well (42). In this regard, recent investigations in other sports, such as athletics, have underscored that the developmental trajectories contributing to RAEs are complex and evolve over time, with early advantages potentially diminishing as athletes mature (31, 43).

One explanation for RAE been considered lees influential in female sport could be the lower level of competition among female athletes for positions in elite teams. If an activity is far more popular among boys than girls in a given country, and if similar elite structures exist with a similar selection system, it is not surprising to find higher RAEs among males than among females (17). The second major determinant, physical development, also deserves to be interrogated with regard to potential sex differences. Baxter-Jones (44) suggested that the stronger RAEs among male athletes are the result of the earlier maturation of girls and the higher variance of the maturity status of boys. During the period of selection, there would thus be more significant differences between boys than between girls. Gredin et al. (45) examined psychological risk factors and found that perceptions of sport competence and motivational climate significantly affected athletes’ likelihood of continuing in the sport. Vincent and Glamser (25) argued that social pressures to conform to a socially constructed gender role (i.e., stereotyped definition of femininity) “could make early maturing females less motivated to achieve excellence in competitive sport because of a perception that society does not value female athletic accomplishments in the same way it does those of males”. Thus, early maturing females are more subject to leaving competitive sports than later maturing females (25).

As stated in the introductory part of the present manuscript, female football is an emerging sport in many European countries such as Spain and England (2). A strong growing popularity and competitiveness of the sport often translates into a higher presence of Relative Age Effects at different female football levels, since a higher number of footballers can lead to discrimination against players born in Q3 and Q4 in their selection to participate in different football squads (46). In the case of Luxembourg, due to their limited pool of players, RAEs are not present at any of their either female or male youth football (46). Also, this argument can be extracted from the analysis of Pedersen et al. (21), who studied the historic evolution of RAEs presence at the Women's World Cup U17 and U20, and their findings proved how RAEs weren't present during 2008, 2010, 2012, and 2014 in contrast with more recent editions (2016 and 2018). Even stronger evidence of such effects were detected at the U18 World Cup, where RAEs weren't present over the 2002–2016 period; however, it appeared at the 2018 edition (21). The same tendency as the French Division 1, a league that didn't present RAEs back in 2009 (17) but does recently (e.g., 2023 season) as the present investigation has proved. The Swiss national teams didn't present RAEs either in 2011, attributed to the low number of potential players, but another variable needs to be taken into account: the lack of professionalization (29). This temporal shift underscores the dynamic and evolving nature of RAEs, reflecting changes in youth development and selection policies over time (30). Furthermore, such trends illustrate that as competitive structures mature and professionalization increases, RAEs may emerge or intensify in leagues where they were previously undetectable, as supported by findings from Bezuglov et al. (47), who identified widespread RAEs in European professional soccer, particularly pronounced in more competitive leagues.

The more professionalized the clubs and academies, the stronger RAEs effects in Portuguese female and male football and futsal (48); so definitely, we can say that at the elite level the RAEs level would always be higher, and that aligns with most of our current results in the BIG 5 leagues. Historically speaking, especially at their development level, female football has focused a big share of their resources on the development of female sport adherence, transmission of sport values, and the increase of female participation in football (49). The fact that this stage has been robustly achieved has led to a new stage where teams aim not only at participation and sport values but the competitiveness of their teams as well. In other words, a higher focus on winning translates into a higher level of RAEs as the studies of the higher divisions of female Spanish football showed higher levels of RAEs than the other lower divisions (22, 50).


4.1 Limitations, practical implications and future research

Despite the detailed analysis, the study deals with some limitations. The research focused solely on the top-tier leagues during a single season (2023/2024), which may not capture longitudinal trends or account for variations in lower-tier leagues and other countries. Furthermore, factors such as cultural differences, developmental systems, and league-specific regulations were not examined, which could influence the presence and extent of RAEs.

The practical applications of these findings are significant for talent identification and development in women's football. Recognizing the existence of RAEs can help coaches, scouts, and administrators implement strategies to mitigate its impact, such as adjusting scouting practices or providing additional support to later-born players. This could lead to a more equitable selection process, ensuring that talent is recognized regardless of relative age, ultimately enhancing the overall quality of the sport.

Future research should consider longitudinal studies to assess changes in RAEs over multiple seasons and include a broader range of leagues and age groups. Investigating the underlying causes of RAEs in women's football, such as physical maturation rates, social influences, and selection biases, would provide deeper knowledge. Additionally, exploring intervention strategies like bio-banding or alternative age groupings could offer practical solutions to reduce the RAEs' impact on player development and selection.
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Purpose: Publications from recent years suggest that the biological developmental stage of underage athletes has a significant impact on their athletic performance. This scientific study is the first quantitative attempt in Austria to investigate the impact of the relative age effect and biological maturity on the physical performance of young elite soccer players.



Methods: Birth data from a total of 98 male players in the U13 to U18 age groups of a first-division Austrian soccer club were collected. By measuring height, sitting height and body mass, the individual biological age was calculated using the Mirwald equation. The athletes underwent a standardized battery of tests, which included assessments of speed, strength and endurance.



Results: The results indicate a significant effect of the relative age effect on player selection in the U14 and U15 teams (p < .05), which diminishes with increasing player age. Compared to typical Austrian adolescents of similar age, U13, U14 and U15 players demonstrate a higher level of biological maturity (p < .05). Correlational analyses revealed that the maturity offset, reflecting the time before or after the greatest individual growth spurt, was positively related to eccentric hamstring strength (r = 0.82) and vertical jumping ability (r = 0.61) and positively related to sprint performance over 5, 10 and 20 m (0.62 < r < 0.69; all p ≤ .001).



Conclusion: Biological maturity and the associated anthropometric adaptations are decisive for athletic performance. The study supports the notion that biologically more mature players achieve better athletic performance than less mature players, especially before the onset of puberty.
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Introduction

Modern academies of competitive youth soccer differ from health-related recreational sports in that they focus on identifying and developing underage talent (1). Supported by specially trained coaches and advanced training equipment, professional soccer clubs around the world aim to foster the development of young players to gain sporting and financial benefits (2, 3).

Thanks to the increasingly sport-specific training methods and individualized load management, the physical performance of professional soccer players has gradually improved in recent decades (4, 5). Similar developments can be observed in Austria, where youth competitive soccer players are now taller and heavier compared to their age-matched colleagues from the last decade and perform significantly better in performance-related tests for (reaction) speed, endurance, agility, coordination and (jumping) strength (6, 7).

The increased emphasis on physical development is also reflected in match demands. High-intensity actions, such as sprinting (>25.2 km/h) or high-speed running have become key determinants of sporting success in modern soccer (8). Consequently, physical performance is now prioritized alongside technical and tactical skills in player development.

At the same time, youth soccer players are typically grouped by calendar year, usually with a January 1st cut-off (9, 10). Although this system aims to promote fairness and equal opportunity, it can result in chronological age (CA) differences of up to twenty-four months within the same cohort.

Chronologically older children tend to be more advanced anthropometrically, physically and cognitively. Moreover, they may benefit from greater early sporting success, enhanced confidence and more playing time, which in turn leads to more practice opportunities, and increased motivation (11). These cumulative advantages may contribute to their overrepresentation in youth academies (3, 12). This pattern of selection bias based on birthdate is commonly referred to as the relative age effect (RAE), which describes the “asymmetry in birth date distribution that favors those players born early in the selection year and discriminates against participants born later in the year” (11). It has been robustly demonstrated across nations, age groups, and time spans, particularly in male youth competitive soccer (13–15).

However, recent studies suggest that biological maturity status, rather than CA or RAE alone, may better explain differences in anthropometry and athletic performance during puberty (16, 17). Unlike CA, which is determined by birthdate, biological age (BA) is inherently influenced by genetic and epigenetic factors (18, 19). This implies that not all adolescents commence or progress through the maturation process at the same time or rate (20, 21). For example, Johnson and colleagues (22) reported that skeletal age among youth soccer players of the same CA can vary by up to five years.

This biological variability has significant performance implications. More mature players tend to have advantages in height, body mass, strength or speed, and often outperform their less mature peers in key soccer tasks such as changes of direction, tackling or sprinting (23, 24). These maturity-related advantages increase their likelihood of being selected for youth academies (25).

To assess biological maturity, skeletal age estimation via X-ray of the left carpal bone is considered the gold standard. Alternatively, pubertal stage can be inferred from secondary sexual characteristics (26–28). However, both methods present practical and ethical limitations: X-ray involves a (low) dose of radiation, is costly and requires evaluation by experienced physicians, while assessments of secondary sexual characteristics raise significant privacy concerns and are rarely used in practice (29).

To address these challenges, Mirwald and colleagues developed the “maturity offset” (MO) method, a non-invasive and widely adopted technique for estimating biological maturity status from anthropometric data (30). This method, considered sufficiently valid and reliable for research purposes (29), calculates the time before or after peak height velocity (PHV) based on the date of birth, body mass, height and sitting height. In Austrian males, PHV typically occurs at 13.8 years (29). Hence, an MO of −0.5 years would correspond to a BA of 13.3 years, providing insight into an individual's current biological maturity status (30, 31).

Although the effects of relative age and biological maturity on youth soccer performance have been examined independently, few studies have considered their combined influence – particularly in the context of elite Austrian youth soccer. Moreover, little is known about how these factors relate to both physical performance and selection decisions within structured academy environments. By addressing both factors simultaneously in a real-world academy setting, this study aims to offer new insights into the interplay between maturity, performance, and selection in youth talent development. In line with recent findings (32–34), this study tests the hypothesis that chronologically older and biologically more mature players not only perform better in physical performance tests for strength, jumping ability, speed and endurance, but are also more likely to be selected into an Austrian elite soccer academy.



Materials and methods


Study design

This study used existing data from the 2022/2023 season, collected during routine assessments of youth teams at the academy of an Austrian first-division soccer club. Physiotherapists conducted the anthropometric measurements, while sports scientists were responsible for administering the performance tests. The testing was conducted by staff who were familiar with the standardized testing protocols and had prior experience administering these tests. Each member of the team involved in the testing held at least a bachelor's degree and had been affiliated with the club for a minimum of three years. All tests took place at the club's training facilities. While players ate at the academy twice a week, no additional dietary guidance was provided in relation to the individual tests.



Participants

To be included in the study, participants had to be officially registered as players of the first-division club's (Bundesliga) soccer academy as of June 1st, 2022, and must have completed the most current standardized test battery. The birthday cut-off date for team assignment was January 1st, as dictated by regulations of the Austrian Soccer Federation and no athlete was represented on more than one team. The sample consisted of all eligible and available players from the mentioned youth teams, forming a convenience sample.

To capture a broad cross-section of the influence of biological maturity on performance, data were collected from five teams (U13, U14, U15, U16 and U18). In Austrian competitive soccer, the U18 team represents the oldest age group in the academy, hence no older teams were included. Teams younger than the U13 level were not considered, as our primary interest was in the interaction between RAE and biological maturity, which becomes more pronounced and performance-relevant as players approach and progress through puberty. All players were born between 2005 and 2010.

Eighteen U18 players were excluded due to injuries or because their commitments with youth national teams prevented their participation. Given the methodological challenges of assessing PHV in older players, a retest was not conducted (35).

Finally, the sample comprised a total of 98 participants distributed among the teams as follows: U13 (n = 23), U14 (n = 21), U15 (n = 23), U16 (n = 16), U18 (n = 15).



Anthropometric measurements

At the start of the season in July and during the winter preparation period in January, the players' height, sitting height, and body mass were measured to the nearest of 0.5 cm and 0.1 kg by physiotherapists using calibrated scales (Soehnle, Style Sense Compact 300, Nassau, Germany), a portable stadiometer (Seca GmbH & Co. KG, Seca 217, Hamburg, Germany), and a standardized chair. The chair height was adjusted to ensure that, during the seat height measurements, participants could sit upright with their feet flat on the floor, thighs fully supported, and knees bent at a 90-degree angle. These measurements were used to calculate the body mass index, PHV and BA using the Mirwald et al. equation (30). CA at the time of the anthropometric testing, as well as the players' month and year of birth, were retrieved from the club's player database (Spectator Sports, SoccerLab, Hasselt, Belgium).



Performance measurements and test protocol

Strength and jumping power tests were conducted separately for the U15, U16 and U18 teams in January, following a three-week winter break marking the start of the preparation period. Although all players had previously completed the test battery at least once in their careers, the procedures were explained in detail, and any questions were addressed by the sports scientists involved. Of note, for the purpose of this study, the jump and strength tests described above were also administered to U13 and U14 players, as these assessments are not part of the club's routine testing for younger age groups. These additional tests were conducted by the lead investigator at the end of the season, between late May and early June. All participants wore technical clothes provided by the club.

Players were scheduled alphabetically and attended the gym in 20-min intervals throughout the day between 9 am and 6 pm. To minimize potential variability caused by different shoe models, the jumping and strength tests were performed in socks (36). Players were allowed two attempts per test, with the best attempt recorded. If requested, a practice attempt was permitted. Following the guidelines of Markovic et al., a 60-s rest period was provided between trials (37).

After completing anthropometric measurements and a mobility assessment conducted by the team's physiotherapist, players performed a standardized 5-min warm-up on an ergometer (Matrix, CXP Target Training Cycle, Frechen, Germany) set at 100 watts. This was followed by a 5-minute individual preparation phase, during which most players performed preparation jumps, dynamic stretching, and an individual warm-up targeting the hamstrings.

Jumping tests were then performed on a force plate (VALD Performance, FDLite, Newstead, Queensland, Australia). Vertical jump height was assessed using the Counter-Movement Jump (CMJ), where players executed vertical jumps with their hands on their hips to minimize measurement errors (38). Each participant was instructed to start from an upright standing position, perform a rapid downward movement to a 90° knee angle, and simultaneously initiate the push-off.

In addition, the Reactive Strength Index (RSI) was measured through a hop test. The athletes were instructed to jump as high as possible while minimizing ground contact time. Players completed ten ankle jumps with minimal knee flexion while keeping their hands on their hips to minimize measurement errors. The best five jumps were averaged. The RSI was calculated based on jump height and ground contact time, with the result expressed in meters per second (m/s) (39).

Following the jump tests, strength measurements were conducted. Hamstring strength was assessed using a Nordic bench (VALD Performance, Nordboard, Newstead, Queensland, Australia) through the Nordic Hamstring Curl and Iso Prone tests. Each player completed one practice trial followed by two test attempts. During the Nordic Hamstring Curl, players were instructed to lower themselves from a kneeling position to the ground as slowly and evenly as possible over three seconds, maintaining a straight body, with their head up and chest lifted. Arms were crossed in front of the chest. The recorded values represent the average bilateral maximum force, measured in Newtons (N). In the Iso Prone test, players held a plank position with a 0° hip angle and elbows on the ground. Players were instructed to keep their legs straight and pull on the hooks while maximally tensing their hamstrings isometrically for three seconds. The bilateral isometric maximum force was similarly recorded in N.

Speed tests were conducted during the international break in April. To ensure optimal recovery, players were given three days off prior to the test and refrained from training or playing matches. Testing for all teams took place on the same Monday afternoon between 5 pm and 7 pm. Although all players had previously completed the test battery at least once in their careers, the procedure was thoroughly explained, and any questions were addressed by the sports scientists involved. A standardized 10-min warm-up, following the Raise, Activate, Mobilize, and Potentiate (RAMP) method, was led by the team's sports scientist (40). The athletes were instructed to perform each trial with maximal effort. To ensure optimal recovery, players were tested individually before proceeding to the next participant. A passive recovery period of 5 min was provided between the two attempts. Players were tested in alphabetical order. To minimize measurement errors through distinct reaction times or body position differences (41), players began the test in a standing position, 50 cm in front of the first timing gate (SmartSpeed Dash, VALD Performance, Newstead, Queensland, Australia). To reduce single-beamed timing errors caused by inappropriate height adjustments (42), the photocells were positioned at hip height (43). The athlete initiated the start independently upon receiving a signal from the sports scientist. Wearing soccer shoes, they sprinted on artificial turf. Split times were recorded at 5, 10, and 20 m, with each player completing two attempts. The fastest time for each section was used for analysis.

Aerobic capacity was assessed for all teams during the final week of June, on a Monday afternoon between 5pm and 7pm just before the season's conclusion, using the Intermittent Fitness Test proposed by Buchheit and Rabbini (44). To ensure optimal recovery, players were given two days off prior to the test and refrained from training or playing matches. Following the recommendations of the developers, players performed a light individual warm-up and stretching routine before starting the endurance test (44). The procedure was explained in detail by the responsible sports scientist, and any questions were addressed. All players from each team completed the test simultaneously and the players were instructed to complete as many stages as possible. Conducted on artificial turf with players wearing soccer shoes, the test continued until the player could no longer maintain the required pace or failed to reach the 3-m zone three consecutive times. The final speed at which the player stopped was recorded and divided by a factor of 1.2 to calculate the maximum aerobic speed (MAS), expressed in km/h.



Academy training structure and long-term player development

Players typically join the academy at the earliest opportunity, with many having been part of the club since the U9 or U10 age groups. By this stage, most players already have experience playing for lower-level clubs. Training for U9, U10 and U11 players takes place three times a week for a total of 4.5 h and emphasizes a multi-sport approach, including different ball games, track and field activities, and gymnastics to promote general motor skill development and coordination. In the U12 age group, the training frequency increases to four sessions for a total of 5 h per week. By the time players enter the U13 team, those who joined the club at the U9 level have accumulated four years of multi-sport training experience.

From the U13 level onwards, training shifts toward more specific soccer-related training. U13 and U14 players train four times per week for a total of 6 hours, including one gym-based session dedicated to age-appropriate strength training. At the U15 and U16 levels, training frequency increases to six sessions per week for a total of 9 h, with two strength sessions designed to develop basic strength and technique, and increase muscle cross-sectional area.

For U18 players, training intensity and specificity peak, with seven weekly sessions for a total of 10 hours, including two strength sessions targeting hypertrophy and maximum strength development, depending on the season's phase.

Up to the U14 level, teams participate exclusively in weekly friendly matches or tournaments organized by the club rather than a dedicated league. From the U15 level onwards, players compete in a nationwide league organized by the Austrian Football Association, with each club playing a total of 22 matches. The season runs from late August to May, with matches typically held on Saturdays. Three-week breaks occur in December and June, while January, February, July, and August are designated as preparation periods.



Data processing and statistical analyses

To examine the RAE in all teams, Chi2 tests were employed to assess the distribution of players across birth quartiles. If the results indicated significant deviations from a uniform distribution, Cramer's V was computed to quantify the effect size. Comparisons of the respective test statistics between teams provided insight into potential variations in the RAE across different age groups.

According to a study by Müller and colleagues the age of PHV determined by carpal bone X-ray in Austrian adolescents is 13.8 ± 0.4 years (29). Using this information, an expected MO for each team was calculated as the difference between the average player age expected in the absence of RAE and the average age of PHV of male Austrians. Thus, the expected MOs were −1.3 (12.5–13.8), −0.3 (13.5–13.8), 0.7 (14.5–13.8), 1.7 (15.5–13.8) and 3.2 (17–13.8) years in the U13, U14, U15, U16 and U18 teams, respectively. While classical RAE studies often compare the distribution of players' birthdates to that of the general population, such population-level reference data (by birth month or quarter and year) were not available for this study. Therefore, RAE effects were operationalized indirectly by comparing the players' actual MO and BA to team-level expected values under the assumption of a uniform age distribution. To assess whether player selection was influenced by both RAE and the pace of biological maturation, the players' actual MOs were calculated using the Mirwald equation and compared to these theoretical values using one-sample t-tests (30). When significant results were found, Cohen's d was reported as measure of effect size. Raincloud boxplots, grouped by team, were generated to visually illustrate potential differences between expected and actual MOs.

To further isolate the effects of the pace of biological maturation, the difference between the players' actual BA – derived from the difference between CA and actual MO – and the expected BA (12.5, 13.5, 14.5, 15.5, and 17 years, respectively) was computed. These differences were then evaluated against the expected value of 0 years using additional one-sample t-tests, with Cohen's d calculated for effect size in cases of significant results.

To examine potential differences in performance metrics between players born in different birth quartiles, one-way ANOVAs were conducted for each outcome variable using pooled data from all age groups.

Finally, Pearson correlation coefficients and scatter plots were used to examine the relationship between the MO, performance measures and anthropometric data collected. All statistical analyses were performed using R (version 4.3.0, R Core Team, 2023). A significance level of α < .05 was set for all tests.




Results

Descriptive statistics reflecting the players' CA and estimated BA as well as anthropometric characteristics are shown in Table 1.


TABLE 1 Players’ CA and estimated BA as well as anthropometric characteristics.

[image: Table showing data for different age groups: U13, U14, U15, U16, and U18. It includes team size (n), chronological age (CA), biological age (BA), height, mass, and BMI. Values show means with standard deviations.]

Across the entire sample, the distribution of players born in different birth quarters was notably left-skewed (χ(3) = 33.586, p ≤ .001, V = .311). The team-specific analyses are depicted in Figure 1. While the U13 team results did not reach significance, statistically significant deviations from a uniform distribution were observed in the U14 and U15 teams (χ2U13(3) = 7.783, p = .051; χ2U14(3) = 11.091, p = .011, V = .410; χ2U15(3) = 10.333; p = .016, V = .379). In the older teams, the RAE was less pronounced, resulting in non-significant findings (χ2U16(3) = 4.714, p = .194; χ2U18(3) = 3.231; p = .357).


[image: Five bar graphs display the number of players by birth quarter for age categories U13, U14, U15, U16, and U18. Each graph shows a trend of higher player counts in the first quarter, gradually decreasing to the fourth quarter. Significant differences are noted in graphs U14 and U15 with asterisks, indicating a statistical significance in player distribution among birth quarters.]
FIGURE 1
Distribution of players born in different birth quarters across teams. *** indicate significant deviations from a uniform distribution.


Comparisons of MOs revealed substantial differences between expected (U13 = −1.3; U14 = −0.3; U15 = 0.7; U16 = 1.7 and U18 = 3.2) and observed values (see Figure 2). The players in the U13, U14, U15 and U16 teams were consistently biologically older than expected, with one-sample t-tests confirming significant differences in the U13, U14 and U15 teams (tU13(22) = 4.399, p < .001, d = .917; tU14(20) = 3.572, p = .002, d = .780; tU15(22) = 6.043, p < .001, d = 1.260; tU16(15) = 1.393, p = .184). In the U18 age group, however, the actual MOs were significantly smaller than the expected values (tU18(14) = −2.457, p = .028, d = −.634).


[image: Violin plots with box plots depict maturity offset in years for age groups U13, U14, U15, U16, and U18. The x-axis represents age groups, while the y-axis shows maturity offset ranging from negative to positive values. Each plot displays data distribution and variability.]
FIGURE 2
Expected (dashed line) and observed maturity offsets across teams.


Comparing the differences between CA and BA against an expected value of 0 years, one-sample t-tests revealed significant disparities within the total sample, which contained data pooled from all teams (M = −0.27, SD = ±0.64; ttotal(97) = −4.162, p < .001, d = −.420), as well as in the U15 category (M = −0.59, SD = ±0.46; tU15(22) = −6.123, p < .001, d = −1.277). Although statistical significance was not reached in the other teams, descriptive statistics indicate that players exhibited a biological development beyond what their CA predicted (MU13 = −0.24, SDU13 = ±0.65; MU14 = −0.19, SDU14 = ±0.69; MU16 = −0.16, SDU16 = ±0.75; MU18 = −0.07, SDU18 = ±0.60).

One-way ANOVAs, conducted on the pooled data from all teams, to assess differences in body height, body mass, and performance metrics across birth quarters revealed no statistically significant results (0.378 < p < 0.935).

The correlational analyses unveiled strong associations between MO and eccentric and isometric hamstring strength, as well as CMJ height, while exhibiting a positive correlation with sprint performance over 5, 10 and 20 m (r > .50; p < .001). An average positive correlation was found between MO and RSI as well MAS (.30 < r < .50; p < .001). The corresponding scatter plots illustrating the relationships between MO and performance parameters are shown in Figure 3. For comparison, Figure 4 presents the same correlations using CA instead of MO. With the exception of MAS, for which the correlation was slightly higher with CA, all other performance variables showed consistently stronger correlations with MO than with CA.


[image: Scatter plots showing the relationship between various performance metrics and maturation offset (MO) in years. Metrics include maximal aerobic speed (MAS), neuromuscular strength (NHS), isometric prone strength, countermovement jump (CMJ) height, and sprint times over distances of five, ten, and twenty meters. Positive correlations are observed for MAS (r = 0.4), NHS (r = 0.82), prone strength (r = 0.75), and CMJ (r = 0.6). Negative correlations are noted for sprint times: five meters (r = -0.62), ten meters (r = -0.68), and twenty meters (r = -0.69), all significant with p < 0.001.]
FIGURE 3
Relationship between maturity offset (MO) and performance test results conducted across the entire group. MAS, maximal aerobic speed; NHS, nordic hamstring strength; CMJ, countermovement jump height, 5 m/10 m/20 m: sprint times over 5, 10 and 20 m, respectively.



[image: Scatter plots showing relationships between chronological age (years) and various performance metrics. Top row: MAS (r = 0.51), NHS (r = 0.71); middle row: Iso Prone (r = 0.61), CMJ (r = 0.55); bottom row: Sprint 5m (r = -0.56), Sprint 10m (r = -0.63), Sprint 20m (r = -0.66). All correlations are significant with p < 0.001.]
FIGURE 4
Relationship between chronological age (CA) and performance test results conducted across the entire group. MAS, maximal aerobic speed; NHS, nordic hamstring strength; CMJ, countermovement jump height, 5 m/10 m/20 m: sprint times over 5, 10 and 20 m, respectively.




Discussion

This study aimed to evaluate the influence of the RAE on player selection within the youth teams of an elite Austrian soccer club. We hypothesized that chronologically older and biologically more mature players would not only perform better in physical performance tests for strength, jumping ability, speed and endurance, but also be more likely to be selected into an elite soccer academy. Our findings support this hypothesis. A clear RAE was observed, particularly in the younger age groups, and biological maturity showed consistent associations with key physical performance parameters. These results highlight the combined impact of relative age and biological maturity on both selection and performance within the structured academy setting.

While previous studies have investigated the presence of the RAE in elite youth soccer, this study provides novel insights within the context of Austrian elite soccer. For the first time, we offer data on the current state of youth elite soccer in Austria, incorporating a comprehensive range of physical performance tests within the same population. These assessments cover aerobic endurance, isometric and eccentric strength, explosive power, and neuromuscular capacity through jumping and sprinting measurements. Furthermore, the study examines five distinct age groups from the same club environment, allowing for a unique analysis of how biological maturity correlates with performance metrics and how these relationships evolve across different developmental stages.

Our findings clearly demonstrate the presence of the RAE, as, across teams, there was a significant overrepresentation of players born in the first quarter of their respective selection periods, starkly contrasting with the uniform distribution of births per month in the general Austrian population. The analysis of the individual teams showed that within the U13, U14 and U15 teams there was a birth ratio of 3:1 favoring of players born in the first semester, although this ratio decreased to approximately 2:1 in the U16 and U18 age groups. Notably, in the U15 team there was not a single player born in the last quarter of the year. Our results are consistent with those reported in studies conducted in other European countries, which have documented similar distributions in youth soccer academies over the last 15 years (10, 11, 45).

The diminishing impact of the RAE observed from U16 level onwards suggests that scouting and the player selection are especially influenced by the RAE in pre- and peripubertal boys (33, 46). This phenomenon could be attributed to the advantage of older players, who may compensate for technical, tactical or psychological shortcomings with superior physical attributes before puberty. However, as their teammates catch up during the growth spurt phase, these players may ultimately be identified and excluded due to potential skill deficits. Conversely, it is plausible that younger players, who may initially lag behind in performance, experience improvements after puberty. Consequently, they might have to leave the academy less often after reaching this stage.

Even though the players studied reached their age of PHV at 13.7 years, which aligns with both that reported in other studies in youth soccer players and that found in general Austrian adolescents (29, 47, 48), our results indicate that especially in younger age, the academy tends to preferentially accept early biological developers. Indeed, across all teams, the players’ average BA consistently exceeded their CA, although in the team-specific analyses significant differences were only observed in the U15 team.

The findings indicate that biological maturity status, rather than birth quarter, plays a more significant role in individual sports performance, as players with advanced maturity tend to outperform their less mature peers. With respect to the connections between biological maturity and performance metrics, the correlational analyses and scatter plots revealed significant linear relationships between MO and strength and speed parameters, such as eccentric and isometric strength of the hamstrings, vertical jumping ability and speed over 5, 10 and 20 m. Previous research suggests that more than a quarter of the variance in sprint performance among competitive youth soccer players can be explained by eccentric strength as measured by relative Nordic hamstring power (49).

Our findings underscore the advantages conferred by advanced biological maturity and the associated anthropometric adaptations in improving strength and speed parameters, which are crucial for physical contact sports like youth soccer. These attributes are strongly correlated to success metrics and playing time (50–52). Interestingly, the Austrian soccer academy system operates as a closed system, with no relegation among its twelve members. While the system aims to foster the development of all players, our data suggest that current selection patterns may unintentionally favor chronologically older or biologically more mature players. This could reflect a tendency to prioritize short-term performance over long-term development. However, without comparison to unselected players, it is not possible to fully distinguish between selection bias and sport-inherent demands that naturally favor more physically developed athletes.

To mitigate the developmental disadvantages faced by relatively younger or late-maturing players within such systems, several alternative strategies have been proposed. One practical approach to addressing these challenges is bio-banding, which groups athletes based on their biological rather than chronological age (53, 54). Bio-banding aims to create more equitable and developmentally appropriate opportunities for all players, regardless of their birth date or maturation rate (55, 56). At the club level, bio-banding can group U13, U14 and U15 players by biological rather than chronological age for soccer and strength training. Organizing friendly matches or tournaments between bio-banded teams, alongside official competitions, ensures that less biologically developed players receive ample playing time and skill development opportunities. Scouts, coaches, and relevant personnel should regularly reassess their selection criteria and receive ongoing education on the RAE, BA, and their impact on short- and long-term player development (57).

In conclusion, the presence of the RAE was observed among young players in the academy of an elite Austrian soccer club. During the prepubertal age, differences in both CA and the pace of biological development can result in differences of several years in biological maturity. Our findings underscore the interconnectedness of advanced biological maturity and key sports motor skills such as speed and strength, which are crucial for youth soccer performance. Since sporting talent is not tied to one's birth month, it is evident that the current setup systematically excludes numerous talented but later-born or less-developed players from the system at a young age (58).



Limitations

While the performance tests were carried out according to a standardized test protocol, it cannot be ensured that all tests were conducted under identical conditions, including timing, explanation, and execution of movements, owing to variations among test instructors. Discrepancies in the accuracy of the measurement of some parameters may have occurred, potentially leading to unprecise calculations of the age of PHV and, consequently, biological maturity. The fact that the players' nutritional status was not assessed may have introduced variability in the testing outcomes. The study is also limited due to the small sample sizes in each group, which is why the reported effect sizes should be interpreted with caution. Several authors have noted that the Mirwald equation tends to overestimate the age of PHV in early-maturing children, while underestimating it in late developers (59, 60). This systematic bias can result in a regression toward the mean, potentially misclassifying individuals at the extremes of the maturity spectrum. The method also appears to be more accurate in younger adolescents (approximately 10–13 years), which may reduce its accuracy when applied to older age groups who are closer to or beyond their age of PHV. In addition to these statistical limitations, it is important to recognize that most anthropometry-based equations – including those by Mirwald, Khamis-Roche, and Fransen – were developed in largely homogeneous, predominantly Caucasian populations. This raises questions about the validity of applying these methods to the ethnically diverse groups typically found in elite youth soccer settings. As Fransen (2021) recommended, such estimations should be interpreted with caution when used outside their original reference populations (61). Other non-invasive, anthropometry-based methods face similar limitations in accuracy and produce similar estimates of BA (62), although recent equations such as the one proposed by Fransen and colleagues (63) may help mitigate some of the known biases of earlier models. More precise techniques, such as skeletal age assessment via X-ray or the evaluation of secondary sexual characteristics, were not feasible in our setting due to ethical, logistical, and privacy-related constraints, and promising newer alternatives such as skeletal ultrasound were not available. Finally, it is important to note that the RAE may vary between countries. Therefore, caution is warranted when extrapolating the findings of this study, which focuses exclusively on Austrian athletes, to populations in other countries.
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Talent selections in youth sports are frequently biased regarding the maturation and relative age of the players, with preference given to more mature and relatively older players. It thus can be hypothesized that relatively younger players born at the end of the selection year must mature earlier to compensate for this disadvantage. Hence, this study investigated maturation, relative age, and their association in the talent selection of German youth handball players. A secondary data analysis within an ex post facto design was conducted to examine the birth quarter distributions and maturation parameters of 2,259 female U15 players and 2,340 male U16 players. Practically significant maturation bias was detected in male players, who matured almost one year earlier than common German boys (g = −1.67). This was not evident in female players. Relative age selection biases were observed in female (פ‎ = .16) and male (פ‎ = .20) players. An analysis of maturation timing across birth quarters revealed that relatively younger players born later in the selection year mature earlier than their relatively older peers in both female (g = 0.99) and male players (g = 0.56), thereby partially offsetting relative age disadvantages. Consequently, it may be crucial for relatively younger players to be early-maturing to increase selection odds. Considering the evidence indicating the presence of both maturation and relative age selection biases, it seems prudent to acknowledge the significant impact that these can have on talent selection and development in German youth handball. The development of solutions is currently underway in collaboration with the regional and national handball federations.
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1 Introduction

National sports federations employ structured talent identification and development (TID) systems in youth sports with the objectives of identifying young athletes with the greatest potential for long-term success and preparing them for the challenges they will encounter in adult international competition (1, 2). The players selected for the development system benefit from the provision of professional coaching, sports science, and medical support, gain access to superior training equipment and facilities, and are exposed to high levels of competitive challenge to facilitate their long-term progress and increase the likelihood of attaining success at the senior level (3). The German Handball Federation (DHB; Ger.: Deutscher Handballbund) annually conducts scouting camps at the beginning of the year to select female U15 and male U16 players for talent development programs and to recruit them for the youth national squads (4). Each coach of the 20 regional handball federations in Germany selects out of their regional pool approximately twelve female and twelve male players across all playing positions who are perceived as “talented” and sends them as one female and one male team to the National Talent Selection Camp of the German Handball Federation (SelCamp; Ger.: DHB-Sichtung). Due to organizational considerations, the five-day SelCamp is conducted on two consecutive occasions, with ten teams participating in each session for each sex (four three-day SelCamps, with five teams each for each sex since 2024). During this selection process, candidates are required to demonstrate their abilities in general motor tests, their skills in handball-specific tests as well as their technical and tactical qualities in matches and competitions. Based on these observations, the national coaches then select the most promising players to participate in the National Talent Nomination Camp of the German Handball Federation (NomCamp; Ger.: 1. DHB-Lehrgang), which ultimately serves as the recruitment pool for the youth national team (4). However, two nonmodifiable factors that can bias these (pre)selections are the biological maturation of the players as well as their relative age (5–10).

The process of biological maturation refers to the progression toward a fully developed mature stature. It can be characterized in three ways: the maturation stage at the time of observation (i.e., maturity status), the age at which specific maturational events occur (i.e., maturity timing), such as the age of peak height velocity (APHV), and the rate at which maturation occurs (i.e., maturity tempo) (7, 11). An advanced biological maturity status may result in advantageous anthropometric (e.g., body height, wing span) and physical (e.g., strength, power, endurance) characteristics, which are considered to underpin high sports performance (12, 13). It is thus unsurprising that an advanced maturity status has been shown to increase selection odds in sports where greater size, strength, and power are desired attributes, which in turn promotes biological maturation selection bias (6–10, 14–20). This phenomenon is not unprecedented in sports; rather, it has been documented for several decades (21). However, while early/advanced maturation may confer an initial advantage in highly physical sports, it does not necessarily translate to success at the senior level. In fact, it has been suggested that late-maturing players may perform better in adulthood when retained in TID systems (22, 23).

Recent observations in handball players indicate that an advanced biological maturity status results in superior anthropometrical and physical performance characteristics (13). Moreover, early-maturing handball players have been shown to exhibit advantages in anthropometry, strength, speed, and jump performance compared with their later-maturing peers (19, 24). Consequently, handball may be susceptible to a maturation selection bias. This is supported by data obtained by de la Rubia et al. (19), Tróznai et al. (14), and Tróznai et al. (20). De la Rubia et al. (19) reported an overrepresentation of early-maturing players in U16 and U17 Spanish academy handball. Tróznai et al. (14) observed a mean difference (with standard deviations in parentheses) between bone age and chronological age (as a proxy for maturity status) of 0.9 (1.1) years in female U14 and 1.8 (1.0) years in male U15 Hungarian handball players which indicates a bias toward players exhibiting an advanced maturity status. The data provided by Tróznai et al. (20) further indicates that the difference between bone age and chronological age increases with rising selection level.

In addition to maturation, player selections can also be biased regarding the relative age of the players. Relative age refers to chronological age differences between individuals within the same age cohort, and its consequences are known as relative age effects (25, 26). For example, an individual born close to the cutoff date at the beginning of the selection year (e.g., 1st January) is almost 12 months older than their peers born at the end of the selection year (e.g., 31st December) and therefore relatively older. Although annual age grouping in youth sports is employed to maintain general developmental similarities among players within the same age group to allow for more balanced coaching and evaluation as well as equal and fair competition, it can still provide disadvantages to some of the group members, causing relative age effects (12, 27). These effects typically manifest themselves in selections as an underrepresentation of players born at the end of the selection year (i.e., relatively younger players) and an overrepresentation of players born at the beginning of the selection year (i.e., relatively older players) (12). Several mechanisms have been proposed to account for this phenomenon, with differences in maturation primarily held responsible for the development of relative age effects (12, 26). It has typically been suggested that relatively older children have an increased probability of being physically more mature and entering puberty earlier than their relatively younger peers due to their advanced chronological age (26). During circumpubertal ages in particular, an age difference of almost a year can result in significant differences in physical qualities (26, 28). The maturation-selection hypothesis, which is frequently invoked when elucidating relative age effects, posits that coaches may confuse these maturation-dependent anthropometrical and physical advantages with “talent”, increasing the likelihood of selecting relatively older players, which represents a common relative age selection bias (27, 29). Nevertheless, it is important to note that relatively older players are not inherently more advanced in their maturation in comparison to their relatively younger peers because maturation individually varies in terms of timing and tempo (11). Therefore, relative age and biological maturation are regarded as distinct constructs and should be treated as such (5, 9, 30). A substantial body of research has documented the existence of relative age selection biases in handball at the youth level. These studies involved players of both sexes on national teams, club teams, and tournaments across various countries, including Brazil (31, 32), Denmark (33), Germany (27, 34–37), Hungary (14, 20), Israel (38), Kosovo (39), Norway (40), and Spain (41–46). While an older relative age may provide certain advantages at the junior level, studies suggest that under certain conditions, athletes of younger relative age who successfully overcome the relative age selection bias could be superior to their peers on various performance indicators at the senior level (37, 47).

Given that both relatively older and early-maturing players are often favored in selection processes at the youth level, it could be assumed that relatively younger selected players born at the end of the selection year tendentially mature earlier and have a similar maturity status as their relatively older peers to compensate for their younger relative age. This phenomenon has been documented in soccer (9, 16, 18, 48–55), handball (14, 20, 24), tennis (56), swimming (57), and winter sports (54, 58, 59), although some conflicting results have also been reported (60). Three studies could be identified that investigated the associations between relative age and maturation in handball: Matthys et al. (24) reported no statistically significant differences in maturation timing between relatively older and younger 14-year-old male Belgium handball players. The studies conducted by Tróznai et al. (14) and Tróznai et al. (20) demonstrated descriptively, albeit not statistically significant, that relatively younger male players may exhibit greater differences between bone age and chronological age than relatively older players. This finding suggests that male selected players who are relatively younger may have an advanced maturity status. However, this was not evident in female players. In view of the inconclusive results obtained in handball, which did not statistically show the same effects as observed in other sports, it was deemed worthwhile to test a larger sample to achieve greater test power.

Accordingly, this study aimed to investigate three key areas: first, to examine potential maturation selection biases; second, to investigate potential relative age selection biases; and third, to examine the associations between maturation and relative age. Based on the findings presented above, we separately hypothesized that maturation and relative age selection biases would be present in the selection of handball players who were chosen to participate in the SelCamp (i.e., at the regional selection level), with earlier maturing players and relatively older players being in favor. It was further hypothesized that relatively younger selected players born in later birth quarters mature earlier to overcome potential relative age disadvantages. Given the potential influence of selection level on maturation and relative age selection biases (20), the subsequent selection for participation in the NomCamp (i.e., at the national selection level) was additionally considered, albeit in an exploratory manner.



2 Methods

The study employs an ex post facto design with a secondary data analysis, which is exempt from ethics approval because of the previously conducted collection and retrospective analysis of anonymized data. Good practice standards for conducting secondary data analyses were followed (61).


2.1 Subjects

The DHB provided a dataset comprising birthdate, body mass, body height, and sitting height of n = 2,259 female U15 players and n = 2,340 male U16 players who participated in the annual SelCamp from 2010 to 2020 [the mean chronological ages were 14.71 (0.28) years and 15.74 (0.28) years, respectively]. Of those players, n = 498 female players and n = 489 male players were eventually selected for participation in the NomCamp.

Players who were either younger or older than those in the regular cohort, which is U15 for girls and U16 for boys, were not included in the dataset. It is important to note that the players who participate in the SelCamp have been selected by the coaches of their respective regional handball federation (i.e., at the regional selection level). However, the player selections for participation in the NomCamp were determined by the national coaches (i.e., at the national selection level) (4).



2.2 Procedures

In German handball, annual age grouping is determined by the dates from 1st January to 31st December (34). Consequently, birth months were extracted from the birthdates and categorized as follows: January–March = birth quarter 1 (Q1), April–June = birth quarter 2 (Q2), July–September = birth quarter 3 (Q3), and October–December = birth quarter 4 (Q4). The chronological age was determined as the age at the date of the SelCamp.

Data of players’ anthropometry (i.e., body mass, body height, and sitting height) and chronological age were utilized to noninvasively estimate maturity offset [time difference from peak height velocity (PHV)] based on the sex-specific (modified) (62) equations proposed by Mirwald et al. (63). The estimated APHV was calculated as the difference between the maturity offset and the chronological age. The maturity offset is considered the current maturity status, and the APHV represents the timing of the growth spurt, with a lower APHV indicating earlier maturation. Players’ birthdates were known to the regional and national coaches, but only the national coaches had information on their maturity status.



2.3 Statistical analysis

Statistical analyses were performed with R 4.4.1, IBM SPSS Statistics (29.0.0.0, IBM, Armonk, NY, USA), and G*Power 3.1.9.7 (64). Owing to the large sample size, the statistical significance level was set to α = .001. APHV and maturity offset were determined to be the operationalized dependent variables.

The presence of maturation selection biases was evaluated by conducting one-sample t-tests to compare the mean APHV of female and male players with the mean APHV of German girls of 12.00 (0.88) years and German boys of 14.07 (0.98) years (65). Hedges’ g effect sizes with 95% CIs were calculated and interpreted as described below.

To examine relative age selection biases, chi-square goodness-of-fit tests were performed to determine whether the distributions of the birth quarters differed from the expected uniform distribution (26). The effect size Fei (פ‎) (66) and 90% CIs were calculated to determine the magnitude of difference in frequency counts and interpreted on the scale of a correlation coefficient according to the guidelines of Funder and Ozer (67) with thresholds of <.05, .05–.09, .10–.19, .20–.29, .30–.39, and ≥.40 as tiny, very small, small, medium, large, and very large effects, respectively. Odds ratios with 90% CIs for Q1 vs. Q4 were additionally calculated as a tangible effect size measure.

One-way analyses of variance (ANOVA) were performed to examine whether maturity offset and APHV differed between the birth quarters. Shapiro‒Wilk and Levene tests were performed in advance to test for normal distribution and homogeneity of variance. Planned contrasts analyses were conducted for the APHV, with weights of 1, 1, −1, and −1 across the birth quarters to test the hypothesis that players born in later birth quarters mature at an earlier age than players born in earlier birth quarters. Effect sizes with confidence intervals were calculated. An orientation of small, medium, and large effects was based on η2 values of .01–.05, .06–.13, and ≥.14 and Hedges’ g values of 0.20–0.49, 0.50–0.79, and ≥0.80, respectively (68).

In an exploratory analysis, all statistical procedures were repeated with the players selected for participation in the NomCamp to ascertain whether any potential biases persist at the subsequent national selection level.




3 Results


3.1 Maturation selection biases

The APHVs of female and male players at the SelCamp and NomCamp are illustrated as half-eye plots in Figure 1. The mean APHV of 12.07 (0.39) years observed in female players at the SelCamp statistically significantly differed from the mean APHV of 12.00 (0.88) years observed in common German girls (65), but with an effect size below the “small” category, t(2,258) = 8.36, p < .001, g = 0.18, 95% CI [0.13, 0.22]. Conversely, at the NomCamp, the mean APHV of 11.95 (0.39) years was not statistically different from the reference sample (65), t(497) = −3.02, p = .003, g = −0.14, 1-β = .43.


[image: Violin plots labeled A and B compare APHV (Age at Peak Height Velocity) in years between two groups: SelCamp and NomCamp. Plot A uses green for SelCamp and yellow for NomCamp. Plot B uses dark blue for SelCamp and light blue for NomCamp. Both plots display distributions with means indicated by black dots on a horizontal dashed line at approximately 13 years.]
FIGURE 1
Age at peak height velocity (APHV) in female and male players. Panel (A): Selections of female players. Panel (B): Selections of male players. The dashed lines indicate the mean APHVs of German girls and boys (65). NomCamp = National Talent Nomination Camp of the German Handball Federation; SelCamp = National Talent Selection Camp of the German Handball Federation.


Whereas, the mean APHV of 13.16 (0.55) years in male players at the SelCamp was significantly lower than the mean APHV of 14.07 (0.98) years observed in a representative sample of German boys (65) with a large effect size, t(2,339) = −80.77, p < .001, g = −1.67, 95% CI [−1.73, −1.61]. Comparable results were found at the NomCamp, with a lower mean APHV of 13.00 (0.54) years, t(488) = −44.16, p < .001, g = −1.99, 95% CI [−2.15, −1.84].



3.2 Relative age selection biases

Figure 2 illustrates the distributions of birth quarters for female and male players. Irrespective of sex and selection level, the majority of players were born during the first quarter, with the number of births declining in subsequent quarters. The distribution of birth quarters showed a significant difference from a uniform distribution in female players at the SelCamp, indicating a relative age selection bias with a small effect size, χ2(3) = 168.30, p < .001, פ‎ = .16, 90% CI [.14, .18]. The odds ratio calculations revealed that the odds of being born in Q1 were more than twice as high as those of being born in Q4, OR = 2.72, 90% CI [2.41, 3.06]. Similar results were obtained at the NomCamp, χ2(3) = 43.74, p < .001, פ‎ = .17, 90% CI [.12, .21], OR = 3.13, 90% CI [2.42, 4.05].


[image: Two bar charts labeled A and B compare relative frequency by birth quarter for two groups: SelCamp and NomCamp. Chart A shows declining frequencies, with SelCamp higher in Q1 and Q3. Chart B shows higher frequencies overall, with SelCamp higher in Q1 and Q2. Both charts have a y-axis labeled "Relative frequency" and an x-axis labeled "Birth quarter" (Q1 to Q4).]
FIGURE 2
Birth quarter distributions in female and male players. Panel (A): Selections of female players. Panel (B): Selections of male players. NomCamp = National Talent Nomination Camp of the German Handball Federation; SelCamp = National Talent Selection Camp of the German Handball Federation.


A relative age selection bias with a medium effect size was observed in male players at the SelCamp, as the birth quarter distribution significantly differed from the expected uniform distribution, χ2(3) = 293.53, p < .001, פ‎ = .20, 90% CI [.18, .22]. The odds of being born in Q1 were more than three times as high as those of being born in Q4, OR = 3.78, 90% CI [3.35, 4.26]. The transition to the subsequent NomCamp slightly augmented the already existing relative age selection bias, χ2(3) = 108.83, p < .001, פ‎ = .27, 90% CI [.23, .31], OR = 5.36, 90% CI [4.09, 7.01].



3.3 Association between maturation and relative age

The descriptive statistics and ANOVA results for the dependent variables are presented in Table 1 for female players and in Table 2 for male players. The APHV and maturity offset were significantly different between birth quarters in female players at the SelCamp, with medium to large effect sizes, F(3, 2,255) = 49.98, p < .001, η2 = .06, 90% CI [.05, .08], F(3, 2,225) = 149.37, p < .001, η2 = .17, 90% CI [.14, .19], respectively. Similar results were observed at the NomCamp (please see Table 1). Planned contrast analysis revealed that younger relative age is accompanied by a lower APHV, t(2,255) = 11.26, p < .001, g = 0.99, 95% CI [0.81, 1.16], indicating that relatively younger players mature at an earlier age, as illustrated in Figure 3.


TABLE 1 Descriptives and results of ANOVA for female players.

[image: Table comparing variables of SelCamp and NomCamp, including count, APHV, and maturity offset across four birth quarters and totals. Statistics include means, standard deviations, F-values, and confidence intervals. SelCamp shows 2,259 total, while NomCamp has 498, with significant differences indicated by p-values less than 0.001.]


TABLE 2 Descriptives and results of ANOVA for male players.

[image: Table comparing age at peak height velocity (APHV) and maturity offset across selection (SelCamp) and nomination (NomCamp) camps of the German Handball Federation. Data is split by birth quarter (Q1-Q4) showing count, mean (M), and standard deviation (SD). Totals and statistics include F-values, p-values, eta squared (\(\eta^2\)), and 90% confidence intervals (CI).]


[image: Comparison of two violin plots labeled A and B. Both plots show APHV (Age at Peak Height Velocity) in years across four birth quarters (Q1 to Q4). Plot A, in green, has smaller spread and slightly overlapping shapes, while plot B, in blue, displays more pronounced and wider shapes. APHV ranges from 10 to 16 years.]
FIGURE 3
Age at peak height velocity (APHV) across birth quarters in female and male players. Panel (A): Female players. Panel (B): Male players.


Significant differences in the APHV and maturity offset between birth quarters were detected in male players at the SelCamp, with small to medium effect sizes, F(3, 2,336) = 17.19, p < .001, η2 = .02, 90% CI [.01, .03], F(3, 2,336) = 92.24, p < .001, η2 = .11, 90% CI [.09, .13], respectively. Comparable outcomes were documented at the NomCamp (please see Table 2). The result of the planned contrasts analysis indicated that younger relative age was accompanied by reduced APHV, t(2,336) = 6.36, p < .001, g = 0.56, 95% CI [0.39, 0.74].




4 Discussion

This study was conducted to investigate three specific aims. The first and second aims were to examine maturation and relative age selection biases in the selections of players for participation in the SelCamp. The third objective was to determine whether maturation was associated with relative age in the selections. The hypotheses were that the selections are biased regarding maturation and relative age. It was further hypothesized that relatively younger players would mature earlier, thereby overcoming potential relative age disadvantages.

The main findings indicated the presence of a substantial maturation selection bias in male (g = −1.67), but not in female players (g = 0.18). Furthermore, in the selection process, preference was given to relatively older players (i.e., born in earlier birth quarters), with a small effect size observed in female (פ‎ = .16) and a medium effect size observed in male (פ‎ = .20) players, indicative of relative age selection biases. As hypothesized, the players born in later birth quarters matured earlier to compensate for their younger relative age, with a large effect size observed in female players (g = 0.99) and a medium effect size in male players (g = 0.56).

Although the APHV of female players at the SelCamp was statistically significantly higher than in the reference sample, the magnitude of the difference was not of practical importance. Hence, the absence of a practically meaningful maturation selection bias in female players did not confirm our hypothesis and is contrary to the abovementioned results obtained by Tróznai et al. (14). The players at the NomCamp demonstrated only a slight tendency toward earlier maturation. The absence of meaningful maturation biases toward earlier maturation could be explained by the fact that, at the time of the selections, the players were already far beyond the average PHV. Consequently, later-maturing girls have potentially made up the leeway in their physical development, thereby diminishing the initial advantages of earlier maturation. In contrast to female players, considerable maturation selection bias was evident in male players, who matured almost one year earlier than the average German boy (65), confirming our hypothesis for males. This is consistent with the data obtained by de la Rubia et al. (19) and Tróznai et al. (14). The selection of the national coaches marginally increased the already substantial bias. The preference for more mature players in male selections clearly disadvantages later maturing players. Observations from a practical perspective in German handball indicate that early-maturing players are frequently placed in the subsequent higher age group within their club. It may be assumed that the training in these groups is typically at a higher performance level, characterized by enhanced quality, and led by coaches with higher expertise. Additionally, players may also encounter higher-performing teammates and more challenging opponents at tournaments. This exposure to high-level training and competition could provide early-maturing players with an edge (10), which may, in turn, promote maturation selection bias.

The presence of relative age selection biases in this study corroborates our hypotheses and lends further support to the plethora of studies that have reported such biases in youth handball (14, 20, 27, 31–46). In female players, the probability of being born within the first quarter (Q1) than that of being born within the final quarter (Q4) of the year aligns with the OR of 2.29 observed by Lidor et al. (38). The relative age selection biases were not exacerbated from the SelCamp to the NomCamp, which is consistent with previous findings (14, 20, 36). In male players, the odds of being born in Q1 than that of being born in Q4 are similar to the OR of 2.8 documented by Doncaster et al. (42). The already existing relative age selection bias was only slightly intensified at the subsequent NomCamp. Although sex is a known moderator of relative age effects (26), the relative age selection biases were only slightly stronger in male players, which is in line with previous research (34, 36, 37). Taken as a whole, players born earlier in the selection year benefit from their higher relative age in the selection process during childhood. However, the relative age effects in handball appear to decrease in the subsequent years into adulthood and further diminish across career stages in later adult years (34, 37).

A combined analysis of maturation and relative age revealed that relatively younger female and male players tend to mature at an earlier age than their relatively older counterparts do (please see Figure 3), confirming the initial hypothesis. This phenomenon has been documented in numerous studies, albeit in sports other than handball. Previous studies conducted in handball (14, 20, 24) did not support these and present findings. In the current study, the mean APHV decreased from Q1 to Q4 by 0.26 years in female players and by 0.21 years in male players, representing the amount of compensation for relative age. Nevertheless, early maturation did not fully offset the relative age differences, and the absolute compensation was relatively modest. When the relative age difference between Q1 and Q4, which is 0.74 years in both sexes, is considered, early maturation compensates for approximately only one-third of this difference.

Given the existence of maturation and relative age selection biases at the SelCamp, the talent pool from which national coaches select their players is inherently biased. However, the rising selection level from the SelCamp to the NomCamp only marginally exacerbated maturation and relative age selection biases. These findings align with the results of recent studies in Hungarian handball that indicated that relative age selection biases did not significantly increase from the regional to the national level (14, 20).

In an effort to address the issues of maturation and relative age selection bias in elite German youth handball, measures have already been taken by the DHB, such as an early assessment of players’ biological age (biannually, starting approximately two years prior to the SelCamp) and the sensitization of coaches regarding relative age effects. Further solutions are currently being developed in cooperation with the regional and national handball federations.


4.1 Limitations

Readers should be mindful of the limitations of this study. Although the method proposed by Mirwald et al. (63) to noninvasively estimate maturity status in the present study is an established one, it should be noted that, as with any estimation, there may be discrepancies between the estimated and actual maturity status. According to previous validation studies by Malina et al. (69) and Kozieł and Malina (70), the equations tend to overestimate the APHV when assessing early-maturing individuals. Furthermore, the estimated APHV increases with chronological age at prediction. Thus, the players may actually mature earlier than estimated, which would increase maturation selection biases.



4.2 Conclusions and practical implications

This investigation identified the existence of maturation and relative age selection biases in the selections of players for participation in the SelCamp. Relatively younger players (born in later quarters of the selection year) tended to mature earlier than their relatively older peers born in preceding quarters. This suggests that younger relative age was (partially) offset by early maturation. Consequently, it may be crucial for players born in later quarters to be early-maturing to increase their likelihood of overcoming relative age selection bias and being perceived as a “talent”. Players who mature at a later age and are born in later quarters face a dual disadvantage when competing with more mature and relatively older players.

Eventually, regardless of whether players are not selected due to their later maturation or their younger relative age, players are unfavored probably based on current physical characteristics rather than their long-term potential (22). This initiates a vicious cycle for the non-selected players, as they do not receive the same level of support and competition as their selected counterparts, making it even more challenging for them to “catch up” and to (re)enter the TID system (35). As a result, misjudgments in selections can lead to potentials being overestimated and actual “talents” being overlooked (3, 22). Therefore, it can be recommended that coaches at all selection levels be provided with objective data on the biological age of players (e.g., through somatic estimation equations or skeletal age measures) to validly consider maturation in their selection decisions. Estimates of players’ maturation based solely on the coaches’ eye may not be sufficiently accurate (71). Furthermore, a number of proposed countermeasures to mitigate relative age and maturation selection biases are the subject of ongoing debate (72, 73), including the employment of more handball-specific selection tasks (24, 74), raising awareness of coaches/scouts (73), player labeling (75), (relative) age quotas (73), and bio and birthday banding (22, 76, 77). It is of paramount importance to identify the selection levels at which the largest proportions of biases emerge to deploy these countermeasures in a targeted manner and enable them to unfold their full potential. In this study, selections for the NomCamp only marginally amplified already existing maturation and relative age selection biases. Given that no practically significant relative age selection biases can be observed at the club level in German handball within the same age groups as examined in this study (78), it can be inferred that relative age selection biases emerge somewhere between the initial selection levels (i.e., county/district level) and the SelCamp. To the best of our knowledge, there is an absence of research addressing the issue of maturation selection bias below the SelCamp. Thus, further research at lower and middle selection levels is necessary to elucidate the accumulation and persistence of maturation and relative age selection biases within the TID system.
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Relative Age Effects (RAEs) have the potential to be counterproductive to sport participation rates given the associated selection (dis)advantages and inequitable access to development opportunities for individuals of varying relative age. Previous work has predominantly been quantitative in nature and focused on male athletes, with only a few qualitative studies in the published literature. Thus, the purpose of this study was to examine relative age and sport engagement and dropout issues by conducting a qualitative analysis of post-adolescent, female athletes' experiences. An invitation to participate in a semi-structured interview (via phone) or online questionnaire (via Qualtrics) was distributed to a targeted sample of post-adolescent (18–19 years of age), current and past female soccer participants from Ontario, Canada (N = 15). Questions focused on reasons for participation and dropout, aspects of programs and relationships that facilitated or discouraged participation, player recommendations for encouraging future participation or reuptake of the activity, perception of abilities at various stages, involvement in other sports, location considerations, and age issues. The three stages of Côté's Developmental Model of Sport Participation were used to structure the questions in order to explore experiences occurring during specific stages of the athlete's developmental years. Hierarchical content analysis was used to identify raw data themes, which were grouped into higher order sub-themes and categories. Half year comparisons (H1 vs. H2) revealed similar themes reported by relatively older and younger participants, suggesting relative age was not the most important factor with respect to the players' experiences and decisions to continue in the sport when examined from a qualitative lens, although study design may have been a contributing factor. Engaged athletes reported a greater number of themes related to specialization in sport, and dropout athletes reported more negative sport experiences. Sport sampling at young ages (<12 years of age) was associated with ongoing sport participation into the post-adolescent years, with engaged athletes reporting involvement in a greater number of additional sports (beyond soccer), vs. the dropouts. Community size/characteristics reportedly impacted sport experiences, although no clear trends were ascertained. General recommendations for sport practitioners and recommendations for future research are discussed.
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1 Introduction

Organized sport participation during childhood and adolescence has been associated with a variety of desirable outcomes including higher levels of cardiorespiratory fitness (1, 2), enhanced psychological and social health (3), and overall well-being (2). The benefits appear to extend beyond those attributable to physical activity alone, some of which are reinforced by the social nature of sport competition (4, 5). Unfortunately, high rates of sport dropout have also been reported (e.g., 6–8) with lack of enjoyment, low perceived competence, an increase in family and intrapersonal pressure, and physical factors (maturation and injury) being cited as primary contributors (9). Young girls may be at increased risk of dropout from sport participation (5, 10), which is concerning given that females are at increased risk for insufficient levels of physical activity when examined globally (11).

Within the context of organized sport, children are often grouped by chronological age. These age divisions are intended to promote a developmentally suitable environment to practice sport by providing age-appropriate access to training/tasks and competition (12, 13). However, subtle differences in physical, psychological, and emotional development among children grouped in a same-age cohort can lead to selection advantages and playing opportunities for the relatively older individuals (14, 15), as determined by their birthdate position with respect to an arbitrarily imposed date used for age groupings. Relatively younger individuals may not have these same opportunities to develop (13, 16, 17) and consequently may be more likely to struggle with issues of competence and reduced self-esteem (18). Relative age effects (RAEs) describe these potential (dis)advantages experienced by members grouped within a same-age cohort (19), which ultimately pose a threat to ongoing sport participation, as individuals who are disadvantaged (typically, the relatively youngest) may withdraw from sport altogether (20, 21) resulting in a reduced pool of talent for advancement to higher levels of competition.

The RAE-related advantage conveyed to those who are relatively older is considered to be present when an over-representation of relatively older players is observed among sport participants. For example, a team roster containing more athletes born in the earlier months of January, February, March… compared to athletes born in October, November, December, in a system that uses December 31st as a cut-off to group participants. These disproportionate birth distributions have been observed across a variety of sport and cultural contexts in both male and female samples (for a review, see 14, 22). With respect to team invasion sports, the risk of RAEs is influenced by biological characteristics (particularly during the maturation period), the sport's popularity, coaches' perceptions, and level of competition (23). For instance, RAEs have been observed in ice hockey (e.g., 24), soccer (e.g., 25), and handball (e.g., 26), to name a few. Individual, but still physically demanding activities, may also be affected with RAE patterns documented in sports such as tennis (e.g., 27), skiing (e.g., 28), and sprinting (e.g., 29). In contrast, sports that are more skill-based in nature (vs. physical prowess) tend not to exhibit RAEs, including golf (30) and shooting (31). Relative age effects have also been observed in the collegiate system within the US and Canada [see (32) and (33), respectively], and participation at this level may also serve to motivate individuals at young ages to seek higher levels of training and competition in an attempt to obtain athletic scholarships.

In light of the potential benefits associated with organized sport participation, effective strategies are needed to encourage ongoing engagement for developing youth. Creating an environment where athletes can thrive may encourage them to stay in sport and increase their overall well-being (2). Relatively younger athletes may feel isolated from their peers due to perceived differences in skill level and expectations (or lack thereof) placed on them in comparison to their relatively older teammates (34, 35). These differences may lead to conflicts between relatively older and younger athletes, contributing further to the feelings of isolation (34, 36). Thus, relative age has the potential to be counterproductive to this objective and therefore, the continued study of the RAEs is necessary to gain a thorough understanding of the contributing factors and identify meaningful ways to reduce the adverse outcomes. Yet, existing work investigating RAEs has been predominantly quantitative in nature, which is limited for understanding the intricacies of this multi-faceted, complex phenomenon. There are many aspects that still need to be analyzed (23), and qualitative studies may provide new insights into RAEs and relative age-related dropout. Existing qualitative studies have primarily focused on the experiences of coaches with respect to talent selection (37, 38); and only a few athlete-focused studies are available for review. Furthermore, female sport contexts have also been habitually understudied with respect to RAEs1, thus representing an important group for continued investigation.

Edwards and O'Donoghue (34) investigated the experiences of relatively older and younger (female) international-level netball players (ages 24–52 years; N = 13). The findings suggested that relatively older and younger athletes shared many motivations and obstacles, such as enjoyment of social and competitive aspects of sport, injury risk, and issues related to commuting. However, several factors were experienced more commonly and to a greater degree by the relatively younger athletes, including feelings of isolation from their team/governing bodies, being less developed and/or coordinated than older teammates, and conflicts with others on their team. These factors align with those reported to contribute to sport dropout by Andronikos et al. (36). Although their research was not tied specifically to RAEs, it was found that competing with teammates and receiving poor support from coaches and sport organizations was a significant contributor to dropout; issues that theoretically may be experienced to a higher degree by those who are relatively youngest across a variety of sport contexts.

A case study by Hancock (40) examined the experiences of relatively older and younger athletes, parents of both groups, and coaches from a youth (male) ice hockey team. Athletes were 14 and 15 years of age, born in the same calendar year. Several differences in the acknowledgment and acceptance of RAEs were noted in each individual's career. The relatively younger athletes and their parents were generally more knowledgeable of RAEs prior to the study and acknowledged the impact on their athletes, while the relatively older athletes and their parents reportedly knew less about RAEs initially and were slow to accept the potential implications of being relatively older. Interestingly, regardless of their opinion on RAEs, all parties believed that they did not have an effect on their own (child's) career. Coaches were aware of RAEs and claimed they did not allow them to influence their decision-making, yet they also held opinions that were (unknowingly) biased towards relatively older athletes (40). Ultimately, more work is needed to examine the experiences of the athletes themselves, and this work should be expanded to female athletes due to variation in physical growth and maturational timing, and associated social expectations/pressures that might be experienced differently between the sexes during development.

Given the lack of qualitative research examining RAEs in general, and more specifically the experience of athletes with respect to relative age-related influence on sport participation, the objective of this study was to explore relative age and sport engagement and dropout issues by conducting a qualitative analysis of post-adolescent, female athletes' experiences. Côté's Developmental Model of Sport Participation (DMSP) has been widely used in the participation literature (41) and thus, the stages of this model were used to organize the questions for the participants in order to examine various timepoints during development. Briefly, these stages include sampling a variety of sports at a young age (less than 12 years of age), specializing in a smaller number of sports during the adolescent years (or continued sampling in some cases; between 12 and 15 years of age), and investment in post-adolescence (16+ years of age; 42). A cohort of female athletes was identified through a provincial level organization, in which RAEs were observed across the pre- to post-adolescent years in Canada's most popular youth sport [i.e., soccer; Canadian Heritage (43) report]. Comparisons of “engaged” and “dropout” players, and relatively older and younger athletes were planned to examine the impact of relative age on sport experiences.



2 Methods


2.1 Research paradigm

The current study was designed from a reality-oriented, post-positivism paradigm; that being, an objective reality exists but is only imperfectly achievable (44, 45). The RAE phenomenon is notably complex (15, 23) and while this domain of research often seeks to promote equitable development for all young athletes, it is acknowledged that a complete understanding of the factors involved in athlete success/expertise may not be attainable.



2.2 Study design and theory

Côté's (42) three stages contained within DMSP were used to organize the questions for the semi-structured interview/questionnaire in order to explore experiences occurring during specific periods of an athlete's career. Specifically, the wording and organization of questions referred the participants to experiences occurring before 12 years of age, between 12 and 15 years of age, and current experiences at the age of 18–19 years, in sequential order. Edwards and O'Donoghue (34) also used these stages to identify when different participation and attrition motives were experienced, and to conceal that the study was concerned with RAEs. Thus, this study expands on the work of Edwards and O'Donoghue (34) with female, international-level netball players, by distinguishing between dropout and engaged players at various levels of competition in the sport of soccer.

The content of questions included reasons for participation and dropout, aspects of programs and relationships (i.e., with coaches, parents, and/or peers) that facilitated or discouraged participation, player recommendations for encouraging future participation or reuptake of the activity, perception of abilities at various stages, involvement in other sports, location considerations (e.g., community size), and age issues. These themes align with factors that have been proposed to affect youth sport experiences in previous research (34, 36, 46–48), and also allowed exploration of issues related to relative age. Participants were asked for their month of birth at the end of the interview/questionnaire, so as not to bias responses towards relative age, but collecting this information allowed an analysis of relatively older and younger athletes as outlined in Section 2.5. The DMSP stages align nicely with what is known about the impact of relative age at each developmental stage (22). The interview guide/questionnaire was adapted from Edwards and O'Donoghue (34; please refer to Supplementary Appendix A).



2.3 Participants and recruitment

Recruitment began during an earlier phase of a longitudinal, multi-study project, which examined the role of relative age, community size/density, and positive youth development (PYD) on female youth soccer participation. Briefly, a 1-year cohort (i.e., same birth year) was identified by Ontario Soccer and followed from age 10–16 years. Individuals who maintained participation into the final 2 years under examination (i.e., until a minimum age of 15 years) were recruited directly by Ontario Soccer to participate in an online survey examining developmental assets (further details can be found in (21); and (49). Following the completion of the online survey, participants were subsequently invited to provide their contact information if interested in participating in a separate future study. Fifty-three individuals initially indicated they were interested in participation, and the target age range of these individuals at the time of data collection was 18–19 years of age. A subsequent/direct invitation to participate in semi-structured, interview (via phone) or online questionnaire (via Qualtrics) was extended to this targeted subsample of current/former post-adolescent, female soccer players.



2.4 Data collection

Participants, which included current and former female soccer players, were given the choice to complete their interview on the phone (at a mutually agreeable time with the first author) or through an online questionnaire using the Qualtrics platform, which provided enhanced anonymity and allowed greater time for reflection. These procedures were cleared by the University of Windsor Research Ethics Board (REB #18-184). One participant opted for the telephone interview and fourteen selected the online format, for an overall sample of fifteen (N = 15). This sample size aligns with previous research, which has ranged from four to 25 participants (48, 50). Individuals who selected the online questionnaire were asked if they could be contacted for follow-up questions via email (13 participants agreed, one declined), whereas follow-up questions were asked during the interview session for the participant selecting the phone option. The interview completed via the phone was 14.11 min in length and the average length of time to complete the questionnaire on Qualtrics was 10.77 min (overall average 10.99 min), and varied depending on the amount of information that each participant chose to share.



2.5 Data analysis

The procedural steps of hierarchical content analysis were followed, as outlined by Sparkes and Smith (51). The basic unit of analysis was the individual participant. However, relative age (half year comparisons) and current status (dropout vs. engaged) were taken into consideration when evaluating and comparing emergent themes between groups. A preliminary review of the data was conducted by the authors to achieve familiarity (i.e., immersion). Two authors (K.S. and N.E.) manually identified raw data themes (i.e., meaning units from the transcribed text that contain one distinct piece of information) and labelled these themes with tags (52). The tags were manually grouped together into higher order sub-themes and categories, which were modified reflexively to accommodate new insights when required to find the best fit for the data (51). Each unique tag (i.e., raw data theme) was recorded a maximum of one time per participant. Themes, sub-themes, and categories were then organized into a table based on their hierarchical nature, while ensuring heterogeneity between each category. The number of occurrences for each theme were then tallied for the group of relatively older participants (H1; born in January through June based on the Dec. 31st cutoff used to organize youth soccer in Ontario, Canada; n = 8) and relatively youngest (H2; born in July through December; n = 7) to allow comparison. Additional details about the participants can be found in Supplementary Appendix B.



2.6 Data quality and trustworthiness

Two of the three researchers (K.S., P.W.) were familiar with RAEs within the context of sport. At the time of data collection, K.S. (Ph.D. Candidate) and P.W. (Faculty Supervisor) had conducted multiple studies on RAEs, including several involving female samples. Thus, they were able to identify valid themes in the raw data. However, the potential for bias associated with this familiarity was also recognized. Thus, two authors coded the data: one familiar with relative age research and qualitative analysis (K.S.); and one who had a general understanding of RAEs and sport participation research following the completion of undergraduate studies, but who was also new to this area of study and able to offer a fresh perspective on the data (N.E.). One case was coded by K.S. and N.E. in collaboration to provide training on the identification of meaning units within the data. This was followed by a second case coded independently and then discussed to provide additional feedback. The remainder of the cases were then fully coded independently by each author before further discussion took place. Agreement rates were 96.77% and 94.17% for the engaged and dropout participants, respectively. Disagreements were resolved through discussion and the coding structure was revised accordingly. A final review of the data was completed by the third author (P.W.), who was also familiar with relative age research.



2.7 Interpretation of the data

Analysis and interpretation sought principles for successful athletic development that could inform similar populations of post-adolescent female athletes. Developmental age (according to the stages of DMSP; 42), competition level (competitive vs. recreational), and community size2 (small/rural, mid-size, or large city) during participation were also taken into consideration. An exhaustive search of the literature was conducted following the final compilation of themes from the present study in order to compare it to any existing research that may be related. Findings were also compared to existing RAE-related hypotheses (e.g., maturation-selection hypothesis; 13, 14) and theoretical models (e.g., 35, 53).




3 Results


3.1 Overall findings

Raw data themes were compiled separately for “engaged” and “dropout” participants (i.e., participant status reported at the time of data collection, ∼18–19 years of age), and further delineated based on whether the participant was considered to be relatively older (H1) or relatively younger (H2) within this cohort. The hierarchical content analysis suggested 11 main categories in the data collected from engaged participants (comprised of 155 distinct meaning units) and 10 main categories for those classified as dropouts (representing 103 distinct meaning units). The themes, higher order sub themes, and categories are summarized in Tables 1, 2 for engaged and dropout participants, respectively.


TABLE 1 Athletes who were engaged at age 18–19 years (i.e., at time of data collection).

[image: Table showing themes, participant counts, higher order sub-themes, and categories. Themes include family influence, self-choice, skill perception, and more. Categories are Initiation Determinants, Skill Perception, Participation Motives, Potential Barriers, and Memorable Experiences. The table includes numeric data for two groups: H1 (n=5) and H2 (n=3).]


TABLE 2 Athletes who had dropped out at age 18–19 years (i.e., at time of data collection).

[image: Chart showing themes related to soccer participation and dropout motives. It includes themes like family influence, self/personal choice, enjoyment, social motives, schedule conflicts, and future participation intentions, categorized under initiation determinants, skill perception, sport progression, participation motives, and more, with corresponding frequency data from H1 and H2 groups.]



3.2 Participation motives—initial motivation

Overall, there were more similarities than differences between engaged and dropout participants regarding their experiences and motives for participation. At younger ages, participation/engagement motives were the most commonly identified category. For the engaged participants these represented 48 of the identified themes. The top three higher order sub themes included enjoyment (e.g., fun, love of the sport/game), social (e.g., friends/relationships, playing with teammates), and personal improvement motives (e.g., goal setting, challenge). Similarly, for those identified as dropout, the top higher order sub themes were also similar in nature and represented 28 of the identified themes, with enjoyment being the most highly cited, and social, physical fitness, and personal improvement motives noted equally. Family was also noted as a motivator for sport participation.


[EP14]:“My parents started me, but then I motivated myself. I liked being good at something and thought soccer could be the thing that was mine. The thing I enjoyed and I excelled at.”




[DP5]: “I liked playing and I got to hang out with my friends while I was there.”



When these motives were examined based on half-year, the raw data themes were well-balanced between H1 and H2, with no distinct differences observed in any aspect of this category for both engaged and dropout participants.



3.3 Participation motives—future motivation

While initial participation motives were similarly focused, motives for future participation revealed differences between engaged and dropout. For engaged participants, the second most frequently identified category was ongoing/future participation with the higher order sub themes of motives and intentions capturing the data (number of occurrences = 22). Consistent with motives at younger ages, enjoyment and social aspects were commonly cited. Several participants indicated that they intended to continue because opportunities were available, with reference to several competitive levels [e.g., (competitive) varsity teams vs. (recreational) intramurals].


[EP9]:“How fun it is. It's much less competitive in an intramural setting, and playing with friends who also have the primary goal of just having a good time is refreshing.”



In contrast, only 5 themes emerged for future motives within the group of players that dropped out. These include continuing to play recreational/intramural soccer, continuing in a different sport and the social aspects.


[DP5]:“No, I enjoy playing hockey more.”



What set the two groups apart was that those who did not continue in soccer identified attrition motives with a total of 22 distinct meaning units and higher order sub themes comprised of sport-related issues (e.g., lack of a coach, unfair playing time), schedule conflicts (e.g., could not commit to travel schedule, games too late/too long), and change of focus [e.g., (switch to) alternate sport, school, other interests]. With respect to negative sport-related issues, they were experienced to a greater degree by the dropout participants (vs. engaged counterparts) as expected, but there were a variety of themes captured as opposed to common/reoccurring issues experienced by multiple participants. Notably, Participant #12 expressed significant adversity with respect to a coach's expectations and pressure to specialize/train for soccer…


[DP12:]“I had some crazy coaches who took it too seriously. It got to a point where I no longer enjoyed it due to the screaming coach, rude girls, and ridiculous winter training expectations. Coaches should NOT expect children to focus on one sport in their teen years, especially because I didn't struggle on the team, I was one of the best. I was sad quitting but my coach gave me no choice. I cannot stress enough the importance to allow teenagers to explore other sports as training tends to be universal. Please tell coaches children should be allowed to play other sports regardless of what they are missing in the offseason as a result of it. In fact, they should encourage players to try other sports, or else too much of one sport just ruins the fun, as it did for me.”



Barriers to continued participation for the engaged participants included negative relationships, sport politics and issues related to other sports. For instance, Participant #9 stated…


[EP9:] “Becoming competitive in soccer did not leave any time for sports outside of soccer.”



In terms of future motivations and attrition motives/barriers to participation, two distinct differences emerged between H1 and H2 participants. For the engaged participants, four of five H1 participants mentioned “loving the sport” as compared to zero (of three) H2 participants. For the participants who dropped out, attrition motives related to sport (e.g., pressure, off-season expectations, coaching) and schedule conflicts were identified more frequently by the older players, while a change of focus (e.g., switch to new sport) were exclusively identified by the relatively younger H2 players.



3.4 Comparison of relatively oldest vs. youngest with respect to DMSP stages

Overall, there were more similarities than differences when comparing relatively older (H1) vs. younger (H2). There were no clear trends with respect to perceived skill level during the sampling years (i.e., less than 12 years of age); but the relatively older (engaged) members of this sample may have been more inclined to perceive themselves as skilled and reported opportunities for specialization between ages 12–15 years. Supporting this, within the category of Sport Progression, themes for engaged H1 participants included increased practice, competition, travel, and year-round training, which is commonly associated with early specialization in sport. For instance, Participant #2 reported the following…


[EP2]:“…it [soccer] got more competitive, more practices, I found myself travelling more to play on higher level teams where as when I was a kid it was closer to home…”



However, caution is needed when interpreting this data due to the low number of engaged H1 participants reporting within this sample (i.e., three of five H1 participants). These themes were not reported to the same degree among the dropout participants.

Interestingly, engaged participants were found to be greater samplers of sport at young ages when compared to the cohort of dropouts. Briefly, the DMSP (41, 42) recommends that children younger than age 12 years participate in a variety of activities before selecting their preferred sport(s) in later years. Engaged participants reportedly participated in an average of 3.25 other sports during the sampling years (range 0–6; two participants reported 6 other sports and both were H2). Further, engaged participants reported involvement in an average of 1.5 sports other than soccer during the specialization years (12–15 years; range 0–3 additional sports). By comparison, athletes who were reported dropouts at time of data collection participated in an average of 1 other sport (range 0–2) during the sampling years (<12 years), and an average of 1.14 sports other than soccer (range 0–2) during the specialization years (12–15 years). This suggests engaged participants sampled three times as many sports at age <12 years vs. the dropouts based on the average. Engaged participants were also more likely to report playing at a competitive level vs. dropouts.



3.5 Community size findings

With respect to community size, participants were primarily from a medium-sized community (overall, n = 11) as opposed to small (n = 3) or large (n = 1) communities. Themes related to social network (e.g., community support) and aspects of the built environment (e.g., proximity to facilities) were noted by both the relatively older and younger, with no clear trends. One participant discussed the negative impact of living in a (smaller) medium-sized community with respect to two issues: 1. Dispersion of talent and 2. Varsity-level recruitment, as evidenced in the following quotes from Participant #15:


[EP15]:“…we had two separate clubs…which I don't think our city was big enough to have, so that meant that you were splitting up the best players to each club depending on where you lived in the city and I think that that kind of hindered our success. If we had one club, we would have different levels of teams in the same age group and one super team of all the best players. We could pick and choose which kid would play at which level, but because we had two clubs, we split up where we were going.”



Her club team was not competitive against larger clubs and consequently, she would have preferred a combined, more competitive group of players to select from.


[EP15]:“…with the smaller/medium-sized city thing…I had wanted to play…I was interested in playing at the university level but with the smaller clubs, we didn't have access to the university coaches but if I had been playing at a larger club – it would have been easier to get in contact with the university coach…like I feel the university coaches are more invested in finding players at the larger clubs and it wasn't something that our club was ever like…hey, if you guys want to play at the university level, we’ll tell you how to get in touch with coaches, we’ll tell you the steps you need to be doing in order to have that opportunity.”



With respect to recruitment, the participant felt disadvantaged with respect to opportunities for participation at the post-secondary level and responsible for promoting herself as an athlete.




4 Discussion


4.1 Overall of findings related to participation

The purpose of this hierarchical content analysis was to examine relative age and factors contributing to sport engagement/dropout in a post-adolescent, subsample of female soccer players from Ontario, Canada. Additional determinants of youth sport participation (e.g., community size) were also explored, with consideration of the developmental stages outlined in the DMSP (42). Eleven categories emerged from the data provided by engaged participants (n = 8), and ten categories for dropouts (n = 7). The categories for each of the two groups were similar, although a few distinct differences were noted in the raw data themes. For instance, both engaged and dropout athletes reported similar influences related to initiation of the sport (e.g., parents, siblings), and similar variation with respect to skill perception vs. peers at young ages (less than 12 years).

Differences were noted within the transition from sampling to specialization (12–15 years) category, with engaged athletes reporting a higher number of themes related to specialization in sport (e.g., increased training/year-round training, increased travel). This may suggest that an increased level of commitment to sport during this period of development ultimately results in greater longevity/engagement as an athlete. This proposition is further supported by the reported participation trends of these athletes: that is, all engaged athletes were reportedly playing at a competitive level from ages 12–15 years; and 50% (four of eight) were still playing at a competitive level at the time of data collection which corresponds with 18–19 years of age (three reported participation at the recreational level, and the status of one participant was unknown).

Many participation motives were also shared between the two groups of engaged and dropout athletes, and the themes identified were consistent with previous research. For instance, enjoyment and support from parents, coaches, and/or peers have been found to be predictors of continued sport engagement (for a review, refer to 54). However, despite these similarities, the shared themes were not influential enough to keep the dropout group engaged. Perhaps for some, these motives to participate were overridden by negative experiences (discussed further in the following paragraph). Engaged and dropout participants also shared similar motives for ongoing and future participation, respectively, and similar themes related to their most memorable experiences in sport.

While both groups identified potential barriers to participation (for engaged) and attrition motives (for dropouts), differences were noted with respect to dropout players reporting a greater number of themes related to negative sport experiences (e.g., pressure to specialize, an inappropriate coach, conflicts with teammates). A lack of necessary sport-related resources was also noted [i.e., insufficient number of teammates/participants (to form a team), lack of a coach, no team available for older participants]. Andronikos and colleagues (36) reported similar contributions to sport withdrawal, including poor communication, inappropriate support, excessive pressure, and a win-focused environment. Likewise, Persson et al. (10) identified negative experiences, lack of suitable options within the sports club, high competitiveness/seriousness of training, and illness or injury as deterrents to continued participation. Additional factors contributing to dropout identified by Crane and Temple's review (9) include a lack of enjoyment, competing pressures, injuries, and perceived competence; these themes are consistent with the potential barriers and attrition motives reported by the participants in the current study.



4.2 Relative age-related differences (H1 vs. H2)

When the frequency of reported themes was examined based on relative age (H1 vs. H2) within the engaged and dropout groups, very few differences emerged. This may not be surprising given that participants were not explicitly asked about relative age-related experiences, nor were they informed that RAEs were under examination as part of study objectives. Furthermore, month of birth was intentionally requested at the end of the interview/questionnaire, so as not to bias the participant toward RAE-related themes during data collection. This procedure is consistent with the protocol used by Edwards and O'Donoghue (34). The engaged H1 participants did report a greater number of themes that may be connected to opportunities for early specialization (e.g., increased level of competition or travel, year-round training). Specifically, there were seven raw data themes that exemplified aspects of specialization reported by relatively older (H1) participants and only two instances provided by the relatively youngest (H2). These findings may be consistent with the maturation-selection hypothesis (e.g., 13, 14, 55) which suggests that those who are relatively older and consequently, further along in physical and psychological development, may be more likely to garner coaches' attention and be selected to higher level sport opportunities at earlier stages of development. However, it is difficult to ascertain the consistency of this trend in the current sample.

In general, the similarity of reported experiences mirror the findings of Edwards and O'Donoghue (34); however, they also found that relatively younger athletes experienced feelings of isolation from their team/governing bodies, being less developed and/or coordinated than older teammates, and conflicts with others on their team more often and to a greater degree than the relatively older athletes in their sample. These differences might be explained by the demographic characteristics of the two samples and/or context-related differences between the sports/regions examined in each study. Edwards and O'Donoghue (34) examined high-level (adult) netball players who had competed for one of two countries at some point during their careers; while the current sample included (post-adolescent) athletes from a variety of competitive levels across the province of Ontario, Canada.

The lack of relative age differences may suggest that RAEs are not an important determinant of athletes' experiences when examined from a qualitative perspective. Furthermore, relative age did not appear to be influential for identifying/predicting who would drop out in this sample; there was no evidence that RAEs impacted the players' experiences and decisions to continue in/disengage from the sport. However, it is also possible that RAEs are a less salient aspect of youth sport experiences, and these differences did not emerge as a result of the study design which aimed to explore youth sport experiences without biasing athletes towards relative age issues. A significant volume of literature has reported RAEs using quantitative methods across a wide variety of age groups, competitive levels, and sport contexts. But this quantitative work has not been able to answer the question why or fully unravel the underlying mechanisms contributing to observed trends that favour those with the earliest birthdates. Future qualitative work in this area will need to carefully consider how to explore RAEs as part of the lived experience of young athletes. Past relative age research has also been limited by the use of birth halves/quartiles and the associated loss of information with respect to participant outcomes (53); and the results of this study may be limited in the same manner.



4.3 The importance of sport sampling

The DMSP recommends that children participate in a variety of sports between the ages of 6–12 years, with an emphasis on motor development and fun (41, 42). This early diversification in sport has been suggested to foster fundamental skills for lifelong involvement and prolonged sport enjoyment (56, 57). This study supports the claim that sampling is important for ongoing engagement, with engaged participants reportedly sampling an average of three times more sports at age <12 years vs. the dropouts.



4.4 Community size

As outlined in the Results section, there were no clear trends between groups with respect to community size. However, ten of the fifteen participants contributing to this study acknowledged that community size/characteristics did impact their athlete experience in some manner (whether it be positive or negative). Further, a separate quantitative analysis of participation trends using the provincewide cohort associated with this subsample revealed participation differences based on community size and density categories (see 58). However, individual variation within community size and community density categories was evident upon detailed analysis. This area of study would greatly benefit from further qualitative work to determine how various community characteristics influence athlete experiences and associated decisions regarding participation.



4.5 General recommendations for sport

The findings of this study suggest that coaches have a significant role to play in athlete wellbeing. Reports of poor or inappropriate support, differing goals and expectations, and unfair/inappropriate behaviour from coaches were observed in the current data, and align with factors that have been found to contribute to decreased athlete enjoyment, engagement, and wellbeing with respect to sport (10, 34, 36). Coaches should employ developmentally appropriate strategies to provide athlete support and promote ongoing engagement (at any level) for the overall well-being of participants (59). With respect to RAEs, coach education has also been recommended and while additional work is needed to assess the empirical validity of specific interventions (60), it is likely important that coaches adjust their selection criteria to avoid relative age biases, and change the way athletes are categorized to promote equitable access to opportunities for all young athletes (23, 40).



4.6 Strengths, limitations, and future directions

This work contributes to an understanding of female sport experiences within the context of North American, developmental-level soccer. The sample size provided a detailed dataset for analysis within this particular sample of post-adolescent athletes; however, it was somewhat limiting when comparing subgroups (i.e., H1 vs. H2, community size, competition levels). Questions about past experiences may have been limited by memory biases, and responses in general may have been subject to limitations inherent in any type of self-report questionnaire, such as social desirability bias. Furthermore, verbal cues were available for the telephone interview, but not for the online Qualtrics questionnaire which may have negatively impacted the richness of the data that was collected from the participants who selected this method. This study also highlights the limitations of existing quantitative analyses when examining athlete experiences and RAEs; while it is certainly plausible that relative age differences impact sport participants in some manner during childhood and youth, the broader, multi-dimensional nature of sport participation needs to be considered when examining participation-related experiences (3, 53). Further, the perspective of participants who dropped out from soccer at younger ages (i.e., before age 15 years) were missing from this analysis and should be considered in future work to ascertain whether these athletes experience RAEs to a greater degree than the current sample.



4.7 Conclusions

This qualitative analysis has provided important insights with respect to the athletes' lived experiences and dropout/engagement behaviour within the sport of soccer. Relative age was not the most important factor with respect to the players’ experiences and decisions to continue in the sport when examined from a qualitative lens, with relatively older and younger participants reporting similar themes. Consistent with the tenets of the DMSP (42), sampling a variety of sports before 12 years of age appears to promote continued engagement into the post-adolescent years. Community size/characteristics impacted sport experiences, although no clear trends were ascertained.
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1The percentage of female studies (to male) has been estimated to vary between 2% (14) and 7.92% in team sports (39).

2Participants were asked to estimate the size of the community they currently lived in (1 = Rural/small town, e.g., less than 5,000 people; 2 = Medium-sized town or city, e.g., 5,000-500,000 people; 3 = Large city, e.g., More than 500,000 people; 4 = Not sure).
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Introduction: Following the lack of widely implemented interventions to mitigate Relative Age Effects (RAEs) in sports, the Royal Netherlands Football Association (KNVB) called on stakeholders to propose relative age solutions in youth soccer (Part One). This initial study yielded 13 lower-order potential solutions, many of which remain hypothetical. Therefore, this study aimed to evaluate these solutions to overcome RAEs in youth soccer using a two-round adapted e-Delphi study.



Methods: Fifteen international experts, including both researchers and practitioners, rated (out of 9) each solution on how likely it is to directly and indirectly mitigate RAEs (Round 1) and how feasible it is to implement (Round 2).



Results: Findings indicated that “rotating cut-off dates” was perceived as the most effective solution to mitigate direct and indirect RAEs (6.2 ± 1.6), although it was not rated particularly feasible (4.6 ± 2.5). In comparison, while “cueing differences in age” was perceived as the most feasible solution (6.7 ± 2.1), it was deemed less useful for mitigating RAEs (5.2 ± 2.3). Taken together, “cueing differences in age” was considered the most viable solution across both rounds (5.8 ± 2.3).



Discussion: Interestingly, highly rated solutions perceived to effectively moderate RAEs were generally expected to be more challenging to implement. Results also showed regular disagreement amongst the international experts, highlighting that creating consensus on possible relative age solutions may be difficult to achieve in youth soccer. Moving forward, the highest rated solutions should be designed, implemented, and evaluated based on their effectiveness and feasibility in practice.



KEYWORDS
relative age effects, talent identification, talent development, athlete development, youth soccer, youth football





Introduction

Over the last four decades, there has been widespread research attention on Relative Age Effects (RAEs) in sport. Following the seminal works of Grondin et al. (1) and Barnsley et al. (2), several reviews [e.g., (3–5)], books [e.g., (6, 7)], and a substantial amount of empirical studies in different sports have been published since; ranging from chess [e.g., (8, 9)] to basketball [e.g., (10, 11)] and cricket [e.g., (12, 13)] to synchronized swimming (14). Youth soccer has emerged as a regularly researched area where RAEs are highly prominent and persistent [e.g., (15–18)]. Such studies consistently show that age differences resulting from cut-off date eligibility (e.g., U12, U13, U14, etc.) favour relatively older players (i.e., those born near the start of the cut-off date), while simultaneously disadvantaging relatively younger players (i.e., those born near the end of the cut-off date). During this time, however, there is a lack of proposed solutions that have been designed, implemented, and evaluated to test their effectiveness and feasibility to mitigate RAEs (19). Given its worldwide popularity coupled with the early selection procedures often applied in high performance environments (e.g., academies), soccer provides an important context to evaluate the effectiveness and feasibility of relative age solutions.

Research in sport has emphasised multiple potential implications of RAEs, including higher dropout rates and exclusion of relatively younger athletes at higher competitive levels. These inferences are manifested in the skewed birth date distributions of athlete populations and are likely limiting the pool of potential talent. Any attempt to implement solutions into practice to mitigate RAEs requires a thorough understanding of the fundamental mechanisms of what exactly causes them (20). To date, research has put forward several theoretical frameworks that aim to explain the emergence of RAEs in sport [e.g., (3, 12, 21, 22); see Part One for an overview, (23)]. While these frameworks offer different views, the general consensus is that RAEs arise from an interaction between various factors, such as superior physiological capacities, an older training age, and advanced cognitive development. This coincides with the evaluation of these advantages by social agents (i.e., coaches, parents, and peers), whereby coaches (and other scouts/recruiters) who act as gatekeepers to future developmental opportunities often misinterpret physiological advantages, prolonged training, and/or enhanced cognitive abilities as talent (3, 21). This bias seems to underpin RAEs by creating a self-fulfilling prophecy, as those initially considered as more talented (i.e., relatively older players) are provided access to better coaches and more resources, further increasing their opportunities for future selections.

Given the theoretical mechanisms, it becomes apparent why RAEs are especially prevalent across youth levels in sport, and particularly soccer. In soccer, it is common to group players based on chronological age (4). As a result, 12- or 24-month age differences might occur between the youngest and oldest player in an age-grouped team. Especially across the youngest age groups (e.g., U8, U9, U10, etc.), such an age difference represents a substantial part of a player's developmental career. For instance, up to the age of 10 years, a 12-month age gap represents more than 10% of the player's total lifespan. When combined with selection and grouping procedures involving the evaluation or judgement of performance and potential, which generally already begins during childhood (e.g., aged 8, 9, 10, years) (24), these age differences result in a substantial overrepresentation of relatively older players at representative levels such as academy teams (25).

In an attempt to simplify how RAEs arise, Mann (26) classified two general working mechanisms as “direct” effects (i.e., benefits experienced by relatively older players themselves) and “indirect” effects (i.e., benefits experienced by relatively older players through others). Although this distinction supports the practical implementation of solutions, there remains a lack of research that has tested solutions to mitigate RAEs in practice. Webdale et al. (19), for example, provided a valuable synopsis of the possible benefits and drawbacks for proposed relative age solutions in sport. Importantly, though, the utility of many of these solutions remains largely generalised and mainly hypothetical, as very few have been implemented or empirically studied across different sports. Indeed, it is important to recognise different sports require different approaches to RAEs. For instance, grouping based on chronological and biological age may be more suitable for team sports (e.g., basketball, rugby, soccer), whereas birthday-banding, corrective adjustments, and proficiency level-based competition may be more useful for racket (e.g., badminton, squash, tennis), timed (e.g., cycling, sprinting, swimming), and combat (e.g., boxing, judo, taekwondo) sports, respectively (27). Further research is required, however, to better understand sport-specific relative age solutions and substantiate these examples.

In an attempt fill the relative age solutions void and fulfill the need for sport-specific measures, the Royal Netherlands Football Association (KNVB) created a project to better understand potential approaches to mitigate RAEs in soccer, with the long-term goal of designing, implementing, and evaluating viable interventions in Dutch youth soccer settings. As a first step in this project, stakeholders were invited to propose relative age solutions in youth soccer, which resulted in 13 lower-order solutions from three higher-order themes: (a) altering the behavior of observers (n = 3), (b) implementing rules when selecting teams (n = 6), (c) adjusting competition structures (n = 4) [see Part One (23);]. Interestingly, no new suggestions outside the existing literature were proposed in any of the participants' submissions. Whilst no new proposals were suggested, to our knowledge, only two have been empirically tested in soccer to date [i.e., “cueing differences in age”, (28); “grouping based on chronological and biological age”, (29)]. Out of the 143 proposed solutions, results showed the most frequent higher-order theme that was put forward by the participants was “adjusting competition structures” (n = 78), with “modifying age bands” (n = 25) the lower-order solution that was suggested most often.

The second step of this project, and the corresponding aim of this present study, was to evaluate the direct and indirect “effectiveness” (i.e., the likelihood that a solution would be successful in mitigating the direct and indirect RAEs in soccer) and the “feasibility” (i.e., the practicality and possibility to design and implement a solution in youth soccer) of these 13 potential solutions. Using “direct” and “indirect” as distinctions for effectiveness provided a useful framework to classify solutions that might be effective based on the underlying mechanisms of RAEs they address, serving as a useful input as part of a modified electronic Delphi (e-Delphi) approach. The e-Delphi technique is commonly used to increase the understanding of complex phenomena without much conclusive information (30). As it became apparent in Part One of the current project, many solutions have been suggested to mitigate RAEs. To date, though, there is a lack of a systematic evaluation of their utility and currently limited to the context of a single sport or country [e.g., (28, 29)]. Typically, evaluating such interventions would involve scientific techniques such as systematic reviews and meta-analyses; however, the relative lack of empirical investigations on the utility of RAEs solutions limits this approach. As such, given the lack of empirical evaluations across multiple contexts, we deemed the e-Delphi approach as a particularly useful method to evaluate the utility of potential interventions that could mitigate RAEs in youth soccer. The Delphi technique, and the e-Delphi in particular, enables to gather the judgments across a wide pool of international experts, given that all communication is online. Indeed, gathering a mixed pool of experts from different backgrounds enables the simultaneous evaluation of the conceptual mechanisms and practical implications of each solution beyond the national youth soccer contexts in which it has been examined so far.



Methods


Participants

Given the global importance of RAEs and our objective to evaluate both the effectiveness and feasibility of proposed solutions, we aimed to create an international expert panel that reflected these areas of expertise. As such, panel members of the e-Delphi were selected through purposeful sampling, considering several aspects to construct the panel (31). With regards to the size, heterogeneity, and expertise level of the panel, we invited 25 researchers who were (co-)authors (excluding the current research team) from book chapters in two published books on RAEs [e.g., (6, 7)], as well as 15 practitioners working within youth soccer who had publicly discussed the impact of RAEs in practice, to participate. This size of the expert panel was considered adequate for the specific topic of RAEs in sport (32). In addition, the heterogeneous sample of both researchers and practitioners reduced the risk of response bias, while also offering a broader picture of the utility of potential RAEs solutions. Based on these criteria, it was anticipated that these participants would have a certain level of interest in the topic, which would motivate them to participate in the e-Delphi study.

After invitations were administered, 15 participants took part in the e-Delphi survey. First-round data from three participants who did not complete the second-round survey were retained to help capture the wider expertise. All participants were informed of the study procedures and provided electronic consent prior to participation. This study received ethical approval from the Health, Education, and Life Sciences Faculty Academic Ethics Committee at Birmingham City University, United Kingdom (ethics code #9524).



Measures and procedures

The Delphi technique is a systematic method, consisting of a series of surveys, to develop consensus amongst a designated panel of domain-specific experts. While there are no clear guidelines for the design of a Delphi study, typical elements include anonymity amongst the panel members, several iterative rounds, and the analysis of group results (33, 34). In the present study, we used a modified e-Delphi approach, consisting of an electronic approach with a priori defined maximum of two rounds. The e-Delphi is particularly suited for expert panels that include international participants from multi-stakeholder groups, enabling them to complete this online at their own convenience.

For the initial round of our e-Delphi, we created an online survey in Microsoft Forms (Microsoft Corp., Redmond, WA, USA) and invited all participants to take part in the study. Here, they were required to rate the direct and indirect “effectiveness” of each of the 13 solutions to mitigate RAEs in youth soccer, derived from the first part of this research project (see the list of solutions in Table 1). In the invitation, participants were asked to provide consent to participate in the e-Delphi and were made aware that their responses would be processed anonymously. Each solution was evaluated using 10 items, resulting in 130 items within the first round. Each item was phrased as a presumption in the following way: “This solution … [mitigates a specific (in)direct effect]”. Thereby, the items were divided into their effectiveness to mitigate “direct” (6 items) and “indirect” (4 items) effects of RAEs. This distinction involved addressing different (dis)advantages considered to arise from RAEs. For instance, “This solution decreases the likelihood of relatively older players experiencing greater levels of self-efficacy” was based on the hypothesised “Galatea Effect”, whereby unjustly raised self-efficacy of relative older players can subsequently enhance performance (21). This distinction enabled the examination of how certain solutions might act on the different mechanisms underlying the emergence of RAEs, whereby the items related to the direct effects are (dis)advantaged experienced through enhanced maturation, whereas indirect effects are disadvantages experienced through the behaviour of social agents. Additionally, it enabled the possibility for hybrid approaches to appear (e.g., complementary approaches where one solution targets direct effects, the other mitigates indirect effects), as well as aggregates the overall mean effectiveness score. Instead of discussing solutions as mutually exclusive, potential solutions could now be considered as complementary because they might differ in effectiveness on either direct or indirect RAEs.



TABLE 1 Descriptive statistics for each solution over the two e-Delphi rounds. These are listed from highest to lowest based on the overall rating.



	Solution
	Direct Effectiveness
	Indirect Effectiveness
	Combined Effectiveness
	Feasibility
	Overall Ratingc



	M ± SD
	Mdn
	KAlpha
	M ± SD
	Mdn
	KAlph
	M ± SD
	Mdn
	KAlph
	M ± SD
	Mdn
	KAlph
	M ± SD
	Mdn
	KAlph
	Conb (n)





	Cueing Differences in Age
	4.7 ± 2.2
	5
	−0.01
	5.9 ± 2.3
	7
	0.30
	5.2 ± 2.3
	5
	0.19
	6.7 ± 2.1
	7
	0.15
	5.8 ± 2.3
	6.5
	0.29
	5



	Grouping Based on Chronological and Biological Age
	6 ± 2.2
	6
	−0.04
	5.8 ± 2.1
	6
	−0.04
	5.9 ± 2.2
	6
	−0.04
	5.2 ± 2.5
	5.5
	0.27
	5.6 ± 2.3
	6
	0.12
	



	Submitting Entry Exemption
	5.5 ± 2
	6
	0.04
	5.3 ± 1.6
	6
	−0.01
	5.4 ± 1.8
	6
	0.03
	5.6 ± 2.3
	6
	0.19
	5.5 ± 2.1
	6
	0.12
	



	Rotating Cut-off Dates
	6.3 ± 1.6
	6
	−0.03
	6.2 ± 1.6
	6,5
	−0.03
	6.2 ± 1.6
	6
	−0.03
	4.6 ± 2.5
	4.5
	0.15
	5.5 ± 2.2
	6
	0.17
	



	Capping the Average Team Age
	5.6 ± 2.1
	6
	0.01
	5.7 ± 2.1
	6
	0.05
	5.7 ± 2.1
	6
	0.02
	4.8 ± 2.1
	5
	0.19
	5.3 ± 2.1
	6
	0.13
	



	Categorising on Characteristics Other than Age
	6.3 ± 2
	7
	−0.04
	5.9 ± 2.1
	6
	−0.03
	6.1 ± 2.1
	7
	−0.02
	4.4 ± 2.3
	4
	0.19
	5.3 ± 2.3
	6
	0.21
	1



	Modifying Age Bands
	6.1 ± 2
	6
	−0.04
	5.4 ± 2.1
	6
	−0.06
	5.8 ± 2
	6
	−0.01
	4.8 ± 2.6
	5
	0.08
	5.3 ± 2.4
	6
	0.07
	



	Applying Player Selection Quotas
	4.7 ± 2.3
	5
	0.00
	5.2 ± 2.3
	6
	0.12
	4.9 ± 2.3
	5
	0.05
	5.6 ± 2.5
	6
	0.09
	5.2 ± 2.4
	6
	0.10
	



	Delaying Selection and Deselection
	5.1 ± 2.3
	5,5
	−0.03
	5.8 ± 2.2
	6
	0.17
	5.4 ± 2.3
	6
	0.08
	4.9 ± 2.7
	5
	0.12
	5.2 ± 2.5
	5
	0.11
	2



	Raising Awareness of Relative Age Effects
	4.4 ± 2.2
	5
	0.00
	4.7 ± 2.3
	5
	0.07
	4.5 ± 2.2
	5
	0.03
	6.1 ± 2.5
	7
	0.08
	5.2 ± 2.5
	6
	0.17
	



	Testing Objective Skills
	5.9 ± 1.8
	6
	−0.02
	5.7 ± 1.7
	6
	0.01
	5.8 ± 1.7
	6
	0.00
	4.1 ± 2.4
	4
	0.31
	5 ± 2.3
	5
	0.29
	3



	Using Corrective Adjustments
	5.1 ± 2.2
	5
	−0.07
	5.8 ± 2.2
	6
	0.05
	5.4 ± 2.2
	5
	0.01
	4.5 ± 2.7
	4
	0.17
	5 ± 2.5
	5
	0.12
	



	Shifting Cut-off Dates
	3.5 ± 1.8
	3
	−0.06
	3.6 ± 2
	4
	−0.05
	3.6 ± 1.8
	3
	−0.06
	5.3 ± 3
	5
	0.39
	4.3 ± 2.6
	4
	0.29
	1




	aKrippendorf's Alpha.


	bthe items that reached consensus (≥80%).


	cthe overall rating is the average of all items together, M = Mean, SD = Standard Deviation, Mdn = Median.







Following the first e-Delphi round, participants could immediately commence the second e-Delphi round. While a typical feature of the Delphi methodology is the provision of feedback amongst panelists, we adapted this to reduce participant burden and to lower attrition rate (35). If participants did not begin the second Delphi round two weeks after completion of the first, they received an email invitation that included the results of the first e-Delphi round and a link to commence the second e-Delphi round. This feedback included a bar chart describing the distribution of (anonymous) responses from the first round. The second (final) e-Delphi round aimed to evaluate the “feasibility” of each of the 13 solutions. In line with the first e-Delphi round, ten items were formulated as a presumption reflecting the practical feasibility of that solution to be implemented in the context of youth soccer. Each item was phrased as a presumption in the following way: “This solution … [mitigates a specific (in)direct effect]”. Items included question such as “This solution requires significant financial resources (e.g., extra teams) at an individual club level” and “This solution is expected to yield positive results on a short timescale (i.e., within one season)”.

For both rounds, participants were asked to evaluate the likelihood that the presumption for that specific solution is true, ranging on a Likert scale from 1–9 (1: Not Very Likely; 9: Very Likely). The use of a nine-point rating scale aligns with the established consensus-criteria used in Delphi research and is recommended in the process before establishing definitive consensus, aligning with our study's aim (36, 37). If participants could not reliably evaluate the likelihood of that solution mitigating RAEs, they were instructed to give a score of 0, which were subsequently treated as missing values. In addition, if participants were not fully familiar with the proposed solutions hypothetical working mechanisms, they could revert to a brief one-page summary of each solution that was provided by the research team. Lastly, participants were encouraged to provide qualitative justification for their rating via an optional open textbox provided at the end of each assessment, enabling panellists to comment on the solution as a whole. See Supplementary File S1 for the complete survey.



Data analysis

Following the conclusion the second e-Delphi round, using the R base package [version 4.4.0; (38)], mean (M) ratings with standard deviations (SD) as well as median (Mdn) and interquartile ranges (IQR) were compiled on items related to their perceived: (a) direct effectiveness to mitigate RAEs, (b) indirect effectiveness to mitigate RAEs, (c) combined effectiveness to mitigate RAEs, (d) feasibility to be implemented in youth soccer, and (e) overall rating, of which was used to rank order the solutions. To examine the consensus amongst the e-Delphi panel, we calculated the percentage agreement among the panellists for each solution. Consensus was defined as 80% of the panellists rating the items between either 1 and 3 (the statement is not true for this solution) or 7 and 9 (the statement is true for the solution). In addition, we also computed Krippendorf's Alpha with the “irr” package in R (39) to assess the inter-rater agreement on each of the items related to RAEs solutions (40). These statistics provided an overview of the variability in expert opinions, and, as such, also served as an indicator of consensus.

Qualitative responses that the panellists provided were also collated, which were analysed by one member of the research team (last author) and then reviewed by another (first author). This included coding the qualitative comments as “nuance” (i.e., the panellist provided opposing arguments to make their quantitative response more nuanced) or “justification” (i.e., the panellist provided supporting arguments to strengthen their quantitative response). The comments were subsequently analysed based on the specific content of their argumentation (e.g., significant need for extra resources, limited applicability in soccer), summarising comments that referred to the same arguments. These data were used in the final analysis to provide insight on the (lack of) consensus for specific solutions, and are included as examples in the results to provide support for the mean group ratings (41). Comments that did not include any information from the panellist on the potential benefits and drawbacks of each solution were not considered further in the analysis.




Results

Descriptive statistics (i.e., mean, standard deviation, and median) from the panelists during the first (effectiveness) and second (feasibility) e-Delphi rounds are presented in Table 1. Table 1 also presents Krippendorfs alpha as an indicator of the consensus amongst panel members for each of the e-Delphi statements related to each proposed solution. The interquartile ranges for each of the statements are shown in Figure 1 (round one) and Figure 2 (round two). In both figures, the subplots are ordered according to the overall interquartile range for each proposed solution. The perceived benefits and drawbacks for each of the 13 proposed solutions are presented in Table 2. Since it is beyond the scope of this study to provide an in-depth overview from each of the 13 proposed solutions, the qualitative results in this section are presented below for “cueing differences in age”, “rotating cut-off dates”, “categorising on characteristics other than age”, “grouping based on chronological and biological age”, and “submitting entry exemption”. This is because these solutions were considered the most effective to mitigate direct and indirect RAEs as well as the most feasible to be implemented in youth soccer.


[image: Box plot matrix displaying factors related to relative age effects in sports, with ratings from unlikely to likely. Twelve categories are shown, such as "Rotating Cut-off Dates" and "Shifting Cut-off Dates." Each plot visualizes likelihood ratings and variability for specific strategies aimed at addressing age-related biases in youth sports.]
FIGURE 1
The interquartile ranges for each of the statements for round one (effectiveness), with the subplots ordered according to the overall interquartile range for each proposed solution.



[image: A grid of fifteen box-and-whisker plots, each representing different strategies related to youth football development. Each plot is categorized by titles such as "Cueing Differences in Age" and "Modifying Age Bands". The plots show likelihood on a scale from "Unlikely" to "Likely". Descriptive text on the left outlines various potential impacts and requirements of these strategies, like resource needs and implications for players.]
FIGURE 2
The interquartile ranges for each of the statements for round two (feasibility), with the subplots ordered according to the overall interquartile range for each proposed solution.




TABLE 2 The perceived benefits and drawbacks for each of the 13 proposed solutions. These are listed based on the three higher-order approaches to correspond with Part One of this project [see Figure 1 in (23)].



	Approaches
	Solutions
	Perceived Benefits
	Perceived Drawbacks





	Changing the Behaviour of Observers
	Raising Awareness of Relative Age Effects
	I think it is good as an additional concept. The underdog-concept also shows that children can also develop more skills by competition with relative older children. So, I think that a combination of both is good (Participant 10).
	Maybe causes another issue where players are being selected on the basis of age rather than actually technical and tactical ability and potential, which really should be the focus. While it would address the RAE issue, I am not sure that it is the best approach to ensuring players are selecting on the factors that are most important (Participant 1).



	Cueing Differences in Age
	This is a way to implement something quickly and effectively to raise the age differences that will occur. It may not prevent certain players being disadvantaged during the game, but it will raise awareness of age and possible maturity differences (Participant 2).
	This solution looks very promising, although I would love to see some replication of these findings in different labs and contexts to establish the robustness of these effects (Participant 3).



	Testing Objective Skills
	I think this is a good call. Having standards where players can be judged not just for their age groups but for their relative age would be good. Equivalent systems, but for variance in maturation and fitness tests, are already in place with the English Premier League academy system allowing coaches to better evaluate strength and weakness of players from a developmental perspective (Participant 1).
	For physical attributes, a clear link with relative age has been found. However, for other important attributes like cognitive maturation, the link is far from clear. As a result, skill-testing can only be done for a limited number of attributes (Participant 6).



	Implementing Rules when Selecting Teams
	Submitting Entry Exemption
	The flexibility of our pathways is extremely important due to the non-linear nature of development so yes, I would favour this. There would need to be a lot of player and parental supports available while navigating “playing down”—counteracting perceptions of failure/lack of ability (Participant 6).
	A key question here is what criteria are used to allocate a youth player to a higher or a lower team: is it just by month of birth or is also the developmental age considered (Participant 5)?



	Applying Player Selection Quotas
	Raising awareness by coaching and scouting staff is important, but many studies show that it is not enough to decrease RAE- and maturity-related bias in soccer. I think it is good to involve in the further education program from coaching and scouting staff. But more solutions are necessary (Participant 10).
	The value of this solution lies in the assumption that coaches don't already know about this effect. In my experience, most are aware of it and so education, while feasible and relatively inexpensive, may not be that helpful (Participant 3).



	Delaying Selection and Deselection
	I like the idea of delaying the selection/deselection aspect in favour of a focus upon development and managing the journey through puberty more effectively (Participant 2).
	Delaying selection is a good idea, but the problem is that the RAE is present from 6 years and holds pretty steady through to mid adolescence (i.e., 15 to 16 years). Even if you select at this point you are still selecting from a biased sample. The impact of RAE upon developmental differences will be arguably less at this time, but the academies are still full of BQ1s (Participant 1).



	Capping the Average Team Age
	This option could begin to level out the playing field but may prove difficult across all levels of the game. The idea behind it is a good one (Participant 4).
	Bio-banding has absolutely nothing to do with the RAE so while it may be effective at addressing maturational differences it will have no impact whatsoever. Part of the problem with addressing the RAE has been the fact that people are quick to attribute it to differences in maturation when this is clearly not the case (Participant 1).



	Grouping Based on Chronological and Biological Age
	This reallocation concepts would be a very good solution for RAE- and maturity-related bias in soccer. Comparing with the concept of bio-banding, we see that the age-differences in different age categories are becoming smaller and better, more realistic (Participant 10).
	I don't see throwing in maturation as a viable approach to address the RAE as you are talking about two completely different issues here. Plus, RAE effects are present from early childhood and maturation related biases and advantages do not kick in until approximately 11 years of age (Participant 1).



	Using Corrective Adjustments
	As an additional tool in player evaluations then yes, all data should be examined. But how to incorporate it into a score for team selection or to remove performance (dis)advantages is complex (Participant 6).
	As mentioned before, it is not clear what this method will look like for team sports. For individual sports, it is clear that there are sprinting times for example that are very representative of the overall performance. In team sports, however, the performance is multi-dimensional, which makes it very hard to understand how this kind of adjustment would be applied (Participant 1).



	Adjusting Competitive Structures
	Modifying Age Bands
	The smaller the age range, the smaller the RAE (Participant 7).
	If you just reduce the age band or extend it, then the RAE will still remain [..] it simply shifted from BQ1 and BQ2 to BQ1 and BQ3 (Participant 1).



	Rotating Cut-off Dates
	Each player experiences being the youngest and oldest on the team. The overall average of these experiences should minimize, if not eliminate, the RAE. Overall, a very effective proposal (Participant 7).
	Cut-off date modification and birthday-banding will not be enough to encounter the RAE bias, as showed in different studies. It's also difficult to implement it organizational in daily life, different systems use different cut-off dates (Participant 10).



	Shifting Cut-off Dates
	This is an interesting idea. Players who are disadvantaged in both education and sport may benefit from this approach and as such it deserves further investigation, particularly if it supports the social and emotional development of players due to more appropriate peer grouping (Participant 2).
	Varying cutoff dates for the same sport in different leagues would be effective, however, varying cutoff dates for different sports will still maintain RAE (Participant 7).



	Categorising on Characteristics Other than Age
	These initiatives definitely have merit, although I fear that they'd have to delivered in conjunction with coach education, as changing the mindset for some (i.e., winning at all costs at youth level) will be necessary for successful adoption of such worthy initiative (Participant 6).
	Its success will be largely dependent on the clubs having a balanced distribution of players coming into the academy in the first place (Participant 1).







The highest overall ranked solution was “cueing differences in age”. Participants reached consensus on 5 items, and strongly agreed that this solution decreases the likelihood of a selection bias caused by relatively older players being judged as more talented by coaches and/or talent scouts (7.2 ± 1.8; IQR = 1; % agree = .87). Related to this, consensus was reached amongst participants that this solution would to some extent address “the likelihood of relatively older players being selected” (6.7 ± 1.7; IQR = .5; % agree = .80). For example, Participant 4 stated: “Additional information (such as shirt numbering) will provide greater clarity and a truer picture of ability, so would prove useful for assessment and selection”. Relatedly, the study of Mann and van Ginneken (28) suggested that when presented with information regarding the relative age of players while simultaneously assessing performance by means of age-ordered shirt numbering, coaches and/or talent scouts were able to reduce the relative age bias in their assessments. As such, cueing differences in age might be especially appropriate for mitigating indirect effects, which typically emerge through social agents' behaviours.

Regarding feasibility, the majority of participants commented that “cueing differences in age” can be implemented “quickly and effectively” (Participant 2). Indeed, participants agreed that it is likely that it can be implemented immediately (% agree = .92) without considering the macro sporting context (e.g., league structures and regulations) (7.8 ± 1.9; IQR = 1.5). However, given that these solutions mainly target the selection of players, which typically takes place on an annual basis, it might not address the direct advantages of being relatively older. For instance, Participant 2 also stated that: “It may not prevent certain players being disadvantaged during the game”, highlighting that the direct effects attributed to age-related differences are likely not addressed by this solution. This is also reflected in the relatively higher disagreement about cueing difference in age decreasing “the inflated expectations of player's ability from coaches and parents” (5.9 ± 2.3; IQR = 2.5). Therefore, it may be a more beneficial solution to use during momentary talent identification and selection activities (e.g., trials, talent identification events) rather than routine training and competition; or alternatively, in conjunction with other solutions to mitigate more direct effects. However, further research is required to substantiate these suggestions.

The most effective overall solution was “rotating cut-off dates”. This solution aims to balance RAEs by rotating the selection cut-off date (e.g., changing the cut-off date 3-months every year). This way, each player would spend some time as the oldest player amongst an age group, and some time as the youngest. Participants suggest that it does not address the age advantage per se, but does alter “player experiences of being the youngest and oldest on the team” (Participant 7). As such, participants generally agreed that this solution might decrease “the likelihood that relatively older players created false self-beliefs” (6.7 ± 1.7; IQR = 1.5) and “stakeholders over-estimating the playing ability of relatively older players” (6.3 ± 1.6; IQR = 1). As stated by Participant 5, this solution could potentially increase relatively younger players self-image, “as the peer group being used for comparisons would always be changing”. Although such statements remain hypothetical as rotating cut-off dates have not been researched of widely implemented in soccer, lessons could be learnt from the “birthday-banding” approach (i.e., athletes competing with and against those of the same age and move up to their next birthdate group on their birthday) used in the England Squash Talent Pathway, which has been attributed to the encouraging absence of RAEs across their cohorts (42). Importantly, however, while participants indicated that “the idea that players experience being the oldest and youngest at some point is one worth considering further” (Participant 4), they were hesitant and in disagreement regarding its feasibility (M = 4.6 ± 2,5, Kalpha = .15). In particular, participants were doubtful about the logistics that “would have to be well thought out and communicated and understood very clearly” (Participant 2), as well as requiring buy-in from stakeholders (e.g., coaches, administrators, parents).

Although “submitting entry exemption” was ranked equal third with the same overall score as “rotating cut-off dates”, there was generally less agreement amongst the panellists regarding its utility (Kalpha = .17 vs. Kalpha = .12). Entry exemption enables players to “play-down”, which means that a player competes in competitions designed for younger age groups (43). Typically, eligibility criteria (e.g., youth league policies) do not allow players to play down, resulting in relatively younger players born closer to the cut-off date fixed to play with and against relatively older players. This solution, however, proposes easing the eligibility criteria, particularly for relatively younger players (e.g., players born in the second half of the selection year). As such, these children could potentially avoid the associated disadvantages of being younger, whilst also providing a more challenging environment for the older birth quartiles in the younger age group. Although yet to be empirically evaluated, anecdotal evidence has showed how some England international players played down in academy soccer during their development (44). Some participants, however, issued possible warnings regarding the stigma surrounding playing-down. For instance, Participant 1 suggested: “We would have to change the cultural interpretation associated with playing-up or playing-down. Playing-up is seen as good, playing-down as bad”.

Another solution that was ranked high on its effectiveness to mitigate direct RAEs was “categorising on characteristics other than age”. In particular, the participants considered grouping players on alternative criteria as a viable solution to address “feelings of incompetence while playing football for relatively younger players” (6.7 ± 2.0; IQR = 1.0), although disagreed more on the solution mitigating “the reliance of relatively older players on their maturational advantage” (6.7 ± 2.2; IQR = 2.0). Given the hypothesised developmental advantages that influence RAEs and the fact that relatively older players have had more time to grow and physically develop [e.g., (45–47)], it is expected that controlling for anthropometric and/or physical characteristics could mitigate RAEs. As such, alternative grouping criteria that have been suggested are height/weight categories or initiatives such as “bio-banding”, whereby players are grouped according to their level of maturation, often using their percentage of predicted adult height (48).

Closely related to using height and weight categories as a grouping strategy was “grouping based on chronological and biological age”. This solution suggests using the height of players relative to their peers as a criterion for grouping. Although, on average, this solution was rated more feasible (5.2 ± 2.5) and panel members were more in agreement (Kalpha = .27) compared to “categorising on characteristics other than age” (4.4 ± 2.3), some participants were cautious to try and solve temporary, maturational advantages together with relative age differences. As one participant stated: “Maturity and RAE share about 8 percent variance in academy football” (Participant 1). In addition, for both “grouping based on chronological and biological age” (IQR = 1.5) and “categorising on characteristics other than age” (IQR = 1.25; %agree = .92), participants perceived the buy-in from stakeholders (e.g., coaches, administrators, parents) working in youth soccer necessary. This was also the case for “delaying selection and deselection” (IQR = 2.0; %agree = .83) and “testing objective skills” (IQR = 2.0; %agree = .83).



Discussion

The aim of this present study was to evaluate the potential direct and indirect effectiveness and feasibility of 13 proposed solutions to mitigate RAEs in youth soccer that were gathered in Part One of this project. Based on our modified e-Delphi approach, “cueing differences in age” was considered the most viable solution across both rounds. “Grouping based on chronological and biological age” and “rotating cut-off dates” were also perceived highly to mitigate direct and indirect RAEs as well as the most feasible to implement into youth soccer. Interestingly, these three solutions are from three different higher-order categories according to the taxonomy of Mann (26), which perhaps underscores the importance of designing hybrid approaches that target multiple aspects of RAEs.

Overall, “shifting cut-off dates” was rated the lowest solution, with “using corrective adjustments” and “testing objective skills” also rated lower than other approaches. With regards to effectiveness, “raising awareness of RAEs” was rated low but rated high on feasibility, whilst “cueing differences in age” and “modifying age bands” were rated differently on their effectiveness for direct and indirect RAEs, respectively. With regards to feasibility, on average, overall ratings were lower compared with effectiveness, highlighting some of the practical barriers that are associated with implementing relative age solutions. As an example, “rotating cut-off dates” was deemed effective in terms of mitigating RAEs, but rated lower on its feasibility. Taken together, our study suggests that potentially effective solutions to mitigate RAEs were generally considered less feasible to implement, whereas those that are possibly more feasible were generally considered less effective. This may highlight that a range of different approaches may be required to combat RAEs in soccer.

Results perhaps also suggest that the current organisational structures in youth soccer and its related activities (i.e., talent identification, selection, training, and competition) are a contributing factor to the ongoing presence RAEs. As such, any attempt to mitigate RAEs in youth soccer should also, at least to some extent, address the manner in which common practices in youth soccer are executed, whether through altering observer behaviour or adjusting competition structures. This might explain the lack of solutions that have been empirically tested or implemented. Moreover, this could potentially provide a rationale for the common disagreement between experts and the proposed solutions (i.e., only five out of 13 solutions reached consensus on more than one aspect regarding the effectiveness and feasibility of the respective solution).

To our knowledge, “cueing differences in age” is one of only two proposed solutions that have been empirically assessed to date in youth soccer (28). Through age-ordered shirt numbering, Mann and van Ginneken (28) showed that during a soccer selection task, scouts were able to control for the relative age of players when assessing their potential. In the study, players competed in an 8 vs. 8 match and wore shirt numbers that corresponded to their relative age (i.e., oldest player wearing number “1”, and the youngest wearing number “8”). Results indicated that when scouts were aware of the age-ordered shirt numbering, it successfully reduced the relative age bias of their player potential rankings. Interestingly, this approach has also been previously shown to moderate maturation biases between soccer players when scouts are assessing their potential (49). This suggests that when individuals are explicitly provided with important information on a player, it can positively support their decision making.

Explicitly cuing relative age could also go beyond age ordered bibs, such as listing player registers in chronological age order and clearly providing relative ages on player observation reports, although further research is required to test how effective this could be. While the methodology of Mann and van Ginneken (28) has, so far, only been applied with scouts having to rank youth players, the solution might also address other direct or indirect RAEs. Regularly playing with age-ordered shirt numbers could make players, parents, coaches, and other stakeholders aware that differences in ability might result from differences in age (26). As such, this could mitigate the inflated expectations from coaches and parents, or the false self-beliefs amongst relatively older teammates and peers, although these expectations remain mostly hypothetical to date and require further research.

To directly address the possible growth advantages of relatively older players (50, 51), results from our study suggest that grouping on alternative characteristics besides chronological age might be effective. However, given the plethora of indicators to group players (e.g., height and weight, cognitive and social maturity) and the accompanying burden of objectively assessing these indicators, this solution was rated low in terms of feasibility. A closely related solution that was rated higher for its feasibility, however, was “grouping based on chronological and biological age”. This solution proposes the use the “developmental birth dates” to group players. Developmental birth dates are estimated by comparing a player's stature with the normative growth curves for the player's population (e.g., Dutch boys aged 1–21 years). In a preliminary study by Helsen et al. (29), this method was applied to reallocate a group of Belgium youth soccer players. In their study, the traditional chronological age-grouping resulted in significant RAEs amongst these players, with most players born in the first quarter of the selection year. Importantly, however, following the reallocation of players based upon their developmental birth dates, the overrepresentation of players in birth quartile one (i.e., those born in the first three months of the annual selection year) disappeared, with player's birthdates almost evenly distributed across each birth quartile (∼25%). While this study shows promising results in terms of removing RAEs when grouping players, it is yet to be tested within competitions, and as a maximum age difference could exceed more than three years, it could prove difficult to implement and gain stakeholder buy-in.

It is also important to acknowledge that relative age and biological age are two independent constructs that can impact individuals differently (52). More specifically, relative age remains fixed whereas biological age can differ up to five years between those within the same chronological age group (53). In fact, a recent commentary warned that, while relative age and maturity differences are two important biases that play a role in talent development, they should be considered two separate processes (54). Each occurring at different timepoints in a player's developmental career, operating independent from another, and impacting individuals differently, thus two distinct solutions may be important to consider when implementing solutions to mitigate both RAEs and maturation biases (e.g., RAEs occur from entry into soccer at childhood, whereas biological age differences in boys occur during adolescence) (55). It is important to remember, though, that research on the interconnectedness between relative age and biological age is still limited, while exploration of possible independent and combined solutions of these phenomena is still in early stages.

Both “cueing differences in age” and “grouping based on chronological and biological age” can be readily implemented at an individual club level, and do not necessarily require adjusting competition structures. In addition, both solutions can coexist due to their different methods, which creates the possibility for a hybrid approach, whereby multiple solutions are implemented to mitigate RAEs (19). Both these solutions target a different approach to mitigate RAEs and are considered to vary in their effectiveness to alleviate direct and indirect effects (26). “Cueing differences in age” is expected to primarily mitigate indirect effects by clarifying relative age differences for individuals to adjust their assessment of players. In contrast, “grouping on chronological and biological age” introduces constraints beyond traditional birthyear grouping and, as such, attempts to mitigate the developmental advantages of relatively older players (i.e., direct effects). Despite the relative autonomy that comes with implementing both solutions, it has not yet been widely adopted. Although there are anecdotal cases of sports teams using age-ordered shirt numbering during their selection procedures (26), it will be important to evaluate these attempts to build on the current evidence.

Our results highlight that while several solutions to mitigate RAEs have been put forward, many of these were perceived difficult to implement. This might explain the relative lack of empirical work that has tested these solutions in real-world youth soccer settings. For instance, despite being the highest rated solution on effectiveness to mitigate both direct and indirect RAEs, “rotating cut-off dates” was only ranked tenth in terms of feasibility. One of the main reasons for this is the associated complexity for coaches and other stakeholders that occurs when regularly changing the cut-off date to group players into teams. Nevertheless, the Football Flanders [Voetbal Vlaanderen] (56) has recently announced that, from July 2025, they will introduce “rotating cut-off dates” within the calendar-year, by alternating the cut-off dates between January 1st to July 1st every six months. While the barrier to implementing this approach might be solved with clear communication and administration, other solutions carry potential unforeseen risks for athlete development. For example, solutions such as “submitting entry exemption” or “capping the average team age” might increase injury risk or break-up age group friendship groups (57, 58). Therefore, it is important to consider the unintended consequences that could come with widely implementing relative age solutions without evaluating their effectiveness and feasibility beforehand.

Although it is beyond the capacity of this discussion to critically review all 13 relative age solutions [see Part One for an overview of each proposed solution; (23)], there is some additional feedback from the experts to consider. With regards to the lowest rated solution, whilst “shifting cut-off dates” in different sports would make it possible for all children to experience a favourable cut-off date, it might not solve RAEs in soccer per se. In 1997, for example, the Belgian Soccer Federation changed the start of their cut-off date from August 1st to January 1st. This shift prompted an investigation from Helsen et al. (59) who explored the changes in the birthdate distributions throughout youth competitions for 1996–1997 compared to 1997–1998. Their findings revealed a shift of RAEs corresponded with the new cut-off dates, thus “shifting cut-off dates” will likely just shift the relative age distribution. Finally, “raising awareness of RAEs” was suggested as a highly feasible solution that requires minimal resources. However, considering the effectiveness, this solution was rated relatively low overall. Indeed, Helsen et al. (60) demonstrated that, over a period of 10 years, the magnitude of RAEs did not decrease in European soccer. As such, the authors concluded that, assuming education and attention regarding RAEs in soccer had taken place in that period, raising awareness may not be effective in mitigating RAEs.

Related to the relative lack of solutions that have been applied in practice is the concept of knowledge mobilisation (KMb). This concept refers to the process of taking research beyond the academic domain to have an impact in real-world settings (61). While many models and frameworks have been developed to describe the process of KMb, most strategies to translate knowledge from research to practice use three approaches (62). The first strategy entails “connecting” knowledge stakeholders, such as researchers and practitioners via “knowledge brokers” (63). These could be, for instance, sport's governing bodies that mobilise knowledge through coach education. For example, following interviews with seven talent identification experts, Andronikos et al. (64) showed how “raising awareness of RAEs” for the likes of coaches, scouts, and clubs, was perceived to be part of the controllable features available to eradicate them. The second strategy entails “disseminating” knowledge via (online) resources and easily accessible documentation. As an example, as part of this project, we have already shared our results via the KNVB website in an attempt to widely disseminate key findings (65). Lastly, a strategy to translate knowledge would be to facilitate “interactions”, such as participatory research. Specifically, actively involving all stakeholders (e.g., researchers, coaches, recruiters, policy makers, players, parents) seems a particularly fruitful approach to design, implement, and evaluate potential relative age solutions (19), which could prove a useful next step for the Royal Dutch Football Association (KNVB) Relative Age Solutions Project. Overall, researchers and practitioners should consider a KMb approach when seeking to moderate RAEs in youth soccer.


Limitations and future directions

One of the limitations of this study is related to the e-Delphi design. Typically, the e-Delphi method consists of several iterative rounds with controlled feedback to achieve consensus. However, given the diverse group of panelists and the risk of participant attrition often occurring with Delphi studies (66), we aimed to minimise participant burden by priori setting the number of e-Delphi rounds to two. In addition, we reduced the duration of the study by enabling participants to immediately commence the second e-Delphi round, whereas panelists typically receive feedback from the previous rounds, which might alter their perspective. It is also important to understand the contextual variances of different youth soccer environments across the world. This may have resulted in variations in effectiveness and feasibility depending on the likes of resources available, knowledge uptake, and sport popularity. Therefore, those working in soccer are encouraged to recognise that there is no “copy and paste” template when it comes to solving RAEs, and that they should seek to comprehend potential solutions based on the contextual complexities of cultures, communities, and individual circumstances (67). However, since RAEs are pervasive in youth soccer across the world, attempts to minimise or remove them could be considered universal, with a range of different approaches proving useful to test and evaluate in different contexts.

Regarding future directions, as a first step, researchers, coaches, and policymakers can use our findings as a list of options that might moderate RAEs. As such, the outcomes of our study can serve as a starting point for governing bodies and soccer academies to test different options, whilst also providing considerations of the potential effects when implementing these solutions. For instance, the panellists highlighted the requirement of buy-in from different stakeholders for several solutions to be successful. We would, therefore, recommend that before adjusting competition structures, stakeholders should be informed about the potential changes and challenges. In addition, while the experts reached consensus on some of the items regarding the effectiveness and feasibility of potential RAEs, there was regular disagreement between them. This highlights the need for more empirical research to validate expert opinions. As such, we recommend creating real-world experiments to test the utility of these solutions. While such experiments are complex and require significant resources, the results of our study can be used to prioritise certain solutions. Relatedly, we recommend testing these solutions in a range of youth soccer settings, with researchers and universities working collaboratively with soccer organisations and industry stakeholders to support improved KMb (68).




Conclusion

There are many empirical studies on RAEs in soccer that highlight its existence and emphasise the need mitigate such effects. However, only a few researchers have attempted to analyse ways in which RAEs can truly be moderated or removed. In light of the expert consensus and feedback regarding the effectiveness and feasibility of the 13 proposed relative age solutions presented in this study, an important next step will be to design, implement, and evaluate the highly rated solutions in practice. This will help capture the most effective and feasible approaches based upon the needs and context of different youth soccer environments.
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Introduction: This study aimed to investigate the presence of relative age effect (RAE) in the World Fencing Championships of the 2022–2023 season across three age categories.



Methods: Data from the participants of the World Fencing Championships were collected from the International Fencing Federation, resulting in a total of 2,791 participants distributed according to the age categories: 713 cadets, 1,048 juniors, and 1,030 senior athletes. The data collected included the athletes’ birthdate, birth quartile, sex, weapon, age category, country, continental area, and world championship result. An athlete’s relative classification was computed using their competition classification and the total number of participants in the event. The chi-square goodness-of-fit test was performed to assess the presence of RAE, examining differences in birth quarter distribution across the total sample, for each sex, and for the 18 events. Follow-up analyses included standardized residuals, Cramér's V effect size, and odds ratios. In events where RAE was detected, the Kruskal–Wallis and Quade's non-parametric ANCOVA tests were used to compare athletes’ relative classification across birth quarters.



Results: RAE was present, in the overall sample [χ2(3) = 16.142, p < 0.001, V = 0.044], according to sex [female: χ2(3) = 10.349, p = 0.016, V = 0.053; male: χ2(3) = 7.987, p = 0.046, V = 0.041], and was inconclusive when focusing on each event.



Discussion: The complexity of results in individual sports and the lack of research in fencing makes it difficult to understand the relevance of RAE in this sport. Despite the lack and inconsistency of results in fencing, coaches should be aware of this effect.
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1 Introduction

Sport is often organized into age groups based on cutoff dates, which, in the case of fencing, start on 1 January (1). These cutoff dates place individuals who may differ in age by 1 year or more into the same category (2), leading to the relative age effect (RAE). In fencing, the age gap can be up to 2 years in the cadet category and 3 years in the junior category. The RAE refers to age-related differences between individuals born in the same calendar year, where those born earlier tend to have an advantage over those born later (2–4). The advantages to older individuals include their physical growth, maturation, or experience (4).

The RAE was first reported by Barnsley and Thompson (5) in ice hockey players. Three main theories have been proposed to explain the RAE (6): (1) the “Matthew effect” suggests that parents are more likely to enroll their older children in sports first, giving them an early advantage in training and experience that compounds over time; (2) the “Pygmalion effect” refers to the expectations coaches place on more physically mature players, leading to preferential selection and increased opportunities; and lastly, (3) the “Galatea effect” occurs when expectations placed on a player are internalized, influencing them to perform in line with those expectations (6). Supporting these theories is the maturation hypothesis, which states that older children are more physically and cognitively mature (7).

The prevalence of RAE depends on the sport, competitive level (e.g., recreational to elite level), athlete's age, sex, and physical characteristics (8). It is more common at elite levels (9, 10), in highly competitive environments where many athletes compete for limited opportunities (11), in younger age categories (12, 13), and in male sports (10, 14, 15). RAE is a well-documented phenomenon in team sports, particularly in popular and physically demanding disciplines such as football, basketball, and ice hockey (3, 10, 12, 16, 17). In contrast, its presence in individual sports varies depending on the sport's physical and competitive demands. For example, it is generally absent in low-contact, less physically demanding sports like shooting (18), but more prevalent in physically demanding disciplines such as skiing (7), and certain track and field events, where RAE increases with performance level (8, 15). In addition, some sports like swimming show event-specific RAE patterns (14), while others, such as gymnastics and figure skating, tend to exhibit an inverse RAE (19).

In individual opposition and combat sports like fencing (20–22), RAE was observed among the top 100 female tennis players (23) as well as across different weight classes and age groups in judo (13). Despite being a combat sport, fencing is one of the few sports in this category that does not have weight classes. Sports like wrestling, judo, or taekwondo have been the focus of previous research on RAE (24). Although some researchers argue that weight classes can be a moderator against RAE (25–28), others still observed it (21, 24, 29). Adding to the inconsistency of findings in combat sports (30, 31), fencing studies have shown a noticeable lack of research on RAE. Fencing is an Olympic sport of individual opposition (20), where psychomotor and perceptive skills prevail (32, 33). In fencing, performance has been related mainly to perceptual, neuro-physiological characteristics, and body composition, such as the amount of lean body mass (34, 35), or power and speed (22, 33, 34, 36). This contrasts with sports like judo or wrestling, where performance relies more heavily on isometric strength (24). These reported functional and anthropometric characteristics (speed, power, and lean body mass) are normally related to age and to the maturation of athletes (37). However, the relationship between the anthropometric characteristics of athletes and fencing performance is still unclear (37, 38). To the best of our knowledge, only two studies assessed RAE in fencing. One study reported that Swiss recreational female fencers exhibited RAE, while an inverse RAE was observed in the competitive level (39). Another study about the top 20 Brazilian fencers reported a RAE for several age categories using different weapons (21).

The issue of RAE in individual sports remains a subject of ongoing debate, and this study aims to contribute to that discussion. To this end, we investigated the presence of the RAE in the World Fencing Championships events of the 2022–2023 season, across cadet, junior, and senior categories. We hypothesized that: (1) RAE would be evident in the overall sample; (2) RAE would be more prevalent in male athletes than in female athletes; and (3) RAE would be more prevalent in younger age categories and in male events.



2 Materials and methods


2.1 Study design

The aim of this study was to examine the presence of the RAE in top-level fencing competitions, specifically at the 2022–2023 World Fencing Championships. For this purpose, a cross-sectional observational design was employed, using official athlete data obtained from the International Fencing Federation database (1).

First, we assessed the presence of RAE in the total sample, as well as separately for male and female athletes. Then, RAE was investigated separately for each of the 18 fencing events (divided by sex, weapon, and age group) that took place during the 2022–2023 World Fencing Championships.



2.2 Data collection

All the data were collected from the International Fencing Federation website (1). The data related to the 2022–2023 season and included the cadet (U17), junior (U20), and senior athletes who participated in the World Fencing Championships. The recorded variables included the following: the participants’ date of birth, competition date, weapon, sex, age category, final result at the world championship, and number of participants in the event. Decimal age was calculated as the difference between the date of competition and the date of birth of the athlete.

In fencing, age groups start on 1 January and end on 31 December (1); therefore, to determine the distribution of birthdates by quarter, we adopted the following cutoff periods: first quarter (January to March), second quarter (April to June), third quarter (July to September), and fourth quarter (October to December).

The relative result was calculated as the ratio between an athlete's final classification in the World Fencing Championship event and the total number of participants in the corresponding event.



2.3 Participants

Data were collected from 2,791 participants (mean decimal age: 20.4 ± 4.4 years). The sample comprised 1,216 female athletes (mean age: 20.1 ± 5.4 years) and 1,575 male athletes (mean age: 20.6 ± 5.5 years), distributed across three age categories: 713 cadets, 1,048 juniors, and 1,030 seniors. The mean ages of cadets, juniors, and seniors were 16.2 ± 0.8 years, 18.1 ± 1.5 years, and 25.6 ± 5.7 years, respectively. There were 785 saber fencers, 1,103 épée fencers, and 903 foil fencers.

Fencers were from 119 different countries. Each country was allowed to participate with a maximum of 66 fencers across the three World Fencing Championships (cadets, junior, and seniors), distributed as follows: 18 cadets (three per weapon and sex), 24 juniors (four per weapon and sex), and 24 seniors (four per weapon and sex).



2.4 Statistical analyses

The Statistical Package for the Social Sciences (SPSS software version 29.0, 241, IBM SPSS, Chicago, IL, USA) was used for the statistical analysis and the significance level was set at 5%. A chi-square goodness-of-fit test was used to examine whether the distribution of athletes’ birthdates across the four birth quarters deviated from an expected uniform discrete distribution (i.e., 25% in each birth quarter). This analysis was conducted for the total sample, as well as for each sex and for each one of the 18 events. Typically, in RAE studies, the observed birthdate distribution is compared to a theoretically expected one, ideally that of the underlying population. However, in studies that analyze data from multiple countries, such as the present one, obtaining official birth statistics can be challenging. Therefore, a uniform discrete distribution is commonly used as a simplified alternative for data analysis (40). In addition, a chi-square test for homogeneity was employed to compare the distribution of birth quarters between male and female athletes.

Follow-up analysis of the chi-square goodness-of-fit test included standardized residuals, Cramér's V for effect size, and odds ratios (OR). When significant differences were observed in the distribution of birth quarters, the standardized residuals (Ri) were used to interpret the direction of the effect: values of Ri ≥ 1.96 indicated overrepresentation, while Ri ≤ 1.96 indicated underrepresentation (41). The effect size was assessed using Cramér's V. With three degrees of freedom, the effect was considered negligible if V < 0.058, small if 0.058 ≤ V < 0.173, medium if 0.173 ≤ V < 0.289, and large if V ≥ 0.289 (42).

To estimate the likelihood of athletes being born in each birth quarter compared to a reference population, binary logistic regression was applied. For this purpose, a new dataset was created by combining the observed distribution of athletes with a hypothetical reference population, assuming a uniform discrete distribution across the four birth quarters. The dependent variable represented group membership (1 = athlete; 0 = reference population), and birth quarter was entered as the independent variable. The fourth quarter (Q4) served as the reference category, in line with standard practice in RAE research (16). Odds ratios and 95% confidence intervals (95% CI) were calculated. A relevant RAE was considered present when the confidence interval of the OR did not include the value 1. The OR comparing quarter Qi to Qj reflects how much more (or less) likely athletes born in Qi are to be represented in the sample relative to those born in Qj, in relation to the reference population, with OR >1 indicating overrepresentation and OR <1 indicating underrepresentation.

In the competitions where the RAE was detected, the Kruskal–Wallis test was applied to compare the athletes’ relative results across birth quarters. In addition, Quade's non-parametric ANCOVA test followed by multiple comparisons with Bonferroni correction was conducted to compare relative results across birth quarters while controlling for the effect of decimal age.




3 Results

The overall sample showed significant differences in the distribution of birth quarters [χ2(3) = 16.142, p < 0.001], though the effect size was negligible (V = 0.044). The first three quarters had a higher proportion of births (Q1: 26.4% and Ri = 1.49, Q2: 25.4% and Ri = 0.43, Q3: 26.4% and Ri = 1.49) compared to Q4 (21.8% and Ri = −3.40). According to the odds ratio analysis, the likelihood of competing at the World Fencing Championships was 1.21, 1.17, and 1.21 times higher for athletes born in Q1, Q2, and Q3, respectively, compared to those born in Q4. The distribution of birth quarters is shown in Figure 1. Significant differences were also seen across birth months [χ2(11) = 38.012, p < 0.001, V = 0.034], with January showing a higher number of births (10.2% and Ri = 3.50), and November (7.1% and Ri = −2.27) and December (6.5% and Ri = −3.32) showing fewer births.


[image: Bar chart comparing percentages of females and males across four quarters (Q1-Q4). In Q1 and Q2, both are 26.6%. In Q3, females are 24.4% and males are 25.7%. In Q4, females are 21.1% and males are 22.3%. Asterisks indicate a significant difference in Q4.]
FIGURE 1
Birth quarter distribution on the overall sample of participants in the 2022–2023 World Fencing Championships. Note: Q1: first birth quarter; Q2: second birth quarter; Q3: third birth quarter; Q4: fourth birth quarter; *standardized residual ≥1.96 or ≤−1.96.


According to sex, significant differences in the birth quarter distribution were observed for both male (n = 1,216) and female (n = 1,575) athletes (Figure 2). For female athletes [χ2(3) = 10.349, p = 0.016, V = 0.053], the distribution for Q1, Q2, Q3, and Q4 was 26.6%, 26.6%, 25.7%, and 21.1%, respectively. Athletes born in Q4 were underrepresented (Ri: Q1 = 1.02, Q2 = −0.44, Q3 = 1.52, Q4 = −2.10). Based on odds ratios, the likelihood of competing at the World Fencing Championships was 1.26, 1.27, and 1.22 times higher for athletes born in Q1, Q2, and Q3, respectively, compared to Q4. For male athletes [χ2(3) = 7.987, p = 0.046, V = 0.041], 26.3%, 24.4%, 26.9%, and 22.3% of athletes were born in Q1, Q2, Q3, and Q4, respectively. There was an underrepresentation of athletes born in Q4 (Ri: Q1 = 1.09, Q2 = 1.15, Q3 = 0.52, Q4 = −2.75). Based on odds ratios, the likelihood of competing at the World Fencing Championships was 1.18, 1.09, and 1.20 times higher for athletes born in Q1, Q2, and Q3, respectively, compared to those born in Q4. Furthermore, no significant differences were found in birth quarter distribution between sexes [χ2(3) = 2.219, p = 0.529, V = 0.028].


[image: Bar chart showing monthly percentages from January to December, divided into quarters. January has the highest percentage at 10.2%, while December has the lowest at 6.5%. Quarterly percentages: Q1 at 26.4%, Q2 at 25.4%, Q3 at 26.4%, and Q4 at 21.8%.]
FIGURE 2
Birth quarter distribution by sex. Note: Q1: first birth quarter; Q2: second birth quarter; Q3: third birth quarter; Q4: fourth birth quarter; *standardized residual ≥1.96 or ≤−1.96.


Birth quarter distribution was also examined by event (Table 1). Significant differences were found in junior men's saber [χ2(3) = 8.602, p = 0.035, V = 0.131] and cadet men's foil [χ2(3) = 9.471, p = 0.024, V = 0.152). In junior men's saber, the distribution was 31.9%, 16.9%, 28.3%, and 22.9% for Q1, Q2, Q3, and Q4, respectively (Figure 3a). Athletes born in Q2 were underrepresented (Ri: Q1 = 1.79, Q2 = −2.09, Q3 = 0.85, Q4 = −0.54). In the cadet men's foil event, the birth quarter distribution was 24.3%, 28.7%, 32.4%, and 14.7% for Q1, Q2, Q3, and Q4, respectively (Figure 3b). Q4 had the lowest number of births (Ri = −2.40), while the remaining birth quarters were neither over- or underrepresented (Ri: Q1 = −0.17, Q2 = 0.86, Q3 = 1.71). No significant differences in birth quarter distribution were observed in any of the female events or the remaining male events.



TABLE 1 Birth quarter distribution (%) of participants in the 2022–2023 World Fencing Championships and comparison between birth quarters.



	Event
	N
	Birth quarters (%)
	Chi-square
	Odds ratio (95% CI)



	Q1 (%)
	Q2 (%)
	Q3 (%)
	Q4 (%)
	χ2
	P
	V
	OR Q1 VS. Q4 (95% CI)
	OR Q2 VS. Q4 (95% CI)
	OR Q3 VS. Q4 (95% CI)





	Female
	1,216
	26.6
	26.6
	25.7
	21.1
	10.349
	.016
	0.053
	1.26 (1.00, 1.59)
	1.27 (1.01, 1.59)
	1.22 (0.97, 1.54)



	Saber



	 Cadet
	92
	32.6
	25.0
	25.0
	17.4
	4.261
	.241
	0.124
	1.88 (0.81, 4.33)
	1.44 (0.61, 3.40)
	1.44 (0.61, 3.40)



	 Junior
	124
	22.6
	29.0
	27.4
	21.0
	2.194
	.539
	0.077
	1.08 (0.52, 2.24)
	1.39 (0.68, 2.81)
	1.31 (0.64, 2.67)



	 Senior
	127
	22.0
	32.3
	22.8
	22.8
	3.614
	.314
	0.097
	0.97 (0.47, 1.97)
	1.41 (0.71, 2.80)
	1.00 (0.49, 2.04)



	Epée



	 Cadet
	120
	30.0
	23.3
	23.3
	23.3
	1.600
	.668
	0.067
	1.29 (0.63, 2.61)
	1.00 (0.48, 2.07)
	1.00 (0.48, 2.07)



	 Junior
	174
	29.9
	23.0
	23.6
	23.6
	2.230
	.538
	0.065
	1.27 (0.71, 2.28)
	0.98 (0.53, 1.79)
	1.00 (0.55, 1.83)



	 Senior
	184
	25.0
	26.1
	27.2
	21.7
	1.217
	.748
	0.047
	1.15 (0.64, 2.07)
	1.20 (0.67, 2.16)
	1.25 (0.70, 2.24)



	Foil



	 Cadet
	110
	30.0
	27.3
	25.5
	17.3
	3.964
	.266
	0.110
	1.74 (0.80, 3.76)
	1.58 (0.72, 3.45)
	1.47 (0.67, 3.24)



	 Junior
	156
	25.6
	25.6
	29.5
	19.2
	3.385
	.344
	0.085
	1.33 (0.70, 2.55)
	1.33 (0.70, 2.55)
	1.53 (0.81, 2.91)



	 Senior
	129
	23.3
	29.5
	26.4
	20.9
	2.132
	.555
	0.074
	1.11 (0.55, 2.27)
	1.41 (0.70, 2.82)
	1.26 (0.62, 2.54)



	Male
	1,575
	26.3
	24.4
	26.9
	22.3
	7.987
	.046
	0.041
	1.18 (0.96, 1.44)
	1.09 (0.89, 1.34)
	1.20 (0.99, 1.47)



	Saber



	 Cadet
	106
	27.4
	30.2
	26.4
	16.0
	4.261
	.188
	0.116
	1.71 (0.76, 3.82)
	1.88 (0.85, 4.18)
	1.65 (0.73, 3.70)



	 Junior
	166
	31.9
	16.9
	28.3
	22.9
	8.602
	.035*
	0.131
	1.39 (0.77, 2.54)
	0.74 (0.38, 1.41)
	1.24 (0.67, 2.27)



	 Senior
	170
	24.7
	22.9
	25.9
	26.5
	0.464
	.926
	0.030
	0.93 (0.51, 1.70)
	0.87 (0.47, 1.59)
	0.98 (0.54, 1.77)



	Epée



	 Cadet
	149
	33.6
	24.2
	20.8
	21.5
	6.195
	.103
	0.118
	1.56 (0.83, 2.95)
	1.13 (0.58, 2.17)
	0.97 (0.50, 1.90)



	 Junior
	233
	24.5
	26.6
	25.3
	23.6
	0.459
	.931
	0.026
	1.04 (0.62, 1.74)
	1.13 (0.67, 1.88)
	1.07 (0.64, 1.80)



	 Senior
	243
	23.0
	27.6
	29.6
	19.8
	5.774
	.124
	0.089
	1.17 (0.69, 1.97)
	1.40 (0.84, 2.33)
	1.50 (0.90, 2.50)



	Foil



	 Cadet
	136
	24.3
	28.7
	32.4
	14.7
	9.471
	.024*
	0.152
	1.65 (0.79, 3.43)
	1.95 (0.95, 4.00)
	2.20 (1.08, 4.48)



	 Junior
	195
	23.1
	23.1
	30.3
	23.6
	2.887
	.415
	0.070
	0.98 (0.55, 1.73)
	0.98 (0.55, 1.73)
	1.28 (0.74, 2.23)



	 Senior
	177
	27.7
	20.9
	22.6
	28.8
	3.136
	.375
	0.077
	0.96 (0.54, 1.70)
	0.73 (0.40, 1.31)
	0.78 (0.44, 1.41)



	Total
	2,791
	26.4
	25.4
	26.4
	21.8
	16.142
	<0.001
	0.044
	1.21 (1.04, 1.41)
	1.17 (1.00, 1.36)
	1.21 (1.04, 1.41)




	Q1: first birth quarter; Q2: second birth quarter; Q3: third birth quarter; Q4: fourth birth quarter; V, Cramer's V; OR, odds ratio; CI, confidence intervals.


	*Significant difference.








[image: Bar graphs showing percentages for Junior Men's Saber and Cadet Men's Foil across four quarters (Q1-Q4). In the Junior Men's Saber, Q1 is 31.9%, Q2 is 16.9% (marked with an asterisk), Q3 is 28.3%, Q4 is 22.9%. In Cadet Men's Foil, Q1 is 24.3%, Q2 is 28.7%, Q3 is 32.4%, Q4 is 14.7% (marked with an asterisk). Error bars indicate variability.]
FIGURE 3
Birth quarter distribution in junior men's saber (a) and cadet men's foil (b). Note: Q1: first birth quarter; Q2: second birth quarter; Q3: third birth quarter; Q4: fourth birth quarter; *standardized residual ≥1.96 or ≤−1.96.


When comparing the athlete's relative results across birth quarters, no significant differences were observed in the junior men's saber category (H = 2.389, p = 0.496), nor in the cadet men's foil category (H = 0.224, p = 0.974). When accounting for the decimal age effect, since older athletes are expected to be more experienced (43), the results were still not significant. In the junior men's saber category, no significant differences were observed [F (3, 162) = 1.292, p = 0.279], nor in the cadet men's foil category [F (3, 132) = 0.567, p = 0.638].

In the analysis of the overall top eight athletes per event, RAE was identified, albeit with a small effect [χ2(3) = 9.056, p = 0.029, V = 0.145]. However, the post hoc analysis using standardized residuals revealed no quarters outside the range of −1.96–1.96 (Ri: Q1 = −1.50, Q2 = 1.67, Q3 = 1.33, Q4 = −1.50). However, when analyzing each sex and each event, no significant differences in birth quarter distributions were observed (Table 2).



TABLE 2 Birth quarter distribution (%) of the top eight fencers in the 2022–2023 World Fencing Championships and comparison between birth quarters.



	Event
	N
	Birth quarters (%)
	Chi-square
	Odds ratio (95% CI)



	Q1
	Q2
	Q3
	Q4
	χ2
	P
	V
	Q1 VS. Q4
	Q2 VS. Q4
	Q3 VS. Q4





	Female
	72
	20.8
	33.3
	26.4
	19.4
	3.444
	.348
	0.126
	0.93 (0.35, 2.48)
	0.58 (0.23, 1.48)
	0.74 (0.29, 1.91)



	Saber



	Cadet
	8
	50.0
	25.0
	25.0
	0.0
	1.000
	.744
	0.204
	–
	–
	–



	 Junior
	8
	0.0
	62.5
	25.0
	12.5
	3.250
	.296
	0.368
	–
	0.20 (0.01, 3.66)
	0.50 (0.02, 11.09)



	 Senior
	8
	37.5
	37.5
	12.5
	12.5
	2.000
	.654
	0.289
	0.33 (0.02, 6.65)
	0.33 (0.02, 6.65)
	1.00 (0.03, 29.81)



	Epée



	 Cadet
	8
	0.0
	12.5
	12.5
	75.0
	6.250
	.059
	0.510
	–
	6.00 (0.34, 107.42)
	6.00 (0.34, 107.42)



	 Junior
	8
	37.5
	12.5
	37.5
	12.5
	2.000
	.654
	0.289
	0.33 (0.02, 6.65)
	1.00 (0.34, 29.81)
	0.33 (0.02, 6.65)



	 Senior
	8
	37.5
	25.0
	25.0
	12.5
	1.000
	.962
	0.204
	0.33 (0.02, 6.65)
	0.50 (0.02, 11.09)
	0.50 (0.02, 11.09)



	Foil



	 Cadet
	8
	12.5
	25.0
	50.0
	12.5
	3.000
	.551
	0.354
	1.00 (0.03, 29.81)
	0.50 (0.02, 11.09)
	0.25 (0.01, 4.73)



	 Junior
	8
	12.5
	37.5
	25.0
	25.0
	1.000
	.962
	0.204
	2.00 (0.09, 44.35)
	0.67 (0.05, 9.47)
	1.00 (0.06, 15.99)



	 Senior
	8
	0.0
	62.5
	25.0
	12.5
	3.250
	.296
	0.368
	–
	0.20 (0.01, 3.66)
	0.50 (0.02, 11.09)



	Male
	72
	16.7
	30.6
	34.7
	18.1
	7.000
	.074
	0.180
	1.08 (0.39, 3.01)
	0.59 (0.23, 1.52)
	0.52 (0.20, 1.33)



	Saber



	 Cadet
	8
	12.5
	37.5
	25.0
	25.0
	1.000
	.962
	0.204
	2.00 (0.09, 44.35)
	0.67 (0.05, 9.47)
	1.00 (0.06, 15.99)



	 Junior
	8
	37.5
	0.0
	50.0
	12.5
	1.750
	.552
	0.270
	0.33 (0.02, 6.65)
	–
	0.25 (0.01, 4.73)



	 Senior
	8
	12.5
	12.5
	37.5
	37.5
	2.000
	.654
	0.289
	3.00 (0.15, 59.89)
	3.00 (0.15, 59.89)
	1.00 (0.08, 12.56)



	Epée



	 Cadet
	8
	25.0
	25.0
	25.0
	25.0
	0.000
	1.000
	0.000
	1.00 (0.06, 15.99)
	1.00 (0.06, 15.99)
	1.00 (0.06, 15.99)



	 Junior
	8
	25.0
	62.5
	12.5
	0.0
	3.250
	.296
	0.368
	–
	–
	–



	 Senior
	8
	12.5
	37.5
	50.0
	0.0
	1.750
	.552
	0.270
	–
	–
	–



	Foil



	 Cadet
	8
	12.5
	25.0
	50.0
	12.5
	3.000
	.551
	0.354
	1.00 (0.03, 29.81)
	0.50 (0.02, 11.09)
	0.25 (0.01, 4.73)



	 Junior
	8
	12.5
	37.5
	25.0
	25.0
	1.000
	.962
	0.204
	2.00 (0.00, 44.35)
	0.67 (0.05, 9.47)
	1.00 (0.06, 15.99)



	 Senior
	8
	0.0
	37.5
	37.5
	25.0
	0.250
	1.000
	0.102
	–
	0.67 (0.05, 9.47)
	0.67 (0.05, 9.47)



	Total
	144
	18.8
	31.9
	30.6
	18.8
	9.056
	.029
	0.145
	1.00 (0.49, 2.03)
	0.587 (0.30, 1.14)
	0.614 (0.32, 1.19)




	Q1: first birth quarter; Q2: second birth quarter; Q3: third birth quarter; Q4: fourth birth quarter; V, Cramer's V; CI, confidence intervals. When no athletes were present in a given birth quarter, the odds ratio and its 95% CI could not be calculated.


	*Significant difference.









4 Discussion


4.1 General discussion

Our study examined the presence of the RAE at the 2022–2023 World Fencing Championships. As hypothesized, RAE was evident in the overall sample, with a notable underrepresentation of fencers born in the fourth quarter. An analysis of birth months revealed that the fewest athletes were born in November and December. When analyzed by sex, both male and female participants showed fewer births in the fourth quarter. However, contrary to our expectations, no significant differences in birth quarter distribution were found between sexes. RAE was identified in only two specific events: junior men's saber and cadet men's foil. In junior men's saber, there was an underrepresentation of athletes born in the second quarter, whereas in cadet men's foil, those born in the fourth quarter were underrepresented. Notably, these patterns were not associated with final rankings in either event. When considering only the top eight fencers per event, the overall sample showed a trend toward RAE, with a higher proportion of athletes born in the second and third quarters. However, no clear evidence of RAE was found when analyzing the birth distribution of the top eight athletes in each individual event.

According to Musch and Grondin (11), the presence of RAE depends strongly on the competitiveness of the sport. A sport with increased popularity, few available playing spots, and more physically driven tends to have a greater RAE, since the most developed and athletic individuals are chosen (11, 44, 45). The remaining individuals can remain practicing at less competitive levels, change for a less popular sport, or even drop out completely from sport (16, 46). For example, in French boxing, the RAE is absent at the amateur level where there is low selection pressure (28).

Fencing is not very popular despite being an Olympic sport since the first modern Olympic Games in 1896 (1). This may explain why the RAE was absent in most World Fencing Championships’ events, with the only exceptions being the junior men's saber and cadet men's foil events. Another possible explanation is that fencing does not depend, as it might appear, on physical characteristics to obtain good results, as in football or basketball (12, 17), but on combined mental, tactical, and technical skills (9, 33, 39, 47–49). Fencing competitions involve moments of high-intensity efforts, relying heavily on anaerobic metabolism during exchanges, interspersed with longer pauses dominated by aerobic activity (33, 47, 48). During a match, fencers rely on perceptual and technical skills to succeed, whether by creating touch opportunities or responding to an opponent’s actions (33, 39). In addition, since the cadet and junior categories span 2 and 3 years, respectively, there is considerable age variability as well as morphological variability, such as height and weight. Therefore, the significant presence of RAE in only two of the 18 events analyzed, along with the underrepresentation of fencers born in the second quarter at the junior men's saber event, may be attributed to chance. Similar patterns have been observed in other technical sports, such as artistic gymnastics, rhythmic gymnastics, and figure skating, where the RAE is not observed (7, 9, 19).

The RAE observed in our overall sample is in line with the results of Joyner et al. (50), who analyzed Olympic athletes from 1896 to 1996 and reported an RAE in the Summer Olympics, in both non-ball sports and individual sports, with more births observed in the first quarter (50). We then observed the results in more detail, by sex and event, since the presence of RAE may vary across factors. These analyses revealed some inconsistencies. On one hand, RAE was significantly present among both male and female fencers, consistent with findings by Smith et al. (45), who studied elite female athletes across several sports, and by Almeida-Neto et al. (21), who focused on Brazilian fencers. However, we found no significant difference in the birth quarter distribution between sexes, as was reported in studies by Baker et al. (7) and Brustio et al. (8) in sports such as skiing, figure skating, and athletics, as well as in the meta-analyses by Smith et al. (45) and Cobley et al. (16). In addition, the absence of RAE in the senior age group aligns with the findings reported by Cobley et al. (16) and Smith et al. (45).

When comparing our findings with previous research on RAE and fencing, of which, to the best of our knowledge, there are only two studies, some inconsistencies were revealed. Romann et al. (10), who studied Swiss athletes, found no evidence of RAE among Swiss male fencers, whereas our results indicate a significant RAE in male fencers overall and specifically in two male events (junior men's saber and cadet men's foil). For female athletes, Romann et al. (10) reported the presence of RAE only at lower competitive levels and, in contrast to our findings—which identified RAE in the overall female sample—an inverse RAE at higher levels of competition. Almeida-Neto et al. (21). who examined Brazilian fencers, observed RAE in age groups younger than the cadet category. They also observed the presence of RAE among female cadets involved in the saber, epée, and foil events, as well as in the male epée category, differing from the results reported in this study. Fencing is unique among other combat sports, in that it does not employ weight classifications. Sports such as judo, wrestling, taekwondo, and boxing have often been mentioned when studying RAE in combat sports; however, to date, findings remain inconsistent. In grappling sports, such as judo and wrestling (24), Albuquerque et al. (26) reported RAE only in heavier Olympic judo categories, while Fukuda et al. (13), examining Olympic and World Championship participants, observed RAE among male athletes from cadet to senior levels across all weight classes, and RAE in female judokas competing in the heavy categories. Albuquerque et al. (24) identified RAE among male wrestlers in both Greco-Roman and freestyle disciplines. In contrast, Latyshev et al. (25) reported the absence of RAE from cadet to senior levels. In striking sports, which rely heavily on power and speed, as in fencing (24), the presence of RAE is not consistent. For example, RAE was observed in taekwondo among the top 20 Brazilian athletes (21) and at the 2018 Buenos Aires Youth Olympic Games (51); however, the absence of RAE in a sample of Olympic athletes was attributed to the sport's low popularity (27). In boxing, Kim et al. (29) reported RAE in the youth male category but not at the senior level. In contrast, RAE was evident in both male and female French boxers within the 14–15 year age categories, though it was absent at the professional level (28).

Similar to our findings, several studies on combat sports have found no association between competitive performance and the RAE (24, 25, 28, 29). This means that coaches and supporting staff should not overlook younger athletes when selecting for major competitions.



4.2 Practical implications and possible solutions

RAE is a consequence of grouping athletes based on chronological age. In youth sports, there can be an age difference of up to 23 months (2), as shown in the cadet age group; however, in the junior category, it can reach a difference of 35 months, since it covers a 3-year span. Consequently, at the cadet level, RAE should be more prevalent in male athletes, since most of the female athletes are already mature by the age of 16–17 years, while male athletes may still be growing (52).

Despite the inconsistency of our results and the lack of alignment with the findings of Almeida-Neto et al. (21) and Romann and Fuchslocher (39), it remains important to alert coaches to the topic of the RAE. Much of the research on RAE reports a lack of stimulation among older athletes and overstimulation at younger ages (53, 54). In fencing, training typically involves athletes of different ages and body sizes sparring with one another, which naturally counteracts the effects of the RAE. However, during competitions, athletes compete against their own age group.

One possible solution for this might be to implement a hybrid training structure, where on some days fencers are organized according to their biological age (bio-banding or estimated development age) (53, 55) or, since body dimensions might be relevant to performance, according to their height. This approach could help coaches not to overtrain athletes when they show better results, mainly due to their size, and reduce the dropout rate due to overtraining, injury, burnout, or even boredom (16).



4.3 Limitations and future directions

To the best of our knowledge, this is the first study focusing exclusively on RAE within the sport of fencing. Since there is very little or no previous research on this specific topic, this limitation could also serve as an opportunity to identify gaps in the literature and highlight further areas of study and development. This study, like many others, assumes an equal distribution of births across trimesters. While this approach is commonly used in research involving international samples, it may not accurately reflect real-world birth patterns, which can vary across quarters. A valuable direction for future research would be to analyze birth distributions on a country-by-country basis, allowing for more accurate assessments of the RAE in different contexts.

Our interpretation of the RAE as a causal factor may be limited by the absence of key variables related to maturation status, such as height and weight. The inclusion of these measures could have provided a more accurate understanding of the role of biological maturity on the observed patterns.

Although our primary aim was not to examine the relationship between the RAE and competitive performance, we addressed this relationship in the events where the RAE was observed. Nevertheless, we believe this topic warrants further investigation. In our findings, performance did not appear to be related to either the athlete's birth quarter or decimal age. However, other factors, such as maturation, and social, economic, political, and emotional (SEPE) influences (56), might be important.

This study highlights that RAE is less consistent in individual than in team sports, as stated by Baker et al. (7). The aim of our study was to contribute to the understanding of the RAE in fencing, as our results differ from related research. To further understand the RAE in fencing and the results presented in this study, further research is needed on the sport, examining the anthropometric characteristics and physical performance, especially strength and power, of fencers according to different weapons.

Coaches should consider the overall RAE results and provide equal opportunities to every athlete, as this can increase their chances of long-term success, as mentioned by Tascioglu et al. (17). According to Gil et al. (9) and Brustio et al. (8), younger athletes (those born later in the year) who are given the opportunity have a higher chance of a successful transition to the senior level. By taking the RAE into account, coaches can more easily ensure equal playing opportunities for all athletes, tailor training with appropriately challenging exercises for both older and younger fencers, and postpone talent selection (16, 53, 54), thereby helping to mitigate the RAE.




5 Conclusions

Although the RAE was present in the overall sample and when analyzed by sex, it was not consistently observed across individual World Championships events, except for junior men's saber and cadet men's foil. This suggests causality may partially explain the observed RAE, making its presence in each event uncertain. The complexity of findings in individual sports, combined with the limited research on fencing, makes it difficult to understand the significance of RAE in this sport. However, it is important to recognize that coaches can benefit from considering the relative age of athletes. Further research is needed to draw more definitive conclusions.
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Relative age effects (RAEs) are common across many youth sports that use age group structures to band athletes. This creates a significant overrepresentation of those who are born near the start of the selection cut-off date across talent pathways compared to those born towards the end. In an attempt to identify, select, and develop the most talented squash players based upon their long-term potential, England Squash designed and implemented the “birthday-banding” approach (i.e., athletes compete with and against those of the same age and move up to their next birthdate group on their birthday), which has indicated promising results for moderating RAEs across their player pathway. However, little work has focused on the perceptions of interest-holders on this approach. For this reason, the purpose of this study was to use semi-structured interviews with fifteen England Squash Talent Pathway coaches, to better understand the mechanisms of the birthday-banding approach as well as its potential benefits and limitations. Using thematic analysis, three higher-order themes were found that comprised of six lower-order themes: (a) considering organisational structures (e.g., understanding selection processes, and reflecting on competition structures and performance outcomes), (b) building appropriate settings (e.g., promoting flexibility and fluidity in groups, and creating an environment that fosters long-term development), and (c) facilitating individual athlete development (e.g., encouraging holistic development and progression, and evaluating physical and skill development). Overall, coaches spoke highly of the implementation of birthday-banding, noting the value in creating fairness for athletes who might have been removed due to their birthday and maturation levels. Coaches also reported appreciating seeing athletes having varying competition within and across a year, as sometimes athletes would be relatively older and younger than their peers within the same 12 months. Some considerations and concerns were also raised about implementing a birthday-banding approach, which have been highlighted to inform continued improvements for both athletes and coaches in the system.
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Introduction

The purpose of talent development systems is to provide young athletes with a suitable learning environment to accelerate or realise their potential (1). However, when identifying (i.e., recognising individuals with the potential at an earlier age to become high performers in the future) and selecting (i.e., ongoing process of identifying individuals at various stages of development who demonstrate prerequisite levels of performance) athletes into these systems (2), there can be a range of personal- and system-level challenges that can result in biases and inaccurate decisions (3). One such bias that can influence these key processes is reflected in the well-known relative age effects (RAEs). This phenomenon refers to the overrepresentation of relatively older athletes (i.e., those born near the start of the cut-off date, such as January 1st) and underrepresentation of relatively younger athletes (i.e., those born near the end of the cut-off date, such as December 31st) in team rosters when individuals compete in fixed annual age groups in youth sport (e.g., U10, U11, U12, etc.), (4, 5). Such effects are evident from early in the pathway, as recreational and developmental leagues and programs often use age cut-offs (6). This has a pronounced knock-on effect on those who are subsequently recruited into talent development systems at young ages where RAEs become even more significant (7).

Relative age effects are almost ubiquitous throughout talent development systems [see (8, 9) for reviews]. Indeed, research has showed they are prevalent across many team sports [e.g., handball; (10)] and individual sports [e.g., swimming; (11)], as well as in physical education [e.g., academic achievement and school sport representation; (12)] and in comparatively less physically active domains [e.g., cognitively demanding tasks such as chess; (13)]. As an example, a systematic review on RAEs in female sport (9) showed that, across 57 studies (n = 646,383), athletes born in birth quarter one (BQ1; i.e., those born in the first 3 months of the annual selection year) were significantly overrepresented (26%) compared to those born in birth quarter four (BQ4; i.e., those born in the last 3 months of the annual selection year) who were significantly underrepresented (22.6%).

Although RAEs have been shown across a range of ages, competition levels, countries, and playing positions in both female and male sports, the mechanisms driving these effects remain mostly hypothetical (14–16). The current consensus is that they occur due to a combination of task (e.g., sport), performer (e.g., playing position), and environmental (e.g., country) constraints (17). These influences are co-dependent on a single cut-off date, which can differ depending on the sport, country, and organisational policies (12, 18). For instance, volleyball in The United States has 17 different cut-off dates alone depending on state regulations; however, RAEs shift according to these timepoints, which has been shown in other sports (18–20, 60). This helps to highlight how a single cut-off date can significantly impact an athlete's identification and selection into a talent development system (16), shedding light on how the current chronological age group system has questionable effectiveness, efficiencies, and ethics in developing talented young athletes.

The same trends can be seen in youth racket sports, with research showing how RAEs are generally consistent across different countries and genders in tennis [e.g., (21–24)], table-tennis [e.g., (25–27)], and badminton [e.g., (6, 28, 29)]. In tennis, for example, relatively older players within an age group are more likely to be selected for development programs (e.g., national team training camps), receiving more training and competition opportunities, which contributes to their continued development and success (21). Similarly, in table tennis, Faber et al. (26, 27) reported consistent relative age patterns across European youth competitions, where earlier born players were more likely to follow higher performance trajectories, whereas fewer relatively younger players reached these elevated levels. Likewise, Bilgiç and Devrilmez (30) showed comparable results in badminton, where RAEs favoured relatively older athletes across both singles and doubles categories during three consecutive European Badminton Championships, with players born in BQ1 and BQ2 over five and four times more likely to reach the podium than those born in BQ4, respectively. Collectively, this research emphasises the inefficiencies of current talent development systems, with age group structures often favouring those who are relatively older and disadvantaging those who are relatively younger.

Although findings are consistent at the youth levels, they appear more variable at senior levels. For instance, Zháněl et al. (24) and Bilgiç and Güvenç (25) showed significant RAEs at senior levels in tennis and badminton, respectively. As an example, Zháněl et al. (24) examined senior female tennis players ranked in the world top 100 from 2007 to 2016, showing RAEs for those born earlier in the year (e.g., BQ1 and BQ2), with further significant RAEs present among the world top 10 players. Interestingly, significant RAEs were also observed in older age subgroups (e.g., aged 19–36 years), suggesting that the impact of RAEs may intensify and persist into later stages of an athlete's career (24). In comparison, however, Ulbricht et al. (23) and Romann et al. (6) showed no RAEs at senior levels in tennis and table tennis, respectively. Ulbricht et al. (23), for instance, found little evidence of RAEs in senior ranked (56% born in the first half of the year) and senior recreational (49% born in the first half of the year) German tennis players.

These inconsistent findings are likely due to a combination of factors, including gender and sport popularity. For example, gender has been shown to moderate RAEs, with males generally experiencing stronger effects than females, which is possibly a result of higher competition levels and greater selection pressure in male sports (6, 8). Relatedly, Romann et al. (6) conducted a nationwide analysis of youth athletes across 68 male and 63 female sports in Switzerland, revealing RAEs were more pronounced in male athletes, especially in sports with higher participation and competitive depth. Conversely, RAEs in female sports were small and largely consistent across selection levels. Moreover, sport popularity has been shown to influence the extent to which RAEs are prevalent, whereby the more popular the sport is and the more competition there is for the limited competitive places at the highest levels of engagement in the sport, the higher RAEs become, and vice versa [e.g., (6, 8, 31)]. For instance, Romann et al. (6) showed a “residual bias” (i.e., the persistent overrepresentation of relatively older athletes in adult sport, where the expected or obvious effects of relative age should have faded) in Olympic sports compared to non-Olympic sports. This was attributed to the greater popularity, visibility, and funding of Olympics sports, thereby attracting larger athlete pools and creating higher selection pressures ultimately intensifying RAEs more at youth levels compared to non-Olympic sports, which has a subsequent knock-on effect in the longer-term (i.e., at adulthood).

There is one racket sport, however, that has shown no RAEs to date, across both youth and senior cohorts as well as for male nor female talent pathways—squash (32). Squash is an important sport to monitor from a relative age standpoint, since it is played globally and is particularly popular in England, where two players are, at the time of writing (33), ranked in the top 20 internationally for both women and men. Due to its popularity and international success, a greater emphasis has been placed on structured development for athletes at an early age. This has led to the creation of the England Squash Talent Pathway, which prioritises the identification, selection, and development of the best players in the country to help them succeed on the international stage. Interestingly, when examining RAEs across the five steps of their England Squash Talent Pathway, no effects were found across their mixed-gender pathway (BQ1 = 21% vs. BQ4 = 24.7%) or across genders (total female BQ1 = 21.4% vs. BQ4 = 23.8%; total male BQ1 = 20.3% vs. BQ4 = 25.2%). Its growing interest from a participation and spectator standpoint, combined with the recent news of its debut in the 2026 Olympics, make for an important case study to examine.

The encouraging absence of RAEs across the England Squash Talent Pathway is likely attributed to their novel grouping approach, referred to as “birthday-banding” (34). Birthday-banding involves athletes competing with and against those of the same age (i.e., all the 13-year-olds compete together, all the 14-year-olds compete together, etc.) and move up to their next birthdate group on their birthday, rather than competing in fixed chronological age groups (i.e., U13, U14, U15, etc.). The aim of birthday-banding is to remove specific selection time-points, maintain recruitment on a continual basis, and ensure there is an equal opportunity for all players to be selected during the entire selection year (32). The birthday-banding strategy also affords more diverse experiences, by allowing individuals to be both relatively older and relatively younger throughout their development. As a practical example, if a young athlete was born in August in England and competed in fixed chronological age group structures, they would be a BQ4 throughout their entire youth development. In contrast, if the same athlete was to compete in birthday-banding structures, they would start as a BQ4 in August (on their birthday), and then gradually progress towards being the oldest (i.e., BQ1) until the end of their 12-month development (on their next birthday) where they would again become the youngest (see Figure 1 for a visual representation) (34). In addition to its potential positive impact on mitigating RAEs, birthday-banding may provide additional benefits such as drawing unique benefits from mixed age play (35), enabling different types of social comparison environments (36), and moderating other identification and selection biases such as relative growth effects (37, 38).
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FIGURE 1
The U9 to U19 birthday-banding developmental trajectories compared with (a) annual age grouping, and (b) and biennial age grouping. Note, the example comparisons use a BQ4 athlete for the annual age group and biennial age group [adapted from (34)].


Importantly, however, many of these suggestions remain hypothetical, as perceptions of birthday-banding are yet to be explored from various interest-holders. For example, Bilgiç and Güvenç (25) reported no significant RAEs among senior squash players in Turkey, attributing this to the relatively low popularity of squash in the country and the smaller athlete pool compared to other racket sports. The limited competition for places likely reduced selection pressures, thereby minimising the impact of RAEs. Moreover, qualitative methodologies in relative age research is generally lacking (39, 40). To fill this void, the purpose of this study was to better understand the perceived operational mechanisms of “birthday-banding” as well as the perceived player development outcomes associated with the birthday-banding approach. Using semi-structured interviews, coaches working throughout the England Squash Talent Pathway were invited to share their experiences and ideas with respect to the birthday-banding practices in squash. It was hypothesised that coaches would view birthday-banding in a positive manner with respect to its effect on the player development environment, emphasising its ability to create more diverse settings that focus on each individual's needs, and, in turn, highlight its ability to moderate RAEs during identification, selection, and development processes.



Methodology


Research paradigm

The current study will be guided through a constructivism research paradigm with a relativist ontological position and subjectivist and transactional epistemological position. Within a relativist ontological position, it is assumed that there is no single external reality independent of the individuals, rather reality is seen as multiple individual mental constructions about the world, shaped through lived experiences (41). A subjectivists and transactional epistemological position assume that knowledge is co-created through interactions between the researcher and the participant, whereby the researchers bring their past experiences and interpretations to the study (42). This theoretical perspective was fitting for our research question under examination because it allowed us to explore how birthday-banding is perceived by key interest-holders (i.e., coaches), through their lived experiences and interpretations. Rooted in the subjective realities of coaches, our study seeks to understand how their knowledge and experiences shape their perceptions, while also acknowledging the role of the researchers in guiding discussions, and interpreting and constructing meaning from the data (43).

While guided by these philosophical and theoretical positions and values, the chosen method for knowledge gathering was though qualitative interviews with coaches who have experience using, working within, and applying the birthday-banding in their work with athletes. To do so, semi-structured interviews were utilised as a way to illicit storytelling, experience sharing, and conversations between the coaches and the interviewer. The dynamic nature of semi-structured interviews allowed participants a degree of freedom to discuss experiences most relevant to them with the birthday-banding approach as a coach (44). This technique also allows for greater flexibility and creativity in the interview process compared to an approach like a structured interview, as appropriate times during the interview, the interviewer (MF) was able to probe with related questions, to further unpack insightful details from participants' responses to questions. Using this method aligns with our guiding paradigm that amplifies the many voices and perspectives of a phenomena such as a birthday-banding (and more generally talent selection) in the context of sport.



Positionality

Bourke (45) describes how researchers often co-develop knowledge with research participants based on their positionality in association with the given questions within a project. In fitting with our philosophical position of constructivism with subjectivists and transactional views, the experiences and knowledge of the interviewer coming into (and during) the knowledge gathering process through interviews was celebrated rather than diminished. In this case, the primary interviewer, did not have any experience within the sport of squash and the practices of birthday-banding.



Participants

After obtaining ethical approval from the Health, Education, and Life Sciences Faculty Academic Ethics Committee at Birmingham City University (reference code: #3293), the authors used purposeful sampling to recruit 15 England Squash Talent Pathway coaches from United Kingdom, aged 29–49 years. All 15 coaches were emailed invitations and accepted to participate. Amongst the 15 coaches who participated in this study, 14 identified as male, and one identified as female. All coaches had extensive experience in squash coaching with years of experience ranging from 10 to 32 years. Among the participants, nine individuals held the England Squash Level 4 qualification and six participants had achieved the England Squash Level 3 qualification, demonstrating advanced expertise in coaching in squash at high performance levels. The coaches worked with athletes of various ages, ranging from as young as 3 years old to adults in their 70s, and coach players at different competitive levels, including beginners to professional and international levels. The average weekly squash coaching hours ranged from 15 to 40 h per week. Importantly for this study, all coaches had experience either being directly involved in, or working within the England Squash Talent Pathway that used the birthday-banding approach.

Figure 2 provides an overview of the England Squash Talent Pathway. ASPIRE provides the first stepping-stone onto the England Squash Talent Pathway for those who are mostly selected from aged 11 to 16 years, offering the most promising young players an environment to develop across eight English regions. This feeds into the Potential group, focused on providing the first national level squad for the younger and developing talent in England. This develops and leads individuals into the Development group, which supports individuals towards a world class level for the England Academy and England Senior Team (46). Training time varies across the five selection levels: (a) ASPIRE = 3–6 h/week; (b) Potential = 5–10 h/week; (c) Development = 7–14 h/week; (d) Academy = 15–20 h/week; and, (e) Senior Team = 15–20 h/week.
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FIGURE 2
The England squash talent pathway [adapted from (32)].




Data collection

An interview guide was developed with inspiration from the work of Goldman et al. (47), whose interview examined athletes' perceptions of “playing-up” (i.e., athletes competing in an older age group) in youth football. The interviews began with some broader opening questions to set an inclusive and friendly environment (i.e., “Tell me about your role in the organisation and how you started coaching squash”). They then progressed to an introduction into the relevance of birthday-banding within the England Squash Talent Pathway specifically (i.e., “How is the concept of birthday-banding relevant to your organisation?”). An introduction to the topic was then followed by the general discussion of birthday-banding, which entailed various aspects including its implementation (i.e., “How was birthday-banding put into practice in your organisation?”), and evaluation (i.e., “What was the impact of using birthday-banding?”). The interviews were then concluded with a closing statement, thanking the coach for their participation in the interview, as well as allowing the opportunity for the participant to ask any questions or add any relevant information which may have not been covered through the interview questions (i.e., “Is there anything that you would like to mention that we haven't covered already?”). Using this approach, the third author facilitated participants' insights of experiences and perceptions on the birthday-banding approach in their own coaching environments. Before commencing main interviews, two pilot interviews were conducted with two squash coaches from the England Squash Talent Pathway. These pilot interviews were not included in the data analysis as they served to refine the interview approach, ensuring clarity and relevance of the questions in order to yield rich data for the analysis.

As part of the data collection process, the interviewer video and audio-recorded 15 interviews with 15 unique squash coaches as part of the data collection process. All interviews took place online via Microsoft Teams (Microsoft Corp., Redmond, WA, The United States), with only the interviewer and the respective participants present. On average, the interview length was 39.87 (SD = 14.26) minutes. Upon completion of all interviews, the interviewer transcribed the interviews using Microsoft Teams Transcriber (Microsoft Corp., Redmond, WA, The United States). Confidentiality of coaches who participated in the interview was maintained by assigning a random participant number to each coach to de-identify the transcribed audio data collected.

In addition to the interview transcripts, the interviewer kept a reflexive journal. Throughout each interview, observation of the coaches' and notes were made (e.g., tone, body language, ease or difficulty when participants responded to questions). Upon the completion of each interview, key messages, and overall thoughts of the interview were recorded by the third author through his notes which were ultimately synthesised to form the reflexive journal. This process is particularly important for qualitative research to maintain transparency and sincerity during the data analysis process and to document and reflect on personal assumptions (48).



Data analysis

Once participant interviews were transcribed, the second author conducted an inductive thematic analysis of the transcripts to identify and categorise emerging themes from participants' interviews (49). Informed by Braun et al.'s (49) six-step process, the second author conducted the thematic analysis on Microsoft Word (Microsoft Corp., Redmond, WA, The United States). To begin (i.e., step 1), the second author familiarised themself with the data by reading over the transcripts. Next (i.e., step 2), using the comment function on Microsoft Word, the second author “tagged” pieces of the text that were relevant to the research purpose with one or more code. Then (i.e., step 3), to begin constructing lower-order themes, they examined codes and associated data to cluster them into bigger codes or provisional themes to capture meaningful patterns in the transcripts. Following this (i.e., step 4), they reviewed the provisional lower-order themes. This included ensuring all codes were representative of the lower-order theme and the lower-order themes were relevant to the research question. To capture an idea of an underpinning group of lower-order themes, higher-order overarching themes were also developed. Subsequently (i.e., step 5), they defined and named these themes. Finally (i.e., step 6), they compiled and revised all analytic writing to integrate it into a final report.



Methodological rigor

To ensure effective and ethical qualitative research practices, the authors employed a study design in accordance with criteria for excellent qualitative research [see (48)]. Tracy (48) proposed a model entailing eight key indicators of quality in qualitative research. Based on this work, the following criteria contributed to rigor in this study: worthy topic, significant contribution, sincerity, meaningful coherence, and credibility. Given the scarcity of literature surrounding the birthday-banding approach in youth sports, the present study covered a worthy topic. To the authors' current knowledge, the coaches' perception of birthday-banding approach in youth sports (within any sport) has yet to be examined. Indeed, the coach is a pivotal interest-holder in the birthday-banding approach, as they are often the ones responsible for identifying athletes, making (de)selection decisions, and subsequently working with those athletes in a training and competition environment Understanding the perceptions of the coaches may help to inform theory, shape coach education, challenge and inform selection policies, and support coaching practices within (and perhaps beyond) the sport of squash.

The authors recognise they are coming into this work with preconceived notions and experiences that will shape the way the study is conducted, and have try to stay transparent and sincere throughout the work. Throughout the data collection and analysis process the interviewer utilised the reflexive journal to record any personal assumptions. To accomplish meaningful coherence (i.e., ensuring the study aligns its aims, methods, and findings), the authors collaborated to ensure the construction of an effective interview guide that aligned with the purpose of the study. Lastly, to accomplish credibility, interviews were held with as many coaches as possible given the purposeful sampling. Having 15 coaches who were experienced and knowledgeable on the topic, working with some of the most elite athletes for their age in the country, helps to illuminate an important perspective on how birthday-banding is used. These coaches were directly involved with the birthday-banding approach in England youth squash, leading to rich data informed by coaches with lived experiences. In addition, a degree of alignment in the labelling and coding was achieved (i.e., triangulation), through multiple iterative consensus meetings among the authors. These meetings focused on reviewing and refining the coding and thematic structure from the data analysis based upon the contents from the interview transcripts.




Results

Participant discussions centred around the operational mechanisms of birthday-banding and its associated player development outcomes, highlighting three higher-order themes comprised of six lower-order themes: (a) considering organisational structures (e.g., understanding selection processes, and reflecting on competition structures and performance outcomes), (b) building appropriate settings (e.g., promoting flexibility and fluidity in groups, and creating an environment that fosters long-term development), and (c) facilitating individual athlete development (e.g., encouraging holistic development and progression, and evaluating physical and skill development) (see Figure 3). These higher-order themes reflect organisational, environmental, and individual outcomes inherent with youth sport development, respectively.
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FIGURE 3
The three higher-order themes comprised of six lower-order themes based upon coaches’ perception of birthday-banding in youth squash.



Considering organisational structures

Participants frequently highlighted the importance of considering organisational structures as a critical factor with the implementation of the birthday-banding approach. These considerations reflected the selection processes as well as competition structures and performance outcomes.


Understanding selection processes

Participants believed the birthday-banding approach held important implications for the selection processes in England Squash. Participants mainly highlighted the more inclusive and development-focused opportunities for younger players available through selection processes. Several participants spoke positively about how the birthday-banding approach allows interest-holders involved in the selection process to identify and nurture the potential of young players beyond traditional age-grouping constraints. For example, Participant 12 highlighted the flexibility associated with birthday-banding, which allowed younger players who may be overlooked to have the opportunity to be involved in high performing environments:


“I'd say that birthday banding provides a lot of flexibility in squad selection processes, especially for youth players. It opens up opportunities for young players with potential to be involved in these environments, which is a real positive. I've seen many players develop rapidly and gain confidence. Coaches can select players based on attributes that they believe will help long-term development rather than being constrained by a ranking system” (Participant 12).



This example highlights the strong perceptions participants held on the positive association between birthday-banding and the selection process, specifically relating to the opportunities for young players who may be overlooked to be selected into further developmental or high-performance programmes. As Participant 12 noted, birthday-banding allowed for the emphasis on selecting players based on attributes indicative of high potential, rather than focus on the current performance and outcomes, which can be skewed by relative birth advantages such as maturation and growth.

With focus shifting to players' abilities within a birthday band rather than their immediate performance in selection processes, multiple participants believed this approach created greater opportunities for later developers or relatively younger players. Specifically, participants 5 and 8 believed that if relatively younger players demonstrated high potential through key attributes relevant to squash (e.g., effective use of different strokes), they were more likely to be recognised and given a chance to develop within a birthday-banding system rather than a traditional age-grouping system.

Whilst positive advantages in the selection process were mainly highlighted by participants when discussing the birthday-banding approach, some also believed that unique disadvantages existed for players in the selection process existed depending on their specific date of birth. For example, Participant 14 noted that when athletes try and represent England, some interest-holders may tend to favour the selection of players born towards the end of the season (i.e., April to July) due to the timing of international events and players born in this specific time range being at the peak of their performance. Participant 15 added, “It would be a shame for someone to miss out on an invitation to a national squad simply because they were a couple of weeks short of qualifying. I know of players who have just missed cut-offs for events and end up missing out on opportunities because of timing”. This example highlights participants 14 and 15 believed certain players had unique advantages in the selection process, especially if their date of birth closely aligned with timing of key competition events.

Participants 2, 5, 8, 12, 14, and 15 believed if coaches and key interest-holders involved in the selection processes understood and were aware of these advantages, it would help minimise barriers in the selection process for players not born in these optimal time ranges. Participant 15 added “players born closer to competition dates may have more chances to gain ranking points. This could open doors to more squads, but we must be careful about how we assess potential based on timing”. Indeed, participants 14 and 15 agreed that certain advantages may exist in the selection process for players born at an optimal time (e.g., being born closer to competition dates), however, they also noted to minimise the impact of a player's birthdate influencing selection opportunities, coaches and those involved in the selection process need to be aware of such biases and reflect on their selection criteria and process accordingly. Additionally, most participants strongly believed that biases related to a player's birthdate (i.e., RAEs) or relative birth advantages, such as maturation and growth, were more easily recognisable within a birthday-banding approach. This increased awareness enables coaches to make more informed selection decisions, ultimately minimising the negative effects associated with birthdate disparities.

Despite the potential negative impact of birthday-banding on the selection process as highlighted by a few participants, most believed these challenges could be addressed. Participants suggested that if coaches can understand the selection process and established possible barriers (e.g., unfavourable birthdays), they could adopt a more flexible approach. By integrating players based on their potential, recognised through key attributes or characteristics rather than immediate performance, the limitations of the birthday-banding system could be minimised. Overall, the examples and positive perceptions shared by participants about the impact of the birthday-banding approach on selection processes suggest that it is seen as a valuable tool for talent identification.



Reflecting on competition structures and performance outcomes

Participants noted that the birthday-banding approach was mainly put into practice through competition structures and performance settings, offering a unique approach for player development as it can provide a longer developmental window within an athlete's relevant birthday-band compared to rigid annual age group classifications. This extended period was perceived by participants to allow players more time to develop, compete, and progress within their age group before moving up. For example, a player born later in the selection year may benefit from competing against similar aged peers for an extended period before transitioning to the next age category, rather than being disadvantaged by strict 1-year age classifications.

A key advantage specifically highlighted by participants 1, 2, 4, 7, 12, and 13 with the implementation of birthday-banding approach in competition structures is the opportunities players have to compete against others at different developmental stages, given the biennial birthday-band groups (i.e., U11, U13, U15, etc.). Although the early time spent in a birthday band may be challenging for some players due to greater age differences coupled with physical and maturational variances, this structure and performance outcomes could foster psychological skills, such resilience and motivation. Participant 1 noted:


“Sometimes at tournaments, you'll see a 13-year-old getting completely outmatched by a 15-year-old, simply due to the physical differences. But because this system is in place from an early age, the kids get used to it. They understand that some years will be tough, but that motivates them to keep pushing for the year after, when they'll be among the older ones in their group”.



This example highlights the belief amongst participants that the birthday-banding approach, mainly perceived to be implemented through competition structures, fosters an environment conducive to growth through appropriate challenges within players' relative biennial birthday-banding structure.

Some participants highlighted that competition structures and their schedules could create unique advantages or disadvantages for a player depending on their birthdate. More specifically, if a players' birthdate closely aligns with key competition events that then allows them to compete in competitions when at their strongest, it would be considered a “good” birthdate. For instance, Participant 4 noted, “The only barrier [to birthday-banding] is the tournament calendar. Some kids might miss out on certain events. If a child has an awkward birthdate, they might not get to perform in some events when they're at their strongest”. Participants 12 and 13 added that athletes are quite aware of the unique advantages and disadvantages associated with their birthdates. As an example, Participant 13 added, “They [athletes] often discuss their birthdays and how they relate to tournament schedules. For example, my birthday is on January 4th, and that's considered a disadvantage because I miss out on the British Open, whereas others born on January 10th get to compete in both the nationals and the British Open. They are aware of how their birthdays affect their opportunities in tournaments”.

This disadvantage, however, is somewhat counterbalanced by the flexibility birthday-banding provides alongside competitions occurring year-round, thereby minimising the effect of an “optimal” birthdate, or RAEs, allowing players to compete at various times during the year. Participant 6 highlighted “competitions are year-round. A player might miss one opportunity but could excel in another. You can't control everything, but you can manage the training environment to ensure that birthday differences don't become disadvantages”. Further, Participant 3 added by suggesting rotating major tournament dates (e.g., British Open Junior) to prevent the same player from consistently benefitting from a fixed cut-off date due to birthdate related advantages. Ultimately, participants agreed that while competition scheduling could be refined, particularly by rotating major tournament cut-off dates, the birthday banding approach helps level the playing field over time. Importantly, participants also emphasised that given the benefits of birthday-banding and the year-round competition structure, performance outcomes should be evaluated across all events rather than focusing solely on major tournaments. This broader perspective helps mitigate birthdate related biases when assessing player development.

Within the birthday-banding approach, high-performing players may be placed in older birthday-banding age categories in competitions, a process commonly referred to as “playing-up”. Participants perceived that the flexibility of the birthday-banding approach, allows exceptionally high-performing players to challenge themselves at higher levels in competition structures, ultimately promoting their continued growth. However, participants 8 and 13 both raised concerns about ensuring a balanced competitive environment within each band. Participant 13 noted, if too many top players in a birthday band are playing-up, the remaining competitors in their original birthday band may lack strong opposition, potentially weakening competition within the group. Participant 8 added, “The system seems to be working pretty well. My only concern would be for children who don't participate enough within their banding level. That's dangerous for the overall structure, and I'm not entirely sure how to address that yet”. Despite these concerns, most participants highlighted that birthday-banding remains a flexible and effective tool for managing competition structures and performance outcomes in a way that promotes effective player development. By recognising and addressing potential imbalances, stakeholders can refine the system to ensure that all players have access to appropriately challenging competitions and development opportunities.




Building appropriate settings

Participants highlighted the critical role birthday-banding plays in building appropriate settings for players. More specifically, participants highlighted the capacity to promote flexibility and fluidity in grouping players because of the birthday-banding approach for both training and competition settings. Further, participants expressed the influential role birthday-banding plays on creating environments that encourage long-term player development.


Promoting flexibility and fluidity in groups

Generally, participants believed the birthday-banding approach provided flexibility in grouping players for training and competitions, while also enabling fluid movements for players across birthday-bands (i.e., playing-up or playing down) within the pathway. Participant 1 noted, “I try to avoid restricting players to just one group based on their age. Obviously, there are limits—you wouldn't pit a 17-year-old against a 10-year-old—but overall, I like to mix ability levels, and birthday-banding allows for that flexibility”. Alongside the flexibility to mix different levels of abilities and players together in the building appropriate training and competition environments, participants also highlighted the associated fluidity in moving players up and down the pathway. Participant 10 highlighted: “I believe in the importance of getting younger players to train with more experienced athletes. This approach [birthday-banding] promotes development, as long as everyone benefits and is challenged appropriately. It allows for fluidity in moving up and down the pathway, and I think younger players can gain a lot from training with their more experienced peers.” In comparison, Participant 9 felt that the traditional year-group system approach would create rigid divisions, where some players dominate while others fall behind, ultimately limiting the opportunities for appropriately building challenging environments to facilitate player development. Indeed, participants agreed with the flexibility and fluidity the birthday-banding approach allows in building training and competition environments to maximise developmental benefits for their players. Players can be moved up or down based on their development at the time, allowing them to face a diverse range of opponents (e.g., faster, stronger, smaller). This exposure challenges them to think strategically, likely enhancing their skill development.

Interestingly, participants also discussed the importance of the birthday-banding approach in building and maintaining competitive environments to ensure players are always appropriately challenged. Relating to the flexibility and fluidity to move players up the pathway, participants often noted how when these younger players moved into older pathways or groups, it created a competitive atmosphere pushing players to compete at a higher level. Further, in the context of competitive high-performance programmes, Participant 12 highlighted, “This flexibility [with birthday-banding] allows coaches to reassess players halfway through a season and bring them into the program if they show promise. It keeps everyone in the group on their toes, knowing that their positions aren't guaranteed and that there are players ready to step in”. Overall, participants felt that the birthday-banding approach, and its flexibility and fluidity to move players up and across different pathways, facilitated the building and maintenance of competitive environments to ensure players are always appropriately challenged to maximise player development.

Another advantage of the birthday-banding approach highlighted by participants was the fluidity of transition periods, both within and between groups. Birthday-bands span over a two-year period, whereby players generally remain in their respective band for that duration (e.g., a 12-year-old has two years before moving from an U13 birthday-band to an U15 birthday-band). This process over the 2 years for a player within a birthday-band was perceived by participants to help create a fluid transition into more challenging levels. Participant 15 highlighted, “I think the intention behind birthday-banding is to create a fluid system that facilitates learning and development. The first year serves as a transition year, allowing players to adapt as they move up age groups, where the game becomes faster, and rallies become longer. By grouping players within their brackets, we can ensure they are always competing against similar-aged peers”. Participant 15 also added, “Players essentially get two chances: one in their first year and a second opportunity in the next. This reflects the developmental expectations associated with performance”. Generally, participants believed that the birthday-banding approach created an environment encouraging fluid progression for players within their groups, while also providing opportunities for players to play across birthday-bands (i.e., playing-up and playing-down) if needed to maintain competitive environments.

Interestingly, participants also noted that many are leveraging the flexibility and fluidity of the birthday-banding approach to group players based on factors beyond age, to build more appropriate environments for player development. Participants 5 added, “In our coaching pathway, banding becomes more fluid and focuses more on skill, ability, and effort rather than age alone”. Participant 5 further highlighted how some regional competitions are based purely on ability and not age, stating “Teams are formed based on skill levels rather than age, merging ability-based methods with birthday banding where possible”. In fact, many participants referred to the birthday-banding approach as an “ability-based” approach during interviews, thereby underscoring this emphasis beyond age.

Given the fluid and flexible nature in grouping players with the birthday-banding approach, participants highlighted how this simplifies its implementation. Participant 10 highlighted, “Because birthday-banding is very open and fluid, it makes it quite simple to implement. It becomes more difficult if the governing body isn't fully behind it. Since this is a governing body decision, everything else can align and work accordingly”. In cases where there may be many players fitting into a certain category, or birthday-band, Participant 10 further suggested that organisations could consider breaking down groups into further ability-based categories within the birthday-band (e.g., elite and development level) to accommodate larger numbers. In an example from their context, Participant 10 noted, “For example, currently, we have two performance sections—development and potential—but also multiple age categories. Adjusting how organisations align their pathways with age categories could improve implementation”.



Creating an environment that fosters long-term development

Participants believed that the birthday-banding approach played a significant role in facilitating the creation of training and competition environments that foster long-term player development. Specific features of the training environment that were likely conducive to long-term player development was consistently highlighted by participants. For example, Participant 12 highlighted,


“I think it [birthday-banding] was to allow a more detailed look at individual players and focus on developing future talent. It provides young players with potential the opportunity to train with older, more successful athletes, which boosts their confidence. The group sizes are relatively small, enabling us to work closely with two or three players instead of cramming four or five into a session. This approach improves the quality of training and allows for specific skill development linked to the higher pathways, including the national junior and adult programs. Overall, it's been a beneficial strategy for individual athletes’ development”.



Participants generally believed that the environment created, empowered by the birthday-banding approach, allows for a more detailed focus on the individual encouraging long-term player development.

Another advantage highlighted by participants was that the birthday-banding approach encourages a shift away from age-based grouping, and towards building ability-based environments to encourage long-term player development. This connection was reinforced throughout the interviews, as many participants frequently referred to the birthday-banding approach as “ability-based” systems. Participant 10 highlighted,


“It [birthday-banding] allowed us to work with players operating at a younger age group who might not have made the squad if we were strictly using age categories. It gave us the chance to continue developing those players. We could also mix sessions based on ability rather than limiting them by age. This means a high-quality younger player could train alongside an older player if their abilities matched, removing those barriers”.



Participants also added that this approach allows players who may not be excelling now to have more time for development and to reach their potential. Further, by placing them in training environments that match their current ability, participants believed this created an environment which allowed players to still be part of the team and be given meaningful opportunities. This approach aligns with long-term development through building appropriate environments for the individual player.

When discussing the benefits of the birthday-banding approach, participants consistently highlighted the improved player retention rates. Many participants observed that more players remained involved in the sport for longer. Participants attributed the high player retention rates to the environment created, which was influenced by the birthday-banding approach. When discussing the different indicators for successful use of the birthday-banding approach, Participant 14 noted, “Retention and participation are the two main indicators. Once you hook them in, they tend to stay. More kids are showing interest in big tournaments, which leads to bigger draws and better facilities, giving everyone an opportunity to compete”. Relatedly, participants particularly continued to highlight the competitive environment available at every level for players as a possible explanation to the higher retention rates of players. Indeed, every player, whether excelling or still developing, has appropriate competition and opportunity to find a suitable challenge due to flexibility and fluidity of the birthday-banding approach. This fosters a sense of continuous challenge and progression pathways, encouraging players to stay in the sport long-term to fulfil and realise their potential. In relation to this, Participant 3 added, “You also see more players making it into the final stages of tournaments. The pyramid at the top is less narrow, and that gives a bigger base of players to choose from. More players can reach national or international levels”.

Expanding on player retention and participation rates, participants highlighted the effect of the birthday-banding approach on countering RAEs. Players born across different birth quarters are given equal opportunities because of the competitive environments created, specifically with tournaments spread out throughout the season. Participant 3 added, “It [birthday-banding] definitely seems to be working well in terms of relative age effects. There's a more even spread of participation across different birth quarters, whereas in other sports, you usually see a bias toward players born earlier in the year”. As a result, participants consistently highlighted birthday-banding as a fair approach for all players, regardless of RAEs, fostering an environment that supports long-term development.

In further highlighting the “fairness” associated with birthday-banding, participants believed the approach was the most appropriate way to allow players to progress and continue their journey in competitive sports. Participant 4 noted,


“It's meant to make things fair. You have to play in the age categories—under 11, 13, 15, and 17. You play a certain amount of time in the first season and then a full season in your last year, where you're probably at your strongest. For instance, my daughter just turned 13 in May, so now she's moved up into the next age category. She has two seasons to really improve her squash and achieve her goals”.



Participants added that training environments may already expose players to older opponents if appropriate, emphasising the fluid progression and the creation of environments tailored to support the long-term player development of the players. Importantly, Participant 3 highlighted the potential concern about differing systems across other sports that may be raised by parents (e.g., strict cut-off dates in other sports). However, Participant 3 added such concerns can be addressed through communication with key interest-holders of the players (e.g., parents) on the long-term benefits of birthday-banding for player development.




Facilitating individual athlete development

Participants perceived the birthday-banding approach as a valuable system to foster individual athlete development, particularly in promoting holistic growth and progression. Participants also emphasised the importance of evaluating players' physical and skill development within the birthday banding approach to ensure continued development.


Encouraging holistic development and progression

Participants highlighted birthday-banding as a particularly important approach in facilitating the holistic development of athletes as they progress through the sporting pathway, including increased motivation, confidence, and resilience. These advantages were attributed to exposure to diverse training and competitive environments underpinned by the birthday-banding approach. Participant 13 highlighted, “Players become comfortable in their zones but also push their limits [with birthday-banding]. I see notable improvements when players mix with different standards. They gain confidence from competing against a range of abilities, which is essential for their growth”. Participants added that the birthday-banding approach allows for a more individual focus on players, enabling the monitoring and tracking of development more effectively. Participants 10 and 12 highlighted that the emphasis on results at a young age is not essential. Instead, the birthday-banding approach supports a medium- to long-term focus on individual player development, allowing athletes to progress into competitive pathways at older ages. In contrast, participants felt that the traditional fixed age-grouping system fosters a results-driven mentality within younger ages thereby not maximising holistic development and focusing on short-term results.

Another advantage of the birthday-banding approach noted by participants 6, 10, 12, and 13 is the allocation of more time spent between the coaches and players during their developmental stages. Given birthday-bands span for a 2-year period, coaches are likely to have a greater impact on the athlete. Participant 10 highlighted,


“It [birthday-banding] has helped us get to know the players better and spend more time with them. Players are part of the pathway more consistently, which allows for greater opportunities for development and impact. We can really help shape their careers and development in a consistent manner, which is a significant benefit”.



Participants also added that moving through different birthday bands exposes players to a variety of coaches, creating opportunities to maximise their talent and realise their potential. This diverse coaching experience is likely to help players develop a wide range of skills and abilities, ultimately supporting holistic development.

While most participants highlighted the advantages of holistic development underpinned by the birthday-banding approach, a few noted challenges players may face as they progress into higher birthday-bands and counter increased competition levels. Participants 3 and 9 discussed the challenges players may face when progressing into higher birthday-bands, particularly the mental impact. Indeed, as players enter a new birthday-band, they may no longer be competing at the high level they were accustomed to in their previous age group and must work their way back to the top. Participant 9 highlighted,


“There's also the confidence issue when players move through the ranks based on their birthdays, not necessarily because they're physically ready to do so. The really good players tend to make that transition more easily than those who aren't as strong. This can be off putting, and we may lose players who find that transition difficult and lose confidence”.



However, participants 9 and 3 added if such issues are managed correctly with the individual players, these barriers and issues can be addressed.

Relatedly, the progression of the individual athlete through the pathway is a crucial process that should be carefully evaluated to determine the best approach for their holistic development. Participant 2 highlighted, “It's about where the athlete will benefit the most in terms of their development. Sometimes it's better to challenge them by playing up, but other times staying in their age group makes more sense. It's a balancing act.” Ultimately, the birthday-banding approach offers flexibility in considering the aspect of player progression, allowing coaches to assess whether moving up is the in the best interest of the individual player's holistic development, something that the traditional age-grouping approach does not provide.



Evaluating physical and skill development

Participants highlighted that physical and skill development should be consistently evaluated and considered to help support the ongoing development of individual athletes within the birthday-banding approach. Players may dominate the sport early on due to physical advantages (e.g., size or strength), but these short-term benefits may not necessarily guarantee long-term success. As players mature other aspects of their game will likely become more critical (e.g., technique, skill, and mental factors), therefore by not addressing the physical advantages, the individual player's development may not be maximised. Participant 13 highlighted, “Birthday-banding avoids the issue of older, stronger players dominating due to physical maturity. It allows for a mix of players to come into the age group at different times. This diversity means that players are exposed to various standards and coaches, promoting development”. Indeed, most participants viewed the birthday-banding approach as highly beneficial in countering physical advantages for individual players.

However, one participant pointed out that significant differences in physical development still exist within the birthday-banding approach and can negatively impact individual player development. Participant 1 added,


“For instance, there could be a situation where someone is physically stronger and more developed, just because they were born earlier in the cycle. You might have someone who's very young and facing a two- or three-year difference, which creates a huge gap. This disparity might discourage some juniors from participating or trying to get involved. On the flip side, you might have juniors who are excelling in their age group but are bigger and stronger. As the age groups go up, they might get demoralised because they start losing to someone two or three years younger than them”.



This perspective highlights the importance of carefully managing physical development of the individual athletes through competitive and training environments. All participants strongly viewed the birthday-banding approach as highly beneficial in managing and supporting the physical and skill development of individual athletes to ensure continued development. Given the flexibility to move players across the pathway according to their development, or their advantages at the time, birthday-banding is a highly beneficial approach to help manage these disparities.

Importantly, Participant 15 noted, “It's important to look past immediate advantages and consider long-term prospects. We see juniors performing well in competitions at the under-13 level, but sometimes they fade out by the time they reach the under-17 level. For example, a player who is a big hitter might initially excel due to physical and technical advantages, but these weaknesses can become more apparent as they mature. As an organisation, we need to avoid focusing solely on the ‘big kid’ and instead assess each player's unique attributes”. Participants perceived the birthday-banding approach allows coaches and key interest-holders within the individual player development process to consider the individual player and focus on their long-term potential rather than short-term successes (e.g., a player with physical advantages). The flexibility of the birthday-banding approach allows players to be matched together according to their physical and skill development, ensuring appropriately challenging environments to optimise individual athlete development.





Discussion

The current study explored the operational mechanisms of the birthday-banding approach in the England Squash Talent Pathway and potential associations with player development outcomes according to the perceptions of the coaches embedded within. The findings highlighted coaches believed birthday-banding, which has been previously shown to eliminate RAEs in this specific sports setting, has a significant impact on talent identification and development processes. To the authors' knowledge, this is the first study to qualitatively assess coaches' perspectives on this novel approach to address RAEs, and the results provide valuable insights into how birthday-banding may influence environmental, individual, and organisational components of athlete development.

The findings highlighted how birthday-banding influences organisational structures and environmental factors, particularly in terms of competition and selection processes. Participants indicated that the approach not only mitigated biases but also helped to create a more inclusive, flexible, and fluid competition framework. This flexible grouping allows coaches to tailor the athlete experience and selection processes based on a range of factors beyond age to ultimately ensure that players are given appropriate developmental opportunities, and are selected based on attributes the coaches believe are important for long-term development rather than being constrained by current performance metrics. This is particularly important, since previous research has highlighted that the primary challenges and pitfalls of talent identification and athlete development systems are generally centred around the emphasis on short-term, performance-related outcomes (50). By fostering these tailored, adaptive environments, birthday-banding may offer athletes a more equitable experience that promotes their long-term development.

At the individual level, coaches strongly emphasised how birthday-banding facilitates holistic athlete development. This suggests the approach not only enables physical development, but also addresses psychological, technical, and tactical aspects that are important and perhaps become more so at older ages and higher competitive playing levels. Indeed, many studies have emphasised the importance of considering multidimensional factors in talent identification and athlete development settings [e.g., (51)], including preliminary research in squash [e.g., (52)]. By reducing the pressure on relatively younger athletes who may otherwise be overlooked due to their age, coaches suggest birthday-banding creates a more balanced approach to player development that considers a wider spectrum of growth and maturation nuances. As squash players progress through the talent pathway, the holistic development fostered by birthday-banding may help to ensure that athletes have the opportunity to realise their potential, rather than being prematurely pigeonholed based on their early/late birthdate.

While the findings from this study are specific to squash, the implications of birthday-banding may extend to other sports. As demonstrated by the consistent presence of RAEs in youth talent development systems across many sports, including other racket sports (e.g., badminton, table tennis, tennis) (25), birthday-banding could represent an innovative solution to the biases introduced by fixed chronological age cut-off points. The absence of RAEs in squash suggests that sports which currently experience challenges related to RAEs might benefit from adopting a similar model, particularly those whose athletes experience significant developmental pressure at younger ages. Moreover, the flexibility inherent in birthday-banding could also be applied to coaching frameworks, where athletes are not categorised based solely on age but rather on their readiness to perform at various competitive levels (e.g., playing-up and playing-down). By reducing biases related to RAEs, birthday-banding could create more fluid pathways to development, especially in sports where early maturation often provides an advantage. In addition to birthday-banding, it is also important to acknowledge other possible approaches to group athletes. For example, bio-banding can be used to reduce maturation-based inequalities by grouping athletes according to biological markers or distributing opportunities more equitably across the year (53, 54). Research has shown that stakeholders perceive these models as beneficial for talent development and psychological engagement (55). While the implementation differs from birthday-banding, the underlying rationale is similar, by ensuring fairness and developmentally appropriate environments throughout youth sport pathways (56).

How the coaches viewed birthday-banding, through its operational mechanisms and the associated player development outcomes (i.e., environmental, individual, organisational) aligns with Kelly et al.'s (15, 51) proposal that the Personal Assets Framework (PAF) is a useful model with which to explain the potential mechanisms of RAEs on youth development. According to research in developmental and sport psychology, the PAF identifies three essential “dynamic elements” necessary for sport development to take, including: (a) personal engagement in activities (i.e., the what), (b) appropriate settings and organisational structures (i.e., the where), and (c) quality social dynamics (i.e., the who) (57, 58). The interactions of these elements create an immediate sporting experience that can impact developmental outcomes in the short-term, such as character, confidence, connection, and competence (i.e., the 4Cs), as well as participation, performance, and personal development (the 3Ps) in the long-term. The PAF, therefore, could perhaps be used as a heuristic to help frame discussions regarding the mechanisms of RAEs as well as attempted solutions (e.g., birthday-banding) at mitigating this (un)conscious bias.



Limitations and future directions

Although the current study provides important insights into the potential mechanisms that underpin birthday-banding, it is not without limitations. First, the sample size of 15 coaches, while offering valuable perspectives and a large proportion of coaches in the England Squash Talent Pathway, may not fully represent the diversity of coaching experiences. Future research could expand this sample to include more coaches, female coaches, and other interest-holder such as the athletes themselves to provide a more comprehensive understanding of the approach's impact. Additionally, while the qualitative nature of this study allowed for an in-depth exploration of coaches' perceptions, it would be valuable to investigate the tangible outcomes of birthday-banding in terms of performance metrics, injury rates, and long-term player retention. Quantitative data could offer more empirical evidence to support the efficacy of this approach. Future studies could also compare the outcomes of players within the birthday-banding system against those in traditional age-based groupings to more rigorously evaluate the impact on player development. Importantly, some coaches raised concerns with the ways in which birthday-banding can go wrong. These concerns were compiled as a way to provide a critical evaluation of the approach, and suggestions have been made on ways to minimise their impact on the system, to further improve the birthday-banding approach.

Although our findings suggest birthday-banding could be beneficial for squash in England, its transferability may vary significantly depending on the sport and country. In disciplines with high early-specialisation, dense competition calendars, or where ranking-based selection is predominant (e.g., football, gymnastics, swimming), the effectiveness and feasibility of birthday-banding may be constrained. For instance, Pérez-González et al. (59) have demonstrated varying relative age magnitudes across European women's football leagues, highlighting how institutional structures and competitive density influence relative age dynamics. This suggests that birthday-banding should be applied with caution and adapted to sport-specific environmental and organisational contexts.



Conclusion

Generally, sport policy makers are largely responsible for RAEs, due to the group banding policies that are often implemented within youth sport. As decision-makers, and stakeholders in youth sport, we have the capability and responsibility to look beyond fixed age group structures to try and create more developmentally appropriate settings for every young person to achieve their potential. With this in mind, coaches from England Squash offered a unique insight into their birthday-banding approach, showing the possible environmental, individual, organisational benefits. This study also contributes to the growing body of literature on RAEs and provides novel insights into how birthday-banding can help mitigate these biases in the England Squash Talent Pathway. By shifting away from traditional age-based groupings and focusing more on developmental milestones, birthday-banding appears to foster a more equitable, flexible, and holistic approach to athlete development. The coaches in this sample perceived the birthday-banding approach to be an easy-to-implement way of creating an ability-focused environment that affords more opportunities to athletes to experience challenge and success throughout the developmental pathway. While further research is needed to confirm the long-term effectiveness of this approach, the current findings suggest that birthday-banding may be a valuable solution, not only for squash, but also for other sports seeking to address RAEs and optimise their talent development systems.
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Introduction: Past research shows that relative age effects (RAEs) are highly prevalent in ice hockey. Early-born players benefit from more exposure, especially in the early stages of development, and are frequently considered “more talented.” Although RAEs are apparent in these early stages, little is known about how it affects pathways leading to the highest levels of competition. This study aims to look more closely at the associations between RAEs and players’ career trajectories in 4 hockey nations: Canada, Finland, Czechia, and Slovakia. Specifically, it aims to: (1) evaluate the prevalence of RAEs in each country, (2) identify players’ career pathways and examine the impact of RAEs on the players, and (3) compare these effects for each nation.
Methods: Data were drawn from 4,306 players (100% males born between 1992 and 2002), who were invited to national development and selection camps between 2009 and 2019. Trajectory clusters were estimated from the players’ participation in 8 career milestones, from U17 to representation of their country at the Olympic Games. Group comparisons were conducted based on birth quartiles and hockey nations.
Results: The results confirmed the presence of RAEs in the four hockey nations. Consistent with past research, early-born players are overrepresented in the early career stage, whereas late-born players begin to emerge during transition to junior level (U20). Some nation-specific differences were observed.
Discussion: This provides further support for the stakeholders of ice hockey association looking to enhance their national team selection processes and discover structuring pathways that offer development opportunities for all groups of players.
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Introduction

Talent identification has been an important topic of interest in sport science for many decades. Professional sports organizations and national governing bodies across sports invest substantial financial and human resources in the search for players who can offer the team a competitive advantage. However, there is still a great degree of uncertainty when it comes to answering questions about the projected potential of any athlete (Baker et al., 2018). Plenty of examples across different sports point to players who are overlooked as junior athletes, then go on to become break-through success stories (Costello, 2022; Grella, 2023), which suggests that the timing of selections is crucial.

Despite the importance of such selections, many of these processes use pre-determined cut-off dates for player invitations to such events. Selected players can benefit from increased exposure including national/international and showcase-type tournaments. In a longer-term perspective, these athletes are described as more gifted in the earlier stages of development, which offers them opportunities to attain the next echelons of competition (Webdale et al., 2020). Among the factors influencing timing in selection processes are relative age effects (RAEs). RAEs describe the significant and often problematic consequences that arise from the common practice of grouping youth for participation and competition in sport based on chronological age, typically within one-year or two-year bands defined by arbitrary cut-off dates (Webdale et al., 2020). This organizational structure frequently leads to an over-representation of athletes born shortly after the cut-off date (i.e., the relatively older within their cohort) and an under-representation of those born later in the selection year (Webdale et al., 2020). This phenomenon has been documented across a wide array of sports (Bilgiç and Işın, 2023), starting from the seminal studies by Grondin et al. (1984) in ice hockey and volleyball and ice hockey specific conclusions from Barnsley et al. (1985). However, the expression and strength of RAEs are not uniform; they vary considerably across different sporting contexts and are influenced by a multitude of interacting factors including particular sport’s popularity, specific physical or cognitive demands of the sport, the competitive level, gender, and the particular age categories in question (Schorer et al., 2020).

Historically, RAEs have often been attributed primarily to the physical advantages, such as greater size and strength, that relatively older children may possess due to, on average, being more biologically mature than their chronologically younger peers within the same age group (Towlson et al., 2022). However, a substantial and growing body of evidence challenges this predominantly maturation-based explanation, suggesting instead that RAEs and biological maturity selection biases, while potentially related, are largely distinct and independent constructs (Towlson et al., 2022; Fitzgerald et al., 2024). Biological maturation selection bias refers to the preferential selection or deselection of individuals based on their advanced or delayed biological development, often irrespective of their birth date (Hill et al., 2020). This bias typically emerges with the onset of puberty, around 11–12 years of age, and its influence can increase as athletes progress through adolescence (Towlson et al., 2022; Fitzgerald et al., 2024; Hill et al., 2020). In contrast, RAEs are observable much earlier in an athlete’s development, often in pre-pubertal children as young as 6–8 years old, a period when maturational differences in physical attributes are less pronounced as selection factors (Fitzgerald et al., 2024; Hill et al., 2020). Recent research in sports like soccer and Gaelic football further underscores this distinction, revealing weak or non-significant correlations between an athlete’s relative age and their actual biological maturity status within academy settings (Towlson et al., 2022; Fitzgerald et al., 2024). This indicates that relatively older players are not necessarily the more biologically mature individuals in their cohort (Towlson et al., 2022; Hill et al., 2020).

This critical distinction necessitates a broader and more nuanced conceptualization of RAEs, viewing them as phenomena that extend beyond mere physical-maturational advantages (Towlson et al., 2022). In early childhood, for instance, RAEs may be more reflective of age-associated differences in neural development, cognitive skills, motor coordination, and the sheer volume of experience or practice time accumulated (Towlson et al., 2022; Hill et al., 2020). Furthermore, the initial, perhaps small, advantages afforded by relative age can be amplified by a cascade of secondary benefits on their developmental journey (Wattie et al., 2015). Athletes who are relatively older, and thus potentially perceived as more competent or “talented” early on, often receive greater expectancies, more positive feedback, increased attention from coaches, enhanced access to superior training resources, more significant playing opportunities, and higher quality coaching (Schorer et al., 2020; Hill et al., 2020; Lemoyne et al., 2023). This differential investment and experience can create a self-fulfilling prophecy, widening the gap between relatively older and younger athletes over time (Hancock et al., 2013). Conversely, relatively younger or later-maturing athletes, even if possessing high potential, face a greater risk of deselection and dropout, thereby missing crucial developmental opportunities (Towlson et al., 2022). Therefore, it is imperative to consider relative age and biological maturation as independent, though potentially interacting, influences within talent identification and development systems. Each of them likely requires distinct consideration and targeted mitigation strategies, implemented at appropriate developmental stages (Towlson et al., 2022; Fitzgerald et al., 2024).

As cited previously, Grondin et al. (1984) foundational work significantly advanced the understanding of RAEs. Subsequent research has confirmed and expanded on these findings. Lemoyne et al. (2023), for instance, revealed that RAEs are prevalent in most of the senior world’s top competitive ice hockey leagues. Furthermore, many authors also reported that RAEs were present in younger cohorts of competitive hockey players (Bruner et al., 2011; Niklasson et al., 2024; Lavoie et al., 2015; Lemoyne et al., 2021; Huard Pelletier and Lemoyne, 2022; Huard Pelletier and Lemoyne, 2024). It was suggested that the selection of players who appear more developed early on (often relatively older) is predicated on the motivation in finding individuals who are cable to perform on rather short-term basis (i.e., performance at the U16 or U17 tournaments) instead of focusing on athletes’ long-term projected potential (Niklasson et al., 2024; Sherar et al., 2007; Wattie et al., 2007). As a result, RAEs are likely to have an impact on gatekeeping in elite-level ice hockey like the National Hockey League and/or other levels of competition (Wattie et al., 2007; Fumarco et al., 2017; Deaner et al., 2013; Baker and Logan, 2007), although the accuracy of drafting-process decisions across sports has been questioned (Johnston et al., 2022).

In contrast, relatively younger players face some adversity, requiring them to adapt to the competitive system in which they develop as athletes. In this kind of developmental ecosystem, these players must compensate or adapt to survive (Baker and Johnston, 2024; Bruineberg et al., 2024). Two paradigms suggest how they adapt to the context shaped by RAEs. The first explanation, the psychological, stipulates that athletes born in the latter part of the selection year must develop stronger psychological assets (i.e., resilience, adaptability, grit) to overcome the disadvantages sometimes associated with their relative age. This hypothesis is supported in ice hockey by undrafted NHL players (Herbison et al., 2019), who are categorized as “sleepers,” whose talent tends to appear in the later stages of their career (Fortin-Guichard et al., 2023). The second explanation, the biological-athletic, suggests that to “survive” the selection biases associated with RAEs, relatively younger athletes may need to exhibit superior athletic skills predisposing them to adapt and excel in highly competitive contexts (McCarthy et al., 2016). Both explanations are plausible, and both may explain RAEs reversal in the later stages of the athlete’s pathway.

The reversal effects of RAEs stipulate that players born later in the year tend to equal or surpass those who were born earlier in the year at some point in their career trajectories. Despite the presence of RAEs at the junior level, many studies support the mechanisms underlying their reversal effects at the elite level (Lemoyne et al., 2023; Niklasson et al., 2024; Fumarco et al., 2017; Bezuglov et al., 2020). To date, however, it is not clear at what stage the reversal does begin to be such evident at the senior elite level (Steingröver et al., 2016). Schorer et al. (2020) highlights the need for studies to take a more longitudinal look at RAEs with recent examples from soccer (Brustio et al., 2024), handball (Schorer et al., 2025) and table tennis (Faber et al., 2020).

Hereby, this study takes a deeper look at the multi-cultural junior national team pathways leading to the highest levels of senior competition in ice hockey. The overarching aim of this article is to explore how RAEs relate to pathways leading players to the highest levels of competition in ice hockey. To achieve it, there are three objectives. The first objective is to evaluate the presence of RAEs in the selection processes of national teams in four countries: Canada, Czechia, Finland, and Slovakia. The second objective is to examine how RAEs relates to elite hockey players’ pathways to excellence from junior to senior national teams to estimate the phase where RAEs begin to reverse. The third objective of this study is to compare if RAEs and players’ pathways differ within and between hockey nations under study.

By examining the national team pathways of athletes in four nations, it refines our understanding of the pathways of athletes selected and/or de-selected across junior national team cohorts by evaluating their career trajectory clusters. Our hypothesis is based on the past and current literature on RAEs. We suggest that RAEs will be stronger in the early stages of career pathways, such as invitations to U17 and U18 national team camps. In line with Lemoyne et al. (2023), we suggest that the presence of RAEs will be similar across nations. Regarding the second objective, we expect to find some support for RAEs reversal at later stages of development (i.e., the professional level). We anticipate, consistent with this hypothesis, some transitional effects of RAEs related to the appearance of late-born players later in the process leading to national team selections.



Methods


Sample and data collection

Data were collected from male junior athletes who attended development or selection camps for junior national teams in four countries (Canada, Czechia, Finland and Slovakia), where ice hockey is a major winter team sport. Despite the popularity of ice hockey in these nations, there are still disparities in terms of registered players over 18 years of age [nCanada = 132,169; nCzechia = 6,622; nFinland = 23,028; nSlovakia = 3,332] (International Ice Hockey Federation, 2025, p. 63–64), which justifies the relevance of analyzing RAEs in such different development systems. The full sample for each nation includes players born between 1992 and 2002 who took part in national team development and selection camps, from invitation/selection of their national team for the World U17 Hockey Challenge (WU17), the World U18 Hockey Challenge (i.e., Hlinka Gretzky Cup), world junior championships (WJC), world hockey championships (WHC) and the Olympic Games (OG). Since playing in the National Hockey League is a key phase in hockey players’ careers, the players’ NHL draft status was considered a major indicator of their achievement. The professional career was tracked for 3 years following the last year of eligibility to perform at WJC (U20). This period was characterized by the NHL draft and performance in games at the international level (i.e., world championships and Olympic Games). We collected data from the websites of the national governing bodies of each nation and cross verified using open-source data from the 
elite-prospects.com
 website. When data was missing, we approached the ice hockey association of the respective nation to collect the missing data. The data collection and handling were conducted in strict compliance with general data protection guidelines. We safeguarded the identities of the participants included in this study and provided full confidentiality when reporting results.



Variables


Birth quartile

We calculated birth quartile from the raw data available in each database. All birthdates were coded into birth quartiles (Q1 to Q4) based on the categories commonly used in ice hockey (International Ice Hockey Federation, 2025): (1) Q1: January to March; (2) Q2: April to June, (3); Q3: July to September; and (4) Q4: October to-December. As recommended by Delorme and Champely (2015), we checked to see if birth distributions were different in each country. Because of the prospective nature of our data, birth distributions were verified for each country for the period 1990–2002 by consulting the demographics and population statistics on each nation’s website. After verifying birth month distributions during this period, we observed no significant difference relative to birth month (proportions varying from 23 to 26% per quartile for each nation).



Quantifying hockey players’ career pathways

We defined the type of trajectory (or career pathway) by identifying players’ participation (or not) in eight stages of achievement in terms of national team selections and the NHL draft. As mentioned previously, the information was collected by extracting data from the websites and archives of each of the national governing bodies, with the addition of Open Access Internet Archive.1,2 First, we divided each stage of the hockey pathway based on player participation at each achievement milestone (no = 0; yes = 1). Second, we constructed a progressive trajectory starting with an invitation to a U16 national camp for the Europeans and a U17 national evaluation camp for the Canadians. To make all samples comparable, we chose U17 invitation camps as the first stage of players’ pathway (1st milestone) since there is no U16 invitation to national camps in Canada (no data available). This was followed by an invitation to U18 national camps (2nd milestone) and selection and participation in the U18 Hlinka Gretzky Cup (3rd milestone). The following stages included invitation to U20 national teams (4th milestone) and participation in the World Junior Championships (5th milestone). The three final milestones were recorded as the final stage of players’ trajectories. We chose the NHL draft status as 6th milestone because it usually occurs before national teams are invited to World Hockey Championships (7th milestone) and the Olympic Team (8th milestone) in the 3 years following the last year of U20 eligibility. The final database consists of 8 dichotomous variables (e.g., stages of achievement), which characterize the different types of career patterns.

Factor analyses were used to establish cut-off values for quantifying career pathways. Because of the exploratory nature of this study (and the resulting data), we chose Principal Axis Component as the analytical procedure. Given the (high) number of occurrences and potential variability for each career milestone, eigen values were fixed at 1.0 for dimension extraction. We also used varimax rotation to allow for factorial data structure; this is the appropriate procedure when anticipating uncorrelated indicators. Preliminary results were analyzed by evaluating the Kaiser-Meyer-Olkin (KMO) measure of adequacy, which was deemed satisfactory (KMO = 0.755). As a second step of our analysis, we determined the number of factor components by observing eigen values greater than 1.0. We also considered a scree plot to verify support for a three-component factorial structure.

The first factor (EV = 1.355) was defined as early success and includes three career milestones: U17 development camp (for all samples), invitation to U18 national camps, and participation in the U18 Hlinka Gretzky Cup. These loading components were strongly associated with their corresponding factor (λU17 = 0.793; λU18inv = 0.773; λU18wc = 0.638). The second factor (EV = 2.949) was conceptualized as junior transition and includes three indicators considered career milestones: U20 invitation, U20 WJC, and NHL draft. Indicators around this dimension were correlated and displayed significant loadings (λU20inv = 0.810; λU20wc = 0.838; λNHL = 0.597). The third factor (EV = 0.950) was the senior international pathway and includes two career milestones: WHC participation and participation in the Olympic Games. Both indicators displayed strong loadings with their corresponding factor (λWC = 0.638; λOG = 0.630). After establishing this three-dimension factorial structure, factorial scores were calculated based on the regression method (Distefano et al., 2009). We then standardized factorial scores through z-transformation for each pathway. These scores attributed to each player reflect an overview of the dominant component of their career trajectories. They were then used for group comparisons and to verify the effects of RAEs on players’ pathways.




Statistical analyses

To meet this study’s first objective (presence of RAEs), which consisted of evaluating the presence of RAEs across sub-samples, we conducted crosstabs analyses by calculating the chi-square (χ2) statistic for the full sample. We also compared RAEs prevalence in each nation to determine if RAEs proportions differ according to the hockey nations where players evolved. We used Cramer’s V to interpret the strength of association related to RAEs and interpreted values as weak (V = 0.10), moderate (V = 0.10–0.30) or large (V > 0.30) (Cramér, 1999).

As for the second objective of the study (RAEs and players’ pathways), we proceeded in two phases. First, we observed how the proportions of Q4 born players fluctuate at each milestone (e.g., from U17 to NHL). We excluded World Championships and Olympic Games numbers because there were too few observations, which would have potentially inflated the proportions for some countries. To proceed, we first applied Anscombe transformation on proportions and performed Analysis of Proportion using Arsine Transform (ANOPA). ANOPA, similar to classic analysis of variance (ANOVA), is designed for analyzing proportions as continuous variables (Laurencelle and Cousineau, 2023). To analyze the fluctuations of proportions, we tested monotonic variation which allows to see if variation is linearly significant. To base our interpretations, we used the coefficient of monotonicity (from 0 to 1) for the full sample (Laurencelle, 2021) and observed variation for each nation.

For the second phase of analysis (e.g., comparing pathways trajectories), we performed one-way ANOVA by comparing the factor scores. Due to potential violation of normality assumptions, we performed Bootstrapping (n = 1,000 iterations). We conducted post hoc analyses (with Bonferroni correction) in cases where differences were deemed significant. The magnitude of effect sizes was also interpreted according to eta-square values (η2), as small (η2 < 0.01), moderate (η2 = 0.06–0.14), and large (η3> 0.15) (Cohen and Cohen, 1983).




Results

As Table 1 shows, an average of 391 players per year represented their team in international events. Canada (MCAN = 101 ± 17) and Finland (MFIN = 147 ± 39) tend to invite more players to national team camps, compared with Czechia and Slovakia who displayed lower numbers (MCZE = 76 ± 9; MSVK = 6 ± 7).


TABLE 1 Birth cohorts: the full sample (from available data).


	Cohort (birth year)
	Total (n)
	Canada
	Czechia
	Finland
	Slovakia

 

 	1992 	447 	104 	81 	193 	69


 	1993 	426 	107 	69 	188 	62


 	1994 	469 	105 	74 	214 	76


 	1995 	426 	91 	77 	188 	70


 	1996 	385 	117 	78 	134 	56


 	1997 	324 	76 	63 	121 	64


 	1998 	329 	83 	70 	117 	59


 	1999 	336 	76 	72 	121 	67


 	2000 	397 	116 	98 	119 	64


 	2001 	380 	120 	72 	112 	76


 	2002 	387 	123 	82 	117 	65


 	Total 	4,306 	1,118 	836 	1,624 	728




 


Objective 1: examining presence of RAEs in the international context

Figure 1 shows the proportions of players from each country in terms of birth quartiles. Generally, we observed similar tendencies in each sub-sample where Q1 (39%) and Q2 (29%) players were strongly represented, as compared with Q3 (20%) and Q4 (12%). In fact, RAEs are present across all samples [χ2(df) = 719.16(3), p < 0.001, Cramer’s V = 0.24] where Q1 and Q2 born players were predominant (68%). RAEs were observed in all sub-samples, with significant chi-square values and moderate to large effect sizes (χ2CAN = 352.85, p < 0.001, Cramer’s V = 0.97; χ2CZE = 86.58, p < 0.001, Cramer’s V = 0.55; χ2FIN = 297.72, p < 0.001, Cramer’s V = 0.74; χ2SVK = 45.67, p < 0.001, Cramer’s V = 0.43).

[image: Bar chart comparing quarterly data for Canada, Finland, Czechia, and Slovakia. Each country has four bars representing quarters one to four, with varying heights. Canada has the highest Q1 value, while Slovakia has consistent lower values across quarters.]

FIGURE 1
 Birth quartiles patterns for each nation.


However, some nation comparisons revealed significant differences [χ2(df) = 70.73(9), p < 0.001]. As Figure 2 illustrates, the Canadian sample displayed a higher proportion of Q1 born players (46%) compared to the European nations (between 32 and 38%). In addition, lower proportions of Q4 players were observed for Canada and Finland (9 and 11%), whereas the proportion of Q4 players was slightly higher across Slovakia and Czech samples (e.g., 14 and 18%). Cramer’s V was deemed small (V = 0.08, p < 0.001), suggesting small differences across countries.

[image: Bar chart comparing data for Canada, Finland, Czechia, and Slovakia across four quarters (Q1 to Q4). Canada consistently shows the highest values, peaking in Q1. Slovakia displays the lowest values, particularly in Q4.]

FIGURE 2
 Proportions of players from each birth quartile according to nations.




Objective 2: RAEs and players’ pathways

The second objective was to determine the impact of RAEs on players’ career trajectories. Table 2 provides a descriptive overview of the presence of late-born players (Q4) at each stage of career milestones. Results from monotonic variation test suggest a linear increase (from U17 to the attainment of the NHL): Monotonic variation coefficient = 0.93; p < 0.01. When we compared nations separately, Canada and Czech fluctuations were not monotonic (Spearman rCAN = 0.83; Spearman rCZE = 0.54, p > 0.10), whereas those of Finland and Slovakia increases were linearly significant (Spearman rFIN = 0.95; Spearman rCZE = 1.00, p < 0.001).


TABLE 2 Proportions of late-born players (Q4) across each career milestone.


	
	Career milestones



	Nation
	U17
	U18inv
	U18HC
	U20inv
	WJC
	NHL
	WC
	OG

 

 	Canada 	69
 (7%) 	27
 (6%) 	11
 (5%) 	37
 (15%) 	21
 (11%) 	50
 (11%) 	18
 (17%) 	5
 (41%)


 	Czechia 	71
 (14%) 	65
 (14%) 	29
 (17%) 	58
 (18%) 	30
 (19%) 	10
 (14%) 	3
 (17%) 	0
 (0%)


 	Finland 	56
 (10%) 	47
 (13%) 	21
 (13%) 	48
 (14%) 	26
 (15%) 	21
 (15%) 	10
 (17%) 	1
 (6%)


 	Slovakia 	61
 (14%) 	74
 (19%) 	37
 (19%) 	61
 (21%) 	37
 (22%) 	6
 (22%) 	11
 (34%) 	3
 (42%)





Values represent proportions of players who achieved each career milestone in numbers (n) and (%). Numbers represent proportions of late-born players who took part in the corresponding milestone in the years following their eligibility to U17 national camps. Milestones descriptions: U17: U17 national camp; U18inv: invitation to national U18 camp; U18HC: participation in Hlinka Gretzky Cup; U20inv: invitation to national junior team camp; WJC: World junior championships; NHL: drafted in National Hockey League; WC: World senior championships; OG: Olympic Games.
 

As Figure 3 depicts the career trajectory patterns, Table 3 shows the associations between RAEs and factorial scores for the full sample (e.g., including all nations). Results reveal a significant RAEs for two factors: Factor 1 (early success: Fearly = 3.73, p < 0.011). and Factor 2 (junior transition: Fjunior = 11.21, p < 0.001).

[image: Three bar charts compare factors across four quarters. Factor 1, "Early Success," shows a positive value in Q1, with lower values in Q2 to Q4. Factor 2, "Junior Transition," shows negative in Q1 and a peak in Q4. Factor 3, "Senior International Pathway," shows negative in Q1 with near-zero values in Q2 to Q4. Each chart uses a left-aligned y-axis from negative zero point one to zero point two five. A legend identifies each quarter's shading.]

FIGURE 3
 Birth quartile and early career trajectories (normalized factor scores according to birth quartile).



TABLE 3 RAEs and career achievement in elite hockey (standardized scores).


	Career trajectories
	Q1
	Q2
	Q3
	Q4
	Effects

 

 	F1 	0.063 ± 0.98 	−0.033 ± 1.01 	−0.042 ± 1.01 	−0.060 ± 1.02 	Q1 > Q4*


 	F2 	−0.075 ± 0.96 	−0.005 ± 0.96 	0.032 ± 1.04 	0.210 ± 1.11 	Q4 > Q1*


 	F3 	−0.022 ± 0.86 	−0.002 ± 0.91 	0.003 ± 1.13 	0.084 ± 1.39 	No differencesns





F1: early success; F2: junior transition; F3: senior international pathway. *p < 0.001: significant differences between quartiles.
 

In line with RAEs hypotheses, comparisons regarding Factor 1 (e.g., early success) show that early-born players (e.g., Q1) have higher scores than Q3 and Q4 players: Δ > 0.04–0.22, p < 0.05. These differences were also interpreted as small (η2early = 0.003). For Factor 2, post hoc analyses of birth quartiles show that late-born players (Q4) display higher scores (e.g., junior transition) than players born in the previous birth quartiles: Δ > 0.17–0.36, p < 0.001. Despite its significance, we interpreted the magnitude of this difference as small (η2junior = 0.008). We found no significant differences for Factor 3 (e.g., senior international pathway): Fint = 1.51, p = 0.21, η2 = 0.001.



Objective 3: nation comparisons: RAEs and career pathways

ANOVA results suggest that some nation-related differences prevail concerning RAEs on players’ pathways (see Table 3). Analyses regarding Factor 1 (e.g., early success) show support for RAEs in the Canadian sample: Fearly-Can = 9.17, p < 0.001, η2 = 0.024. However, no such effects were observed in the European countries: Fearly-Cze = 0.36; Fearly-Fin = 0.27; Fearly-Svk = 0.88, all at p > 0.45. This means that despite the greater representation of Q1 players in terms of proportions, there is no RAEs on the early success component of European players’ pathways. For Factor 2 (junior transition), we observed significant effects for three countries: FCan = 3.35, p = 0.018, FFin = 4.19, p = 0.006; FSvk = 3.90, p = 0.009. Post hoc analyses showed that Q4 players tend to surpass Q1 players at this specific stage of development. However, there were no RAEs in Czechia’s sample: FCze = 1.17, p = 0.17. For Factor 3 (senior international pathways, we found no significant differences in regard with birth quartiles: F = 0.1.51, p = 0.21; η2 = 0.001. When we compared each nation separately, Q4 players displayed higher scores than the three other birth quartiles: F = 8.51, p < 0.001, η2 = 0.022 (Table 4).


TABLE 4 RAEs and career achievement in elite hockey by country.


	Country
	
	Q1
	Q2
	Q3
	Q4
	Effects

 

 	Canada
 (n = 1,118) 	F1 	0.324 ± 0.04 	0.175 ± 0.05 	0.100 ± 0.06 	−0.144 ± 0.09 	Q1 > Q3*, Q4**


 	Canada
 (n = 1,118) 	F2 	−0.027 ± 0.06 	0.083 ± 0.07 	0.222 ± 0.09 	0.328 ± 0.127 	Q4 > Q1*


 	F3 	0.183 ± 0.05 	0.298 ± 0.06 	0.167 ± 0.08 	0.791 ± 0.11 	Q4 > Q1, Q2, Q3**


 	Czechia
 (n = 836) 	F1 	0.312 ± 0.06 	0.228 ± 0.06 	0.292 ± 0.07 	0.244 ± 0.09 	No effectsns


 	Czechia
 (n = 836) 	F2 	−0.011 ± 0.06 	0.049 ± 0.06 	0.019 ± 0.07 	0.221 ± 0.07 	No effectsns


 	F3 	−0.193 ± 0.03 	−0.200 ± 0.03 	−0.149 ± 0.04 	−0.247 ± 0.05 	No effectsns


 	Finland
 (n = 1,624) 	F1 	−0.385 ± 0.04 	−0.400 ± 0.04 	−0.441 ± 0.05 	−0.397 ± 0.07 	No effectsns


 	Finland
 (n = 1,624) 	F2 	−0.153 ± 0.32 	−0.132 ± 0.35 	−0.076 ± 0.45 	0.082 ± 0.06 	Q4 > Q1**


 	F3 	−0.079 ± 0.04 	−0.017 ± 0.05 	0.035 ± 0.06 	−0.040 ± 0.08 	No effectsns


 	Slovakian
 (n = 723) 	F1 	0.328 ± 0.07 	0.304 ± 0.07 	0.205 ± 0.09 	0.172 ± 0.09 	No effectsns


 	Slovakia
 (n = 723) 	F2 	−0.066 ± 0.06 	0.116 ± 0.07 	0.038 ± 0.08 	0.284 ± 0.09 	Q4 > Q1**


 	F3 	−0.102 ± 0.07 	−0.210 ± 0.08 	−0.119 ± 0.09 	−0.023 ± 0.09 	No effectsns





*p < 0.05; **p < 0.01. F1: early success; F2: junior transition; F3: senior international pathway.
 




Discussion

This study first aimed to evaluate whether RAEs are present among a cohort of junior players in Canadian, Finnish, Slovakian and Czech national teams. Our second objective was to examine how RAEs relate to elite hockey players’ pathways to excellence from junior to senior national teams and estimate the phase where RAEs begin to reverse. The third objective of this study is to compare if RAEs and players’ pathways differ within and between hockey nations under study. To this end, we quantified players’ career trajectories by taking a deeper look at the different stages leading to professional and international careers and which involve three specific milestones: early success, transition to junior level and senior international pathway. By considering multiple career milestones at once, this analytical approach allowed us to verify the impacts of birth month on career achievement during early career stages, resulting in three specific observations that help shed light on talent selection (and development) in team sports. They include: the persistence of RAEs on the international stage, the impact of RAEs on career trajectories, and the presence of country-specific differences.


Observation 1: RAEs are (still) present on the international stage

As initially anticipated, results indicated that RAEs are present in all four hockey countries in our investigation, and are congruent with those of past research, suggesting that RAEs are highly prevalent in (popular) team sports like soccer and ice hockey (Lemoyne et al., 2023; Brustio et al., 2024). This prevalence is observed for the full sample, which confirms that early-born players (e.g., Q1 and Q2), representing nearly 70% of this sample, are predominant. Given that the data derive from an 8-year follow-up period of 11 birth year cohorts (2002–1992), this suggests that RAEs persist through time, a recognized fact for the last 40 years (Grondin et al., 1984; Barnsley et al., 1985). A few explanations support our results. First, we must consider the context in which the samples were selected. Considering the high number of players invited to U17 development camps (and U16 in European countries), we believe early born advantages may be inflated because of the need to perform (or stand out) early. Considering evidence from previous research in ice hockey (Lemoyne et al., 2023; Lemoyne et al., 2021), larger numbers of these types of players were expected. In fact, the byproducts of RAEs such as the complexity of interaction between physical, neural, psychological and cognitive development, play a major role in sports like hockey, and those with these developmental assets at an early stage of development is likely to possess a significant advantage over others (Lemoyne et al., 2021). Since the RAEs appear to be an enduring phenomenon in ice hockey, we consider these dynamics natural to some extent. The results of this investigation show that coaching staff and association’s stakeholders tend, understandably, to prioritize assembling the strongest possible teams for international competitions, especially during the early stages of international tournaments (U17 and Hlinka Gretzky Cup). These actions then reinforce the presence of RAEs in international ice hockey despite many publications warning about this bias in player selection across sports (Cohen and Cohen, 1983) and particularly ice hockey. Hence, it could be argued that national ice hockey associations need to consider re-orienting the paradigm of player selection and development (Güllich and Barth, 2024).



Observation 2: RAEs impact career trajectories

The three trajectories identified in our analysis were affected by RAEs at different levels. The first factor (early success) included milestones regarding selection to U17 development camp (for all samples), invitation to U18 national camps, and playing in the U18 Hlinka Gretzky Cup. The second factor (junior transition) included three indicators we view as career milestones: U20 invitation, U20 WJC, and NHL draft. The third factor (senior international pathway) included two career milestones: WHC participation and participation in the Olympic Games. Our results are consistent with the hypothesis of RAEs reversal at later stages of development. This is supported by two key stages of players’ pathways to the highest levels of competition. Accordingly, this study shows that successful transition to junior level may be the first stage when RAEs reversal (or fading) occurs. Late-born (Q4) players displayed higher scores in this crucial phase of development (U20 and NHL draft), so it appears they survived the RAEs. This RAEs reversal may be explained in part by late-born players’ ability to adapt to and survive in a highly competitive environment (Fumarco et al., 2017; Steingröver et al., 2016). Inversely, a substantial proportion of early-born players (Q1, Q2) tend to lose these physical advantages, making it difficult for them to adapt to the next level. Results indicate that Q4 born players begin to emerge during the successful transition to junior level, which coincides with a time when the physical advantage may be less obvious, and other qualities such as skilled engagement with the puck, dexterity (movement problem solving; Bernstein, 1996), and psychological or perceptual-cognitive factors may come to the fore. Results for Factor 3 show no differences and offer additional support for RAEs reversal at the international stage (McCarthy et al., 2016). Indeed, no significant differences were observed for the birth quartiles. This means that even at early career stages (8-year timeline - from U17 to early participation in world class events), no advantages derive from birthdate. This suggests a reversal has already occurred earlier in the international career, which is likely the introduction to international junior hockey. Finally, our results support the presence of a clear advantage for early-borns (Q1) in terms of RAEs in the early stages of elite players’ pathways (U17, U18), where Q1 players are over-represented. Labelled early success, the findings align with past research revealing that players born in Q1 have numerous advantages (neurological, cognitive, biological and psychological) over those born later in the year and may be the national team’s preferred choice in the short term due to their physical maturity.

Observation of RAEs reversal during the years of junior transition leads to a call to action. First, we maintain that, rather than structure international pathways around the quest to win, decisionmakers should emphasize the creation/implementation of comprehensive player development programs (Wattie et al., 2015; Till and Baker, 2020). As it is crucial to acknowledge that winning alone is not necessarily a sign of success and knowing that reversal seems to occur during the key stage of junior transition, we should continue to think about finding ways to discover “latent” talent (Fortin-Guichard et al., 2023). In fact, involving larger number of players annually and increasing players’ turnover by exposing them to high-level competitive environments may be a practice worth promoting. Based on our results, federation-led initiatives should be extended and reinforced at U17, U19, and even U21 level events. For example, international game breaks present an excellent opportunity to organize “shadow tournaments” or showcases for players not currently representing their country. In other contexts, special camps for these kinds of players (e.g., late-maturing, late-born) could be organized to allow them to overcome previous disadvantages. These approaches would offer both players and governing bodies the opportunity to discover emerging talents, making the development pathway deeper and potentially more efficient.



Observation 3: international differences in RAEs patterns

Considering the unique constraints of each country in this study, it’s important to consider the impact they have on the factors discussed here (Røsten et al., 2024). The predominance of Q1 players in the early stages of national team camps (in terms of proportion) was similar for each nation. Despite these similarities, we observed some different patterns regarding the effects of birth month on players’ pathways. As for the junior transition factor, we note that late-borns displayed higher scores, which seems to correspond to the stage when they could overcome their previous disadvantage. Results indicate that this effect was stronger among the Finnish and Slovakian cohorts, whereas it was a tendency for Canadian players. A possible explanation is that the player pool, throughout the career pathway, provides more players invited to national events during the later stages of the junior national team pathway. A look at the Finnish sample size shows that despite the smaller total size of registered players, Finns tend to invite more players (relative to their number of available players) at this specific stage of development. No effects of RAEs were seen in the Czech sample, which could be due to a smaller pool of available elite players. Inversely, the RAEs on players’ pathways was deemed significant at all stages in the Canadian sample. The strong RAEs on early success came as no surprise, considering the number of highly competitive players across the country. Additionally, the sociodemographic aspects of the organization of ice hockey in Canada are also to be considered explanations. Since Canada is a vast territory, it has multiple provincial branches that work in different contexts. Nevertheless, it was interesting to note the gradual disappearance of RAEs during the elite junior years, which is similar to international junior hockey and the NHL draft. These results must be taken into account in future to persuade stakeholders in highly competitive hockey that this is a crucial stage for the potential emergence of late born-players (Niklasson et al., 2024; Wattie et al., 2007).



Future perspectives

This study’s findings underscore that the predominant trend in international junior ice hockey involves selecting early-born players at first national team selection events at the age of 15 or 16 (depending on the nation). Following the COVID-19 pandemic, the Finnish Ice Hockey Association decided to delay the time of first selection to the first national team (U16) by 7 months. The long-term impact of the decision has yet to be studied. For practical reasons, we believe an initiative of this kind should be encouraged as the foundational problem in the talent pathways is the practice of early selection itself. This premature filtering of athletes creates a systemic vulnerability to bias, where factors like RAEs and differences in biological maturation become primary determinants of success. These factors should not be viewed as the cause of the problem, but rather as prominent symptoms of a system fundamentally flawed by its focus on selection. When performance at a single moment is the primary criterion, the system inevitably favors athletes who are temporarily advantaged, leading to significant survivorship bias. Consequently, interventions such to mitigate these biases, while promising, are inherently limited; they attempt to manage the symptoms without confronting the underlying issue, which is the philosophical commitment to identifying talent through early selection.

Some nations have recently begun to integrate a U19 Challenger team to enlarge the pool of invited players to U20 training camps. Hence, a similar strategy could be adopted at earlier stages of development (U16, U17, U18), allowing young athletes to improve the different skills related to sport development. Every nation has its own constraints in terms of organizational constraints, yet more players in the national team pipeline would allow ice hockey governing bodies to expose greater number of athletes to better-quality coaching and training opportunities as well as a greater number of competitive games at the international level (Till and Baker, 2020).



Limitations and research recommendations

This study only covers the 3 years since the last year of eligibility to play in U20 international tournaments. Hence, future studies need to consider a more longitudinal trajectory and study athlete’s pathways from the beginning to end of their playing career to obtain a more complete picture. We recognize, furthermore, that player development occurs mainly at the club level, but we only considered athletes’ national team pathway. In the future, studies should take into consideration club or team level. It would allow us to acquire a more nuanced understanding of athletes’ development years. This suggestion may apply more to the European cohorts owing to the structure of the club and competitions. Future research should also take into consideration players’ performance and integrate relevant metrics to capture the potential gap between international and club level performance. Finally, while we looked at the outcomes of the selection decisions of junior national team coaches and scouts, we did not consider socio-cultural aspects such as the playing style preferences of each country and/or the national values that might impact decisions about the players (Røsten et al., 2024).




Conclusion

Although ice hockey shows overwhelming evidence of RAEs at the junior level and its reversal effects at the elite level (Lemoyne et al., 2023), the policy of sports governing bodies to “fight” this bias has changed minimally, despite some attempts to delay selection time. Therefore, we propose that a fundamental philosophical shift is required, moving away from a focus on early talent identification and toward a holistic, development-centered model. Adopting a different approach that recognizes individual and non-linear developmental pathways. The primary purpose of junior sport should be redefined as maximizing long-term development for all participants, not selecting the best performers early. By postponing high-stakes selection until athletes are older would diminish the impact of selection biases associated with RAEs and maturation. This paradigm shift necessitates a complete re-evaluation of youth sporting structures, from coaching pedagogy to the nature of competition, to create an environment that prioritizes learning and growth over immediate results, ultimately ensuring a more equitable and effective pathway for talent development. Thus, we hope this work will help associations and professional sports organizations reflect on the possible competitive advantage to be gained from delaying the selection of athletes and broadening the pool of players to provide opportunities for the athletes born later in the year to flourish instead of dismissing them early on the pathway.
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Footnotes

1   https://eliteprosects.com

2   Hockey Canada website.
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Introduction: Relative age effects (RAEs) have been extensively documented in youth sports, where artificial age cut-offs create advantages for relatively older athletes throughout development. Despite four decades of research, these effects persist in many sports, particularly in ice hockey, where misaligned cut-off dates between developmental systems and professional selection create unique challenges. This study examines varying age cut-off dates, athletes' development trajectories and career outcomes in elite ice hockey.



Methods: Using one of the most comprehensive longitudinal datasets to date, the present paper also explores whether an “underdog effect” (i.e., where relatively younger athletes who survive selection barriers may achieve greater success) is present within the current sample of athletes. We analyzed the complete population of 10,485 NHL-drafted players spanning 44 years (1980-2024), examining birth quarter distributions, time to league entry, and career permanence (defined as playing ≥5 seasons and ≥268 games). Using Cox proportional hazards models and multinomial regression analyses, we investigated how birth quartile influenced player career trajectories while controlling for draft position, nationality, anthropometrics, and playing position.



Results: Results revealed that while relatively younger players were significantly underrepresented in the draft, those who were drafted demonstrated superior career trajectories. In standard analyses, Q4 players showed a faster time to enter the NHL after getting drafted (HR = 1.32, 95% CI = 1.15-1.52), and Q3 players showed significantly higher likelihood of achieving permanence (HR = 1.39, 95% CI = 1.10-1.75). When accounting for the September 15 draft cut-off (2005-2024), a “dual disadvantage” was identified within the sample, with Q3 athletes showing the strongest effects, with 61% higher likelihood of achieving permanence (HR = 1.61, 95% CI = 1.27-2.05).



Discussion: These findings support the “underdog hypothesis,” suggesting that relatively younger athletes who overcome systemic disadvantages develop compensatory skills that enhance long-term performance. Future athlete development systems should consider implementing strategies such as bio-banding or “future teams” to better support relatively younger athletes, potentially increasing talent retention across the entire player pool.
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1 Introduction

The process of athlete development is complicated and complex; complicated in the sense that it involves many variables, across multiple domains (e.g., physical, psychological, cognitive, social, and environmental variables), and complex in the sense that these variables interact in a continuous, generally progressive way that advances over time. While researchers are only beginning to understand the web of interactions among these influences, those responsible for the delivery of sport to young athletes are tasked with developing strategies and policies to provide environments that are balanced and equitable for the greatest proportion of athletes. One of the ways in which sport systems have tried to do this is through the use of age-based standards for competition, training, and evaluation. In nearly all sports, it is the norm for athletes to compete against similarly aged peers throughout their development. On the face of it, this approach is reasonable and clearly intended to minimize differences between athletes as they age, mature, and learn. Moreover, it recognizes that the needs of athletes change as they develop (e.g., the requirements to keep a 7-year-old flourishing in a sport are different from those of a 17-year-old). To group athletes based on age, sports typically establish “cut-off” dates or “league ages” (i.e., setting a cut-off date of January 1 for an Under-13 [U13] team, means all athletes must be younger than 13 years as of Jan 1).

In the context of ice hockey, these age-based systems vary considerably depending on the country, and region within the country. In North America, and specifically in ice-hockey, athletes regularly participate in youth organizations until they reach high school, where diverging pathways begin (1). As an athlete progresses through the system, the available pathways become greatly impacted by location. For example, ice hockey players in Ontario, Canada will play at the under 16 AAA level in their age-16 season, leading up to the Ontario Hockey League draft. In contrast, an athlete born in Minnesota, USA, may primarily participate in Minnesota high school hockey at that same age. In both of these systems, there is an age cut-off which determines the minimum and maximum age for athletes to participate in. In Canada, the current standard for youth representative (i.e., rep league) hockey (which includes the highest levels a youth hockey player can participate in) includes athletes born between January 1st and December 31st of the same calendar year eligible to play on the same team.

Despite their prevalence, past research has emphasized several limitations associated with arbitrary cut-off dates as the standard for grouping individuals into cohorts for instruction and learning (2). Maturity-related biases, for example, reflect the tendency for differences in biological maturation between players in the same cohort/team to affect how players perform, and how they are evaluated (3, 4). These biases focus on how differences in rates of biological maturation between individuals affect performance on relevant tasks (e.g., early vs. later maturing players in assessments of speed, power, or endurance) (5).

Relative age biases, on the other hand, focus on how the cut-off dates used to group young athletes into age groups create artificial, but meaningful, divisions between the relatively oldest (those born nearest the date used for grouping) and the relatively youngest (born furthest from this date). The earliest relative age effects were identified in ice hockey by Grondin et al. (6) and Barnsley et al. (7), who found that relatively older players were more likely to be successful compared to relatively younger players. Since these initial studies, similar effects have been noted in many countries and several sports [see (2) for a review]. These effects have been impressively consistent over the past four decades [see (8, 9) for historical examinations of ice hockey and soccer, respectively] and difficult to eliminate (10). Moreover, what appears, on the surface, to be a relatively direct effect of an arbitrary date used for administrative purposes, is actually a multi-faceted series of effects [e.g., (11)] affecting different sports in nuanced ways [see (12, 13)].

Despite over 40 years of research in this area, most work has been rather straight-forward, providing breakdowns of birth rates in elite or highly skilled samples over 6-month (half years) or 3-month (quartiles) categories, compared to estimates of an expected distribution (normally an equal distribution of births across the year). Typical relative age effects show a decrease in the proportion of birthdates as the year progresses, highlighting the advantage of being relatively older in the group. However, maturity-related biases and traditional (i.e., within year) relative age effects are not the only age-related concerns in athlete development. For instance, constituent year effects examine differences between year cohorts in sports where youth are grouped into two-year age bands [e.g., ice hockey; (14)]. Other age-related factors have the potential to influence opportunities for success at different points across the athlete development pathway. For instance, when cut-off dates are not aligned across different systems or levels of competition, or when different policies use different cut-off dates (e.g., when the date used by one country differs from that used by another), age effects can be affected.

Despite these real and perceived advantages for athletes who are relatively older, relatively younger athletes who “survive” the system may also experience success. The phenomena, where athletes with a late birthday not only get selected to the system but survive and thrive, is known as the “underdog effect” (15–17). This effect reflects potential compensatory skills that relatively younger athletes must develop in order to compete and succeed against their relatively older peers, though the relationship between relative age and biological maturation is complex and not always aligned (16, 18, 19). In ice-hockey for example, Gibbs and colleagues (17) demonstrated support for the underdog effect, when examining National Hockey League (NHL) rosters of Canadian-born players from 2000–2009. Specifically, the authors found that a relative age effect was moderate for the average Canadian NHL player but reversed when examining the “most elite” professional players [i.e., All-Star and Olympic Team rosters; (17)]. Similarly, Kelly et al. (20) noted that later-maturing players in professional football academies were four times more likely to achieve senior professional status compared to their earlier-born counterparts.

In addition to categorizing the late maturing individuals as “underdogs,” Hill et al. (16) discussed “the released.” The released are those who struggle with overstimulation, may face injury or burnout, and do not “survive” the system (21, 22). Both of these phenomena may be especially relevant in North American ice hockey, where athletes may be “dually disadvantaged.” This term, adapted from Rubajczyk et al. (23), originally described athletes disadvantaged by multiple factors such as birth date and physical development. In the present context, we use it to describe athletes who face compounded disadvantages from misaligned cut-off dates: they are relatively young throughout youth development (with January 1 cut-offs) and then become the youngest eligible players in their NHL draft selection cohort (with September 15 cut-offs). For example, a player born in early September faces nearly a full year disadvantage in youth hockey and remains among the youngest when eligible for NHL selection.

One way to examine these influences, is to divide the year into four quarters (also called quartiles, i.e., four three-month blocks). This allows for the examination of differences between early, middle, and late quarters relative to a cut-off date. For example, with a cut-off date of January 1, quartile 1 (Q1) would span from January 1 – March 31, Q2 from April 1 – June 30, Q3 from July 1 – September 30, Q4 from October 1 – December 31. Athletes born in the third quartile of the year (between June and September) are younger relative to their age cohort throughout development but are also the youngest within their selection cohort for NHL, where athlete selection cohort cut-offs are currently between September 15 and September 14 of the next year. For example, an ice hockey player born on September 14 would be considered relatively young throughout their youth hockey development, and then further impacted by being the youngest player eligible for selection. At a population level, interestingly, between 2000–2019, the top three months for births in Canada (for those who responded to the survey) were each in Q3, with July being the month with the most births, followed by August, and September (24). While most sport systems recognize the importance of maturation, a deeper understanding of this bias could lead to more balanced long-term player development.

Given these unique challenges faced by relatively younger players in hockey, the present research seeks to explore whether relatively younger NHL draftees show superior career trajectories despite systematic disadvantages compared to their relatively older peers. By analyzing over four decades of NHL draft and career data, we examine whether relatively younger players who overcome selection barriers demonstrate different career trajectories, specifically, whether they enter the league faster and achieve greater career longevity than their relatively older counterparts. Additionally, we investigate how the misalignment between youth hockey and NHL draft eligibility cut-offs affects these patterns, providing a unique lens to understand the multidimensional nature of age effects in athlete development. Finally, we explore the concept of “dually disadvantaged” athletes, examining how those born in Q3 (July-early September) face compounded disadvantages: they remain relatively young throughout youth development with January 1 cutoffs, then continue as the youngest eligible players under the September 15 NHL draft cutoff, creating a unique natural experiment for understanding the “underdog effect” in athlete development.

Collectively, we aim to examine relative age effects in ice hockey from multiple angles, ranging from the consideration of unique developmental circumstances (e.g., do relatively older players enter the league quicker after selection than younger?) to the impact of incongruent cut-offs between developmental and professional systems on career outcomes (e.g., do Q3 athletes who face dual disadvantages achieve different permanence rates than other birth quartiles?)



2 Methods


2.1 Sample description

All athletes drafted to the NHL (n = 10,570 unique male athletes) between the 1980 NHL entry draft, and the 2023/24 NHL entry draft were retrieved from Elite Prospects (25), a third-party hockey data aggregator, and an NHL draft archive website (26). A total of 10,485 unique drafted players from the 1980/81 to 2023/24 NHL seasons were included in the analysis. The sample was comprised of forwards (n = 56.74%), defensemen (n = 33.27%), and goalies (n = 9.99%), with players predominantly from Canada (47.19%), the United States (22.99%), Sweden (7.70%) and Russia (7.12%).



2.2 Data collection and processing

Athlete information retrieval from these two data sources (i.e., the NHL website and Elite Prospects) was done using Python, primarily utilizing the request modules for data extraction and processing (27). From the Elite Prospects website, athlete draft selection information (i.e., overall draft pick, draft round) and season statistics (i.e., the seasons where an athlete played at least one game in, and total games played) were retrieved. From the NHL draft website, each athlete’s anthropometric information (i.e., height and weight) at the time of the draft selection was collected. Body mass index (BMI) was calculated using the athlete's height and weight information. Using an athlete’s selection year and selection number, data from both websites was merged to build the full dataset for our analyses.

In situations where players were selected more than once (n = 85 unique athletes), selection information from the athlete’s second time being drafted was used. The second draft was used under the assumption that the player had decided to re-enter the draft, making their second selection period more reflective of a team’s evaluation of them relative to their professional performance. Given that less than 0.01% of all players were selected more than once, we did not control for secondary selection in any of the analyses performed. Additionally, two players selected in the 1980s were removed due to missing information that could not be retrieved, resulting in a total of 87 selections being removed from the original dataset.



2.3 Variables


2.3.1 Predictor of interest

Birth quartiles: To determine the relative age of each athlete, birth dates were separated into quartiles based on calendar year: January–March (Q1), April–June (Q2), July–September (Q3), October–December (Q4).

Adjusted quartiles: To account for the misalignment between youth hockey cut-off dates (January 1) and NHL draft eligibility cut-offs (September 15), we conducted a secondary analysis using adjusted quartiles. Q3 was redefined as July 1 to September 14, and Q4 as September 15 to December 31. This adjustment was particularly relevant for players drafted from 2005 onward (n = 4,080), following the 2005 NHL collective bargaining agreement.



2.3.2 Outcome measures

Two primary career trajectory outcomes were defined: Time to NHL Entry: Number of seasons elapsed between draft and first NHL game appearance. Players who never entered were right-censored at the 2023/24 season, and Time to NHL Permanence: Number of seasons elapsed between draft and achieving “permanence,” defined as competing in ≥5 NHL seasons across ≥268 regular-season games. The five-season threshold was selected to align with peak performance windows in professional hockey, as prior research indicates NHL players typically reach peak performance between ages 24–26 (28). Given that the median time to NHL entry in our sample was 2 years post-draft, a five-year career would position players squarely within this peak performance window. The 268-game threshold represents the mean number of regular season games played by all NHL players in our dataset. Given the right-skewed distribution of games played, using the mean provides a more conservative threshold than the median, ensuring that “permanent” players have sustained regular participation rather than sporadic appearances across multiple seasons. This created three career outcome groups: “drafted but not entered,” “entered but not permanent,” and “permanent.”



2.3.3 Control variables

Several covariates were included to isolate the effects of birth timing from confounding factors. Anthropometric variables (e.g., height, weight, BMI) were included to control for physical size differences at the time of draft, recognizing that body size may correlate with but does not directly measure biological maturation (19, 29). While these measures cannot capture the timing or tempo of biological development, controlling for physical size helps isolate birth quartile effects from size-related selection advantages. Player position was included given positional differences in developmental trajectories and selection criteria, with positions such as goaltending potentially less susceptible to the physical advantages (30). Nationality was included to help control for heterogeneity in development systems, as international variations in league structures, coaching philosophies, and age cut-offs create different selection environments that may moderate relative age effects (2).



2.3.4 Statistical analysis

All statistical analyses were conducted in R using the survival and nnet packages (31–33). Statistical significance was set at p < 0.05, and 95% confidence intervals (CIs) were reported for all estimated parameters.





3 Results


3.1 Whole sample analysis

Distributions of NHL selections by birth quartile and NHL draft round, and birth quartile, NHL selection round, and NHL entrance status are reported in Figures 1–3 respectively. The average BMI at selection was 25.40 (SD = 1.75).


[image: Bar chart showing the number of players by birth quartile. Quartile 1 has 3,737 players, Quartile 2 has 3,032 players, Quartile 3 has 2,100 players, and Quartile 4 has 1,614 players.]
FIGURE 1
Distribution of players’ birth quartiles (unadjusted). Distribution of players’ birth quartiles, showing an overrepresentation of Q1 births, consistent with the relative age effect in ice hockey.



[image: Grouped bar graph showing the number of players by birth quartile from January to December. Each month has four bars representing Quartiles one to four. Quartile one consistently has the highest number of players each month, especially in months one, two, and four. Quartile four consistently has the lowest number of players. Quartiles two and three vary but generally have moderate numbers. A legend indicates colors: red for Q1, green for Q2, blue for Q3, and purple for Q4. The y-axis shows player numbers ranging from zero to over four hundred.]
FIGURE 2
Distribution of players’ birth quartiles by draft round (unadjusted). Distribution of players’ birth quartiles by draft round, showing a persistent relative age effect across selection rounds.
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FIGURE 3
Distribution of birth quartiles by draft round and NHL entry status (unadjusted). Distribution of players’ birth quartiles by draft round, comparing those who entered the NHL versus those who did not. The relative age effect remains evident across both groups.



3.1.1 Permanence status

Among all drafted players, 4,574 players (43.63%) successfully played at least one NHL game. However, only 1,757 players (16.76%) achieved permanence status. The median time to NHL entry was 2 years (IQR 1-4), while the median time to permanence from draft was 8 years (IQR 6-11).



3.1.2 Time to NHL entry

Cox proportional hazards modeling demonstrated significant effects of birth quartile and draft pick on time to NHL entry (Figure 4). Later-born players exhibited faster entry times, with Q4 players reaching the NHL significantly earlier than Q1 players (HR = 1.32, 95% CI = 1.15–1.52, p < 0.001). However, when controlling for draft rank, the advantage diminished, with significant interaction effects between Q2 and Q3 players and draft rank (p = 0.015, p = 0.002, respectively). This suggests that while later-born players had greater likelihood of playing in the NHL, draft rank remains the strongest determinant of NHL entry timing.


[image: Kaplan-Meier survival plot showing the probability of not entering NHL over 40 years for four quartiles (Q1 to Q4). The probability decreases sharply in the first ten years, then stabilizes. Each quartile is represented by different colored lines: Q1 in red, Q2 in blue, Q3 in purple, and Q4 in black.]
FIGURE 4
Kaplan-Meier curve for probability of not entering the NHL by birth quartile (unadjusted). Kaplan-Meier survival curves for NHL entry by birth quartile, showing the probability of not entering the league over time. Players born in Q1 exhibit a higher likelihood of entry compared to later quartiles.




3.1.3 Time to NHL permanence

The model assessing time to NHL permanence revealed that later-born players, particularly those in Q3 and Q4, were more likely to reach permanence status than athletes born in Q1 (Figure 5). Specifically, athletes in Q3 demonstrated a hazard ratio of 1.39 (95% CI = 1.10–1.75, p < 0.01), and athletes in Q4 demonstrated a hazard ratio of 1.25 (95% CI = 1.02–1.54, p < 0.03). Similar to time to entry, when draft position is accounted for, the strength of these relationships diminished with the hazard ratio for Q3 lowering to 1.00 (95% CI = 0.9976–1.0021, p = 0.90), and the hazard ratio for Q4 reduced to 1.001 (95% CI = 0.9984–1.0032, p = 0.50). A multinomial logistic regression was used as a sensitivity analysis, further supporting these findings. Players with lower draft ranks (higher pick numbers) were disproportionately affected by birth quartile: Q1 and Q2 players were significantly less likely to achieve permanence at lower draft ranks (p < 0.05), whereas Q4 players maintained a higher likelihood of permanence across all draft ranks.


[image: Stacked bar chart showing career progression across four birth quartiles (Q1 to Q4). Each quartile is divided into three parts: Permanent (blue), Not Entered (green), and Entered but Not Permanent (red). Percentages for Q1 to Q4 are as follows: Permanent: 15%, 16%, 18%, 21%; Not Entered: 60%, 58%, 54%, 50%; Entered but Not Permanent: 26%, 26%, 28%, 29%.]
FIGURE 5
Career progression by birth quartile (unadjusted). Career progression percentages by birth quartile, illustrating differences in NHL entry and permanence. Q4 players have the highest rates of permanent NHL careers, consistent with underdog hypothesis.





3.2 Adjusted quartile analysis

The distributions of birth quartiles using the adjusted quartile method can be found in Figure 6. By adjusting quartiles, Q3 athletes represented 14.65% of all selections compared with 20.03% previously, while Q4 athletes represented 20.78% compared with 15.40%, respectively. When using modified quartiles and examining athletes selected in 2005 and beyond (n = 4080), Q3 athletes represented 16.25% of all selections, while Q4 athletes represented 19.92% (Figure 7).
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FIGURE 6
NHL selections from 1980–2024 using adjusted quartiles. Distribution of players’ birth quartiles using adjusted cut-offs (Q3: July 1 – September 14, Q4: September 15 – December 31) for NHL selections from 1980–2024. The relative age effect remains evident, though quartile distributions shift under the adjusted framework.
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FIGURE 7
Distribution of players’ dates of birth quartiles (2005 onwards) by adjusted quartiles. Distribution of players’ birth quartiles (2005 onwards) using adjusted cut-offs, showing continued evidence of the relative age effect in recent NHL selections.


When examining time to entry and time to permanence using the post 2005 draft cohort with adjusted quartiles, Cox proportional hazards modeling found statistically significant effects of birth quartiles in both analyses (see Table 1 for comparison with standard quartile results). Evaluating time to entry showed that athletes selected from Q3 had a HR of 1.24 (95% CI = 1.08–1.42) relative to Q1, while Q4 exhibited nearly identical findings with a HR of 1.24 (95% CI = 1.08–1.40). When evaluating time to permanence using this cohort, Q3 athletes now demonstrated a HR of 1.61 (95% = 1.27–2.05) compared to Q1 athletes, while Q4 athletes demonstrated a HR of 1.24 (95% CI = 0.99–1.56).



TABLE 1 Summary of hazard ratios between standard and adjusted quartile analyses.



	Birth quartile
	Standard quartiles (1980–2024)
	Adjusted quartiles (2005–2024)



	
	Time to entry
	Time to permanence
	Time to entry
	Time to permanence





	Q1 (January–March)
	Reference
	Reference
	Reference
	Reference



	Q2 (April–June)
	0.94 (0.82–1.08)
	1.03 (0.84–1.25)
	1.04 (0.92–1.17)
	1.23 (0.99–1.53)



	Q3 (Jul–September)a
	1.05 (0.89–1.25)
	1.39 (1.10–1.75)**
	1.24 (1.08–1.42)**
	1.61 (1.27–2.05)***



	Q4 (October–December)b
	1.32 (1.15–1.52)***
	1.25 (1.03–1.51)*
	1.24 (1.08–1.40)**
	1.24 (0.99–1.56)




	Values show HR (95% CI). *p < 0.05, **p < 0.01, ***p < 0.001.


	aQ3 in adjusted model = July 1–September 14.


	bQ4 in adjusted model = September 15–December 31.


	All models controlled for draft position, player position, BMI, nationality, and handedness.










4 Discussion

Relative age effects have been examined in ice hockey for over forty years, and despite significant research in this area, these effects persist. What seems clear is that an individual’s relative age is an influential factor in their long-term development, with similar findings seen in ice hockey using wide ranges of outcomes, including advanced analytics (12). Given that previous research has demonstrated that later born ice hockey athletes are equally, or more likely to be, successful at the NHL level (12, 34), and that disproportionate numbers of younger ice hockey players exist on junior hockey rosters (17, 35), RAEs most likely impact athletes prior to playing the highest levels of amateur hockey.

When examining the two different outcomes with respect to RAE: time to entry and time to permanence, in both contexts, results revealed that relatively younger players were more likely to enter earlier than their relatively older peers, and that younger players were more likely to achieve permanence than older athletes in their selection cohort. These effects become even more pronounced in the adjusted quartiles for selections after 2005, where interestingly, Q3 athletes demonstrated the greatest probability of achieving permanence, even when controlling for draft selection. This finding is particularly notable given that these Q3 athletes face a “dual disadvantage” in North American hockey systems. Throughout their youth development, they compete as relatively younger players within the January 1 cut-off system, potentially facing age-related physical and competitive disadvantages. Then, when becoming eligible for NHL selection, they remain among the youngest in their draft cohort due to the September 15 cut-off. For instance, a player born in early September consistently competes as one of the younger athletes throughout youth hockey and continues to be among the youngest when draft-eligible. The notion that these dually disadvantaged athletes not only survive selection, but demonstrate superior career trajectories suggests remarkable resilience and skill development. Despite these findings, the number of adjusted Q3 athletes represent only 16.2% of selections, despite the time period representing just under 21% of the days in the calendar year. Similarly, using adjusted quartiles in the post 2005 cohort, Q4 athletes accounted for 19.9% of selections, while the time period accounted for 29.6% of the calendar year. As previously reported [see (17)], relatively younger athletes playing in leagues scouted by NHL teams may simply be more skilled than their relatively older peers in order to overcome some of the impacts of age. As illustrated in Figure 8, these Q3 athletes who overcome the dual disadvantage of misaligned cut-off dates demonstrate superior career trajectories, supporting the underdog hypothesis.


[image: Flowchart illustrating the pathway to an NHL career. It starts with youth hockey (ages 5-15) and junior/amateur hockey (ages 16-20), both having a January 1 cutoff. Next is the NHL draft at age 18 or older with a September 15 cutoff. The NHL career is divided into NHL entry (median two years) and NHL permanence (five or more seasons). It highlights the relative age effect (RAE) showing a 40% to 15% advantage for players born in the first quarter over the fourth quarter and an underdog effect indicating a third and fourth quarter advantage. Hazard ratios for NHL career are 1.32 for Q4 and 1.39 for Q3.]
FIGURE 8
Conceptual framework of relative age effects across NHL development stages. This framework illustrates how relative age effects operate across developmental stages in ice hockey. The misalignment between youth hockey cut-off dates (January 1) and NHL draft eligibility (September 15) creates a dual disadvantage for Q3 athletes. Despite underrepresentation at draft, relatively younger players (Q3/Q4) who survive selection barriers demonstrate faster NHL entry and higher likelihood of achieving career permanence, supporting the underdog hypothesis.


The exceptional performance of Q3 athletes in our study aligns with previous research suggesting these players possess compensatory skills. Despite being underrepresented in elite junior leagues that comprise the Canadian Major Junior Hockey League, including only 18.6%, 20.1%, and 16.7% of rosters in the Western Hockey League (WHL), Ontario Hockey League (OHL), and Quebec Maritimes Junior Hockey League (QMJHL) respectively, Q3 players who reach these levels demonstrate superior scoring ability compared to their relatively older peers (30). This pattern suggests that to overcome systematic age-related disadvantages throughout development, Q3 athletes must possess exceptional skill levels that ultimately translate into the faster NHL entry times and higher permanence rates observed in our data. Such findings provide strong empirical support for the underdog hypothesis, wherein the selection pressures faced by relatively younger players create a cohort of exceptionally talented survivors.

Time to permanence is likely impacted by a number of factors related to the athlete themselves, their playing pathway, and the team selecting the athlete. For example, an athlete selected at age 18 who has decided to play collegiate hockey in the National Collegiate Athletic Association (NCAA) may have a longer pathway to both enter the NHL and achieve permanence, given that they may choose to play collegiate hockey for four years. This pathway is notably different from an athlete playing in the Canadian Hockey League, who could only remain in amateur hockey until age 21, and until recently, could not play collegiate hockey in the NCAA. Despite these differing pathways, it is likely that athletes with the greatest ability would both enter and achieve permanence in the NHL quicker. This can be seen in both models presented in this paper, as the impact of relative age effects decreases when accounting for draft position (36).

This type of investigation offers a unique lens to examining the effects of age and player progression in the system. Given that relatively younger athletes appear to be equally or more successful then their relatively older peers, scouts and other stakeholders involved in selection may wish to adjust their approach to assessment, evaluation, and selection. It is possible that younger players who have successfully reached elite levels possess some type of compensatory factor (e.g., resilience, superior technical or tactical skill) that has allowed them to overcome the disadvantages of their birth timing. That said, more information would be valuable to learn about these relatively younger athletes in the sample, for instance, what systems they were in after they were drafted (e.g., how, where, and for how long athletes are called up, or sent down into the “farm” systems, etc.) as these can help shape the trajectory of the athlete’s career.

Importantly, there are several implications of this work. Perhaps most notably, this study focused on different elements of selection at the NHL level, but it is clear that the largest area in which RAE research should be considered is at the grassroots level. With Q3 and Q4 ice hockey athletes remaining a relatively small sample compared with their older peers at the level of NHL selection, efforts to better support younger athletes could have a range of benefits. Some of these solutions are not resource intensive, and include concepts such as bio-banding, which focuses on classifying athletes based on biological maturity rather than age alone (37, 38). Another method of accounting for better inclusion of relatively younger athletes (and thus more likely to be late maturing) is the use of “future teams” (39). Future teams are national level teams which select late maturing youth athletes (e.g., an U16 team that features athletes with physical profiles more similar to that of a U15 group), with the goal of retaining these athletes at the national level and providing them with access to better training, competition, and coaching (39). Future teams offer one form of athlete retention which may benefit athletes at the national level; however, this may be difficult to apply in some contexts (e.g., North American settings) where amateur teams are organized and administrated outside the control of a central national sport governing body.


4.1 Limitations

Despite what this investigation has to offer the sport and research community, it has limitations worth noting. First, our dataset only includes athletes who were actually drafted to the NHL, creating a selection bias that does not capture the full extent of relative age effects among all youth hockey players, particularly those who may have dropped out of competitive hockey before reaching draft eligibility. Second, while we controlled for anthropometric measures (height, weight, BMI) at draft, these variables represent physical size rather than biological maturation status. Without direct measures of maturation such as peak height velocity or skeletal age (5), we cannot make definitive claims about maturational differences between birth quartiles. Indeed, research in other sports has shown that some relatively younger athletes may be early maturing, potentially compensating for chronological age disadvantages (19, 29). Future research incorporating actual maturation assessments would provide more complete understanding of how biological development interacts with relative age effects.

A third limitation is that our analysis does not account for variations in the development systems and league structures across different countries, which may influence how relative age effects manifest and impact player development trajectories before reaching the NHL draft. Finally, while we examined time to entry and permanence, we did not analyze specific performance metrics or playing styles that might differ between relatively older and younger players, which could provide further insights into how these athletes adapt and succeed despite age-related disadvantages.

Additionally, we acknowledge that this analysis provides an incomplete picture of athlete performance and development. Performance-based outcomes such as scoring statistics, time on ice, and advanced metrics (e.g., Corsi numbers, expected goals) could provide valuable insights into how relative age affects on-ice performance at multiple career stages. As noted by Baker, Johnston, and Wattie (40), this means we capture only those who “survived” the development system, missing the potentially larger population of relatively younger athletes who were released from competitive hockey earlier. Finally, this dataset contained only men’s hockey players, limiting our ability to generalize findings across genders and missing the opportunity to compare relative age effects between men’s and women’s professional hockey development pathways.



4.2 Future directions

Future work could benefit from incorporating longitudinal tracking of players from youth hockey through to professional leagues, analyzing not just career outcomes but also the developmental pathways, playing styles, and specific skills that relatively younger players develop to overcome systemic disadvantages in the selection process.

To address the selection bias inherent in examining only drafted players, future studies can implement population-based cohort designs that capture complete age cohorts from youth hockey entry through draft eligibility, documenting attrition patterns and exit points for relatively younger athletes. This would require partnerships with national hockey federations to access comprehensive registration data across developmental stages.

International comparative research examining how structural variations in development systems moderate relative age effects could provide crucial insights. Different countries employ varying age cut-off dates, league structures, and player development models’systematic comparison of these approaches would identify which organizational features best support relatively younger athletes’ development and retention.

The integration of performance analytics represents another critical avenue. Future research should incorporate advanced metrics (e.g., expected goals, Corsi, zone entries, passing efficiency) and player tracking data to examine whether successful relatively younger players exhibit distinct performance profiles or compensatory advantages. Time-series analyses of these metrics could reveal how playing styles evolve across career stages and whether early disadvantages translate into later advantages in specific performance domains.

Finally, extending this analytical framework to women’s professional hockey would address current gender limitations and test the generalizability of findings. Given potential differences in maturation rates, competitive structures, and career opportunities between men’s and women’s hockey, comparative analyses could yield important theoretical and practical insights for developing more equitable talent development systems across all levels of the sport.




5 Conclusion

Relative age effects in ice hockey have been extensively studied, and while new research continues to extend these effects, the overall pattern of results has been highly consistent over 40 years. Until systemic level change is adequately implemented at the grassroots level, relatively younger athletes will remain underrepresented. Athletes who are relatively younger (whether true Q4, or adjusted quartile Q3/Q4 as we discuss) will likely succeed due to having already survived the systemic barriers they encountered. Overall, using new outcomes and modified cut-offs, we identified findings that further support the extensive research on this topic indicating that relatively younger athletes are underrepresented, but are equally or more successful than their relatively older peers. Future research should prioritize how grassroot and amateur ice hockey systems can allow for better developmental opportunities for relatively younger and less biologically mature athletes.
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21 (256%) 20 (24.4%) 21 (25.6%) 20 (24.4%)
28 (28.3%) 26 (26.3%) 25 (25.3%) 20 (20.2%)
24 (30.0%) 19 (23.8%) 19 (23.8%) 18 (225%)
Frauen-Bundesliga 12 (27.9%) 16 (37.2%) 7 (16.3%) 8 (18.6%)
21 (22.8%) 30 (32.6%) 15 (16.3%) 26 (28.3%)
31 (25%) 32 (25.8%) 36 (29%) 25 (20.2%)
15 (22.7%) 14 (21.2%) 19 (28.8%) 18 (27.3%)
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Age group | Playing position 2| Q3| Q4| (vEScan Q1 vs.Q4 C 2 4 | x2 v, Es cat) Q1vs. Q4 2 ! Q1vs.Q4

All competition level Lower competition level High competition level
England | Under 17 | Al players 655 | 403 | 218209 [ 169 | 864 021, M) | 24(17,32) | 345|391 | 188 | 223|197 3776"* (019,M) | 20(13,30) |310 | 416 | 252|194 | 139 | 5321 024, M) | 30(19,48)
Goalkeepers 72 [417]181 264 139 130 (025, M) | 30(14,63) | 48 | 354|229 271 | 146 | 433017, 24(10,62) | 24 [512] 83 250125 1233 4L L) | 43(12,158)

Defenders 208|404 [ 231197 [ 168 | 27.88** 021, M) | 24 (15,38) | 111|387 | 207 | 180|225 | 1154 (019, M) | 17(10,3.1) | 97 | 423 258 | 216 | 103 | 20.63** 027, M) | 4.1(19,88)
Midfielders 209 | 411|206 201 | 182 | 20.48** (022, M) | 23 (15,35) | 104|394 | 144|250 212] 1392 (021, M) | 19(10,34) | 105 | 429|267 | 152 | 152 | 21.73** 026, M) | 28(15,54)

Forwards 166 | 386 | 235 | 211169 | 1757 019, M) | 23(14,37) | 82 [ 415195220 [ 17.01 1200 022, M) | 24(12,49) | 84 | 357274 [ 202167 | 704 017,5) | 21(11,43)

Under 19 | All players 561|358 | 216 | 221 [205| 3597+ (0.15,5) | 17(13,24) | 303|327 | 221|221 (251 957°(010,5) | 14(09,22) | 258395209 221174 | 3006"* 020, M) | 23 (14,37
Goalkeepers 68 353206 221221 388(014,5) 16 08,32) | 52 [288 212231 | 269 077 007, 9) 11(05,24) | 16 | 563 | 188 | 188 | 63 | 400 (029, M) | 90(1.1,729)

Defenders 181370 | 185|250 [ 196 | 1583 017,8) | 19(12,30) | 90 | 333211256 |200| 3910125 17(09,33) | 94 | 404 | 160 | 245 | 191 | 1308* (022, M) | 21 (11,40
Midfielders 166 | 331 | 265199205 | 757 (012,5) | 16(10,26) | 90 | 300233 178|289 339 (0115 10 (06,20) | 76 | 368|303 | 224|105 | 1168 (023, M) | 35(15,82)

Forwards 143 | 378203210 [ 210 | 1236 (017,5) | 18(1.1,30) | 71 |380[225[225 169 | 694018, M) | 23(1.1,48) | 72 | 375|181 194|250 | 678 (018, M) 15 (08,3.0)

Under 21| Al players 376 | 327199215 [ 258 3127+ (017,5) | 13(09,18) | 192349 167 203|281 1529 (0.16,5) | 12(07,21) | 184|304 | 234 | 228|234 | 291(007.5) 13 (07, 23)
Goalkeepers 431302233140 326 | 355(0107,5) | 09(04,21) | 31 [290 194129387 463022, M) | 08(03,19) | 12 | 333|333 167167 133 (019, M) | 20(04,11.4)

Defenders 140 (350 [ 17.1| 250 229|931 (045,8) | 15(09,26) | 73 |312 151 219|288 617 (017,9) 12(06,24) | 67 | 358194284 | 164 | 618 (0.18,M) 2210, 49)
Midfielders 104298260 (212231 177 008,5) 1307,23) | 47 [362[ 191 234|213 3250159 17(07,41) | 57 | 246|316 193 246 | 179010, 10 04, 23)

Forwards, 89 [337[157 202|303 | 768 017,5) 1106,20) | 41 [390]146 195|268 570(022M) | 15(0634) | 48 292167208333 | 333 (015,5) 09 (04,20)

Senior Al players 219|311 [ 178210 [ 300 | 1840° (017,5) | 1006, 17) | 112|348 | 17 | 188295 986" (0.17,5) | 12(06,24) | 107 | 27.1| 187 | 234 | 308 | 344 (010,5) | 09 (04, 18)
Goalkeepers 27 (259|333 [185 | 22| 1.29(013,5) 1204,37) | 20 [250 400100250 360024, M) | 10(03,39) | 7 [286]143[429[143| 025011,5) | 20(02,236)

Defenders 76 | 303145237 316 558 (016,5) 1005,19) | 36 [417 111167306 | 822028, M) | 14(0536) | 40 | 200]175|300 325 260 0.15,5) 06 (02,18)
Midfielders 55 364182 145 309 | 693 (020,5) 12(05,25) | 25 [400[120 200|280 450 (024, M) | 14(05,44) | 30 333233 ]100[333] 425022, M) 10 04, 28)

Forwards 61 295|148 246|311 407(0155) | 09(04,20) | 31 | 290129 258|323 | 263 (0179 09(03,26) | 30 | 300 167 | 233|300 | 150 (0.13,5) 10 03,3.0)

France | Under 17 | All players 617 | 490 | 255175 | 80 | 237.90™ (035,1) | 61 (42,88) | 335|507 | 230 [ 179 | 84 | 13282 (036,1) | 6.1(37,100) | 312 | 471 | 282170 | 7.7 | 10772034, 1) | 61(36,104)
Goalkeepers 74 [ 541203203 54 | 3674* (041, 1) | 100 (35,286) | 53 | 509 | 245 189 | 57 | 2346'™ (038,1) | 90(26,309) | 21 [619] 95 | 238 | 48 | 1780 053, 1) | 130(17,101.8)
Defenders 225 | 498|262 133 | 107 | 8652 (036,1) | 47 (29,76) | 125 | 504 | 248 | 128|120 | 4855 (036, 1) | 42(22,800) | 100 | 490 | 280 | 140 | 90 | 3848 (036,1) | 54(25,118)
Midfielders 192510245193 52 | 8471%* (038,1) | 98(49,195) | 86 | 57.0 | 209 198 | 23 | 53.18°* (045, 1) | 245 (58,1043) | 106 | 462 | 274 [ 189 | 75 | 3326 032,1) | 61(27,138)

Forwards, 156 | 429282199 90 | 38417 029, M) | 48(26,89) | 71 437 211239 | 113 [ 1550 027, M) | 39.(17,90) | 85 [424 341 [165[ 7.1 | 2681 0321) | 60(24,150

Under 19| All players 602 | 417 282 | 188 | 113 [ 12380 (026, M) | 37 (26,52) | 318 | 447 | 280 173|101 | 8568 (030,L) | 44 (27,73) | 284384 | 285|204 | 127 | 4138022, M) | 30(18,50)
Goalkeepers 60 | 450|250 [ 183 | 117 | 1493%* (029, M) | 39 (16,9.1) | 40 [450 250200100 104029, M) | 45(15140) | 20 [450 250 [ 150 [150| 480 (028, M) | 30(08,115)

Defenders 199 | 427302156 | 116 | 830" (028, M) | 37 (22,62) | 114|447 307|158 | 88 | 3455 0321) | 51(24,108) | 85 | 400294 [ 153|153 | 1490 024, M) | 26 (13,54)
Midfielders 190 [ 400|263 [ 211126 | 2970023, M) | 32(19,53) | 89 [449 247180 | 124 2186029, M) | 36(17,77) | 101356277 [238[129] 1100 019, M) | 28(14,57)

Forwards 153 [ 412294203 | 92 | 3418 027, M) | 454,84) | 75 [441[293[173[ 93 | 202603, 1) | 47(20,114) | 78 | 385295231 90 | 1410 (025 M) | 43(18,104)

Under 21 | All players 472|358 | 27.1 | 216 [ 155 | 4220 (017,5) | 23 (16,34) | 266 | 372 | 263 | 184 | 180 | 2564°* (018, M) | 21 (13,33) | 206 | 340 | 282 | 257 | 121 | 2096 (0.18,M) | 28 (15,5.1)
Goalkeepers 52 (404269 135192 846" (023, M) | 21(09,47) | 42 | 357|286 119|238 | 491(020,M) | 15(06,36) | 10 [600| 0 [200(200| 0670155 | 30(06,156)

Defenders 161|366 261199 [17.4 | 1433 017,8) | 213,35 | 96 | 427 [240[ 146188 1775 025, M) | 23 (12,45 | 65 | 277292277 [154| 331(013,9) 18 (08,43)
Midfielders 136 | 338250 265 [ 147 | 1012 (016,5) | 23(13,41) | 66 | 318 | 258 | 227197 212(010,5) 16(07,36) | 70 | 357 | 243|300 | 100 | 1000° 022, M) | 36 (14,90

Forwards. 123|350 309 [ 220 [ 122 1500 (020, M) | 29(1554) | 62 |355[290[242 | 113| 763 (020,M) | 31(12,80) | 61 | 344 (328197 131 793 (02L, M) | 26 (11,65

Senior Al players 189 | 265 | 217296 | 222|320 (008,5) 12(07,21) | 95 [263 242 295[200] 179 008, 5) 11(05,24) | 94| 266|190 | 298 | 245 |  225(0.09,5) 11 (05, 2.4)
Goalkeepers 14214286286 (214 0250085 10 02,52) | 10 [ 200300 400|100 033 010,5) 05(00,59) | 4 [250(250[ 00 500  000(0,T) 05 (00, 59)

Defenders 70 [229]17.1 343 257 4220145 | 09(04,19) | 40 | 200|225 325|250 | 140011 ) 10(03,3.0) |30 267 10 |367 267 | 425 022, M) 10 03, 3.1)
Midfielders 62|37 194242194 513(017,5) 1909,43) | 26 [462192 192|154 600028, M) | 14(0540) | 36 | 306|194 | 278222 111 (010,5) 14 (05, 4.0)

Forwards, 43186 302302209 191(012,5) | 09(03,25 | 19 [ 158316 316|211 140 016,5) 10(03,39) | 24| 208292292208 067 (0.10,5) 10 03,39

Germany | Under 17| All players 695 | 502|285 | 144 | 69 | 327.80* (040, 1) | 7.3 (50,105) | 368 | 486 | 285 | 149 | 79 | 14213 (036,1) | 62 (38,100) | 327|520 | 284 | 138 | 58 | 161.01** (041, 1) | 89 (5.1,157)
Goalkeepers 70 | 586286 | 57 | 7.1 | 4989% (049, 1) | 82(32,213) | 46 | 609 | 239 | 87 | 65 | 3350"* (049, 1) | 93 (27,320) | 24 |542[375 | 00 | 83 | 1833 (050,1) | 65 (14,29.8)
Defenders 227498295137 | 70 | 9812 (038,1) | 7.1 (40, 125) | 120 | 483 | 275 | 133 | 108 | 42.60° (034, 1) | 45(23,88) | 107 | 514 | 318 | 140 | 28 | 5752 (042, 1) | 183 (55, 61.1)
Midfielders 235 | 489294149 | 68 | 9595 (037,1) | 72(41,127) | 118 | 475 | 314 | 144 | 68 | 4593 (036,1) | 7.0 (3.1,156) | 117 | 504 | 27.4 | 154 | 68 | 5072+ (038,1) | 7.4 (33,165)

Forwards, 163 [ 49.1| 258|184 67 | 6202+ (036,1) | 73 (37,142) | 84 | 440|286 214 | 60 | 2524 (032, 1) | 74 (28,198) | 79 | 544228 [ 152 76 | 3965 041, 1) | 7.2(29,17.8)

Under 19 | Al players 83| 432[ 264|196 [ 108 | 3464 (037,1) | 40(29,55) | 435 | 411|285 193 | 110 | 8689°* (026, M) | 37 (25,56) | 398 | 455 | 24.1 | 198 | 106 | 103.82°* (029, M) | 4.3 (28,67)
Goalkeepers 91 | 440|330 154 | 7.7 | 2935 (035, 1) | 57 (25,132) | 57 491208123 | 88 | 2395 (037, 1) | 56 (20,153) | 34 | 353 | 382|206 | 59 | 867° 029, M) | 60(13,27.8)

Defenders 276 | 428 | 261 210 | 10.1 | 6104 027, M) | 42(26,67) | 149|376 | 282|235 107 2246" (022, M) | 35(18,67) | 127 | 488 | 236 | 181 94 | 4328 (034,1) | 52(26,104)
Midfielders 258 | 419279190 | 112 | 53.08** 026, M) | 37(23,59) | 130|392 | 315|185 108 25.15° (025, M) | 36(19,7.2) | 128 | 445 242195 | 117 | 3013** (028, M) | 38 (20,7.3)

Forwards 208 | 452 [ 221202 [ 125 | 4954 (028, M) | 36(22,59) | 99 | 444 | 242 | 182|131 2220° (027, M) | 34 (17,68) | 109 | 459 | 202|220 | 119 | 2811 029, M) | 38(19,7.7)

Under 21| All players 436 | 362 | 268 | 222 | 147 | 4200°* (018, M) | 25(1.7,36) | 219 | 311 | 283 | 247 | 160 | 1125 (013,5) | 19 (11,34) | 217 | 415 253 | 198 | 134 | 3783 (024, M) | 3.1 (18,55)
Goalkeepers 45 267333222178 245 0.13,5) 1506,38) | 27 [222] 296 259 [ 222] 043007, 5) 10(03,33) | 18 | 333|389 167 | 111| 360 026, M) | 30 (06,156)

Defenders 153340 | 30.0 | 216 [ 144 | 1424 (018, M) | 24(14,40) | 71 282310 225|183 272011,9) 15(07,34) | 82| 390293207 110 | 1381 (024, M) | 36(15,82)
Midfielders 142 | 387275 | 210 [ 127 2028°% (022, M) | 3.1 (17,55) | 74 | 338 311 [ 257 95 | 1032 (022, M) | 36(14,90) | 68 | 441|235 162 | 162 | 1424 (026, M) | 27(12,6)

Forwards 96 | 406 | 17.7 250 | 167 | 1408 (022, M) | 24(13,46) | 47 [362]191 255|190 358 (0165 19.(08,46) | 49 | 449|163 245 | 143 | 1175 (028, M) | 3.1(12,8)

Senior Al players 200|300 | 240265 [195] 570 0.10,5) 1509,27) | 101]257 228317 [198] 316 010,9) 13(06,29) | 9 |343[253 212 192] 53200139 18 (08, 3.9)
Goalkeepers 18 (278389222111 2800239 | 25(05,135) | 13 [ 231|385 308| 77 | 083(045,5) | 30(03,309) | 5 |400[400| 00 |200| 250 (041L,1) | 20(02,236)
Defenders 68 1250294265191 153 (009,5) 13(06,30) | 37 [ 216297 | 324|162 256 (015,5) 13(04,44) | 31 | 290290194 | 226 | 088 (0.10,5) 13 (04, 4.0)
Midfielders 70 [ 343214 243 200 340 013,5) 17(08,37) | 32 | 281156 | 313|250 | 175 (014,5) 11(04,34) | 38 | 395|263 | 184 | 158 | 500 (021, M) 25(08,75)

Forwards 44318 136318227 400 017,5) 14.06,35) | 19 [316105 316|263 220(020M) | 12(03,45) | 25 320160320200 217 017,5) 16 (05,56

Italy Under 17 | Al players 539 | 475|286 165 | 74 | 17970 (033, 1) | 64 (43,95) 282|472 | 245|213 | 7.0 [ 9254 (033,1) | 67 (37, 118) | 257 | 479|331 | 113 | 7.8 | 11067 (038, 1) | 62(34,110)
Goalkeepers 57 [ 474 246 | 210 | 70 | 1950 (034,1) | 68(23,197) | 39 | 436 | 230 | 282 51 | 1150"* (031, 1) | 85(19380) | 18 | 556 | 27.8 | 56 | 11| 1000° (043, 1) | 50(1.1,236)
Defenders 179 (455|330 [ 123 95 | 6233+ (034,1) | 48(27,84) | 87 | 414333161 | 92 | 2295 (03,1) | 45(20,103) | 92 | 489326 | 87 | 9.8 | 4148' (039, 1) | 50(23,109)
Midfielders 172500 | 250 [ 186 | 64 | 6963+ (037,1) | 78(40,152) | 88 | 545 159250 | 45 | 4836"* (043, 1) | 120 (41,349) | 84 | 452345 [ 119 ] 83 | 31.90° (036, 1) | 54(23,129)

Forwards 131473290176 | 61 | 4821 (035,1) | 78 (36,167) | 68 | 47.1 | 250 | 191 | 88 | 2129°* (032,1) | 53 (21,135) | 63 | 47.6 | 333 | 159 | 32 | 2831"** (039, 1) | 150 (35, 649)

Under 19 | All players 670 | 388 | 269 | 216 [ 127 [ 11330 (024, M) | 31 (22,43) | 378370 | 27.2| 222135 43.64°* (020, M) | 27 (18,42) | 292 411|264 | 209 | 116 | 5329"* (025, M) | 35 (21,58)
Goalkeepers 65 | 43| 292|185 | 92 | 1681°* (029,M) | 47 (19,116) | 43 | 37.2 349 | 186 | 93 | 9.00° (026, M) | 40(13,126) | 22 | 545|182 | 182 9.1 | 1000° (039,1) | 60(13,27.8)

Defenders 236 | 386 | 280 [ 19.1 | 144 | 3210 021, M) | 27(17,42) | 125|432 | 208 | 216 | 144 2384° (025, M) | 30 (16,56) | 111 | 333 | 360 | 162 | 144 | 1675 022, M) | 23 (12,45)
Midfielders 206 | 432[ 243199 | 126 | 4173 026, M) | 34 (21,56) | 118 398 | 254 | 186|161 1580 021, M) | 25(13,46) | 88 | 477|227 | 216 | 80 | 2900™* 033, 1) | 60 (25,143)

Forwards 163|319 | 276 | 288 117 | 1602 018, M) | 27 (15,48) | 92 | 250 348293 [ 109 | 1157 02, M) | 23(10,52) | 71 | 408 183 | 282|127 | 1283** (025, M) | 32(14,7.3)

Under 21| All players 468 | 368 | 271212150 | 48.00°* (0.18,M) | 25(17,36) | 249|353 | 28.1 | 217149 23.05° (018, M) | 24 (14,40) | 219384 | 260 | 205 | 151 | 2598 (02, M) 25 (15, 44)
Goalkeepers 50 [ 460200 180 160 | 1154 (028, M) | 29(12,67) | 36 | 417222194 167 | 556 (023, M) | 25(09,69) | 14 |57.0[143 | 143 | 143 | 250 024, M) | 40(08,197)
Defenders 179 307|307 [ 212173 989 (014,5) | 18(11,30) | 104|317 279269 | 135| 792°(016,5) | 24(11,49) | 75 | 293|347 [ 133 [ 227 753 018 M) | 13(06,27)
Midfielders 129 411|287 [ 186 | 116 | 2559 (026, M) | 35(19,66) | 66 | 37.9 318 182|121 1094° 024, M) | 31(13,76) | 63 | 444254 | 190111 1506* 028, M) | 40 (1.6, 10)

Forwards 110 373 | 227|255 [ 145 | 1150 (019, M) | 26 (14,48) | 43 |319 279163 |209| 336 (016,5) 17(07,41) | 67 | 388|194 | 313 | 104 | 1255 (025, M) | 37 (15,93)

Senior Al players 273 | 311|267 245 | 176 | 53.60° (0.26,5) | 18(1.0,30) | 139309 |302|216[173 | 7.0 013,5) 18(09,36) | 134313231276 179 |  535(012,5) 18 (09, 3.5)
Goalkeepers 3 [e35[174 a7 4170259 20(06,63) | 16 313188250250 | 000 (000, T) 13(03,52) | 7 714|143 00 [143| 325039.1) | 50(05461)
Defenders 91 297 297|187 220 335 011,5) 14(07,27) | 45 [ 289378 133|200 627022, M) | 14(05,40) | 46 | 304217239239 083 (008, S) 13 (05,3.4)
Midfielders 79 [ 304316 | 266 114 815 (019,5) | 27(11,63) | 39 | 333308205 |154| 330(017,5) 22(07,66) | 40 | 275325 |325[ 75 | 68024, M) 37(09,148)

Forwards 80 1300213313175 430 0.13,5) 17 08,37) | 39 [ 308256 308|128 330017, 9) 24(07.79) | 41 [23]171 317 [220] 230149 13 (05,37

Spain | Under 17 | All players 518 | 500 | 290 | 142 | 68 | 217.50™ (036, 1) | 7.4 (49, 11.1) | 297 | 532 | 300 | 1.1 | 57 | 165.01°** (043, 1) | 93 (5.1,169) | 251 | 462 | 279 | 179 | 80 | 7986 (033, 1) | 58(3.2,105)
Goalkeepers 64| 422359141 78 | 2125+ (035, 1) | 54(20,144) | 49 [408]367 | 143 | 82 | 1575 (033,1) | 50(16,153) | 15 [467 333 [ 133 ] 67 | 515 (034,1) | 7.0(08,582)
Defenders 193|523 | 306 | 140 | 3.1 | 10698"* (043, 1) | 168 (7.2,395) | 104 | 57.7 | 269 | 125 | 29 | 7146"* (0.48,1) | 200 (60,665) | 89 | 461 | 348 | 157 | 34 | 3941°* (038, 1) | 137 (41, 460)
Midfielders 156 | 538|237 [ 147 77 | 7728+ 041, 1) | 70 (7,133) | 78 | 590 [282] 7.7 | 51 | 5660** (049, 1) | 115(39,335) | 78 | 487192 218103 25.00°% 033, 1) | 48(21,108)

Forwards 135 | 459296 141 [ 100 4250°* (032,1) | 44 (24,82) | 66 | 485|318 106 | 91 | 2718 (037, 1) | 53 (21,135) | 69 | 435|275 174 | 116 | 1641 (028, M) | 38(16,87)

Under 19 | All players 527 | 417 269 | 203 | 110 10220 (025, M) | 38 (26,55) | 285 | 386 | 284 | 207 | 123 43.01°% (022, M) | 31 (19,52) | 242 455 | 252 | 198 | 9.5 | 6580 (030,1) | 48 (27,85)
Goalkeepers 52 192365 | 288 154 569 (019, M) | 13(05,33) | 35 | 200|370 | 286 | 143 | 411 (020,M) | 14(04,46) | 17 | 176|353 | 294|176 | 013 (005, T) 10 (02,51)

Defenders 194|500 284 [ 139 | 77 | 8122 (037, 1) | 65(36,117) | 103 | 466 [ 29.1 [ 146 | 97 | 3373 033, 1) | 48(23,102) | 91 | 538|275 132 55 | 4891** (042,1) | 98(37.26)
Midfielders 149 | 416 | 228|228 128 2614 024, M) | 33(19,57) | 78 | 449|231 192|128 1770 (028, M) | 35(16,76) | 71 | 380 225 | 268|127 928" 02, M) | 30(13,68)

Forwards, 132386 | 258|235 12| 1873% 022, M) | 32(17,58) | 69 | 290290275 | 145| 418 (0145 20(09,46) | 63 [492]222] 19 [ 95 | 2156 034, 1) | 522 15.0)

Under 21 | All players 385 | 39 | 249205 156 | 5420% (022, M) | 25(17,37) | 214|393 | 206 | 21 | 192] 23.15° (019, M) | 20(12,35) | 171 | 386 | 304 | 199 | 111 | 2947 (024, M) | 35 (18,67)
Goalkeepers 36 [ 194389 222194 3780195 1003,29) | 21 [238]333 286|143 180 017,9) 17(04,73) | 15 | 133467 133267 | 063 (012,5) 05 (0.1, 28)

Defenders 14293190 [ 197 120 | 46174 (033,1) | 41(23,74) | 84 | 476 | 167 | 179 | 179 | 2295 (030,1) | 27(13,54) | 58 | 517 | 224 | 224 | 34 | 2680°* (039,1) | 150 (3.4,66)
Midfielders 116|371 | 267198164 | 1159 (018, M) | 23(12,41) | 56 | 393196214 [ 196| 614019, M) | 20(09,45) | 60 | 350 333 [ 183133 840° 022 M) | 26(11,65)

Forwards 91 330 | 264220187 413 (012,5) 18(09,54) | 5 | 321226 226|226 146 (010,5) 14(06,33) | 38 | 342316211 | 132 | 420 019, M) 26 (09,78)

Senior Al players 232345267 | 203|185 2830 (020,8) | 19(1.1,32) | 116|379 | 267 | 164 | 190 [ 1305** (019, M) | 20 (10,41) | 116 | 310 | 267 [ 241 | 181 407 011, §) 17 (08, 36)
Goalkeepers 23 [174]261 174 391 283 (020,5) | 04(01,15) | 16 | 188|250 | 188|375 | 025 (007,5) 05(01,22) | 7 | 143286143429 025(011,5) 03 (00, 3.4)

Defenders 77 [ 416247 182156 | 1279% (024,5) | 27(12,58) | 37 | 351|324 108|216 | 567 (023,M) | 16(06,46) | 40 [475[17.5 250 [ 100 | 1260 (032, 1) | 48(14,16.1)
Midfielders 691362319203 | 116 1053 (023,5) | 31(13,76) | 34 | 500265 176 | 59 | 1356' (036, 1) | 85(1.8,409) | 35 | 229 371|229 171 | 300 017,5) 13 (04, 44)

Forwards 63302 238|238 222  091(007.5) 1406,30) | 29 [379]207] 207|207 ] 271018, M) | 18(06,58) | 34 [235[265|265[235] 022005 T) 10 03, 3.1)

Q1 first quartile percentage: Q2, second quartile percentage; Q3, third quartile percentage; G4, fourth quartile percentage: »?, chi-square value; V, Cramer's V effect size; effect size category: T, trivial = V < 0.06; S, small = 0.06 <V < 0.17; M,
medium = 017 <V<0.29; L, large = V> 0.29; OR, odds ratio and 95% confidence intervals (95% Clj; Q1 vs. Q4, first versus the last quartile.
%5<0.05, *p<0.01 ***p<0.001.
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Low/negative perception of soccer specific skills

Average/neutral perception of soccer specific skills
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Increasing confidence/skill level
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Family motives
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Variable 90% ClI
SelCamp | Count n=783 n=620 n=487 369 n=2259
(34.66%) (27.45%) (2156%) (1633%)
APHV [years] 1207 [ 038 | 1210 [ 038 | 1199 | 037 | 1191 [ 039 | 1207 | 039 | 4998 | <001 | 06 | [05, 08]
Maturity offset [years] | 284 | 038 | 266 | 038 | 253 | 037 | 236 | 040 | 264 | 042 | 14937 | <001 | 17 | [14,.19]
NomCamp | Count n=176 n=13 n=113 n=74 n=498
(35.34%) 27.11%) (2269%) (14.86%)
APHV [years] 1204 | 039 | 1196 | 036 | 1187 | 036 | 1181 [ 042 | 1195 | 039 | 827 | <001 | 05 | [02 08]
Maturity offset [years] | 297 | 039 | 281 | 037 | 265 | 036 | 245 | 043 | 278 | 042 | 3730 | <001 | 19 | [13, 23]

APHYV = age at peak height velocity; NomCamp = National Talent Nomination Camp of the German Handball Federation; Q = birth quarter; SelCamp = National Talent Selection Camp of the
German Handball Federation
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Variable 2 | 90% CI

SelCamp | Count =888 =640 n=486 n=326 n=2340
(37.95%) (27.35%) (2077%) (1393%)
APHV [years] 1324 | 055 | 1307 [ 053 | 1307 | 055 | 1303 | 054 | 136 | 055 | 179 | <001 | 02 | [01,03]
Maturity offset [years] | 278 | 055 | 260 | 053 | 244 | 056 | 224 | 053 | 258 | 058 | 9224 | <001 | .11 [.09,13]
NomCamp | Count n=214 n=12 n=87 n=62 n=489
(43.76%) (25.77%) (17.79%) (1268%)
APHV [years] 1310 | 055 | 1298 [ 050 | 1285 | 054 | 1289 | 051 | 1300 [ 054 | 561 | <001 | .03 | [01,.06]
Maturity offset [years] | 293 | 056 | 279 | 051 | 266 | 054 | 239 | 049 | 278 | 056 | 1795 | <001 | .10 | [06.14]

APHYV = age at peak height velocity; NomCamp = National Talent Nomination Camp of the German Handball Federation; Q = birth quarter; SelCamp = National Talent Selection Camp of the
German Handball Federation
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M +SD M +SD M+ SD M +SD M +SD M +SD
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Variable ES (Q1-Q4)

U12 (1st)

CMJ-Exp 3722075 3572054 3502 0.53 3202084 0.83 (0.49) 0.65 (~0.36; 1.66)
30-m-Exp 394080 3572079 380=0.92 3204084 117 (0.34) 088 (<0.14; 1.91)
T-test-Exp 3722090 3862090 370%0.95 3202084 058 (0.64) 056 (~0.44; 1.57)
EVOya EXp 383086 3862107 400+ 1.05 320+ 110 0.78 (0.51) 0.67 (~0.34; 1.68)
PP-Exp 3812073 3712073 3752073 3202082 091 (0.45) 0.79 (~0.23; 1.80)
FP-Exp 4442086 4292095 430+ 0.68 4402055 0.11 (0.9) 0.05 (094, 1.04)
U12 (2nd)

CMJ-Exp 371093 3702070 3472096 363107 0.33 (0.80) 0.08 (~0.48; 0.64)
30-m-Exp 386=0.88 3672076 353= 102 332+ 116 151 (0.22) 054 (<003, 1.11)
Ttest Exp 3800.90 3632077 358+0.96 3534096 0,50 (0.69) 036 (~0.20; 0.92)
EVOymas EXp 369= 111 3502090 3425107 3472112 035 (0.79) 0.19 (037 0.75)
PP-Exp 376083 3632069 350 0.89 3492099 0.64 (0.59)

FP-Exp 366091 3702075 3472102 358= 112 0.26 (0.85)

U14 (1st)

1RM-Exp 37906 3192087 329+ L0l 3254070 239 (0.08) 0,64 (~0.16; 1.43)
PPO-Exp 390082 3142073 329+ 101 338+052 404 (001" 0.6 (~0.14; 1.46)
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30-m-Exp 385= 118 3692095 3.40= 108 359+122 125 (0.30) 0.22 (-0

Ttest Exp 389=1.03 3742102 358+ 113 355+ 110 0.87 (0.46) 032 (<0.19; 0.83)
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FP-Exp 4172096 3672122 4057 104 3462096 323 (002 0.73 (0215 1.25)

U16 (1st)

CMJ-Exp 339+0.89 339104 3732047 2,69 0.86° 311 (003 078 (007 1.48)
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U16 (2nd)
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Q. birth quartile; ES, effect size; Exp, expectations.

‘Statistically different from Q1.
"Statistically different from Q2.
Statstically different from Q3.

*0 < .05,
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‘Statistically different from Q1.
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EDyys 341% 251% 25.7% 15.1%

GK 27.8% ~63% 333% 82% 111%™ ~146% 278%"5¢ 127%
DEF 38.3% 4.2% 255% 0.4% 19.2% —6.5% 17.0% 1.9%
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EDror 374% 246% 219% 162%
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MF 38.1% 0.7% 242% —0.3% 26.0% 4.1% 11.7% —4.5%
FOR 37.1% -02% 268% 22% 204% -15% 157% -0.5%
ED, expected distribution; CL, competitive level.
‘Statistically different from Q1.
"Statistically different from Q2.

Statistically different from Q3.
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Less mature More mature Height Weight

Age group
H(cm) | W (Kg) | %PAH PT (%) | n W (Kg) | %PAH PT (%) P t P

8254-89.87 1482 (+45) | 389 (£37) | 838 (09) | 567 (+94) 157.6 (+5.8) | 449 (61) | 875 (x13) | 705 (+16.1)
168.1 (+6.3) | 56.1 (£5.4) | 929 (+17) | 678 (+17.7) | =506 | <.001 & —549 | <.001

<001 | -132 | 206

U-ldguogy 8798-9502 | 9 | 1557 (+38) | 42.8(+49) | 89.1 (x0.8) | 564 (+187) | 9
U-150,- 22 88.46-9740 | 11 | 1649 (+9.0) | 56.0 (+64) | 936 (x20) | 693 (17.9) | 11 | 1725 (252) | 637 (x65) | 965 (05) | 67.5 (:21.1) | —240 | .029 | -284 | .010 <001 | 021 | 836
U-16(u-19) 9582-99.10 | 10 | 1726 (+83) | 63.9 (+88) | 967 (:0.8) | 703 (+269) | 9 | 1754 (+33) | 668 (+5.3) 655 (£146) | —096 | 351 | —087 | .394 <001 | 019 | 855

%PAH, Percentage of Predicted Adult Height; n, number of player per group; H, Height; W, Weight; PT, Playing time; ¢, t-Student; p, significance p-value; “Less Mature” (<50%), “More Mature” group (>50%).
Bold values denote statistical significance at the p < .05 level.





OPS/images/back-cover.jpg
Frontiers in
Sports and Active Living

Stepping up our understanding of sport and
physical activity

Amultidisciplinary journal which investigates all
aspects of sports, physical activit, and active:
iving to understand the benefits and risks of
non-sedentary behavior.

Discover the latest
Research Topics

Sports and Active Living

Frontiers

Avenue du Trbunal-Fédéral 34
1005 Lausonne, Switzerand
fontersinorg

Contactus

+41(00215101700
fontersin ro/about/contact






OPS/images/fspor-07-1558135/crossmark.jpg
(®) Check for updates.





OPS/images/fspor-07-1558135/fspor-07-1558135-g001.jpg





OPS/images/fspor-07-1558135/fspor-07-1558135-g002.jpg
P1(/100)

a0

U-10 AND FEMALE

i

v 2 F1

*

|





OPS/images/fspor-07-1509306/fspor-07-1509306-g002.jpg
Proportion of dropout at 14

Proportion of dropout at 14

Best performance decile at 13

.

Best penmmance einas

Proportion of dropout at 18

Proportion of dropout at 18

B 2 ) groverg 7 o)

Best performance decile at 17

Best per!erman:e decile at 17





OPS/images/fspor-07-1509306/fspor-07-1509306-g003.jpg
Survival

Kaplan Meier Estimate by sex

— Male
—— Female
4.8%

12 14 16 18 20

Age





OPS/images/fspor-07-1509306/fspor-07-1509306-g004.jpg
Kaplan Meier Estimate by Birth Quarter - Females

~ Quarter 1

~— Quarter 2
Quarter 3
Quarter 4

1
Age

Kaplan Meier Estimate by Birth Quarter - Males

— Quarter 1
— Quarter 2
— Quarter 3
08
~—— Quarter4
Sos
2
5
@
0a
02
5 10 2 1 1 )

1
Age

050 Kaplan Meier Estimate by Birth Quarter - Females (zoom)

~—— Quarter 1
Quarter 4

050

04
flo ws 10 1@s 1m0 15 0

B. Age

070 Kaplan Meier Estimate by Birth Quarter - Males (zoom)

— Quarter1
065 ~—— Quarter 4

04s 8.1%

, %0 135 140 15 180 185 160

Age





OPS/images/fspor-07-1509306/MathJax.js
/*************************************************************
 *
 *  MathJax.js
 *  
 *  The main code for the MathJax math-typesetting library.  See 
 *  http://www.mathjax.org/ for details.
 *  
 *  ---------------------------------------------------------------------
 *  
 *  Copyright (c) 2009-2012 Design Science, Inc.
 * 
 *  Licensed under the Apache License, Version 2.0 (the "License");
 *  you may not use this file except in compliance with the License.
 *  You may obtain a copy of the License at
 * 
 *      http://www.apache.org/licenses/LICENSE-2.0
 * 
 *  Unless required by applicable law or agreed to in writing, software
 *  distributed under the License is distributed on an "AS IS" BASIS,
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if (!window.MathJax) {window.MathJax = {}}
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Variable ES (Q1-Q4)
U12 (1st)
Height (cm) 14530 £5.99 14246 £3.11 14202454 14444172 120 (0.32) 015 (-084; 1.14)
Weight (kg) 3841726 35994236 3538427 41922904 146 (0.24) ~0.44 (~1.44; 0.56)
CMJ (cm) 27.8323.67 2634+470 27.75+385 2602687 038 (0.77) 039 (~061; 1.39)
30-m sprint (s) 516+020 5.26+0.20 513017 5252023 0.57 (0.64) —042 (~1.67; 0.84)
Ttest (s) 10.09+0.38 10.54£061 10.14 =040 10.140.55 111 (0.37) ~0.12 (-1.36; 1.13)
EVO,p,y (mlkgmin~') 44442279 4388+ 139 4118148 235 (0.09) 121 (0.16; 2.26)
U12 (2nd)
Height (cm) 148,61 +6.27 14624 £8.76 147.06 6,75 14595724 0.82 (0.48) 040 (~0.16; 095)
Weight (kg) 41.88 +5.54 41.54+822 40.80 +6.10 43.07+7.17 0.41 (0.75) =0.19 (=0.75; 0.36)
CMJ (cm) 28.82+475 28.77+4.10 27924495 257724388 211 (0.10) 0.63 (0.06; 1.19)
30-m sprint (s) 518031 517030 528+0.27 536045 149 (0.22) —049 (~1.10; 0.12)
Ttest (s) 9.98 2066 9.93 =059 9932072 1036 =0.71 169 (0.18) ~0.55 (~1.17; 0.06)
EVO, sy (mlkgmin~') 43042298 42.87+188 42394274 42442341 033 (0.81) 019 (-041; 0.78)
U14 (1st)
Height (cm) 159.28 £7.62 154.81+7.21° 154.93 +7.43° 153.35 +7.69° 887 (<0.01)* 0.77 (039 1.14)
Weight (kg) 49.56+7.99 46.79+8.15 46.12+689" 4455+ 784 517 (<0.01)° 0,62 (0.25; 1.00)
IRM (kg) 62371742 59291658 5620 +12.17 55.33+18.13 0.84 (0.48) 039 (~0.34; 1.13)
PPO (W-kg™) 603.62 = 17251 566.64 = 189.83 591.80 = 175.94 535.62 = 193.67 043 (0.73) 038 (~0.36; 1.11)
CMJ (cm) 29.57 2549 2950419 2809374 2618=4.90 146 (0.23) 062 (-0.11; 1.35)
30-m sprint (s) 4812029 489028 500027 503037 637 (<0.01) —069 (~1.12; -0.26)
Ttest (s) 930+053 9352051 9552053 9.68 073" 358 (0.02)" —0.66 (~1.18; ~0.14)
EVOymax (mlkgmin~') 44.97+2.92 45.18+3.69 4489+2.94 44832268 0.06 (0.98) 005 (-042; 0.52)
U14 (2nd)
Height (cm) 165.04 8,85 16299 +8.57 16141 £7.55 161,53 £ 8.03 309 (0.03)° 0.40 (0.05; 0.75)
5488919 53.10%9.70 5230+ 887 53.059.86 109 (0.35) 019 (=0.16; 0.54)
74.48 = 1990 73,68+ 1472 6637 +13.68 75.17 £24.57 0.96 (0.96) ~0.03 (-0.91; 0.85)
797.66 = 25352 665.34 = 261.77 638.05 = 14188 8768532194 2.94 (0.04) ~029 (-1.17; 059)
3263499 31.04 £5.64 3125+633 2752+ 446 3.15 (0.03)" 1.05 (0.40; 1.70)
30-m sprint (s) 465030 4772029 4772031 488037 513 (<0.01)* —0.70 (~1.10; ~0.30)
Ttest (5) 893055 9.08+0.65 9172059 9.62+0.82°" 673 (<0.01)" —1.06 (~1.57; —0.55)
EVO,may (mlkgmin~') 4624324 4527300 44674324 4491378 187 (0.14) 038 (~0.09; 0.85)
U16 (1st)
Height (cm) 171.95+7.65 168.58 = 7.49" 168.84 £7.66 16686 £7.99° 5.58 (<0.01) 0.65 (0.29; 1.01)
Weight (kg) 6270 +8.67 61042933 60.65+9.10 59832968 127 (0.28) 032 (~0.04; 0.67)
CMJ (cm) 33.60 £ 420 33924489 3414£619 3197433 0.84 (0.47) 038 (~0.16; 092)
30-m sprint (s) 4482022 4512026 4492028 4592028 194 (0.12)
Ttest (s) 8702052 892047 884050 9,372 038* 994 (<0.01)"
EVO, sy (mlkgmin~') 4759445 47.56 % 3.80 47254334 46212393 0.99 (0.40) 032 (-0.11; 0.75)
U16 (2nd)
Height (cm) 173.13+6.54 17159 £7.16 17163 £9.54 169.49 = 5.04 165 (0.18) 059 (0.12; 1.05)
Weight (kg) 6736 8.06 67.06 =805 65372785 61.95 = 640" 334 (002" 070 (023; 1.17)
CMJ (cm) 37.89 £ 470 3540 £531 3630 %556 35112423 213 (0.10) 061 (0.08; 1.13)
30-m sprint (s) 435017 4422024 448016 4492019 336 (0.02) ~0.79 (~1.35; ~0.23)
Ttest (s) 862042 8.89=0.47 8.6720.46 878039 215 (0.10) ~0.38 (~0.97; 0.21)
EVO, sy (mlkgmin™) 4931477 48.99+592 4730458 46052461 202 (0.12) 0.68 (0.09; 1.27)

Q. birth quartile; ES, effect size.
‘Statistically different from Q1.
"Statistically different from Q2.
Statstically different from Q3.
*p < .05.
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Youth  National BQl: % BQ2: % BQ3: % BQ4: % X ORs BQ1 vs.

Teams (expected) (expe(‘:ted) (expected) (expected) BQ4

Austria 45 (25) 25 (25) 20 (25) 10 (25) 029 450 (1.12-18.13)
Belgium 421 (25 298 (25) 211 (25) 7 (25) 149 | <001 | 029 6.00 (1.65-21.76)
Bosnia and Herzegovina 57.9 (25) 263 (25) 53 (25) 105 (25) 128 | <001 | 047 550 (0.77-39.51)
Bulgaria 30 (25) 20 (25) 35 (25) 15 (25) 20 | 057 | 018 3.00 (0.40-22.71)
Croatia 525 (25) 175 (25) 175 (25) 125 (25) 165 | <0001 | 0.37 | 4.20 (113-1559)
Cyprus 35 (25) 25 (25) 20 (25) 20 (25) 12 | 075 014 175 (031-10.02)
Crechia 50 (25) 25 (25) 15 (25) 10 (25) 152 <001 | 035 200 (0.63-6.38)

Denmark 467 (25) 25 (25) 133 (25) 15 (25) 169 | <0001 | 030 3.1 (1.10-8.78)

England 455 (25) 286 (25) 143 (25) 117 (25) 223 <0001 036 3.89 (148-10.23)
France 455 (25) 286 (25) 143 (25) 117 (25) 203 | <0001 029 533 (1.83-15.58)
Germany 468 (25) 338 (25) 104 (25) 9.1 (25) 313 | <0001 036 5.14 (1.84-14.36)
Greece 40 (25) 15 (25) 30 (25) 15 (25) 36| 030 |024] 267 (043-1639)
Hungary 308 (25) 282 (25) 256 (25) 154 (25) 21| 054 013 200 (053-750)

Iceland 632 (25) 158 (25) 105 (25) 105 (25) 149 | <001 | 051 6.00 (0.84-42.78)
Ireland 424 (25 305 (25) 186 (25) 85 (25) 152 <001 | 029 5.00 (1.50-16.62)
Israel 436 (25) 256 (25) 179 (25) 128 (25) 84 | 003 026 3.40 (0.89-1292)
Italy 535 (25) 283 (25) 12.1 (25) 6.1 (25) 534 | <0001 | 042 8.53(321-24.29)
Luxembourg 389 (25) 333 (25) 167 (25) 111 (25) 37| 028|026 350 (045-27.02)
Netherlands 525 (25) 275 (25) 125 (25) 7.5 (25) 392 <0.001 | 0.40  7.00 (2.43-20.13)
Norway 444 (25) 444 (25) 111 25) 0(25) 9 | 002 039 800 (0.69-20.13)
Poland 50 (25) 27.6 (25) 155 (25) 69 (25) 243 | <0001 | 037 7.25 (2.03-25.92)
Portugal 57.5 (25) 276 (25) 155 (25) 69 (25) 695 | <0.001 | 0.48 | 1140 (3.91-33.21)
Russia 60 (25) 30 (25) 5 (25) 5 (25) 164 | <0001 | 052 12 (1.10-130.59)
Scotland 282 (25) 256 (25) 282 (25) 17.9 (25) 11| 077 009 157 (043-576)

Serbia 38 (25) 22 (25) 13 (25) 14 (25) 95 | 002 020 214 (0.88-5.22)

Slovakia 25 (25) 40 (25) 20 (25) 15 (25) 28 | 042 |022] 167(025-11.07)
Slovenia 289 (25) 447 (25) 132 (25) 132 (25) 104 001 030 220 (0.55-881)

Spain 434 (25 303 (25) 192 (25) 7.1 (25) 286 | <0.001 031 6.14 (232-1627)
Sweden 47.4 (25) 282 (25) 154 (25) 925 269 | <0.001 | 0.33 529 (1.90-14.70)
Switzerland 324 (25) 324 (25) 162 (25) 189 (25) 15| 066 018 171 (047-1631)
Turkiye 368 (25) 158 (25) 368 (25) 105 (25) 43 | 022 027 3.50 (046-26.43)
Ukraine 70 (25) 20 (25) 5(25) 525 228 | <0001 | 0.62 14 (1.30-150.90)
Wales 263 (25) 237 (25) 368 (25) 132 (25) 52| 015 021 200 (049-8.11)

Bold = statistically significant at <0.05.
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