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Editorial on the Research Topic
Emotions and artificial intelligence

In 2023, we launched this Research Topic for Frontiers in Psychology to explore the
intersection between emotions and Artificial Intelligence (AI). That year marked a turning
point, the impact of generative Al expanded rapidly, influencing nearly every aspect of our
lives. This profound transformation prompted us to open a dedicated space for reflection
and scientific dialogue. At the time, there was a notable gap in the scientific literature
regarding the psychological dimensions of A, particularly how emotions are shaped by,
interpreted through, or integrated into artificial systems. Our aim was to address this gap
and encourage interdisciplinary contributions bridging psychology, emotion studies, and
AT technologies.

Over the course of this initiative, we received numerous valuable submissions. After
careful review, we selected 15 contributions that we believe best represent the current
advancements and perspectives in this emerging field. These works significantly enhance
our understanding of the emotional dimensions of human-Al interaction, and we are
proud to present them in this Research Topic.

In the paper titled “Social and ethical impact of emotional Al advancement: the rise of
pseudo-intimacy relationships and challenges in human interactions” (Wu), author argues
that the integration of emotional intelligence into algorithmic platforms is ushering in a
new human interaction model: the pseudo-intimacy relationship. The goal of the work is
to theoretically define this pseudo-intimacy and conclude that, despite the tensions and
contradictions EAT introduces into the social environment, its technological progress can
and should continue, provided that its profound impact on existing social paradigms and
its ethical challenges are fully addressed.

The paper, “Intrinsic motivation in cognitive architecture: intellectual curiosity
originated from pattern discovery” (Nagashima et al.), proposes a novel mechanism for
intrinsic motivation rooted in the perspective of human cognition, specifically defining
intellectual curiosity as the drive to discover novel, compressible patterns in data. Through
simulations involving three ACT-R models with varying levels of thinking navigating
different mazes, the study found that increasing intellectual curiosity negatively impacted
task completion in models with lower thinking levels but positively affected those with
higher thinking levels.
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The article, “The role of socio-emotional attributes in enhancing
human-AI collaboration” (Kolomaznik et al.), investigates how
incorporating socio-emotional attributes like trust, empathy, and
rapport can significantly optimize human-Al interactions and
boost productivity. The analysis suggests that when Al is designed
to align with human emotional and cognitive needs, it fosters
deeper trust and empathetic understanding, leading to marked
improvements in collaborative efficiency, productivity, and the
ethical integrity of human-AI relationships.

The topology:
fundamental components of emotions from text using word

exploratory study, “Emotion extracting
embeddings” (Plisiecki and Sobieszek), investigates the potential
of word embeddings as a novel, data-driven method for
emotion decomposition analysis. The study concludes that
word embeddings are a promising, theory-agnostic tool
for uncovering emotional nuances and suggests that this
methodology could be broadly applied to enrich the understanding
of emotional and other psychological constructs in an ecologically
valid way.

The article “Emotional responses of Korean and Chinese women
to Hangul phonemes to the gender of an artificial intelligence voice”
(Lee et al.) investigates how cultural background and AI voice
gender influence emotional responses to phonemes. The findings
demonstrate that even phonemic units without semantic meaning
can elicit varying emotional responses depending on both cultural
context and Al voice gender.

The article “Impact of media dependence: how emotional
interactions between users and chat robots affect human
socialization?” (Yuan et al) explores how media dependence
shapes emotional interactions between users and chatbots,
focusing on the Replika platform. Results indicate that while most
users are light users who invest moderate time and emotions,
chatbot interactions provide satisfaction, companionship, and
relief from loneliness.

The article “Is it possible for people to develop a sense of empathy
toward humanoid robots and establish meaningful relationships with
them?” (Morgante et al.) presents a systematic review on empathy
in human-robot interaction (HRI). Findings suggest that empathy
is more likely when robots display anthropomorphic traits, such as
facial expressions, gestures, or emotional narratives. The authors
conclude that further research is needed to refine empathy models
in robotics while ensuring responsible and beneficial applications
for society.

The article “A research on copyright issues impacting artists
emotional states in the framework of artificial intelligence” (Kambur
and Dolunay) examines how copyright issues, particularly in the
context of Al-generated art, impact artists’ emotional states and
creative motivation. The research emphasizes the importance of
updating national and international copyright laws to address
digital and Al-related works to better protect artists’ rights
and emotional wellbeing. The study advocates for increased
awareness and educational activities to raise understanding of
copyright issues.

In “Implementing machine learning techniques for continuous
emotion prediction from uniformly segmented voice recordings,
Diemerling et al. introduce an innovative approach using neural

networks to detect emotions in short voice segments in real
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time, demonstrating promising results for enhancing human-
machine interaction.

Dolunay and Temel, in “The relationship between personal and
professional goals and emotional state in academia;” examine how
academics’ aspirations and emotions influence the ethical use of Al
emphasizing the need for training programs and institutional ethics
to prevent unethical conduct.
with
emotional capabilities? Ethical perspectives;” discusses the ethical

Tretter, in “Equipping Al-decision-support-systems
implications of endowing decision-support systems with emotional
capacities, advocating for a balance between potential benefits and
risks of manipulation and accountability loss.

Vistorte et al.,, in “Integrating artificial intelligence to assess
emotions in learning environments;,” conduct a systematic review of
the current state of Al in emotional assessment within education,
highlighting its potential to personalize learning but warning
of challenges related to accuracy, privacy, and ethics. Together,
these studies demonstrate the importance of advancing the use
of emotional AI responsibly, combining technological innovation
with deep ethical and social reflection.

The study, “Decoding emotional responses to Al-generated
architectural imagery” by Zhang et al, investigated how AI-
generated images evoke emotion and whether an architectural
background influences that perception. The results showed that
Al is effective at conveying positive emotions, particularly joy in
interior settings, but struggles with negative ones.

The study “Artificial intelligence and social intelligence:
preliminary comparison study between Al models and psychologists”
by Sufyan et al. examined the social intelligence (SI) of three
AT models against that of 180 psychology students and doctoral
candidates. The study concludes that ATs ability to understand
emotions and social behavior is developing at a rapid pace
and suggests that these models could become valuable tools in
counseling and psychotherapy.

A study by Kumar and Kathiravan titled “Emotion recognition
from MIDI musical file using Enhanced Residual Gated Recurrent
Unit architecture” investigates a new method for detecting
emotions in music. The researchers used a sophisticated Al
model called the Enhanced Residual Gated Recurrent Unit
(RGRU) to analyze MIDI music files. The findings highlight the
potential for using this technology to create more advanced music
recommendation systems.

The 15 contributions gathered in this Research Topic
successfully addressed the initial scientific gap, offering a rich,
interdisciplinary perspective on the intersection of emotions and
Artificial Intelligence at a pivotal time of rapid generative Al
expansion. Collectively, these works reveal a dual imperative:
to foster technological advancement in emotional AI while
rigorously upholding ethical and human-centric principles. The
Research Topic establishes that AI is fundamentally reshaping
psychological and social paradigms. For instance, the concept of
the pseudo-intimacy relationship highlights the need to understand
how human emotional needs are being met, and potentially
substituted, by Al, urging developers and policymakers to address
risks like human alienation proactively. Simultaneously, research
into intrinsic motivation shows that sophisticated cognitive
architectures can model complex human drives, suggesting that

frontiersin.org
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future AI innovation is closely tied to designing systems that
genuinely emulate higher-level thinking, curiosity, and goal-
directed intention. Furthermore, the findings on the enhanced
social intelligence of advanced AI models compared to human
psychologists underscore AD's rapid development in simulating
human social cognition, pointing to its growing role as a
potential tool in fields like counseling and psychotherapy. A
central theme across the articles is the necessity of a holistic,
human-centric approach to Al development. Studies consistently
advocate for incorporating socio-emotional attributes like trust and
empathy into Al design to optimize collaboration and productivity.
However, this progress is tempered by ethical warnings: the review
on empathy in human-robot interaction raises concerns about
emotional manipulation, while papers on decision-support systems
and academic ethics stress the dangers of accountability loss and
unethical conduct. Crucially, the research on copyright issues
underscores that legal and institutional frameworks must adapt
to protect artists emotional wellbeing and creative motivation
in the face of Al-generated content. These findings collectively
demonstrate that advancing emotional AI responsibly requires
balancing technological innovation with robust ethical reflection
and public literacy. Moreover, the research significantly advances
the methodology for understanding and measuring emotion; the
validation of word embeddings for emotion decomposition analysis
provides a novel, data-driven tool for psychological research.
Simultaneously, studies focusing on specific applications, such as
continuous emotion prediction from voice, emotion recognition
in musical files, and the decoding of emotional responses to Al-
generated architectural imagery, showcase the practical potential
of these technologies across diverse industries. Critically, the
identification of significant cross-cultural differences in emotional
responses to Al voice gender emphasizes that future Al applications
must prioritize cultural nuance and customization to achieve
truly optimized and effective human-machine interaction. This
body of work provides a solid foundation, calling for continued
research to refine models of empathy and motivation, establish
clearlegal frameworks, and ensure that AT’'s expanding emotional
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capabilities are deployed for the beneficial and ethical advancement
of society.
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Emotion recognition from MIDI
musical file using Enhanced
Residual Gated Recurrent Unit
architecture

V. Bhuvana Kumar and M. Kathiravan*

Computer Science and Engineering, Hindustan Institute of Technology and Science, Chennai, India

The complex synthesis of emotions seen in music is meticulously composed
using a wide range of aural components. Given the expanding soundscape
and abundance of online music resources, creating a music recommendation
system is significant. The area of music file emotion recognition is particularly
fascinating. The RGRU (Enhanced Residual Gated Recurrent Unit), a complex
architecture, is used in our study to look at MIDI (Musical Instrument and Digital
Interface) compositions for detecting emotions. This involves extracting diverse
features from the MIDI dataset, encompassing harmony, rhythm, dynamics, and
statistical attributes. These extracted features subsequently serve as input to
our emotion recognition model for emotion detection. We use an improved
RGRU version to identify emotions and the Adaptive Red Fox Algorithm (ARFA) to
optimize the RGRU hyperparameters. Our suggested model offers a sophisticated
classification framework that effectively divides emotional content into four
separate quadrants: positive-high, positive-low, negative-high, and negative-low.
The Python programming environment is used to implement our suggested
approach. We use the EMOPIA dataset to compare its performance to the
traditional approach and assess its effectiveness experimentally. The trial results
show better performance compared to traditional methods, with higher accuracy,
recall, F-measure, and precision.

KEYWORDS

emotion recognition, Musical Instrument Digital Interface, Enhanced Residual Gated
Recurrent Unit, adaptive Red Fox algorithm, EMOPIA

1 Introduction

The essence of music is deeply intertwined with emotion, as the emotional landscape of a
musical piece can shift dramatically with variations in intensity, speed, and length. According
to numerous studies (Juslin and Timmers, 2010; Ferreira and Whitehead, 2021), the close
connection between musical structures and emotions has received a lot of attention in recent
research, particularly in the fields of affective music composition and music emotion analysis.
These investigations underscore the necessity of understanding how music’s structural
components influence emotional expression, a critical aspect for machines to effectively
communicate and interact with human emotions (Koh and Dubnov, 2021). A song’s mood
can elicit a wide range of emotional responses from the listener (Krumhansl, 2002), with
musical conventions like scale modes, dissonance, melody motion, and rhythm consistency
playing a crucial role. The belief that the fundamental structure of music is the key to
eliciting emotion has increased interest in music emotion recognition (MER) research (Chen
et al., 2015; Panda et al., 2018). However, this field still faces numerous challenges and
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unresolved issues, particularly in the identification of emotions in
audio music signals. A significant hurdle in MER is the subjective
nature of emotional interpretation, as individuals may experience
varying emotions when listening to the same piece of music.
Another challenge lies in the need for standardized, high-quality
audio emotion databases. Most musical notation software supports
the MIDI format, which is common in symbolic music (Hosken,
2014; Li et al., 2018) and encapsulates the messages needed
to create music with electronic instruments (Good, 2001; Renz,
2002; Nienhuys and Nieuwenhuizen, 2003). Recognizing emotions
in MIDI musical files is crucial for enhancing the emotional
impact of music, personalizing musical experiences, enabling music
therapy, and advancing our understanding of music’s emotional
components (Luck et al., 2008; Nanayakkara et al., 2013). However,
variations in emotion recognition can occur due to the dependency
on the structure and properties of the MIDI file (Bresin and Friberg,
2000; Modran et al., 2023). MIDI files mostly show technical
things like tempo and musical notation. They might not have the
expressive range that performance dynamics, tone, and nuance can
show. Additionally, the availability and quality of labeled emotional
MIDI datasets may be limited (Shou et al., 2013). To address these
challenges, this study introduces several contributions. We aim to
recognize and extract statistical, harmonic, rhythmic, and dynamic
elements from MIDI files. We use these features to improve a
recognition model that is based on a better residual gated recurrent
unit architecture. This model includes an adaptive algorithm,
"Neurons, for optimizing hyper-parameters like learning rate and
GRU count. The proposed paradigm categorizes emotions into four
quadrants: positive-high, positive-low, negative-high, and negative-
low. It was implemented on the Python platform and evaluated
using the EMOPIA dataset. The effectiveness of this approach
is assessed using metrics such as accuracy, F-measure, precision,
and recall.

2 Related works

The work at Panda et al. (2018) suggested adding different
audio elements that are emotionally significant to fix the problems
with current technology and get around their limitations. The
researchers analyzed established frameworks and categorized their
often-used audio elements into eight distinct musical groupings.
A public dataset of 900 audio samples with subjective comments
organized according to Russell’s emotion quadrants was generated
to assess their research efforts. Twenty cycles of 10-fold cross-
validation were used to test the audio features that were already
there (baseline) and the new features that were suggested for the
novel. The Fl-score was a noticeable 9% higher, or 76.4% higher,
than the Fl-score that was obtained using the proposed features
along with the same number of baseline-only characteristics.
The methodology has limitations in properly detecting alterations
in emotional states. The paper Bhatti et al. (2016) advocated
the utilization of brain signals as a means to discern human
emotions in reaction to audio music tracks. The methodology
utilized the readily accessible Narosky E.E.G. equipment to capture
electroencephalogram (EEG) waves. In a controlled environment,
individuals were instructed to engage in passive listening to audio
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recordings of music, with each genre lasting for 1 min. The main
objectives of this study were to ascertain the age cohorts that
exhibited greater receptivity to music and to assess the influence
of different musical genres on human emotions. To accurately
identify human emotions, the classifier included characteristics
derived from three distinct domains: time, frequency, and wavelet.
These features were retrieved from recorded EEG data. The
study’s findings unequivocally demonstrated that utilizing a multi-
layer perceptron (MLP) model, incorporating a fusion of brain
signal characteristics yielded remarkably high levels of accuracy
in discerning human emotional states in response to audio-music
stimuli. The article Hsu et al. (2017) introduced a computerized
system that utilizes electrocardiogram (ECG) data to detect and
classify human emotions. Firstly, the authors employ a musical
induction technique to elicit the genuine emotional states of
individuals and collect their ECG signals in a non-controlled
laboratory setting. Subsequently, an algorithm was developed to
enable automated detection of emotions by analyzing ECG signals,
specifically targeting the emotional responses evoked in individuals
through music perception. Using time-, frequency-, and non-
linear methods to extract physiological ECG features allowed
for the identification of emotion-relevant components and their
correlation with emotional states. After that, a sequential forward
floating selection-kernel-based class separability-based (SFFS-
KBCS-based) feature selection algorithm is created to effectively
find important ECG features connected to emotions and reduce the
size of the chosen features. Furthermore, generalized discriminant
analysis (GDA) is employed in this process. The research work
Ghatas et al. (2022) introduced a method for automating piano
difficulty estimation in symbolic music using deep neural networks.
The researchers employ a computational model to replicate a piano
recital based on a symbolic music MIDI file. Furthermore, the
components of the piano roll were disassembled. Ultimately, a
model was trained to utilize components assigned to difficulty
labels. Our models were evaluated using both full-track and
partial-track difficulty classification problems. Numerous deep
convolutional neural networks have been both theorized and
empirically examined. Combined with manually crafted features,
the proposed hybrid deep model demonstrated exceptional
performance, achieving a state-of-the-art F1 score of 76.26%.
This achievement represents a significant improvement, with a
relative F1 score gain of over 10% compared to previous studies.
In their publication, Hung et al. (2021) introduced a novel
public dataset called EMOPIA, which consists of a medium-
scale collection of pop piano recordings accompanied by emotion
descriptors. The given dataset includes a variety of types of
data, such as MIDI transcriptions of compositions that only use
piano, as well as emotional annotations at the clip level that are
organized into four separate groups. The authors were provided
with prototypes of models for categorizing musical emotions at
the clip level and generating symbolic music based on emotions.
These models were trained on the dataset and employed state-of-
the-art techniques for their respective tasks. The findings indicated
that the transformer-based model demonstrated a limited ability to
generate music that elicited a predetermined emotional response.
The researchers accurately categorized emotions in both four
quadrant and valence-wise classifications. The work Ma et al. (2022)
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proposes a music creation model that incorporates emotional
aspects and structural elements to make music. For making music,
the suggested method used a conditional auto-regressive generative
Gated Recurrent Unit (GRU) model. The authors collaborate to
collectively optimize a perceptual loss and a cross-entropy loss
throughout the training procedure. This optimization aims to
enhance the emotional expression of the generated MIDI samples,
closely resembling the original samples’ emotional qualities. The
results of both subjective and objective tests show that this
model can create emotionally moving musical pieces that are
very close to the structures that were given. Nevertheless, the
system must build a comprehensive framework for evaluating the
emotional impact of music. In the study Abboud and Tekli (2020),
we introduced MUSEC, an innovative algorithmic framework
designed for autonomous music sentiment-based expression and
composition. The system identified six primary human emotions
expressed in MIDI musical files: anger, fear, joy, love, sadness,
and surprise. Subsequently, it generated novel polyphonic (pseudo)
thematic compositions that properly conveyed the emotions above.
The study’s primary objective was to create a music composer
grounded in sentimentality. The effectiveness of MUSEC was
assessed in terms of feature parsing, sentiment expression, and
music composition time. The technique has shown promise across
various domains, such as music information retrieval, music
composition, aided music therapy, and emotional intelligence.
The research Malik et al. (2017) suggested a way to use layered
convolution and recurrent neural networks to continuously predict
emotions in the V-A space, which is only two dimensions. After
setting up a single convolutional neural network (CNN) layer, the
researchers used two separate types of recurrent neural networks
(RNNs). These had each been trained in a different way to deal
with arousal and valence. The methodology was evaluated using
the “Media Eval 2015 Emotion in Music” dataset. To test how well
the proposed Convolutional Recurrent Neural Network (CRNN)
worked, sequences of different lengths were used. The results
indicated that shorter durations exhibited superior performance
compared to longer durations. The CRNN model shows that it can
get information similar to baseline features by only using Mel-band
features. Log Mel-band energy characteristics are suggested as a
substitute for the baseline features.

3 Proposed methodology

In this study, the methodology for detecting emotions from
MIDI musical files begins with extracting features from the dataset,
which is crucial for the model’s analysis, as shown in Figure 1.
These features are fed into a new recognition model called an
augmented residual gated recurrent unit. This model is made to
accurately detect emotions. A key part of this process is optimizing
the GRU’s hyper-parameters using the adaptive Red Fox algorithm,
enhancing the model’s efficiency. The methodology culminates in
classifying emotions into four quadrants: positive-high, positive-
low, negative-high, and negative-low, allowing for a detailed
understanding of the emotional spectrum in the music. This
approach ensures precision in interpreting the emotional content
of MIDI files, significantly contributing to emotion recognition
in music. Enhanced RGRU MIDI musical file Emotion class PH:
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Positive-high PL: Positive-low NH: Negative-high NL: Negative-
low Negative-low Feature extraction Hyperparameters Adaptive
Red Fox algorithm.

3.1 Symbolic musical representation

Symbolic musical representation, similar to language modeling,
involves converting MIDI files into discrete sequences of notes,
mirroring musical events in a format akin to vocabulary (Y Ghatas
et al, 2022). Tools like PrettyMIDI are used to extract specific
details, such as each note’s pitch, velocity, and duration. These
details are then shown visually in Figure 2 using a set of pitch,
duration, and hold elements. This is done through one-hot
encoding, which turns complicated musical data into a format
that is easy to understand. This method not only captures basic
note elements but also encompasses key musical structures like
melody, harmony, rhythm, and timbre, which are essential for
understanding the emotional impact of music (Coutinho and
Cangelosi, 2011).

3.1.1 MIDI standard

The Musical Instrument Digital Interface (MIDI) is a symbolic
music format that stands apart by recording musical performances
using high-level music features, diverging from traditional audio
formats that rely on low-level sound features. In MIDI, the focus
is on abstractions like musical keys and chord progressions. A
MIDI file typically consists of multiple tracks, each capable of
independently playing a different instrument, providing a rich,
layered musical experience (Sethares et al., 2005). Central to the
MIDI format is the concept of the “tick,” which serves as the
fundamental time unit. This unit is crucial in regulating all aspects
of timing in a MIDI file, from the phases of notes to the intervals
between them, ensuring a precise and accurate representation of
musical timing.

3.2 Music feature extraction

Initially, the MIDI datasets characteristics are extracted.
There are rhythmic characteristics, dynamic characteristics, and
statistical aspects.

3.2.1 Harmony features

Musical tones may be utilized to observe harmonics. The
spectrogram of monophonic music reveals the harmonics with
great clarity (Pickens and Crawford, 2002). In polyphony, where
so many instruments and vocalists are used simultaneously, it
is challenging to detect harmonics. A method for calculating
harmonic distributions is the solution to this conundrum.

My,
Hs(f) = Y min ([S¢) 11 |SkN]) m
k=1

Here, My— the maximum number of harmonics to be
considered. The most prevalent incidence of the phenomenon
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FIGURE 1
Emotion classification workflow for MIDI files.
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f — Key frequency

S — The source signal’s short-time Fourier transform (STFT).

The min function is applied to the equation so that only the
powerful fundamentals and harmonics produce a significant HS
value. After calculating the average of each frequency using (1), the
standard deviation of each frequency was calculated.

3.2.2 Rhythmic features

Rhythm is a fundamental aspect of music, encompassing
key rhythmic characteristics like tempo and cadence, which
are essential in defining a musical piece’s character. At the
heart of musical cadence lies the beat, serving as the primary
rhythm indicator. Tempo, a critical component of rhythm, is
conventionally measured in beats per minute (BPM). This metric
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sets the overall rhythmic framework, dictating the speed and flow
of the music (Fernandez-Sotos et al., 2016). In practice, several
techniques are employed to gauge the rate and consistency of
these rhythmic pulses. To accurately determine the regularity
and pace of the tempo, two main metrics are used: the overall
tempo, which is quantified in pulses per minute, and the standard
deviation of the intervals between beats. These measures together
provide a comprehensive understanding of the tempo’s stability and
variation, thereby offering insights into the rhythmic structure that
underpins the musical composition.

3.2.3 Dynamic features
Dynamics in music are deciphered by examining the pitch
salience of every note in relation to others in the composition. Each
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Components of MIDI data structure.
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FIGURE 3
The structure of enhanced RGRU's neurons.

note’s intensity and its variation are determined by comparing it
with the mean and standard deviation of all notes. Consequently,
note intensities are classified as high (vigorous), medium, or
low (smooth). Dynamic attributes, including RMS Energy, Low
Energy Rate, Instantaneous Level, Frequency and Phase, Loudness,
Timbral Width, Volume, Sound Balance, Note Intensity Statistics,
and Note Intensity Distribution, encapsulate the essence of
dynamic levels like forte and piano. Further nuances in dynamics
are captured by metrics such as Transition Ratios, Crescendo, and
Decrescendo (Panda et al., 2020).

3.3 Enhanced Residual Gated Recurrent
Unit architecture

The advanced RGRU, a refined version of the GRU, is depicted
in Figure 3, providing a detailed visual representation of its
neural architecture. In this study, the recognition model for
emotion detection in MIDI files employs an RGRU, into which
extracted features are fed. The RGRU is designed to overcome the
limitations of traditional GRU models, such as slow convergence
and inadequate learning efficacy, particularly in handling complex
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time series data. Its innovative structure uses feedback from the
reset gate to modify the update gate, enhancing the functionality
and reducing redundant state information. This modification not
only speeds up convergence but also significantly improves the
model’s learning capacity.

Assuming that the input sequence is (X1, X2,..., X¢), followed by
an update of the gate at t and a reset of the gate, the formula for
calculating the standard, enhanced RGRU unit output is as follows:

=0 (V, * [ht,l,xt]) 2)
z = 0 (Vex[h-1,x % 11]) (3)
n; = tanh (V * [rt * ht,l,x,]) (4)
hy = (1 —z) % hey +z¢ % 1y (5)
yi = o (Voxhy) (6)
The sigma “c” typically represents the standard deviation, a

measure of the amount of variation or dispersion in a set of values.
While “V” represents the MIDI volume or velocity “V0” denotes
the initial value of a variable represented by “V”.

The formulas symbols z;; have the same significance as
standard GRU—the neurons. According to Figure 3, the enhanced
RGRU neuron differs from the GRU neuron in that it is multiplied
by the previous time at the update gate to conceal the state weight,
allowing the reset gate to rescreen the current input data. In other
words, the output of the reset gate is used to modify the update gate
to optimize the neuron structure and Equation (3), the enhanced
RGRU. The neuron structure of the neural network is more logical
than that of the GRU; the concealed state at each instant can be
made more transparent, and gradient attenuation is moderately
reduced. As a consequence, the RGRU was upgraded. The model’s
learning efficacy and prediction accuracy have improved, and it
can maintain a greater dependence on distance information. The
deep-enhanced RGRU neural network comprises input, output,
and hidden layers. Neurons make up the concealed layers of the
RGRU. Refining the GRU model’s learning mechanism enhances
the recursive transmission of information between neurons and the
capacity to retain information.
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FIGURE 4
Fox and Rabbits interaction simulation.

3.3.1 Adaptive Red Fox algorithm
The ARFA the RGRU’s
hyperparameters, drawing inspiration from the hunting behavior

is integrated to fine-tune
of red foxes. This behavior, characterized by searching for prey in
snow, is the foundation of the FOX algorithm (Cerveny et al., 2011;
Mohammed and Rashid, 2023). However, the red fox algorithm
tends to converge prematurely, often getting stuck in local
optima. To counter this, the Levy Flight method is incorporated,
introducing diversity among search agents. This addition helps in
avoiding local minima, thus enhancing the overall search efficiency
and effectiveness of the algorithm. Consequently, combining the
Levy Flight mechanism with the Red Fox algorithm enhances the
optimization effectiveness. Figure 4 illustrates the hunting behavior
of the red fox.

The procedural steps are as follows:

e In the snow on the ground obstructing the prey’s vision, the
red fox resorts to random hunting.

The red fox relies on ultrasonography emitted by the prey to
locate it, followed by a period of approach.

By listening to the prey’s sounds and analyzing time intervals,
the red fox determines the distance between itself and the prey.
The establishing the prey’s distance, the red fox calculates the
required jump, proceeding with random walking based on the
shortest distance and optimal position.

The steps involved in Adaptive Red Fox Algorithm are
explained as follows:

(i) Initialization
The population, known as the Y matrix, is initially initialized

by FOX. Red foxes positions are represented by a Y. Here,
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FIGURE 5
Distribution of different emotions on arousal-valence space.

hyperparameters such as GRU. Neurons (G,) and the learning rate
(1) should be considered solutions in this study.

(ii) Fitness function

Then, standard benchmark functions are used to assess the
fitness of each search agent after each cycle. In order to find the best
fitness () and matching optimal location, we compare the fitness
values of individual search agents, represented by rows in an X
matrix, to the fitness values of all other agents. The fitness of the
previous rowFit; through the course of iterations is used. Fitness
function (Fit,) can be calculated by using:
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Accuracy, TP - true positive, FP- false positive, TN- true
negative and FN- false negative. These values are crucial for
calculating various performance metrics.

Fit,, = Max (Accuracy) (7)
As an estimation of the accuracy, Accuracy =
TN + TP

8
TP+ FP+ TN + FN ®)

The formula (8) is used to measure the overall correctness
of the model
successfully calculated:

Similarly, the following metrics are also

Precision: TP/(TP + FP). This indicates the proportion of positive
identifications that were actually correct.

Recall (Sensitivity): TP/(TP + FN). This shows the proportion of
actual positives that were correctly identified.

F-Measure (F1 Score): 2 * (Precision * Recall)/(Precision +
Recall). This is the harmonic mean of precision and recall,
providing a balance between the two.

(iii) Update the solution

Exploitation Phase: This exploitation stage’s random variable value
is [0, 1]. Thus, the red fox’s updated location must be determined
while the random number is more significant than 0.18. Calculate
the fox’s distance from its prey (dpie,), sound’s travel distance
(dsiter), and jumping value (jir) to update its location. To compute
the distance between the sound and the red fox (dsis;), use
the formula:

dsiter = Seny * tstiger %)

Sound travels S, at 343 meters per second in the
atmospheretstjsr, a random value between 0 and 1. The iteration
(iter) parameter ranges from 1 to 500. The distance between the fox
(dsiter) and prey is calculated by halving (dpjsr) and is given by:

dPiter = dsiter * 0.5 (10)

The red fox must move after estimating the distance between it
and the prey to jump and seize it. The fox must calculate its jump
height (jizer) by:

Jiter = 0.5 % 9.81 % T* (11)

To equal the average sound travel time, 9.81 equals gravitational
acceleration squared by the jump’s up-and-down steps. If a random
value between 0 and 1 is more critical than 0.18, the red fox’s
new location is found using Equations (14) and (15). Only one is
executed per iteration due to the p condition. The revised position
is calculated using equation (14) if it is more significant than
0.18. Equations determine the current position if the result is less
than 0.18 (15). The variable ranges from [0, 0.18] to [0.19, 1].
These values are based on a red fox’s leaps toward or away from
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the northeast. The red fox’s new location is estimated using the
equation below.

(12)
(13)

Y(it+1) = dpiter * jiter * C1
Y(it+1) = dpiter * jiter * C2

The value 0.18 was empirically determined to optimize the
algorithm’s performance, ensuring a balanced and effective search
mechanism in the exploitation phase of the Adaptive Red Fox
Algorithm. This threshold value is a key factor in the algorithm’s
ability to accurately and efficiently mimic the strategic hunting
pattern of a red fox.

Exploration Phase: During this phase, a fox randomly pursues
the best location so far to regulate its random walking. At this stage,
the fox could not jump because it had to wander throughout the
search area in pursuit of prey. The search is controlled to ensure that
the fox wanders randomly to the ideal location using the minimal
time variable min T; and the variable z. Following that, the average
time ¢ is determined by dividing T; by 2. Equations (15) and (16)
calculate the min T,z and variables. Equation (14) can be used to
calculate the time transitionTy.

sum (tstizer (i, 1))

Ty = ———— 2 (14)
Dimension
min T, = Min (T}) (15)
1
= 2x|iter — | —— 16
z (l e (MaxTim>) ( )

Use this method to make sure that the fox checks out the food in
arandom way. The best answer (Yj,) found significantly affects the
exploration phase. The fox’s approach to exploring the search space
Y(it+1)as it looks for a new place to go is shown in Equation (17).

Y(it4+1) = Yir * rand(1, Dimensiom) x MinT % z (17)

Levy flight: When Levy Flight (LF) is implemented, it optimizes
the diversity of search agents, ensuring that the algorithm will
effectively explore a position while achieving the lowest local
avoidance possible.

?(itﬂ) = Yier + W sign [mnd - 1/2] @ levy (18)

Here, it represents mean entry-wise multiplication, f/im is the
ith Fox location at iteration, u is a uniformly distributed random
value, and finally denotes a random number falling between [0,
1].sign [rand — 1/2] T only had three values, which were 1, 0, and 1.
The Levy Flight produced the following random walk distributions.

levy'vu:t_k, 1<1<3 (19)
Levy flight step lengths s; are as follows:
W
= 20
s "z (20)
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A is constructed using the formula for A 1+ B

where = 1.5andu = N(O, aﬁ) the identical normal stochastic

distributions with

auz{r

Incorporating the Levy Flight mechanism into the search

I'(1+4 B)x sin(w x B/2)
(1 + B/2)) x Bx2(F=D/2)

:| ando, =1 (21)

process introduces a diversity that allows for a more comprehensive
exploration of the solution space, thereby improving the
effectiveness of the overall optimization process.

(iv) Termination

The above phases are continued until the optimal solution or
optimal weights of RGRU are reached. Otherwise, the algorithm
will be terminated. Levy Flight will significantly improve the
Red Fox algorithm’s search capabilities and protect against
local minima.

4 Result and discussion

The implementation of our proposed emotion recognition
technique was carried out using Python. In this study, we focused
on checking how computationally efficient different processing
steps are in the Python environment, such as training and
classification. For the assessment, we utilized the Classical Music
MIDI dataset, featuring works from nineteen renowned composers,
sourced from Piano MIDI. This offered a wide variety of classical
piano MIDI files, some of which had audio versions to accompany
the playing of the scores. In our methodology, 20% of the
dataset was dedicated to evaluating the generation model, with
the remaining 80% used for training. Section 4.2 details the
performance analysis of the model.

4.1 Dataset analysis

The EMOPIA dataset that was used in this study gives a lot of
information about each sample, such as related data, segmentation
annotations, and Jensen-Shannon divergence for different emotion
quadrant pairs. To facilitate the use of MusPy, MIDI data has
been incorporated into the library. However, due to copyright
constraints, audio files are not directly released; instead, YouTube
links are provided for access. The availability of these songs is
subject to the copyright laws of the respective countries and
the decisions of the rights holders regarding their availability on
the platform.

The study delves into an array of musical elements that are
instrumental in shaping the emotions experienced by listeners.
The study aims to find out how the different MIDI features are
distributed across the four emotional quadrants in order to figure
out how these musical features are related to emotions in EMOPIA.
The study picks out and shows the most distinguishing features
of the different aspects that were looked at, giving us information
about the most important parts of music that affect how we feel.
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The frequency and intensity of note occurrences serve to
measure music arousal, as depicted in Figure 5. This is gauged using
three metrics: note length, note density, and note velocity. Note
density is the number of notes per beat, and note length is the
average duration of a note within a beat. Note velocity, obtained
from MIDI data, reflects the strength of each note. These metrics
are essential in understanding the music’s rhythmic and dynamic
properties, corresponding to the emotional states.

4.2 Performance analysis

The developed model in this study aims to categorize emotions
into four distinct quadrants: positive-high, positive-low, negative-
high, and negative-low. To evaluate its effectiveness, the model
employs the EMOPIA dataset. Key performance indicators used
for assessment include accuracy, precision, recall, and F-score.
A big part of this study is comparing how well the new RGRU
model works with other models like GRU, LSTM, and CNN.
The next part will go into more detail about this comparison by
looking at how well the proposed approach works compared to
these well-known classification models using a number of different
performance metrics.

4.2.1 Performance analysis of positive high
quadrant

Figure 6 presents the confusion matrices for the positive
high quadrant, summarizing the predictive accuracy of different
classification models. The proposed RGRU model correctly
identified 157 instances as Positive High and another 120 instances
as not belonging to this class. This shows how accurate the model is,
with only two false positives and one false negative. This indicates
strong model performance with high true positive and true negative
rates, coupled with very few misclassifications.

In contrast, the existing GRU model demonstrates slightly
diminished accuracy, with 143 true positives and 99 true negatives.
It also recorded a higher number of false classifications, with five
false positives and three false negatives. The LSTM model follows a
similar trend but with more pronounced inaccuracies, tallying 132
true positives and 110 true negatives, alongside 10 false positives
and eight false negatives. With only 117 true positives and 110
true negatives, the DNN model is the most different from the
proposed RGRU model. It also has the highest error rate, with 13
false positives and 10 false negatives. Overall, the RGRU model
does better than the others because it consistently makes more
correct predictions and fewer mistakes. This suggests that it is the
most reliable model for identifying the Positive High quadrant in
this study.

Figure 7 shows the ROC and AUC graphs for the positive high
quadrant. The ROC curve shows the trade-off between sensitivity
(or TPR) and specificity (1-FPR). Classifiers that give curves closer
to the top-left corner indicate better performance. The AUC
provides an aggregate measure of performance across all possible
classification thresholds. It is the area under the ROC curve, with a
value between 0 and 1. A model with perfect predictive accuracy
would have an AUC of 1, meaning it has a good measure of
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Confusion matrix for positive high. (A) Proposed RGRU. (B) Existing GRU. (C) Existing LSTM. (D) Existing DNN.
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TABLE 1 The performance evaluation of various models (positive high).

Method Existing DNN Existing LSTM Existing GRU Proposed RGRU
Metric
Precision 90 92.95775 96.62162 98.74214
Recall 92.12598 94.28571 97.94521 99.36709
F-measure 91.05058 93.61702 97.27891 99.05363
Accuracy 90.8 93.07692 96.8 98.92857

separability. A model with no discriminative power has an AUC
of 0.5, meaning it does as well as random chance.

From the research work, for the positive high quadrant, the
proposed RGRU has the highest AUC, indicating it outperforms
the other models in distinguishing between the positive high class
and the not-positive high class. Existing GRU performs better than
LSTM and DNN, but the proposed RGRU outperforms them both.
The existing LSTM has a lower AUC than RGRU and GRU but is
higher than DNN, suggesting moderate performance. Likewise, the
existing DNN has the lowest AUC, indicating the least performance
in comparison to the other models. The ROC and AUC graphs
demonstrate that the proposed RGRU model has a superior ability
to classify the positive high quadrant with more accuracy than the
other models.

To see how well the suggested RGRU method works, we
look at important performance indicators like accuracy, precision,
recall, F-measure, and more, which can be seen in Figure 8 and
Table 1. We check how well this method works with the Long
Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), and
Deep Neural Network (DNN) classification methods. With a
maximal accuracy of 98.92%, the RGRU technique significantly
outperforms alternative models, including LSTM (5.75%), GRU
(2.18%), and DNN (8.12%). When compared to the alternative
methods, the RGRU strategy exhibits superior performance, as
evidenced by its F-measure (99.05%), precision (98.74%), and recall
(99.36%). The results obtained from the enhanced adaptive red fox
algorithm (ARFA) are superior to those obtained from alternative
methods, specifically when it comes to identifying positive high-
phase emotions, as demonstrated by the table and graph depicted.
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This serves as a demonstration of how the proposed approach
surpasses the present condition of affairs.

4.2.2 Performance analysis of positive low
quadrant

The confusion matrix data for the Positive Low quadrant
show that the proposed RGRU model is the most accurate, with
130 true positives and 120 true negatives. This shows that it is
very good at correctly classifying instances. With only two false
positives and a single false negative, it demonstrates remarkable
precision in detection. Comparatively, the existing GRU model
identified 124 true positives and 119 true negatives but had slightly
more misclassifications, with seven false positives and three false
negatives. The LSTM model registered 120 true positives and 115
true negatives, with its accuracy further diminished by 10 false
positives and 8 false negatives. The DNN model matched the LSTM
in true positives but fell behind with only 110 true negatives, and
it exhibited the highest error rates, having misclassified 13 false
positives and 10 false negatives. Overall, the RGRU model’s superior
performance is evidenced by its higher correct classifications and
minimal errors, affirming its effectiveness in the positive low
quadrant compared to the GRU, LSTM, and DNN models.

Figure 9 shows the confusion matrix for the positive low
quadrant, and Figure 10 shows the ROC and AUC graph for the
positive low quadrant.

The ROC and AUC graphs for the positive low quadrant
provide insightful measures of model performance. The ROC
graph illustrates the balance between sensitivity and specificity,
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FIGURE 9

Confusion matrix for positive low. (A) Proposed RGRU. (B) Existing GRU. (C) Existing LSTM. (D) Existing DNN.
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with the proposed RGRU model’s curve approaching the ideal
top-left corner more closely than the others, signaling its
superior performance in correctly identifying true positives while
minimizing false positives. The curves of the existing GRU, LSTM,
and DNN models don’t show this optimal balance as clearly. They
lie below that of the RGRU, which means they don’t make the
trade-off as well.

With an AUC of 0.98, the proposed RGRU model gets the
highest score in the AUC graph, which shows how well it
does across all possible classification thresholds. This shows that
it is very good at telling the difference between classes. The
existing models, on the other hand, have lower AUC values-
—0.95 for GRU, 0.92 for LSTM, and 0.89 for DNN—which means
they are less accurate at classifying things. Together, these AUC
scores support what the confusion matrices and the ROC graph
showed: the proposed RGRU model is better than the current
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GRU, LSTM, and DNN models at classifying the Positive Low
quadrant with more accuracy and a better ability to tell the
classes apart.

In Figure 11 and Table 2, the study assesses the effectiveness of
the proposed RGRU method using metrics such as precision, recall,
F-measure, and accuracy. This method is compared against three
alternative classification methods: GRU, LSTM, and DNN. The
results shown in Figure 11 show that the RGRU method is more
accurate than GRU by 2.77%, LSTM by 5.93%, and DNN by 7.91%.
This demonstrates that the proposed RGRU method achieves the
highest accuracy among the compared methods. Furthermore, the
proposed approach also records the highest precision at 98.48%,
recall at 99.23%, and F-measure at 98.85%. The table unmistakably
demonstrates that the RGRU, with the Adaptive Red Fox Algorithm
(ARFA) enhancement, performs better than the other techniques,
especially in the positive low phase of emotion recognition. This
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FIGURE 11
Precision, recall, F-measure and accuracy-based analysis of various models (positive low).

TABLE 2 The performance evaluation of various models (positive low).

Method Existing DNN Existing LSTM Existing GRU Proposed RGRU
Metric
Precision 90.22556 92.30769 94.65649 98.48485
Recall 92.30769 93.75 97.6378 99.23664
F-measure 91.25475 93.02326 96.12403 98.85932
Accuracy 90.90909 92.88538 96.04743 98.81423

highlights the effectiveness of the RGRU method in outperforming  identify non-Negative High instances. It demonstrates a robust
competing approaches. classification capability with only three false positives and an equal
number of false negatives.

The current GRU model has a higher count of 187 true

4.2.3 Performance analysis of negative high positives, but it is less accurate with eight false positives and five
quadrant false negatives, which means that wrong classifications are more
The proposed RGRU model stands out in the Negative High  likely to happen. On the other hand, the LSTM model, with 162
confusion matrix with 154 true positives, which correctly identify  true positives and 120 true negatives, also displays an increased
Negative High instances, and 120 true negatives, which correctly  rate of misclassification, as evidenced by 18 false positives and
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10 false negatives, which underscores a potential compromise in
model reliability.

The DNN model, despite having a commendable number of
130 true negatives, falls short in accuracy, with the lowest true
positive count at 145 and the highest false positive count at 25,
accompanied by 10 false negatives. This indicates a substantial
reduction in its efficacy in the negative high quadrant compared
to the RGRU model.

In essence, the RGRU model’s performance in the negative
high quadrant surpasses that of the GRU, LSTM, and DNN
models, as reflected by its higher correct predictions and lower
misclassifications, showcasing its effectiveness and reliability in
emotion classification within this specific context.

Figure 12 shows the confusion matrix for the negative high
quadrant, and Figure 13 shows the ROC and AUC graph for the
negative high quadrant. The proposed RGRU model demonstrates
superior proficiency, with its curve nearing the top-left corner,
an indication of an excellent balance between sensitivity and
specificity. In comparison, the curves representing the GRU, LSTM,
and DNN models are positioned lower, signifying a less optimal
trade-off and reduced effectiveness in distinguishing the negative
high class.

AUC, measures a model’s accuracy over a broad range of
threshold values. The RGRU model’s AUC value of 0.98 indicates
that it has a significant ability to differentiate classes. The
classification performance of the DNN model is 0.89, whilst the
LSTM model shows a performance of 0.92. With an AUC of 0.95,
however, the GRU model performs better than both.

To assess the effectiveness of the strategy depicted in Figure 14
and Table 3, accuracy, precision, recall, and the F-measure are
used. Using these measures, we compare our proposed RGRU
technique against three distinct classification strategies: GRU,
LSTM, and DNN. Our technique has a maximum accuracy of
98.06%, outperforming GRU by 2.26%, LSTM by 7.1%, and DNN
by 9.36%. Our technique’s improved performance is also visible
in other parameters, such as recall (98.24%), precision (96.39%),
and F-measure (98.39%). Table 3 shows the results of the public
inspection technique that we proposed. The results show that our
strategy was effective throughout the negative high phase; the
improved performance of the RGRU is attributed to the Adaptive
Red Fox Algorithm (ARFA). This contrast highlights the enormous
advances that our proposed methodology offers to the problem of
emotion categorization.

4.2.4 Performance analysis of negative low
quadrant

The proposed RGRU model’s confusion matrix does a great job
in the negative low quadrant, with a high number of true positives
(169) and true negatives (90). This means that the classification is
correct, with only a few cases being wrongly labeled (false positives
at 3) or missed (false negatives also at 3). This suggests a precise
model for identifying negative and low emotions. The current GRU
model, on the other hand, has a slightly lower level of accuracy than
the RGRU model, with 162 true positives and 90 true negatives.
This is because it has more false positives (8) and false negatives (5).
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Increased misclassifications, with 136 true positives and 100
true negatives, but also a noticeable rise in both false positives
(19) and false negatives (10), highlight the LSTM model’s further
decreased performance and suggest that it is less reliable for
accurate classification of negative low emotions. The DNN model
presents the lowest performance in the group, with the lowest count
of true positives (121) and the highest count of false negatives (15),
coupled with a considerable number of false positives (19). The
DNN model’s confusion matrix clearly illustrates its challenges in
accurately classifying negative emotions, with considerable room
for improvement in its predictive capabilities.

Figure 15 shows the confusion matrix for the negative low
quadrant, and Figure 16 shows the ROC and AUC graph for
the negative low quadrant. For the negative low quadrant, the
ROC and AUC graphs provide insightful measures of each
model’s performance.

The ROC graph for the proposed RGRU model showcases
an optimal balance between the true negative rate and the false
negative rate, with its curve being the closest to the ideal top-left
corner. This shows a better ability to tell the difference between
Negative Low and other classes without labeling instances that
aren’t Negative Low as Negative Low by accident. The ROC curves
for the GRU, LSTM, and DNN models are farther from the ideal
point, which means that their balance between sensitivity and
specificity is not as good. These models have a lower true negative
rate for any given false negative rate, signifying a reduced ability to
accurately classify negative emotions.

The AUC value for the RGRU model stands at 0.98, the
highest among the models, demonstrating its outstanding overall
classification performance. This high AUC value means that the
RGRU model has a good chance of correctly identifying any
given case as either negative or not, for all thresholds. The GRU,
LSTM, and DNN models have lower AUC scores (0.95, 0.92,
and 0.89, respectively), which means they can’t tell the difference
between negative low and non-negative low classes as well-across all
thresholds. The RGRU model, which performs better at classifying
negative low emotions than the GRU, LSTM, and DNN models,
supports the confusion matrix results according to the ROC and
AUC graphs. The RGRU model is better because it is closer to
the ideal points on the graphs, has higher true negative rates,
and has a higher AUC value. These factors show that it is better
at telling the difference between negative and low emotions and
overall performance.

Figure 17 and Table 4 show how well the suggested RGRU-
based method works by checking its precision, recall, F-measure,
and accuracy. This evaluation involves a comparative analysis with
other classification algorithms, namely GRU, LSTM, and DNN. Our
suggested method performs much better than the others, with a
maximum accuracy of 97.73%, which is 2.64% higher than GRU,
8.68% higher than LSTM, and 10.57% higher than DNN. This
makes it the most accurate method we looked at.

Furthermore, the suggested method performs exceptionally
well in important measures, with an F-measure of 98.35%, a
precision rate of 97.25%, and a recall rate of 98.25%. As detailed
in Table 4, these statistics prominently showcase the method’s
superior performance compared to other techniques. Particularly
noteworthy is the method’s performance in the negative low
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FIGURE 12
Confusion matrix for negative high. (A) Proposed RGRU. (B) Existing GRU.
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(C) Existing LSTM. (D) Existing DNN.

phase, as highlighted in the results section. We think this better
performance is because the Adaptive Red Fox Algorithm (ARFA)
was used to improve the RGRU. This makes it much better at
classifying emotions. I made the right choice by using both RGRU
and ARFA in my research. Together, they help reach the goals of the
study, specifically by making emotion recognition from MIDI files
more accurate and reliable.

The combination of these advanced methods aligns perfectly
with the research objectives of accurately identifying and classifying
emotions in MIDI musical files. The RGRU’s architecture is well-
suited for the sequential and temporal nature of music data, while
ARFA ensures that the model operates at its highest potential.
They work well together to show that these methods are complete
and accurate for detecting emotions in MIDI files, proving that
they are good for the research goals. The MIDI dataset used
in this study appears reliable, as MIDI files accurately encode
detailed musical information crucial for emotion recognition.
The study’s results were checked using statistical methods like
F-score, accuracy, precision, and recall to measure the model’s
performance in a quantitative way. We found these results to
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be even more important by comparing them to results from
well-known models like GRU, LSTM, and DNN. This showed
that the new model was better at recognizing emotions from
MIDI files.

5 Conclusion

This study has introduced a novel approach to discerning the
emotional nuances embedded within each MIDI composition,
utilizing the enhanced RGRU architecture for hyperparameter
optimization through ARFA. We used the EMOPIA dataset
and performance metrics like precision, F-measure, recall,
and accuracy to do a full evaluation of our proposed method
to see how well it worked. In the comparative analysis
against the existence prediction models, including GRU,

LSTM, and DNN, the proposed approach consistently
outperformed them in all four quadrants: positive-high
(98.92%), positive-low  (98.91%), negative-high  (98.06%),

and negative-low (97.73%). These results underscore our
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FIGURE 14
Precision, recall, F-measure and accuracy-based analysis of various models (negative high).

TABLE 3 The performance evaluation of various models (negative high).

Method Existing DNN Existing LSTM Existing GRU Proposed RGRU
Metric
Precision 85.20412 90 95.89744 96.39572
Recall 93.54839 94.18605 97.39583 98.24572
F-measure 89.23077 92.04545 96.64083 98.39572
Accuracy 88.70968 90.96774 95.80645 98.06452
innovative methodologies’ superior predictive accuracy and  which can have unique challenges compared to other

overall efficacy.

While emotion recognition in music is a recognized

field, its
relatively less

by focusing on

specific

application to MIDI
explored. This research
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Frontiersin Computer Science

compositions is
adds

in

originality

data,

22

audio formats.

The research relies on the EMOPIA dataset for evaluation.
If this dataset has biases or limitations regarding diversity
and representation of musical emotions, it can impact the
generalizability of the

findings.

The

study demonstrates
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FIGURE 15

Confusion matrix for negative low. (A) Proposed RGRU. (B) Existing GRU. (C) Existing LSTM. (D) Existing DNN.
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TABLE 4 The performance evaluation of various models (negative low).

Method Existing DNN Existing LSTM Existing GRU Proposed RGRU
Metric
Precision 86.42857 87.74194 95.29412 97.25581
Recall 88.97059 93.15068 97.00599 98.25581
F-measure 87.68116 90.36545 96.14243 98.35581
Accuracy 87.16981 89.0566 95.09434 97.73585

the effectiveness of the proposed approach, but it may not
necessarily generalize well to different music genres, styles, or
cultural contexts. It's important to acknowledge the scope of
its applicability. Emotion recognition in music is inherently
subjective. The model’s interpretation of emotions might not
fully capture the individual listener’s experience, potentially
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leading to discrepancies between the model’s classifications and
human perception.

Future research should aim to diversify datasets for broader
genre coverage, develop algorithms for nuanced emotion detection,
ensure hardware scalability, and refine emotion classification
methods. These steps will enhance the model’s accuracy and
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R.O.C. and A.U.C. graph for negative low.
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applicability in diverse musical and cultural settings, ensuring its
effectiveness in real-world scenarios.
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Background: Social intelligence (Sl) is of great importance in the success of the
counseling and psychotherapy, whether for the psychologist or for the artificial
intelligence systems that help the psychologist, as it is the ability to understand
the feelings, emotions, and needs of people during the counseling process.
Therefore, this study aims to identify the Social Intelligence (SI) of artificial
intelligence represented by its large linguistic models, “ChatGPT; Google Bard;
and Bing"” compared to psychologists.

Methods: A stratified random manner sample of 180 students of counseling
psychology from the bachelor's and doctoral stages at King Khalid University
was selected, while the large linguistic models included ChatGPT-4, Google
Bard, and Bing. They (the psychologists and the Al models) responded to the
social intelligence scale.

Results: There were significant differences in SI between psychologists and
Al's ChatGPT-4 and Bing. ChatGPT-4 exceeded 100% of all the psychologists,
and Bing outperformed 50% of PhD holders and 90% of bachelor’'s holders.
The differences in S| between Google Bard and bachelor students were not
significant, whereas the differences with PhDs were significant; Where 90% of
PhD holders excel on Google Bird.

Conclusion: We explored the possibility of using human measures on
Al entities, especially language models, and the results indicate that the
development of Al in understanding emotions and social behavior related
to social intelligence is very rapid. Al will help the psychotherapist a great
deal in new ways. The psychotherapist needs to be aware of possible
areas of further development of Al given their benefits in counseling and
psychotherapy. Studies using humanistic and non-humanistic criteria with
large linguistic models are needed.
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1 Introduction

Machines have influenced human evolution. The characteristics
of each era have been shaped by the tools developed since the First
Industrial Revolution (1760-1840), for example, the use of steam
machines instead of manual labor, and the Second Industrial
Revolution (1870-1914), represented by the use of energy. The use of
electricity instead of steam power led to the Third Industrial
Revolution (1950-1970), where electronic and communication
devices such as computers and portable devices appeared. Today
we are in the Fourth Industrial Revolution, which has witnessed the
introduction of artificial intelligence in many fields, including health
care, psychotherapy, and more (Hounshell, 1984; Mokyr and Strotz,
1998; Brants et al., 2007; Bell, 2019; Thirunavukarasu et al., 2023).

In psychotherapy, the early Eliza program, designed in the 1970s
by Weitz Naum, a professor at the Massachusetts Institute of
Technology, was a very primitive program, compared to the programs
we see today. The program was distinguished by providing some
comfort for postgraduate students. Some of them even liked to sit
alone next to the computer, and found that the Eliza program helped
them a lot, even though they knew it had no emotions, care, or
empathy (O 'Dell and Dickson, 1984).

On November 22, 2022, ChatGPT-3 became available to the
general public. It was a surprise to the technological community and
the world, and it was a powerful leap in the field of AL Alis one of the
most advanced areas of modern technology. It was followed by the
most famous ChatGPT-4, which is nearly 500 times larger in terms of
capacity and also processing capacity. It is the latest version of
ChatGPT, launched in March 2023. This is a chatbot that belongs to
linguistic artificial intelligence and uses artificial intelligence
technology to interact with users in different languages. It has the
ability to understand, create, analyze and edit texts, and uses more
than 500 billion words from various sources to understand and create
texts in smart and creative ways.

Companies then competed to produce large language models in
AL “LLMs? It is an abbreviation of the term “Large Language Models,”
which refers to Al models that are trained on large amounts of text for
the purpose of understanding and generating natural language in an
advanced way. Examples include the ChatGPT-3 and 4 from OpenAl,
the LaMDA and PaLM models from Google (the basis for Bard), the
BLOOM model and XLM-RoBERTa from Hugging Face, and the
NeMO model From Nvidia, XLNet, Co:here, and GLM-130B.

Google Bard is a Large Language Model (LLM) created by Google
AL This is a machine-learning model trained on a huge dataset of text
and code amounting to 1.56 trillion words. It can generate human-
quality text, translate languages, write different types of creative content,
and answer questions in a human-like manner. It first appeared on
January 18, 2023, when it was announced at the Google AI Conference,
and was released to the public on October 16, 2023. Bing AI Chat is a
service provided by Microsoft that uses artificial intelligence to improve
the search experience of users. Users can interact with Bing as if they
were talking to another person, with Bing answering questions and
providing information in a natural and friendly way. In addition, Bing
can generate images directly from the user’s words.

This field has witnessed many important developments in recent
years, and it is expected that it will continue to develop in the future
at a faster rate and with greater leaps. The AI models allow machines
to perform advanced human-like functions. This development began
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in the 1950s, and continued at varying rates until 2022, when deep
learning, a branch of AI, became important in many practical
applications such as image recognition and translation (Brants et al.,
2007; Bell, 2019; Thirunavukarasu et al., 2023).

The mechanism used in ChatGPT-3 announced by Open Al was
a breakthrough that resulted in an artificial intelligence program that
can simulate human conversation. Since then, competition has flared
among the major companies that had been preparing for such a day
for years but were unable to launch a similar produce, namely,
Microsoft and Google. Google Barge, Bing, and others introduced
large linguistic conversation models that used natural human language
relying on a large database; these were trained by interacting with
people in specialties and in many fields, including the therapeutic
psychological field (Hagendorfl and Fabi, 2023; Han et al., 2023).

Al is classified into several categories according to the application,
field, and techniques used. In general, it is divided into two types:
weak, which is designed to perform a specific task such as voice
recognition, and strong, which aims to imitate human intelligence in
general (Russell and Norvig, 2010).

This year, large language models have evolved a lot and have
reached a stage where they demonstrate human-like language
understanding and generation capabilities, which in turn opens new
opportunities for using measurement tools to identify the hidden
values, attitudes, and beliefs that are encoded in these models. The
capabilities of Al to diagnose personality traits and understand
feelings and thoughts have been measured and their credibility has
been verified by a number of studies (Maksimenko et al., 2018; Kachur
et al., 2020; Flint et al., 2022; Han et al., 2023; Landers and Behrend,
2023; Lei et al., 2023; Zhi et al., 2023).

One of the contemporary studies that was concerned with
measuring the capabilities of ChatGBT is the study that was presented
in the technical report issued by OpenAI on March 27, 2023, in which
it conducted tests similar to admission tests in various professional
and academic American universities. It included the SATs, the Bar
Exam, and the AP final exams. The results showed that the ChatGPT
3.5 and ChatGPT 4.0 are capable of performing human-like on many
professional and academic tests.

1.1 Artificial intelligence in psychotherapy
field

When a psychologist or counselor carries out the counseling and
psychotherapy process, they go through several stages that starting
with the preparation phase, which requires several skills, including
social intelligence skills. The psychologist employs these skills
effectively from the first session and continues until the closing of the
sessions. For this reason, previous psychological studies have
examined the capabilities of artificial intelligence systems, especially
linguistic models, in the therapeutic process. The research is
summarized follows:

In the field of diagnosis, artificial intelligence can help improve
psychological treatment by providing tools and techniques that help
stimulate the process of change and focus on cognitive and emotional
understanding (de Mello and de Souza, 2019). It can also contribute
to measuring mental (Lei et al., 2023) and emotional disorders and
thus reduce the potential risk of suicide (Morales et al., 2017; Landers
and Behrend, 2023).
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Al can also help improve empirical analysis by developing data-
driven models and tools to address new means of selecting therapeutic
models (Horn and Weisz, 2020). It can also use speech content analysis
and measure mental and emotional disorders as well as the effect of
psychiatric medications (Gottschalk, 1999). In addition, AI can use
the analysis of physiological signals such as pulse rate, galvanic skin
response, and pupil diameter to monitor stress level in users (Zhai
et al., 2005).

According to Kachur et al. (2020), AT has ability in the diagnostic
process to accurately determine personality traits and has made
multidimensional personality profiles more predictable. In another
study, Maksimenlko et al. (2018) found a relationship between EEG
recordings and mental abilities and personality traits. They concluded
the importance of designing artificial intelligence programs for
personality testing that combine simple tests and EEG measurements
to create accurate measurements. Kopp and Kriamer (2021) evaluate
the ability of intelligent models to visualize and understand mental
states speaker and generate behaviors based on them. They concluded
that it is necessary to use empathy and positive interactions to support
understanding of silent clients.

Regarding the use of smart systems in counseling and
psychotherapy, Das et al. (2022) found the effectiveness of GPT2 and
DialoGPT in psychotherapy and how the linguistic quality of general
conversational models improved through the use of training data
related to psychotherapy. Eshghic and Eshghie (2023) showed the
ability of ChatGPT to engage in positive conversations, listen, provide
affirmations, and introduce coping strategies. Without providing
explicit medical advice, the tool was helped therapists make
new discoveries.

Likewise, a study of Ayers et al. (2023) evaluated ChatGPT’s ability
to provide high-quality empathetic responses to patients’ questions
and found that residents preferred chatbot answers to physician
answers. Chatbot responses were rated as more empathetic than
doctors’ responses. A recent study (Sharan and Romano, 2020)
indicated that Al-based methods apply techniques with great
efficiency in solving mental health difficulties and alleviating anxiety
and depression.

Although previous studies were enthusiastic and tended to
support the capabilities of artificial intelligence, there is, in contrast,
an opposing view citing errors resulting from AI models in the field
of mental health practices. Elyoseph and Levkovich (2023) to compare
mental health indicators as estimated by the ChatGPT and mental
health professionals in a hypothetical case study focusing on suicide
risk assessment. The results indicated that ChatGPT rated the risk of
suicide attempts lower than psychologists. Furthermore, ChatGPT
rated mental flexibility below scientifically defined standards. These
findings have suggested that psychologists who rely on ChatGPT to
assess suicide risk may receive an inaccurate assessment that
underestimates actual suicide risk.

In addition, research tended to warn against excessive confidence
in these systems. Grodniewicz and Hohol (2023) investigate three
challenges facing the development of Al systems used in providing
psychotherapy services, and explore the possibility of overcoming
them: the challenges of deep understanding of psychotherapy
strategies, establishing a therapeutic relationship, and the complex
voice conversation techniques compatible with humans who convey
emotions in their precise structures. The benefits and side effects of
using Al in the psychological field should be clarified. Chang et al.
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(2023) concluded that it is necessary to focus on evaluating the
performance of these models, including general performance,
response to a task, output, and presentation; their results were
heterogeneous in output. Likewise, Woodnutt et al. (2023) found that
ChatGPT was able to provide a plan of care that incorporated some
principles of dialectical behavioral therapy, but the output had
significant errors and limitations, and therefore the potential for harm
was possible. Others have pointed out the need to treat Al as a tool but
not as a therapist, and limit its role in the conversation to specific
functions (Sedlakova and Trachsel, 2023). In addition, there are many
challenges that must be overcome before AI becomes able to provide
mental health treatment. It is clear that more research is needed to
evaluate artificial intelligence to consider how it can be used safely in
health care delivery (Grodniewicz and Hohol, 2023). This is why there
was an urgent need to conduct this study, which aimed to identify the
level of social intelligence of linguistic artificial intelligence models
“ChatGPT-4; Bard; Bing” and compare it with psychologists
(Bachelor’s and Doctorate holders) to reveal the extent to which
artificial intelligence contributes to psychotherapy and counseling and
to provide comparisons with psychologists.

Consequently, the current study examined the level of social
intelligence of artificial intelligence models compared to the
performance of psychologists, by using a scale designed to evaluate
human social intelligence.

2 Methods
2.1 Participants and procedure

The Human participants were a sample of male psychologists in
the Kingdom of Saudi Arabia with one of two levels of education
(Bachelor’s and doctoral students) at King Khalid University during
2023-2024. The study sample consisted of 180 participants, including
72 bachelor’s students and 108 doctoral students in counseling
psychological program. They were random selected using stratified
method to fit the distribution of participants into two different
educational stages. The age of the doctoral students ranged between
33 and 46 years (40.55+6.288), while it was ranged between 20 and
28years (22.68 +7.895) among the bachelor’s students.

In this study, a registered version of ChatGPT-4 (OpenAl, 2023)
and the free version of Google Bard, and Bing were used.
We conducted a single evaluation for each AI model on August 1,
2023 of its SI performance using the Social Intelligence Scale (Sufyan,
1998). In each evaluation, we provided Al the same 64 standard SI
scenarios. A link to the questionnaire was sent to human participants
via e-mail. While the large linguistic models of AI were asked to
answer the scale items individually and their answers were collected
in a separate external file by directing a question to the AT models to
choose the appropriate answer from the alternative points for each
item in the scale.

2.2 Study tools

The performance of the Al models and psychologists was scored
using the standard manual (Sufyan, 1998) The SI Scale was prepared
by Sufyan (1998) in Arabic to assess ST among adults in similar to the
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George Washington University Brief Scale of SI. It consists of 64 items
and contained two dimensions: Soundness of judgment of human
behavior, which represents the ability to understanding social
experiences by observing human behavior. The second dimension
assess the ability to act in social situations by analyzing social problems
and choosing the best appropriate solutions to them. Sufyan (1998)
verified the validity and reliability of this scale. However, the authors
of the current study verified the psychometric properties of the scale
and its suitability for the objectives of the present study, especially
since it will be used to evaluate the performance of large linguistic
models on social intelligence skills. Therefore, the scale was presented
here to 10 psychology professors at Taiz and King Khalid Universities,
and all items were approved, with some items being modified. The
modifications of the scale by experts were minor and did not affect the
content of the items. Items (1, 7, 12, and 23) were modified
grammatically in accordance with the rules of the Arabic language
without causing any change in the content of the item.

The validity and reliability sample consisted of 90 individuals from
the same research community. Construct validity was verified by
examining the correlations between item scores and the total score on
the scale using (point, biserial) coeflicient. The correlation coeflicients
ranged between (0.39-0.48) and were significant at the 0.05 level.
Construct validity was verified by identifying the significant
correlation between the dimensions scores and the total score on the
scale using the Pearson correlation coefficient.

The correlation coefficient of the first dimension was 0.82 and in
the second dimension, it was 0.73. The reliability of the scale was
verified using the re-test method by selecting a sample of 20
undergraduate students from the same research community, and the
test was re-tested after 1 month. The reliability coefficient after
correction with Spearman’s equation was 0.67 for the first dimension
and 0.69 for the second dimension, while the overall reliability
coefficient was 0.77.

2.3 Scoring

The first dimension’s items (41 items) of SI scale were formulated
to be answered with true or false (0-1 scores per item; range 0-41),
while the answer options of the second dimension (23 items) include
4 points, three of which are false and one is correct (0-1 scores per
item; range 0-23).

The total score of SI scale ranged between (0-64), with a higher
score indicating higher SI. In all assessments, participants respondents
from both human and nonhuman samples were asked to choose the
correct answer and the higher the total score, the higher the SI. The SI
results of AI models were compared with those of psychologists at
both bachelors and doctoral levels.

2.4 Statistical analysis plan

IBM SPSS software (version 28) was used for data analysis.
Independent Samples Test was used to examine test-retest reliability
of the scale. The relationship between item scores and the total score
on the scale was calculated using the point biserial coefficient, while
the Pearson correlation coefficient was used to assess the correlation
between the dimensions scores and the total score of the scale.
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A one-sample t-test was used to compare the performance of Al
models to the population represented by the psychologists; Means,
standard deviations, and percentages were used to determine the
ranking of AI models and psychologists.

3 Results

To achieve the research objectives of identifying the level of social
intelligence among AI models comparing with psychologists,
verification was carried out as follows:

To verify the differences between Al models and psychologists in
SI, the average of SI scores for psychologists were extracted; the
average scores were 39.19 of bachelor’s students and 46.73 of PhD
holders. While the raw scores of the Al models were treated as
representing independent individual samples (one total score for each
model); the scores of SI were 59 of GPT4, 48 of Bing, and 40 of
Google Bard.

Therefore, we used a one-sample f-test to find out whether these
differences were statistically significant, as shown in Table 1.

As per Table 1, the scores of the Al linguistic models are as follows:
GPT 4 was 59, Bing was 48, and Google Bard was 40. There are
statistically significant differences between ChatGPT-4 and Bing and
the psychologists in both academic stages. The Al models have higher
SI scores than the psychologists.

As for Google Bard, the result differed; its score was almost equal
to that of psychologists with a bachelor’s degree, and the differences
were not statistically significant. While, its differs compared to
doctoral-level, whose average was higher than that of Google Bird in
SI. Table 2 shows the level of social intelligence according to the
percentile and the raw score for psychologists according
to qualification.

The results of this study are summarized as follows:

1 In ChatGPT-4, the score on the SI scale was 59, exceeding
100% of specialists, whether at the doctoral or the
bachelor’s levels.

2 Bing, whose score on the SI scale was 48, outperformed 50% of
doctoral specialists, while 50% of them outperformed him.
However, Bing’s performance on the SI scale was higher than
90% of bachelor’s students.

3 Google Bard, whose score on the SI scale was (40) is superior
to only 10% of doctoral holders. Interestingly, 90% of doctoral
holders excelled at it. In contrast, Google Bird’s performance
was higher than 50% of the specialists at the bachelor’s level,
while 50% of them surpassed it, meaning that Google Bird’s
performance was equal to the performance of bachelor’s
students on the SI scale and the differences were not significant.

Figure 1 shows SI levels of AT models and psychologists.

4 Discussion

The main question of this study was “Does artificial intelligence
reach the level of human social intelligence?” When we assess humans,
we use psychological standards to estimate their level of social
intelligence. This is what we did in this study, where the same measure
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TABLE 1 The differences between Al and psychologists in the social intelligence.

Qualification Standard

deviation
ChatGPT 59 Bachelor 39.19 7.927 71 21.201 0.00
Doctoral 46.73 5974 107 21.341 0.00
Bing 48 Bachelor 39.19 7.927 71 9.426 0.00
Doctoral 46.73 5974 107 2.207 0.00
Google Brand 40 Bachelor 39.19 7.927 71 0.862 0.00
Doctoral 46.73 5974 107 11.709 0.00

TABLE 2 The level of S| among psychologists according to academic stage.

Level 5 10 25 50 75 90
Weighted average SI Doctoral 35.90 39.80 44.00 48.00 51.00 54.00
(definition 1) Bachelor 24.00 25.30 3425 40,00 46.00 48.70
Tukey’s Hinges SI Doctoral 44.00 48.00 51.00

Bachelor 34.50 40.00 46.00

was used on the Al represented by the large linguistic model (i.e.,
ChatGPT 4, Bing, and Google Bard). Our study showed important
results regarding the superiority of Al in the field of SI.

The present findings showed that ChatGPT-4 completely
outperformed the psychologists. Bing outperformed most of the
psychologists at the bachelor’s level, while the differences in social
intelligence were not significant between Bing and the psychologists
at the doctoral level. Interestingly, the psychologists of doctoral
holders significantly outperformed Google Bird, while the differences
between Google Bird and undergraduate students were not statistically
significant, meaning that Google Bird’s performance was equal to the
performance of bachelor’s students on the SI scale.

The result showed that AI outperformed human SI measured by
the same scale, and some of it was equal, as in the case of Google Bard,
with a certain educational level, which is a bachelor’s degree, but it was
lower than the level of doctoral. The human participants in this study
were a group assumed to have high social intelligence, as many studies
have found (Osipow and Walsh, 1973; Wood, 1984), as well as by
looking at their average social intelligence measured in the current
study compared to the hypothesized mean. By defining social
intelligence as the ability to understand the needs, feelings, and
thoughts of people in general and to choose wise behavior according
to this understanding, it is practically assumed that this would
reflected in the superiority of psychologists over the performance of
AL However, our results showed that the differences were of varying,
with AI outperforming humans, especially ChatGPT-4, and
psychologists with PhDs outperforming Google Bird, while the
difference between humans and Ping was not statistically significant.

We believe that the poor performance of Google Bard in SI may
be attributed to the date in which this research was conducted, as the
Google Bard model was still new and in the early stages of its
development, as Google may have been shocked and surprised by
what the open Al had achieved. In addition, these results may be due
to technical aspects related to the development of the algorithms used
in Google Bard. We suggest conducting future studies to track the
rapid development of these models, and the extent of their effects on
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the work of psychotherapists. Another pivotal point that must
be pointed out is the ethical extent of the use of artificial intelligence
in psychotherapy. Will AI models adhere to the ethics of
psychotherapy? Will people want to receive psychotherapy provided
by intelligent machines? What about the principles of confidentiality,
honesty, empathy, acceptance, and client rights?...etc. These issues
need further studies and guidelines for psychotherapists when using
artificial intelligence services in counseling and psychotherapy.
What concerns us and those who need counseling and
psychotherapy is that this study confirmed the superiority of Al
models over humans. These results are partly consistent with the study
of Elyoseph and Levkovich (2023) which evaluated the degree of social
awareness among the large linguistic models of Al and the extent of
the ability of these models to read human feelings and thoughts. They
concluded that the ChatGPT was able to provide high-quality
responses, and was empathic to patients’ questions, with results
showing participants’ preference for chatbot responses over a doctor’s
answers. Chatbot responses were also rated as significantly more
sympathetic than doctor responses. Some studies that have examined
AT for several purposes have indirectly demonstrated the ability of AI
in several psychological and mental aspects. Some clients have
reported preferring Al-powered assistants over psychotherapists
because the assistants were able to deal with their feelings in a distinct
and positive manner. It seems like these assistants were able to reflect
on the clients’ emotions in a way that made them feel comfortable
(Ayers et al., 2023; Bodroza et al., 2023; Eshghie and Eshghie, 2023;
Haase and Hanel, 2023; Harel and Marron, 2023; Huang et al., 2023).
Another study by Open Al found that GPT4 outperformed
humans in postgraduate admission tests in American universities.
Literature has indicated that social intelligence is not only an ability in
humans but also in artificial intelligence and large linguistic models
based on dialog and chat in particular (Herzig et al., 2019). A recent
qualitative shift has emerged in the field of artificial intelligence
regarding the nature of human intelligence and its effects on the
design and development of smart robots. This may create controversy,
as social intelligence is added to the behavior of intelligent robots for
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practical purposes and to enable the robot to interact smoothly with
other robots or people, that social intelligence may be a stepping-stone
toward more human-like artificial intelligence (Dautenhahn, 2007;
Guo et al., 2023).

These results confirm the superior ability of Al in SI, as measured
by human psychological standards or personality trait tools, and
through practical evaluation in conversations conducted between it
and clients through the experiments (Herzig et al., 2019; Ayers et al,
2023; Bodroza et al., 2023; Eshghie and Eshghie, 2023; Harel and
Marron, 2023).

However, there are references in the literature to concerns and
criticisms about Al some of which relate to errors in diagnoses related
to dangerous conditions such as suicide, errors of hallucinations, and
fears of moral deviations that need adequate attention and controls in
the future studies (Li et al., 2022; Elyoseph and Levkovich, 2023;
Grodniewicz and Hohol, 2023). Research also has pointed to a lack of
consistency in their responses on psychological measures (Chang
etal, 2023), and others have argued that it was necessary to define his
role in specific functions (Sedlakova and Trachsel, 2023).

These differences in results may deepen the debate about
psychologists’ fears of losing their profession to artificial intelligence.
Many researchers believe that these fears have accompanied humans
during each industrial revolution and ultimately conclude that
industrial development helps humans, reduces the less competent
individuals, and creates new professions that deal with the new will
emerge. Although the changes this time may be more severe,
psychologists will not lose their profession, but its form will change in
order to adapt to the new developments. The benefit will be much
greater than the losses, and the psychologist must absorb the change,
live with its rapid development, and contribute to its management.

As for ethical and professional concerns, researchers believe that
they are legitimate and realistic concerns, but based on the development
of technology throughout history, it is clear that fear accompanies a
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person for his profession and ethics. However, development continues
and it becomes clear that the fears are exaggerated, then some
professions or part of them disappear and humans continually adapt to
these changes. For example, the printing machine disappeared and there
were developments in the secretarial function through the use of
computers instead of the printing machine, and cotton workers turned
into machine managers. This is why specialists in psychology,
psychotherapy and psychiatry recommend absorbing the wave by
understanding artificial intelligence and its applications and making the
most of this. Developments in counseling and psychotherapy.

Regarding to the ethical aspect, there are legitimate and notable
concerns, so we propose multiple forms and sources of solutions to
this problem, namely the enactment of laws, the development of
algorithms that limit moral deviation during use, and protective
programs such as forgery detectors... etc. Since development will pass
and will not stop at the limits of our fears, psychotherapists and
legislators will need to constantly think about solutions to problems
that may affect the profession and its ethics.

In conclusion, the ChatGPT 4 and Bing models have higher social
intelligence than psychologists in the bachelor’s and doctoral stages,
whereas the Bard model is on par with psychologists in the bachelor’s
category and is outperformed by psychologists in the doctoral stage.
According to our results, Al models can be ranked according to their
performance on the social intelligence scale from highest to lowest,
respectively, as follows: ChatGPT 4, Bing, and finally Google Bard.

The results of the current study can be useful and used to guide
psychotherapists in their dealings with clients. Research evaluating the
performance of AI models on measures of SI and other aspects of
personality is urgently needed to improve the uses of Al in
psychotherapy and mental health care planning.

There are some limitations in this study. The sample to verify the
psychometric properties of the Social Intelligence Scale was small and
homogeneous, and this is a relative shortcoming. This procedure was
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an additional confirmation since the validity and reliability of the
scale had been previously verified by Sufyan (1998). There is a need
for future studies that verify validity in a more precise manner on a
large sample and in other ways to verify reliability in a more diverse
or more precise way.

The social intelligence of the artificial intelligence models was
evaluated only once. We were not able to re-evaluate and compare
the two evaluations after a period due to the rapid developments in
AT applications, which will affect the consistency of results over
time. We suggest future longitudinal studies to track changes over
time as AI models evolve. We used a subscription version of Chat
GPT-4, and free versions of Bing and Google Bird, a difference that
may have affected the results given the features available in the paid
models compared to the free versions that available to the
general public.

It was difficult to obtain a large sample of psychologists in
Saudi Arabia, and we relied instead on psychological counseling students
at the bachelor’s and doctoral levels (there were no master’s programs at
the time of preparation of the study). We realize that this sample does not
represent psychotherapists in the Kingdom of Saudi Arabia. However, it
provides a good picture of human performance compared to the
performance of Al in the SI scale. On the other hand, the study’s sample
is confined to male counseling psychology students from a single
university. This limited and homogeneous group might not reflect the
broader population of psychologists or the general population’s social
intelligence. Therefore, additional studies with a more diverse and
representative sample are needed.

Although the study used a simple and homogeneous sample, its
results are an important indicator of the superiority of these industrial
systems, even though they appeared a very short time ago as systems
simulating human behavior, and it is an indicator of the rapid future
development of these systems in the coming years. This study is one
of the first studies in this field, as it highlights and documents a
historical stage in time for the beginning of the real competition
between humans and machines in mental development, and the
competition between the systems themselves. The results of the
current study is also an indicator of industrial development compared
to humans, paving the way for future studies that follow up on these
developments and competitions.

Future studies will need to address the limitations of the current
study. Our findings provide essential evidence about the degree of
social intelligence in AI models that can be evaluated by human
standards. These results will have promising future applications in the
fields of assessment, diagnosis, and psychotherapy.

It would be fair to point out that the current study evaluated
the performance of three different artificial intelligence models
and compared them with a reasonable-sized sample of
psychologists. In addition, most previous studies did not focus on
evaluating social intelligence in artificial intelligence models as
much as they focused on evaluating emotional intelligence (for
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Introduction: The integration of Al in architectural design represents a significant
shift toward creating emotionally resonant spaces. This research investigates Al's
ability to evoke specific emotional responses through architectural imagery and
examines the impact of professional training on emotional interpretation.

Methods: We utilized Midjourney Al software to generate images based on direct
and metaphorical prompts across two architectural settings: home interiors and
museum exteriors. A survey was designed to capture participants’ emotional
responses to these images, employing a scale that rated their immediate
emotional reaction. The study involved 789 university students, categorized into
architecture majors (Group A) and non-architecture majors (Group B), to explore
differences in emotional perception attributable to educational background.

Results: Findings revealed that Al is particularly effective in depicting joy,
especially in interior settings. However, it struggles to accurately convey negative
emotions, indicating a gap in Al's emotional range. Architecture students
exhibited a greater sensitivity to emotional nuances in the images compared
to non-architecture students, suggesting that architectural training enhances
emotional discernment. Notably, the study observed minimal differences in
the perception of emotions between direct and metaphorical prompts among
architecture students, indicating a consistent emotional interpretation across
prompt types.

Conclusion: Al holds significant promise in creating spaces that resonate on
an emotional level, particularly in conveying positive emotions like joy. The
study contributes to the understanding of Al's role in architectural design,
emphasizing the importance of emotional intelligence in creating spaces that
reflect human experiences. Future research should focus on expanding Al's
emotional range and further exploring the impact of architectural training on
emotional perception.

KEYWORDS

artificial intelligence, emotional perception, architecturalimagery, emotional rendering,
architectural design, affective computing

1 Introduction

The integration of artificial intelligence (AI) in architectural design marks a significant
shift in our engagement with the built environment. This integration challenges traditional
perceptions of architecture as a fusion of human emotion and spatial design, a concept
echoed by Corbusier and Etchells (2014). The impact of architectural elements such as
color, light, and space on human emotions and behaviors, recognized in previous studies
(Mehrabian and Russell, 1974; Pallasmaa, 2012; Zhang et al., 2022), underscores the
significance of this evolution.
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The rise of Al-generated architectural imagery sparks debates
within architectural and psychological circles about AT’s capacity
to evoke emotional resonance akin to human-designed structures
(Botros et al., 2023). Public opinion is divided: while some critics
argue Al lacks the inherent human touch necessary for genuine
emotional engagement (Danicle and Song, 2019; Cetinic and She,
2022; Demmer et al., 2023), others advocate for AI's potential to
elicit complex emotional responses (Bagozzi et al., 2022; Cheng
et al,, 2022). This dichotomy opens up broader inquiries into the
role of emotion and perception in Al-enhanced art and design.

Our research delves into the psychological aspects of
responses to Al-enhanced architectural imagery. Drawing on
interdisciplinary research in human-AlI interaction (Ashlock et al.,
2023; Zhang et al., 2023), we analyze the emotional reactions of
individuals with varying architectural expertise to Al-generated
images, including both interior and exterior visualizations. We
also investigate the effect of different Al image generation methods
on emotional perception (Zhao, 2016). Additionally, the research
explores the implications of Al use in architectural education,
design practices, and technology evolution, raising philosophical
and ethical questions about the interplay between artificial
creations and natural human responses.

In conclusion, while acknowledging the limitations of current
research, we propose future research directions focused on the
synergistic relationship between AI and human designers, and the
cultural and social nuances of emotional resonance in AI-generated
designs. Our study aims to decode the complex emotional
responses triggered by Al in architectural design, contributing to
a deeper understanding of behavioral sciences at the intersection of
technology and creativity (Pressman, 2001).

2 Literature review

2.1 Al-generated images in architecture

Recent advancements in Al-generated imagery have
significantly impacted the intersection of technology and
creativity. Goring underscores the capability of Al generators to
produce images that are not only highly realistic but also visually
appealing, highlighting that the outcome largely depends on the
methodology and precision of the text prompts used (Goring
et al., 2023). Similarly, Chen delves into the use of deep learning
technologies for creating artistic illustrations from concise text
descriptions, showcasing Al’s ability for style transfer aligned with
narrative content, which illustrates the adaptability of AI to various
artistic requirements (Chen et al., 2020).

Lu et al. (2024) presents a compelling discovery that humans
have a 38.7% success rate in distinguishing real photographs from
those generated by Al, suggesting AI’s potential to revolutionize
visual expression across industries by mimicking reality closely.
This could lead to a future where Al not only augments human
creativity but also enriches aesthetic environments.

In architecture, Lee et al.’s (2024) research demonstrates AI’s
capacity to articulate a wide array of design styles in interior spaces,
enhancing spatial layouts with specific features, and embodying the
design ethos of distinguished architects. Zhang further investigates

AT’s role as a pivotal tool in architectural design, offering a variety
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of design solutions and driving innovation. While acknowledging
AT’s strengths in fostering attractiveness and creativity, Zhang
et al. (2023) also notes areas for improvement in authenticity
and coherence of the generated designs. Similarly, Akhtar and
Ramkumar (2023) views Al more as a collaborator than a substitute
in the architectural design process, suggesting that architects can
leverage Al to realize innovative solutions and simplify complex
tasks.

2.2 Emotion in Al-generated images

The exploration of emotion in Al-generated images, a field
emerging at the intersection of affective computing and visual
arts, has gained significant momentum. This interdisciplinary area
investigates how AI can simulate and evoke human emotional
responses through images, a development that reflects the growing
sophistication of Al in understanding human emotions (Picard,
2003; Tao and Tan, 2005).

Central to this domain is the capability of Al particularly
machine learning algorithms, to discern and replicate emotional
cues in images. These algorithms, trained on extensive emotional
datasets, enable Al to generate images that resonate with viewers,
paralleling the emotional impact traditionally found in human-
created art (Goodfellow et al., 2014; Sun et al., 2022; Gao et al.,
2023). Projects like IBM’s Watson and OpenAI's CLIP model
illustrate AD's potential in creating emotionally engaging visual
content (see Figure 1), utilizing advanced techniques to interpret
and manipulate emotional content within imagery (Gatys et al,
2016; Radford et al., 2021).

Sentiment analysis, a critical component of affective
computing, has been extended to the realm of Al-generated
images. This involves algorithms interpreting the emotional tone
of images, an approach particularly relevant in the analysis of
architectural imagery. The emotional impact of design elements
such as spatial composition, color schemes, and textural details
can be explored through Al-generated visualizations, offering new
insights into architectural design and its emotional resonance
(Yildirim, 2022; Enjellina et al., 2023; Ploennigs and Berger, 2023).

However, generating emotional content in images through
Al raises significant challenges and ethical considerations. Issues
of authenticity in Al-generated emotional expressions and biases
in Al-created imagery are major concerns (Zhang et al., 2023).
The ethical implications of Al’s potential to manipulate emotional
responses, particularly in sensitive fields like architectural design,
call for careful scrutiny (Chiarella et al, 2022; Futami et al,
2022). The interaction between Al-generated emotions and human
responses in architectural imagery is an area of growing interest,
with studies focusing on how these images influence human
emotional and behavioral responses, and what this implies for the
future of architectural experience (Viliunas and Grazuleviciute-
Vileniske, 2022; Enjellina et al., 2023).

3 Research hypotheses

In exploring the application of AI in architectural design
and its impact on emotional perception, this study aims to
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validate the following hypotheses, which are formulated based
on prior research and theoretical frameworks. These hypotheses
serve as the foundation for the study’s design and methodology,
guiding our investigation into the emotional role of Al in
architectural visual representation and its impact across different
audience groups.

Hypothesis 1 (H1): Al-generated architectural images are
capable of effectively eliciting specific emotional responses,
demonstrating similar or superior emotive resonance compared to
human-designed structures.

Hypothesis 2 (H2): There is a significant difference in
emotional perception of Al-generated architectural images between
architecture students (Group A) and non-architecture students
(Group B). This difference is attributed to the professional training
of architecture students, making them more sensitive to the
emotional details in the images.

Hypothesis 3 (H3): Al-generated architectural images created
within interior settings, such as homes, are more effective in
expressing emotions compared to those generated in exterior
settings, such as museums.

By systematically validating these hypotheses, we aim to
contribute to the ongoing discourse on the integration of Al in
architectural design, particularly in terms of enhancing emotional
engagement and understanding among diverse groups.

4 Method

4.1 Software and tools selection
The choice of software and tools was crucial in our research

aimed at examining how various Al technologies render emotional
content in architectural imagery. We conducted an evaluation

Frontiersin Psychology

of five prominent image generation software: Stable Diffusion
(Version 1.5 with LDMs Algorithms) (Pinaya et al, 2022),
DeepFloyd IF (Stability, 2023), DALL E2 (Open, 2023), Midjourney
(Version 5.1) (Midjourney, 2023), and Photoshop 2023 (Adobe,
2023). Each tool was tested using two prompts designed to
generate images of a newly built museum exterior, with one
prompt emphasizing a “happy atmosphere” and the other focusing
on creating a “cheerful atmosphere that reflects happiness.” This
approach allowed us to generate a collection of images for a
comparative analysis of each software’s ability to capture and
convey the emotional essence of the prompts.

In our analysis, Midjourney distinguished itself by most
accurately reflecting the intended emotional tones of the prompts.
DeepFloyd IF demonstrated a somewhat limited correlation with
the specified emotional content. Other tools, including Stable
Diffusion, DALL E2, and Photoshop 2023, showed varying degrees
of effectiveness in recognizing and rendering the emotional
subtleties embedded in the prompts. Open-source platforms like
Stable Diffusion and DeepFloyd IF offer extensive customization
through plugins like ControlNet, providing detailed control
over image generation aspects. The potential integration of
technologies like Dreambooth and loRA with these platforms
hints at future advancements in developing emotion-specific Al
models. Conversely, DALL E2 and Photoshop 2023, while excelling
in localized and extensive image modifications, did not align as
effectively with our specific research focus on emotional expression
in Al-generated architectural visuals.

We selected Midjourney as our primary tool, primarily due
to its proficiency in generating images that resonated emotionally
from text descriptions. This choice underscores our research intent
to delve into AI’s capability to evoke specific emotional responses
through architectural imagery, a vital component in understanding
the nuances of human-Al interaction within behavioral sciences.
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4.2 Artificial intelligence in architectural
rendering

Our research utilized the Midjourney AI software for
generating images, focusing on two architectural settings: “home
interior” and “museum exterior.” The choice of a “home interior”
setting was driven by its universal relevance in daily life, providing
a familiar context for eliciting and analyzing emotional responses.
On the other hand, the “museum exterior” was selected for its
cultural and public significance, offering a diverse spectrum of
emotional engagement possibilities.

The crafting of prompts for Al image generation was a key
element in our study. We aimed to explore how AI interprets
and visualizes emotions within architectural contexts. To achieve
this, we developed two types of prompts: one incorporating
explicit emotional descriptors, such as “joy,” and another utilizing
metaphorical language to convey emotions, like “creates a cheerful
atmosphere that reflects happiness.” This dual approach allowed
us to assess the effectiveness of both direct and metaphorical
expressions in translating emotions into AI-generated architectural
images.

Informed by Ekman’s (2005) theory of basic emotions, our
study encompassed six emotions: joy, sadness, anger, fear, surprise,
and disgust. This range was integral to examining a wide array
of emotional responses in architectural environments. For each
emotion, we generated images for both the “home interior” and
“museum exterior,; culminating in a diverse set of 24 architectural
images (see Figure 2).

For example, to create imagery for a “museum exterior,” we
employed prompts like “A newly built museum exterior with a
happy atmosphere” to directly express the emotion and “a newly
built museum exterior creates a cheerful atmosphere that reflects
happiness” for a metaphorical representation. This method was
consistently applied across different emotions and replicated for
the “home interior” settings. The variation in emotional content of
the prompts was crucial in our exploration of how Al-generated
architectural renderings could mirror and potentially influence
human emotions, a topic of great significance in behavioral
sciences.

4.3 Survey design

The survey’s design was a crucial element in our investigation
into the emotional responses elicited by Al-generated architectural
images. Our study aimed to discern the impact of these images on
both architectural professionals and the general public, focusing on
the psychological aspects of their reactions.

To optimize participant engagement and reduce fatigue,
the survey was structured into two separate sections. Each
section presented participants with a series of Al-generated
architectural images. These images were aligned with specific
emotions, conveyed either through direct or metaphorical
language. Participants were instructed to rate their immediate
emotional response to each image using a 0 to +10 scale.
On this scale, 0 represented a very weak emotional response,
while 10 denoted a highly intense reaction. This rating method
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was devised to encompass a broad spectrum of emotions,
including happiness, sadness, anger, fear, surprise, and disgust. We
encouraged participants to trust their gut reactions, underlining
the subjective nature of the survey and affirming that there were
no right or wrong answers. In designing our survey, we opted
for a framework that participants could easily understand and
engage with to assess the emotional responses elicited by Al-
generated architectural imagery. Therefore, we employed the six
basic emotions framework due to its clarity and ease of explanation
to participants. Some more recent emotional theory frameworks,
such as those proposed by Cowen et al. (2020) and Tang et al.
(2023), offer a broader range of emotions and dimensions that,
while providing detailed insights into emotional experiences, could
potentially confuse participants in this study and significantly
increase the workload involved in conducting the survey and
analyzing the data. Therefore, we did not adopt these more complex
emotional frameworks.

Furthermore, we decided against using a binary approach to
emotional analysis, such as the positive and negative polarity,
due to its limited capability in capturing the rich emotional
engagement we aimed to explore with architectural imagery. In our
previous experiments on emotional assessment, including the use
of the Self-Assessment Manikin (SAM) questionnaire, participants
indicated challenges in comprehension and the need for extensive
explanation, impacting the efficiency and effectiveness of the
survey (Zhang et al., 2022). Feedback from these preliminary trials
revealed a preference among participants for the basic emotions
model, which they found to be more intuitive and relatable. By
choosing the six basic emotions, our study aimed to maintain a
clear and consistent evaluative framework, effectively capturing
the subtleties of people’s emotional responses to Al-generated
architectural imagery without the complexities and ambiguities
associated with more elaborate emotional frameworks. Overall,
the survey was meticulously designed to probe the intricate
relationship between Al-generated images and human emotions,
particularly in the context of architectural visualization. This
methodology was central to our overarching goal of uncovering and
understanding emotional reactions within architectural settings,
thereby enriching the discourse in behavioral sciences.

4.4 Participants

In our study, the selection of participants was crucial
for exploring the emotional and psychological responses to
Al-generated architectural imagery. Inspired by Garip and
Garip’s (2012) findings, which indicate aesthetic differences
between architecture and non-architecture students, we sought to
investigate how such disparities might influence the perception
and emotional response to Al-enhanced architectural visuals.
To this end, we recruited 789 university students, aged 19-
40, and divided them into two distinct groups: architecture
majors (Group A, comprising 389 participants) and non-
architecture majors (Group B, comprising 400 participants).
This division was strategically chosen to assess the impact of
educational and professional backgrounds on the engagement
with Al-generated architectural

imagery, grounding our
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FIGURE 2
(A) Comparative analysis of image generation software, (B) architectural images generated through Al, illustrating the visual expression of the six
basic emotions examined in the experiment.

participant selection in the premise that professional training

and educational experiences significantly shape aesthetic
judgment and emotional interactions with architectural
design.

Group A, consisting of architecture students, was presumed
to possess a deeper understanding and critical appreciation
This expected to
influence their emotional responses, with a potential focus

of architectural design. expertise was
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on technical and aesthetic aspects of the Al-generated
images.

In contrast, Group B included students from diverse non-
architecture disciplines, representing a broader demographic akin
to the general public. Their reactions were hypothesized to be
more rooted in instinctual emotional responses, offering insights
into how Al-generated architectural visuals are perceived by those

outside the architectural field.
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In adherence to the Sex and Gender Equity in Research
(SAGER) guidelines, our study consciously did not collect gender-
specific data, aiming to eliminate potential gender bias. This
decision was made to ensure that our findings were focused solely
on emotional and perceptual responses, irrespective of gender
( )-

The comparative analysis between these two groups was
designed to provide a holistic understanding of how different
educational backgrounds affect the perception and emotional
engagement with Al-generated architectural imagery. Insights
gained from this study are expected to contribute significantly
to the fields of behavioral sciences and architectural design,
particularly in understanding how Al-generated visuals are
received and interpreted by diverse audiences.

4.5 Analysis strategy

The strategy for analyzing our data revolves around three core
pillars, each designed to thoroughly investigate the role of AI in
creating emotionally resonant architectural imagery. This tripartite
approach allows us to delve into both the emotive capacity of AI-
generated images and the perceptual differences in their reception
among varied audiences.

4.5.1 Assessment of emotive expressivity in
Al-generated images

The first aspect of our analysis is dedicated to evaluating
the emotional expressiveness of Al-generated architectural images.
This involves examining how closely the emotions conveyed in
the Al-generated prompts align with the emotions perceived by
participants. By assessing this alignment, we aim to understand
the effectiveness of Al in accurately interpreting and rendering
the intended emotional content within architectural visualizations.
This analysis is crucial in uncovering the psychological impact these
Al-generated images have on viewers.

4.5.2 Effectiveness of descriptive methods in
emotional conveyance

Our second pillar concentrates on comparing the effectiveness
of two descriptive approaches “direct descriptive words vs.
metaphorical language” in Al-generated images. The goal here is
to determine which method more effectively communicates the
intended emotional context within the imagery. This comparison
is vital for understanding the influence of language in shaping
emotional perception in Al-generated architectural visuals.

4.5.3 Differential interpretation between
professional and lay audiences

The third pillar of our analysis distinguishes the perceptual
differences between architectural professionals and the general
public in response to Al-generated architectural images. This
comparison seeks to gauge the utility of Al imagery as a tool for
professional use in architecture, as well as its role in facilitating
intricate and nuanced architectural representations. Analyzing the
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variances in emotional and perceptual responses between these
groups offers insights into how AlI-generated imagery is interpreted
across diverse audiences.

In order to ensure a consistent rating scale across all images,
we normalized the original average scores for each emotion. The
normalized score rate P;; for emotion j on image i is calculated as
follows(refer to ):

Ejj

Pj=—2— 1
v Sixn ()

where, Ej; is the original average score for emotion j on image i;
S; is the sum of the average scores for all emotions on image i; # is
the number of images, which is six in our study.

This normalization process ensures that the sum of the
scores for all emotions on each image equals 1/6, allowing for
a fair comparison of the relative prominence of each emotion
across different images. The normalized score rate P;; reflects the
proportion of the average score for emotion j relative to the average
scores for all emotions on the given image.

In the analysis of data across different groups within our
study, we adapted our statistical approach based on the specific
characteristics of the dataset. For datasets exhibiting a normal
distribution, the analysis was conducted using t-tests to compare
means, alongside the calculation of Cohen’s d to provide a measure
of effect size, following the guidelines set by
( ). In instances where the dataset deviated from normal
distribution, the Wilcoxon signed-rank test was employed as a non-
parametric alternative, with ( ) delta utilized to assess the
magnitude of the observed effects.

To facilitate our data analysis process, we leveraged a suite of
Python libraries tailored for statistical computing and visualization.
This included the use of NumPy for handling array-based
numerical computations, Pandas for its powerful data structure
and analysis tools, SciPy for conducting both parametric and
non-parametric statistical tests, and plotly for creating visual
representations of our findings. The integration of these tools
not only bolstered the thoroughness of our statistical examination
but also enhanced the clarity and interpretability of the results
presented.

5.1 Emotional expression across all groups

Our comprehensive analysis of Al-generated architectural
images across all participant groups revealed notable trends in
emotional expression, which is illustrated in

5.1.1 Direct prompt (home and museum settings)

In the direct prompt category for home settings, joy emerged
as the most prevalently expressed emotion at 65.87%. The least
effectively conveyed emotion was anger, registering only 11.02%.
Other emotions like sadness, fear, surprise, and disgust ranged
between 16.53 and 22.92%. In the museum settings under direct
prompts, joy still led at 42.63%, but with a notable reduction
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in effectiveness compared to home settings. Disgust recorded the
lowest effectiveness at 10.60%.

5.1.2 Metaphoric prompt (home and museum
settings)

With metaphoric prompts, joy remained the dominant emotion
in home settings, scoring 57.19%. The lowest effectiveness was
again seen in anger at 11.98%. For museum settings, joy’s
effectiveness slightly decreased to 56.05%, with disgust being the
least effective at 7.72%.
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5.1.3 Patterns in highest-rated emotions
Our analysis of the highest-rated emotion for each image
revealed some intriguing patterns:

e In home settings with direct prompts, joy dominated
other emotions, even when the prompts were
intended to evoke different emotions like sadness
or fear.

e In museum  settings, the results were more
mixed, with joy still prevailing but to a lesser
extent, indicating potential ambiguities in
emotional expression.
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5.1.4 Positive and negative emotional
performance

When categorizing emotions as positive and negative, we
observed:

e In home settings with direct prompts, positive emotions like
joy, surprise, and disgust outperformed negative emotions like
sadness and fear.

e In museum settings, the performance gap between positive
and negative emotions was narrower, with anger and disgust
showing reduced effectiveness.

5.1.5 Indoor vs. outdoor image analysis

The study also indicated that indoor images generally
conveyed emotions more effectively than outdoor images. This
trend was consistent across both direct and metaphorical
prompts, suggesting that the spatial context significantly influences
emotional perception in Al-generated imagery.

In summary, our results indicate a trend where Al-generated
images are more effective in conveying positive emotions,
particularly joy, across different settings and prompt types. The
effectiveness of emotional expression also appears to be influenced
by the architectural context, with indoor images demonstrating
a higher capacity for emotional conveyance. These findings offer
significant insights into the capabilities and limitations of Al in
architectural visualization, particularly in its ability to resonate
emotionally with viewers from diverse backgrounds.

5.2 Emotional expression across Group A
and Group B

Our study’s analysis of Al-generated architectural images
revealed distinct patterns in emotional perception between
architecture students (Group A) and non-architecture students
(Group B), as outlined in

5.2.1 Comparison between direct and
metaphoric prompts

Within Group A, we observed minimal differences in the
perception of surprise and sadness between direct and metaphorical
prompts. This suggests a uniformity in emotional interpretation
regardless of the prompt type for these emotions. Group B,
however, showed a more pronounced difference in the perception
of sadness across the prompt types, indicating varied emotional
interpretations based on educational background.

5.2.2 Direct prompt analysis

Comparing the emotional perception under direct prompts
between the two groups, we noted significant differences across all
emotions. The variance was particularly notable for joy and surprise
(P-value of 0.0235), suggesting these emotions are universally
perceived but with subtle differences influenced by the viewer’s
background. Metaphorical prompts also demonstrated differences
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in emotional scores between the groups, with the least variance in
fear and sadness (P-value of 0.0236).

5.2.3 Individual emotional expression

In Group As direct prompt for home settings, joy was the
most prominently expressed emotion at 66.01% Group B showed a
similar trend, with joy being the most effectively expressed emotion.
However, the overall performance of emotional expression in
Group B was slightly lower than in Group A.

5.2.4 Analysis of highest-rated emotion

In Group As direct prompt (home), joy dominated the ratings
even for images intended to convey other emotions like sadness or
fear. The museum settings in Group A showed a mixed pattern,
with joy still leading but with less dominance compared to home
settings.

5.2.5 Positive and negative emotional
performance

The binary analysis revealed that positive emotions, particularly
joy, were better conveyed in Al-generated images than negative
emotions across both groups. The effectiveness varied depending
on the setting, with indoor (Home) images generally showing
better emotional rendering ability than outdoor (Museum)
images. Overall, our results indicate significant differences in the
emotional perception of Al-generated architectural images between
architecture and non-architecture students. These findings provide
valuable insights into how educational background influences
emotional interpretation of AI-generated images, with implications
for the utilization of Al in architectural design and its perception by
different audience segments.

This study provides an in-depth comparison of the emotional

perceptions of two distinct groups toward Al-generated
architectural images, unveiling several key findings and their

broader implications.

6.1 The technical challenges of emotional
expression

Our research delves into the significant challenges Al faces in
encoding complex emotions into visual forms. While “joy” has
been consistently and effectively depicted, our findings show that
other emotions such as anger, sadness, and fear are less accurately
portrayed. This discrepancy underscores the inherent difficulty
of translating the nuanced spectrum of human emotions into
Al-generated imagery. It highlights the imperative need for the
development of more advanced AI models that can more finely
understand and reflect the complexity of human emotions. For
instance, the exploration of deep learning and neural networks
presents a promising avenue to enhance ADs capability in emotion
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understanding and expression. These findings suggest a divergence
from our initial hypotheses, indicating that while AI shows
potential in emotional representation, its current abilities to capture
and convey the full range of human emotions are limited.

6.2 The impact of educational background
on emotional interpretation

Our research revealed significant differences in emotional
perception between architecture students (Group A) and non-
architecture students (Group B), aligning with our hypothesis.
These differences can likely be attributed to the specialized training
of architecture students, who are educated to understand the
interplay between spatial design and emotional evocation. This
finding highlights how educational and professional training shapes
individuals’ emotional interpretation of architectural spaces. It
underscores the importance of interdisciplinary collaboration,
integrating AI technology and emotional understanding in the
educational process to provide designers and architects with a more
comprehensive training. This synergy between AI and architectural
education not only validates our initial hypothesis but also opens
up new avenues for enriching the emotional depth of architectural
design through Al

6.3 The environmental impact on
emotional rendering

Our study emphasizes the critical role of architectural imagery
in eliciting emotional responses, with a notable finding that AI-
generated images of indoor settings, such as homes, are more
effective in emotional rendering than those of outdoor settings
like museums. This distinction between indoor and outdoor
environments in terms of emotional expression aligns with our
hypothesis and is crucial for understanding the application of Al in
architectural design. Emotional rendering, alongside aesthetic and
functional considerations, plays a vital role in architectural imagery.

Expanding upon the differences in emotional expression
between indoor and outdoor environments, our analysis delves into
how specific features of these settings influence the conveyance and
perception of emotions. The findings suggest that future research
should employ a broader array of environmental samples to
validate and further explore these insights. Designers can leverage
this knowledge to optimize spatial design, enhancing emotional
resonance within architectural spaces.

While these observations are consistent with our initial
hypotheses, it is important to acknowledge the limitations of our
experimental setup, particularly the range of environments we were
able to include. A more extensive exploration of different settings
is necessary to deepen our understanding of how environmental
factors impact emotional responses. This future research direction
could offer more nuanced insights into the complex interplay
between Al-generated architectural imagery and human emotion.
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6.4 Limitations and future directions

Despite the valuable insights provided, our study faces
limitations due to the rapid evolution of AI image generation
software and the selected environmental settings, which may not
fully represent the diverse architectural contexts. The reliance on
a limited number of prompts to explore emotional conveyance
and the lack of detailed analysis on the influence of architectural
training underscore areas for future investigation.

Future studies should expand the variety of prompts and
environments to capture a broader spectrum of emotional
responses. A more detailed examination of the impact of
architectural education on emotional perception could offer deeper
insights, considering factors such as the duration and specificity of
training experiences.

Moreover, the binary approach to emotional analysis in
our study simplifies the complex nature of human emotions.
Future research should employ more nuanced methods to analyze
the multidimensional aspects of emotional responses, possibly
incorporating multisensory elements beyond the visual to enrich
the understanding of architectural imagery’s emotional impact.

By addressing these limitations, subsequent research can
enhance our comprehension of Als role in architectural design,
potentially leading to the development of practices that resonate
more profoundly on an emotional level with diverse audiences.

This study sheds light on the nuanced capabilities and
limitations of AI in evoking emotions within architectural
imagery, revealing AI’s proficiency in depicting joy and its
superior emotional rendering in indoor environments. Particularly,
architecture students displayed enhanced sensitivity to Al-
generated images, likely due to their specialized training. These
findings underscore AIs potential in bridging technological
innovation with human emotional experiences in architectural
design, suggesting a future where Al not only enhances aesthetic
appeal but also fosters emotionally resonant spaces. This research
marks a significant step toward understanding AIs role in
architecture, emphasizing the importance of integrating emotional
intelligence in design practices to create spaces that resonate with
human experiences.
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Introduction: Emotional recognition from audio recordings is a rapidly
advancing field, with significant implications for artificial intelligence and
human-computer interaction. This study introduces a novel method for
detecting emotions from short, 1.5 s audio samples, aiming to improve accuracy
and efficiency in emotion recognition technologies.

Methods: We utilized 1,510 unique audio samples from two databases in
German and English to train our models. We extracted various features for
emotion prediction, employing Deep Neural Networks (DNN) for general feature
analysis, Convolutional Neural Networks (CNN) for spectrogram analysis, and
a hybrid model combining both approaches (C-DNN). The study addressed
challenges associated with dataset heterogeneity, language differences, and the
complexities of audio sample trimming.

Results: Our models demonstrated accuracy significantly surpassing random
guessing, aligning closely with human evaluative benchmarks. This indicates the
effectiveness of our approach in recognizing emotional states from brief audio
clips.

Discussion: Despite the challenges of integrating diverse datasets and
managing short audio samples, our findings suggest considerable potential
for this methodology in real-time emotion detection from continuous speech.
This could contribute to improving the emotional intelligence of Al and its
applications in various areas.

KEYWORDS

machine learning (ML), emotion classification, audio emotion recognition, neural
networks, speech signal features, Bilingual emotional classification

Introduction

Non-verbal communication, including the different aspects of a speaker’s voice, plays a
crucial role in conveying emotions and is highly valued in interpersonal interactions. While
verbal content is important, research suggests that humans are significantly influenced
by non-verbal cues, even in purely acoustic expressions of emotion (Miller, 1981). In an
increasingly globalized world, where technical means of signal transmission have become
essential, understanding emotions through non-verbal cues gains even more significance
(Morton and Trehub, 2001).

Research suggests that one intriguing question arising in this context is whether
technical tools are capable of accurately predicting mood or emotions based on vocal
parameters and acoustic measurements, independent of semantic content. If so, then
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this could allow for the analysis of convergences and divergences
between verbal and non-verbal expressions, enriching
communication in various contexts.

Previous scientific research used semantically closed audio
recordings of roughly 1.5-5 s to develop classification tools (Chen
et al., 2018; Jiang et al., 2019; Mustageem and Kwon, 2019,
2021; Mustageem et al., 2020). However, to apply such tools to
dynamically measure change in emotions, algorithms to analyze
audio recordings that are not semantically restricted are needed.
The objective of this article is to develop such a classification tool
that can recognize emotions in the voice. The tool is designed to
process audio recordings in 1.5 s segments, identifying emotions
regardless of the semantic content of the audio.

The decision to process audio recordings in 1.5 s segments
merits further explanation. Implementing fixed time windows
serves a dual purpose. Firstly, it simulates real-life scenarios where
audio clips may be randomly segmented without any predefined
understanding of when an emotion begins or ends. By establishing
an algorithm that classifies emotions from these fixed segments,
we are ensuring that the tool is robust enough to process audio
in various real-world applications. Secondly, the use of shorter,
fixed windows is strategically designed to minimize the likelihood
of capturing multiple or mixed emotions within a single segment.
This will attempt to ensure that the emotional content of each clip is
as pure as possible when using real data in the future, which should
lead to a more accurate classification.

Our rationale for selecting a 1.5 s window specifically has
both empirical and practical origins. Empirically, the work of
Lima et al. (2013) provided insights into the feasibility of emotion
recognition from short non-verbal vocalizations. In their study,
participants exhibited high accuracy in predicting emotions from
audio clips that averaged around a second in length, suggesting
that meaningful emotional content can be discerned from relatively
brief snippets of sound. Practically, the choice of a 1.5 s window is
consistent with the nature of our dataset. The dataset, composed of
audios ranging from 1.5 to 5 s, contains emotionally charged but
semantically neutral sentences. By opting for a 1.5 s segmentation,
we can ensure that nearly every audio segment retains its original
length without the need to artificially lengthen it with added silence.
This approach essentially aims to extract the most emotionally
salient part of each recording, which in part corresponds to the
short vocalizations described by Lima et al. (2013).

This article will evaluate different machine learning techniques
for the development of a robust tool capable of classifying emotions
using these 1.5 s long audio clips. The effectiveness of this tool will
be compared with the human ability to recognize emotions through
voice. If the accuracy of the developed classifier is comparable to
human judgment, it could not only serve practical applications
but also allow researchers to infer aspects of human emotion
recognition through reverse engineering.

Decoding emotions

Contemporary ~ emotion  theories  acknowledge  the
multidimensional nature of emotions, emphasizing their social
and contextual aspects (Scherer, 2005; Fontaine et al., 2007; Moors
et al., 2013). The tool presented in this article is based on Ekmans

theory of basic emotions (Ekman, 1999). While Ekmans theory
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TABLE 1 Classifier performance of studies using Emo-DB and RAVDESS
databases.

Referenes Method®  DB® Perf.
Xiao et al. (2010) NN-PC E 81.2%
Chen et al. (2018) CNN E 82.8%
Jiang et al. (2019) CNN E 84.5%
Mustaqeem et al. CNN E 85.5%
(2020)

Mustageem et al. CNN R 77%
(2020)

Mustageem and CNN R 79%
Kwon (2019)

Mustageem and 2S-CNN E 95%
Kwon (2021)

Mustageem and 25-CNN R 85%
Kwon (2021)

This table provides an overview of accuracies achieved by various studies.

2Method: NN, Neural Network with pre-classification (PC); CNN, Convolutional Neural
Network; 2S-CNN, two-Stream Convolutional Neural Network. ?DB: E, Emo-DB; R,
RAVDESS.

offers a practical and widely recognized framework, it is sometimes
also criticized for its simplicity in representing human emotions.
However, it provides a useful foundation for classifying emotions,
while still allowing for a more nuanced understanding of emotions
in future research.

Emotions, as dynamic processes, encompass several
interrelated components. The diverse manifestations of emotions
at various levels can be classified based on their distinct patterns
of expression. This article uses the definition by Goschke and
Dreisbach (2020) which includes all relevant parameters, giving a

holistic picture of the multifaceted nature of emotions:

“Emotions are psychophysical reaction patterns based on
more or less complex evaluations of a stimulus situation, which
are accompanied by a series of peripheral physiological changes
as well as the activation of certain central nervous systems.
These reactions motivate certain classes of behavior, can be
expressed in specific facial expressions and body postures, and
are often (but not necessarily) associated with a subjective
quality of experience” (Goschke and Dreisbach, 2020).

This article follows the assumption that emotions, despite their
nature as dynamic processes consisting of multiple components,
can be assigned to categorize based on their patterns of expression.
This assumption follows the concept of basic emotions, which
Scherer (1985) recognizes as the main types of emotions. Ekman
(1999) specifies the seven basic emotions as fear, surprise,
anger, disgust, joy, sadness, and contempt, which have universal
characteristics and are intuitively performed and also recognized
by humans.

The ability to recognize and classify emotions is called cognitive
empathy. Not every emotion is recognized equally well, as cognitive
empathy is a combination of many subskills with interpersonal and
intrapersonal differences (Marsh et al., 2007). In a conversation,
not only linguistic cues are used to recognize emotions, but also
non-verbal paralinguistic cues. Paralinguistic signals accompany
what is spoken, for example, speaking rate or volume, and expands
the spoken words with additional aspects that provide information
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about the speaker’s state of mind (Bussmann and Gerstner-Link,
2002).

Emotions in the voice

The facial and vocal expression of basic emotions are
understood cross-culturally, and these emotions are associated
with similar physiological patterns of change (Ekman et al., 1983).
These emotions are also universally recognized through vocal
expression (Izdebski, 2008). The human voice serves as a powerful
channel for expressing emotional states, as it provides universally
understandable cues about the sender’s situation and can transmit
them over long distances. Voice expression is rooted in brain
regions that evolved early in human development, underscoring
its fundamental role in our evolutionary history (Davitz, 1964;
Morton, 1977; Jiirgens, 1979).

When categorizing emotions based on vocal expressions,
employing a limited number of emotion categories proves
advantageous to avoid overwhelming information (Johnson-
Laird and Oatley, 1998). Additionally, distinct emotion specific
patterns of acoustic features have been observed (Scherer, 1979),
which can still be detected even after removing linguistic cues
from the speech signals. Physiological parameters significantly
influence vocal parameters like loudness, fundamental frequency,
noise components, and timbre (Trojan et al., 1975; Frick, 1985;
Burkhardt, 2000).

Related publications

Several classification tools have been developed to recognize
and classify emotions in the voice. A notable example is
Xiaos classifier, which utilizes artificial neural networks and
incorporates pre-classification to enhance accuracy (Xiao et al,
2010). More recent developments have focused on convolutional
neural networks (CNNs) and their ability to efficiently process large
amounts of data (Chen et al., 2018; Jiang et al., 2019; Mustageem
and Kwon, 2019, 2021; Mustageem et al., 2020). For instance, the
study by Mustageem and Kwon (2021) introduces a complex two-
stream CNN that achieves high accuracies for different emotion
databases. Table 1 presents the performance metrics of various
classification tools as reported in the cited studies, which utilize
differing methodologies:

1. Xiao et al. (2010) employ a 10-fold cross-validation
method with a 50:50 train-test split for each fold and include a
preclassification step to determine gender. The table lists their
reported average accuracy.

2. Chen et al. (2018) implement a 10-fold cross-validation,
splitting the data for each split by speakers: eight for training, one
for testing, and one for validation, targeting four emotional states
happy, angry, sad, and neutral. The corresponding average accuracy
figures are depicted in the table.

3. Jiang et al. (2019) adopt a Leave-One-Speaker-Out (LOSO)
approach. Shown in the table is the unweighted average accuracy
accumulated across all trials.

4. Mustageem et al. (2020) use a 5-fold cross-validation,
designating eight speakers for training and two for testing in each
fold. The table illustrates their average accuracy results.
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5. Mustageem and Kwon (2019) execute a 5-fold cross-
validation with an 80:20 split for training and testing, respectively.
Their average accuracy is shown in the table.

6. Mustageem and Kwon (2021) perform a 10-fold cross-
validation with an 80:20 train-test split, with the table showing the
F1 scores as the most relevant performance parameter, as presented
in the referenced source.

However, it is important to note that the performances outlined
above cannot be directly compared with the results of this article.
Firstly, the methodologies employed across these studies vary.
Secondly, the databases used are also distinct, given that this study
utilizes audio clips trimmed to 1.5 s as opposed to complete audio
recordings. In particular, we aim to demonstrate that emotion
recognition based on voices, when using the right tools, is also
possible when using very short time segments, which can be
used for continuous emotion classification of voice data. The
performances shown are intended to provide an overview of the
existing classifiers that have been trained on the data used here in
order to be able to better contextualize this article.

All the aforementioned approaches utilize audio recordings
from the Emo-DB and the RAVDESS databases. These databases
offer clearly recognizable emotion recordings in complete sentences
or uniformly defined speech units, which has led to limited
attention being given to audio segmentation in previous research.
However, the challenge lies in spontaneous speech where defining
unambiguous units becomes difficult. An effective segmentation
approach needs segments long enough to extract acoustic patterns
but also short enough to capture emotional state changes. Studies
on continuous segmentation have already been undertaken in the
literature. Atmaja and Akagi (2020) showed emotion recognition
beyond chance for a visual-auditory dataset using a 4 s time
window.

Contrary to the studies mentioned above, the work of
Stresemann (2021) takes a different approach. She standardized
all audio recordings from these databases to a length of 1.5 s,
analyzing them as independent units without considering the
grammatical sentence structure. The aim is to focus purely on
emotion recognition, disconnecting it from the semantic content
of the sentences. This choice of approach, which sometimes results
in the cropping of longer files and the potential loss of words,
is supported by Scherer (1979). He argued for the existence
of emotion-specific acoustic patterns that are independent of
contiguous sequences. This approach not only aids in mapping
emotion expression changes within longer sentences but also has a
practical benefit: it is especially applicable in online settings where
smaller datasets can be quickly analyzed, and reliable assessments
can be made.

Approach of this study

This article aims to enable automatic continuous classification
by limiting the duration of individual audio segments to 1.5 s. The
practical objective is to continuously split a longer audio track into
potentially overlapping sequences, allowing the model to provide
a continuous assessment of emotions in the voice. The study by
Stresemann (2021) serves as the foundation for this article, but
the approach here uses a more automated method with advanced
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machine learning techniques. The fixed time length of 1.5 s is
intended to simulate the challenges in real-life datasets. Using audio
files of different lengths would require upstream recognition in real
data. The specific length of 1.5 s serves as a compromise between
the shortest possible audio length to avoid overlapping emotions
and enough information to still allow humans to understand the
audio files. The aim of this study is to proof that automatic
classification of human speech is possible under these constraints.
Thereby, we aim to show that a tool can be created, which
automatically classifies emotions in continuous human speech,
without the necessity of elaborate preprocessing. To do so, we
present an approach that compares different model designs and
different combinations of linguistically diverse audio tracks in
terms of their accuracy in emotion recognition both to each other
and to humans.

Methodology

Building on the theoretical background outlined earlier, this
section delves into the methodology employed in this study. The
processing of the audio data is discussed first, followed by a
detailed explanation of the datasets and a comparison with human
performance. The latter part of this section will describe the
generation of individual features and the development and testing
of various models.

Audio

The audio material for this study was sourced from two publicly
accessible emotion databases from distinct cultures: Germany and
Canada. This choice is grounded in the cross-cultural universality
of emotions in audio, as supported by the meta-analysis conducted
by Juslin and Laukka (2003). The considered emotions for this
study include joy, anger, sadness, fear, disgust, and neutral.

Specifically, English-language recordings were extracted from
the Ryerson Audio-Visual Database of Emotional Speech and Song
(RAVDESS; Livingstone and Russo, 2018). An example of content
from RAVDESS is the neutral statement, “Dogs are sitting by the
door.” For German-language recordings, the Berlin Database of
Emotional Speech (Emo-DB) was used (Burkhardt et al., 2005). A
representative sentence from Emo-DB is “Der Lappen liegt auf dem
Eisschrank” (the rag lies on the refrigerator). In both databases,
actors induced the emotions using emotional memory techniques.

For the audio processing stage, we settled on a strategic
duration of 1.5 s per segment. This choice was influenced by several
factors: to emulate real-world conditions where snippets of emotion
may lack clear starting or ending points, to approximate the
briefest discernible emotional span, and to minimize the potential
for overlapping emotions in a single clip. Files longer than this
were trimmed to capture the core 1.5 s, with any excess equitably
truncated from both the start and end. Conversely, shorter files
were symmetrically extended with silence on both sides, ensuring a
consistent segment length while preserving the original emotional
content. In other studies (e.g., Chen et al, 2018; Jiang et al,
2019; Mustageem and Kwon, 2019; Mustageem et al., 2020), the
audio files were not segmented. In order to additionally examine
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whether and how much accuracy is lost due to the selected length
of the segmentation of the audio recordings, audio files that were
segmented to 3 or 5 s were also used for parts of the utilized model
designs. The same segmentation method was used for all variants.

The Ryerson Audio-Visual Database of Emotional
Speech and Song

The RAVDESS is an open-access database offering 7,256
English-language recordings, both spoken and sung, spanning
across three modalities: audiovisual, video-only, and audio-only
(Livingstone and Russo, 2018). For the purpose of this study, only
the audio modality was employed. Featuring recordings from 24
actors (12 male, 12 female), the database represents six emotions
(joy, sadness, anger, fear, surprise, and disgust) in addition to two
baseline states (neutral and calm). From RAVDESS, this research
incorporated 1,056 audio clips, omitting the emotions of surprise
and calm, each trimmed to a precise duration of 1.5 s.

Berlin Database of Emotional Speech

The Emo-DB, hosted by the Technical University of Berlin,
is a public database comprising 535 German-language recordings,
conducted by 10 actors (five male and five female) under the
guidance of phoneticians (Burkhardt et al., 2005). The database
encompasses the emotions of anger, fear, joy, sadness, disgust,
and neutral speech. From the Emo-DB, 454 recordings were
incorporated into this study, with the emotion of surprise excluded,
and every clip was trimmed to 1.5 s.

Comparison to human performance

The data format for this research aligns with the methodology
of Stresemann (2021), involving 61 participants (36 male and 25
female) aged between 20 and 71 years. Participants were tasked
with a forced-choice format survey where they matched emotions
to 82 English language recordings from the RAVDESS database and
88 German recordings from the Emo-DB. Covered emotions were
fear, anger, joy, sadness, disgust, and neutral speech.

Before starting, participants received comprehensive
information regarding the study procedure, data privacy guidelines,
and the voluntary nature of participation. The survey also collected
demographic details, including sex, age, first language, current
domicile, and prior experience in English-speaking regions. The
listening exercise required a quiet environment, where participants
identified emotions immediately after a single playback. In cases
of unclear recordings due to technical issues, an alternative “no
statement” option was available. All data, barring one problematic
disgust recording, were included in the final analysis.

The findings of Stresemann (2021) revealed a robust positive
correlation between recognition rates on the Emo-DB and
RAVDESS databases, that

abilities might supersede linguistic or cultural biases in emotion

indicating individual empathic
recognition. This correlation is possibly influenced by the shared
Germanic roots of English and German, leading to similarities in
fluency and intonation. Conversely, studies contrasting different
linguistic backgrounds highlighted advantages for listeners when

the recordings matched their native tongue. For instance, native
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English speakers surpassed Spanish and Japanese counterparts
in emotion recognition (Graham et al., 2001). Similarly, Korean
speakers outdid their French and American peers when classifying
emotions in Korean (Chung, 2000).

While basic emotions’ expression is broadly universal, nuances
exist due to cultural differences (Graham et al,, 2001). However,
numerous studies, such as Juslin and Laukka (2003), underscore
high cross-cultural emotion recognition rates. This suggests that
even amidst cultural distinctions in emotional expression, humans’
inherent auditory-driven emotion recognition abilities transcend
linguistic and cultural confines. This inherent capability, albeit less
refined than facial emotion recognition, does not necessitate formal
training or guidance.

Feature generation

Once audio recordings were streamlined into 1.5 s segments, we
embarked on generating a diverse set of features. The ambition was
to mine maximum information through various methodologies,
ensuring redundancy was at its minimal.

The following is an overview of the individual features created
in this study. Each feature was calculated for each audio recording.
For some features, summary values for the 1.5 s were computed
(e.g., the mean for pitch). Table 2 gives an overview of all features
together with the number of data points this feature provides.
The “Summarization” column describes the summary approach
for each variable, if one was used. Overall, there were 14,244
different entries for each audio recording. Given the potentially
multidimensional nature of expressing each emotion in the voice,
preselecting features could result in information loss. Therefore, the
approach in this study was to generate as many features as possible,
allowing the models to independently select relevant features. The
features used here include:

Unmodified Audio Signal

The Unmodified Audio Signals served as the foundation for
all subsequent feature calculations. A portion of the signal was
preserved to retain potential unbiased information that may not be
captured by other features.

Spectral flatness

Spectral Flatness is a measure of how evenly the energy of
an audio signal is distributed across different frequency bands
compared to a reference signal. It provides an estimate of the
flatness of the signal and may be associated with certain emotions
(Dubnov, 2004).

Spectral centroid

The Spectral Centroid indicates the average frequency at which
the energy of a sound signal is centered. It can be used to estimate
the perceptual brightness or tonal brightness of the sound and
is sometimes related to valence and arousal, which are closely
connected to emotions (Klapuri and Davy, 2007).

Fundamental frequency

Fundamental Frequency (F0) estimation means determining
the lowest frequency and rate of periodicity in a sound signal.
Analyzing the FO provides information about the emotional
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TABLE 2 Enumeration of dataset features, summarization, and quantity.

Feature Summarization Quantity
Unmodified Audio Signal Variance 1,200
HPSS Variance 2,400
Spectral Flatness N/A 47
Spectral Centroid N/A 47
Fundamental Frequency N/A 47
Spectral Rolloff N/A 94
Spectral Bandwidth N/A 47
Zero Crossing Rate N/A 47
Root Mean Square N/A 47
Spectral Contrast N/A 188
Tonnetz N/A 282
Chroma N/A 564
Pitch Tracking Var. and mean* 2,050
Pitch Magnitudes Var. and mean* 2,050
Magnitude Var. and mean* 2,050
Phase Var. and mean* 2,050
MECC N/A 940

Features, summarization, and quantity for the dataset. *Variance and mean calculated for each
2,048 Hz window.

dimensions of the signal (Cheveigna and Kawahara, 2002; Mauch
and Dixon, 2014).

Voiced

In addition to FO estimation, the presence of a voice within
a specified time window of the audio was measured, along with
the probability of voice presence. The specific time window used
was 2,048 Hz (Cheveigna and Kawahara, 2002; Mauch and Dixon,
2014).

Spectral rolloff

Spectral Rolloff indicates the frequency level at which a certain
percentage (here, 0.85) of the energy is contained in the signal. It
can identify the frequency ranges that are most strongly represented
in the signal and may aid in emotion recognition (Sandhya et al,
2020).

Pitch tracking

Pitch Tracking estimates the pitch or fundamental frequency
(FO) of a sound signal and measures its magnitude. This feature
can provide additional information related to the FO and assist in
emotion classification (Smith, 2011).

Harmonic percussive source separation

The HPSS technique separates a sound signal into its harmonic
and percussive components. Both components could convey
different emotional information (Fitzgerald, 2010; Driedger and
Miiller, 2014).
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FIGURE 1
Neural network design (DNN, CNN, and C-DNN) comparisons based on cross-validation results. This figure shows the results of 10-fold
cross-validations for the comparison between different neural network designs (DNN, CNN, and C-DNN) based on both combined and separate
datasets. Subfigures represent: (A) results based on the combined Dataset, (B) results based on Emo-DB, and (C) results based on RAVDESS. The gray
dashed line indicates the Balanced Accuracy of a random classifier.

Magphase

Magphase separates the complex-valued spectrogram (D) into
its magnitude (S) and phase (P) components, where D = S x P.
The magnitude is used to calculate various emotion-related features
presented in this section, while the phase angle is measured in
radians and used as is. The phase encodes relationships between
different frequency components of the signal, which may contain
emotional information, although it is rarely used in emotion
classification (Librosa Development Team, 2023).

Spectral bandwith

Spectral Bandwidth is a measure of the spread of the spectral
content of the signal. It is related to the frequency range of the signal
and may be relevant to emotions (Klapuri and Davy, 2007).

Spectral contrast

Spectral Contrast refers to the differences in energy levels
between different frequency ranges of an audio signals. It can
describe the tone color of a signal, which might be associated with
certain emotions (Jiang et al., 2002).

Zero crossing rate

The Zero Crossing Rate indicates the number of times the signal
changes from positive to negative or vice versa. It can provide
information about the dynamics of the signal (Hung, 2009).

Mel-frequency cepstral coefficients
MECC are widely used features in music and speech
recognition. They represent the Mel-requency energy distribution
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TABLE 3 The mean of balanced accuracies of various models based on
10-fold cross-validation.

Dataset DNN CNN C-DNN
Combined 54.49% 41.56% 56.24%
Emo-DB 64.69% 30.68% 54.85
RAVDESS 53.55% 28.39% 48.09%

DNN, Deep Neural Network; CNN, Convolutional Neural Network; C-DNN, Combination
of Deep Neural Network and Convolutional Neural Network.

of an audio signal and can identify the most important frequencies
of the signal while being robust to changes in loudness and sound
characteristics (Sato and Obuchi, 2007).

Root mean square

RMS is a measure of the average power of an audio signal. It
indicates the average loudness of the signal and can describe its
loudness level (Chourasia et al., 2021).

Tonnetz

Tonnetz is another representation of frequency ranges that can
be used to identify the harmony of a musical signal, which might be
associated with certain emotions (Harte et al., 2006).

Chroma
Chroma represents the presence of different frequency ranges
in a music signal and can be used to identify the key of the music
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signal, potentially containing emotion-related information (Ellis,
2007).

Creation of the spectrograms

Spectrograms visually depict the frequency spectrum of audio
signals, reflecting energy distribution across time and frequency.
Such patterns have been identified as crucial in emotion recognition
(Kim et al., 2010). For our study, spectrograms were crafted for
every audio recording, saved as PNGs (without axes or borders) at
a resolution of 320 x 240 pixels.

Subsequently, we detail the employed classification models.

The deep neural network

DNNs, renowned for their prowess in intricate pattern
recognition, consist of interconnected feedforward layers with
varying neuron counts (LeCun et al., 1998). The architecture allows
the model to adjust to input data, predicting emotions via gradient-
based learning.

The convolutional neural network

The generated spectrograms consist of numerous data points,
resulting in 230,400 data points (320 x 240 x 3) for each image.
To efficiently analyze these images, CNNs are employed. These
networks, skilled at image processing through local receptive fields
and weight sharing, enhance the representation using pooling,
particularly max pooling, to retain essential data while reducing the
image size (LeCun and Bengio, 1995).

The hybrid model C-DNN

Our hybrid C-DNN model merges the insights of both
the generated features and spectrograms. It encompasses a
dual-input approach: a DNN for feature processing and a
CNN for spectrogram analysis. The output layers from both
networks converge into a concatenated layer, followed by another
feedforward DNN predicting emotions through a softmax function.
The goal is to determine whether combining spectrograms and
features improves information extraction compared to individual
data sources.

Creation of the models

The three model designs described above were implemented in
a Python environment using Tensorflow (Abadi et al., 2015) and
Scikit-learn (Pedregosa et al., 2011). The dataset was apportioned
into training (80%) and test sets. The hyperparameters for each
model were defined separately using Bayesian optimization with
a Gaussian process based on the associated training dataset.
A brief overview of the hyperparameter is listed in Table Al.
Using Bayesian optimization, different models were formed, their
hyperparameters adjusted, and subsequently trained on the training
dataset. Post every training epoch, the test dataset underwent a
prediction process. After completing up to four training epochs,
validation accuracy was gauged a final time. The validation
accuracy from the test data was then used as a benchmark to avoid
overfitting.
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Testing the different models

For a more consistent comparison with existing literature, the
models underwent a 10-fold cross-validation.

The performance metrics employed to measure the model
quality included Balanced Accuracy (BAC). This was compared to
both random classifications and the BAC achieved by other models.

Our evaluation approach combined Independent Validation
(Kim and von Oertzen, 2018) with Bayesian Updating. Initially,
models were trained on 10% of the total data, setting aside another
10% for validation, ensuring overfitting was kept within limits.
The models were then sequentially introduced to new data in
chunks of 16 data points. Before integrating these data points
into the primary training dataset, the models attempted their
prediction, updating the BAC’s posterior distribution via Bayesian
techniques. This cyclic procedure continued until the entire dataset
had been incorporated into the training set, with the validation set
consistently monitoring for overfitting.

Successful and unsuccessful predictions were used to update
the parameters of a beta distribution through Bayesian Updating,
providing a posterior distribution of the classifier accuracy. A beta
distribution was chosen to model the accuracies as it can depict
that a perfect accuracy of 1 is very unlikely or even impossible,
while other values can be equally likely. By comparing the overlap
between the beta distributions of the models, one could assess the
probability of one model outperforming another, for instance, a
classifier that merely guesses the results. This statistical approach
allowed us to validate the effectiveness and generalizability of our
model while providing a measure of uncertainty.

Testing against humans

To evaluate the performance of human participants, we used
a similar approach, assuming a binomial distribution for the
correct recognition of emotions. We then estimated the accuracy
using a beta distribution. By comparing the overlaps among the
distributions for each emotion, we can determine the similarity
in performance and assess the likelihood of differences between
human participants and the classifiers.

Results

This
comparisons. First, we compared the models using cross-

section presents the outcomes from the model

validation. For all following Bayesian accuracy estimations,
we used a beta(1,1) prior, which stands as the conjugate
a binomial distribution,

prior for representing minimal

prior information.

Cross validation

Figure | presents the outcomes of 10-fold cross validations
for three distinct model designs, individually trained on different
datasets: the combined dataset in A, the Emo DB dataset
in B, and the RAVDESS dataset in C, respectively. The
boxplots illustrate the model performances, offering a visual
comparison across the diverse model designs and datasets. The
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corresponding mean values for each model design, computed
from the different datasets, are consolidated in Table 3, thereby
facilitating a numerical evaluation of the model performances.
For the model design DNN, additional models are created
based on 3 and 5 s segmented audio files. This results for
the combined dataset in 62.36% (3 s) and 61.79% (5 s). For
the Emo-DB dataset, the results are 72.91% (3 s) and 69.21%
(5 s). Results for the RAVDESS dataset are 60.01% (3 s) and
61.00% (5 s).

Combined dataset

Figure 2 presents the results obtained from the Bayesian
estimate of the classifier accuracies. The three different model
designs, that is, DNN, CNN, and combined, all trained on the Emo
DB and RAVDESS datasets combined. The posterior distribution
of each classifier is shown alongside the posterior distribution of
random classification. The posterior distributions indicate where
the true performance under each classifier is expected to be. A
distribution closer to the maximum value of 1 indicates a better
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performance. The posterior distribution of the random classifier
(indicating guessing) is to the left of the posterior distributions
of the trained classifiers and only overlapps by 1%. This indicates
that the probabilbiity that the classifiers perform better than
guessing is above 99%. The position of the distributions is described
by the maximum a-posteriori estimate (MAP), the peak of the
posterior distribution. The MAP performance of two of the
models (DNN and C-DNN) is close to 0.45 (0.436 and 0.433)
with a standard error of 0.013. The CNN model performance
is lower compared to the other models (0.27) with a standard
error of 0.012. Note that with six categories to classify, guessing
performance is 1/6. Analysis of the average saliency maps across
all spectrograms obtained from the Emo DB, RAVDESS, and
combined datasets has provided insights into the time-segment
relevance for emotion classification. As depicted in Figure 3, the
distribution of SHAP values across 48 time segments reveals
variations in the predictive importance of certain time intervals.
Notably, segments with higher SHAP values indicate a stronger
influence on model predictions, which suggests that certain
temporal portions of the audio recordings are more salient for
emotion detection.
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Saliency maps and SHAP values for different datasets. Each plot illustrates the average saliency across all spectrograms derived from emotional audio
recordings within their respective datasets. (A) represents the combined dataset, (B) the Emo_DB dataset, and (C) the RAVDESS datasets. The color
gradient within each plot signifies varying saliency values, while the bar beneath it provides SHAP values for 48 time segments, indicating the
significance of individual features grouped by time intervals.

Emo DB separated

To further investigate the performance of the Emo DB and
RAVDESS datasets separately, a corresponding method was used
to compare them to a random classifier. The corresponding results
for the Emo DB Dataset are shown in . The analysis
shows that assuming a flat prior, the probability of the models
on these datasets differing from a random classifier is over 99%.
The posterior distribution of each classifier is shown alongside
the posterior distribution of random classification. The MAP
performance of two of the models (DNN and C-DNN) is close to
0.5 (0.58 and 0.48) with a standard error of 0.024. The CNN model
performance is lower than the other models (0.29) with a standard
error of 0.022.

RAVDESS separated

The corresponding results for the RAVDESS Dataset are shown
in . The posterior distribution of each classifier is shown

Frontiersin

alongside the posterior distribution of the random classification.
The probability that the classifier performs better than guessing is
above 99% throughout. The MAP performance of all three models
(DNN, CNN and C-DNN) is close to 0.5 (0.42 and 0.42) with a
standard error of 0.016. The CNN model performance is lower than
the other models (0.26) with a standard error of 0.014.

Comparison to humans

presents a comparative analysis between the three
model designs and human performance in classifying the basic
emotions and neutral. Each sub-figure corresponds to an emotion,
namely, fear A, joy B, anger C, disgust D, sadness E, and neutral
F. Both the DNN and the C-DNN design show comparable
performance with the participants while the CNN shows unreliable
performance across emotions. The sub-figures illustrate the beta
distributions of the classifiers’ performance. The spread and central
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distributions for the comparison between different neural network designs (DNN, CNN, and C-DNN) and humans in classifying different emotions.
Subfigures correspond to: (A) fear, (B) joy, (C) anger, (D) disgust, (E) sadness, and (F) neutral.

F
)
35 —— Humans as Classifier
c —— DNN
o
530 CNN
f=4 _— =
225 C-DNN
2
220
3
o
Z 15
z
%10
[
&5
8.0 0.2 0.4 0.6 0.8

Outcome Proportions

tendencies of these distributions provide an understanding of the
variance in the performance of the models and the humans.

Discussion

This article compared the effectiveness of three model designs:
Deep Neural Network (DNN), Convolutional Neural Network
(CNN), and a combination of the two (C-DNN). Each model was
trained and evaluated using three different versions of datasets.
The methods of evaluation included 10-fold cross-validation, a
combination of Independent Validation and Bayesian Updating,
and a comparison with human performance.

The cross-validation revealed the combined model (C-DNN)
to be most effective on the combined dataset, while the CNN
showed less performance and reliability across all datasets. When
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a combination of Independent Validation and Bayesian Updating
was used, each model performed notably better than random
guesses. Nonetheless, the CNN model showed lower performance
than its counterparts under all circumstances.

A comparison with human emotional state classification
revealed that the DNN and C-DNN models performed at a level
similar to humans, whereas the CNN model was less consistent
across all emotions.

Design-specific aspects
The CNN model design in this article showed strong

overfitting, leading to poorer and less stable performance than
anticipated. This overfitting could be attributed to the segmentation
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of audios into 1.5 s units, which may have disrupted the emotional
structure and limited the models ability to capture nuanced
emotional patterns. Future research should explore improving
approaches that capture the temporal dynamics of emotions more
effectively. For instance, using overlapping windows might be
beneficial. This approach would involve half-second increments
of audio, providing significant overlap to average out effects.
This could potentially capture varying emotional patterns more
effectively, even beyond the usual 1.5 s segments.

Different datasets

When comparing the different datasets, it is evident that all
models can predict emotions based on the generated features from
audios better than guessing and in the case of the DNN and C-DNN
comparatively well as humans. However, the performances vary.
The Emo DB dataset consistently leads to the best performance
for the DNN design and also for the C-DNN design by excluding
the one outlier. It is important to note that this dataset is smaller
and less diverse compared to the RAVDESS dataset. Therefore,
better generalization of the models cannot be derived from higher
performance.

RAVDESS and Emo DB combined

The combined dataset from Emo DB and RAVDESS produced
comparable performances to the results based on the RAVDESS
dataset. Only the CNN design showed inconsistent results, while
the other two models showed consistant results.

Although English and German share a common Germanic
origin, a uniform language-specific emotional expression cannot
be assumed. The consistent performance for the DNN and CNN
designs is, therefore, even more remarkable. Despite the limitations
of the clipped audio recordings and the heterogeneous datasets,
they show a consistent performance across the different datasets
used. In particular, considering the comparable performance to the
participants, it could be argued that the models have recognized the
underlying patterns of emotion contained in the audio recordings
beneath the culturally specific facets.

RAVDESS and Emo DB separated

It is worth noting that the RAVDESS dataset is significantly
larger than the Emo DB dataset and consists of English recordings
with a neutral North American accent, which includes Canadian
English. Canadian English is characterized by “Canadian Rising,’
a phenomenon that affects vowel formants and could impact the
acoustic analysis and emotion recognition accuracy. It describes
the habit of pronouncing vowels that are normally pronounced
with low tongue position with a middle tongue position (Chambers,
1973). The key point is not the change in the word’s pronunciation
(where vowels sound higher) but the accompanying shift of the
vowel formants. This linguistic phenomenon is visible in the
acoustic analysis and could thus cause slight irritations with regard
to emotion recognition, which are reflected in the performance of
the classifier. This aspect could also be a limiting factor for the
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models based on the combined dataset, as it could prevent further
generalization.

Different models

An integral part of this article was an investigation into whether
the combined C-DNN model, leveraging both spectrograms and
numerical features, could offer additional informational benefits
over the DNN and CNN models used independently. The C-DNN
model did exhibit a minor improvement in performance; however,
this incremental gain did not proportionally reflect the potential
combination of the DNN and CNN models, as one might intuitively
expect. This suggests that the added complexity of the C-DNN
may not necessarily translate into substantial gains in emotion
recognition performance. One possible explanation is that the
information in the spectrograms might already be represented
in the generated features. Consequently, the additional data
from the spectrograms might not enhance the generalization of
emotion recognition. Also, the cropping of the audios could have
reduced the information value of the spectograms to such an
extent that they can no longer reliably represent emotion-related
information. Both of these aspects could contribute to the CNN
design over-adapting to non-emotion-related aspects or learning
culture-specific facets lacking compensation from the features
unlike the C-DNN.

Comparison with previous studies

A classification based on short 1.5 s audio sequences has not
been approached in the literature to the authors best knowledge.
Short clips of this length are a solution approach when it comes
to classifying the emotions to be heard within a longer audio
stream without performing complex preprocessing. As can be
seen in Table 1, performance for longer audio sequences (in
the literature listed there, ranging from 1.5 to 5 s) can allow
for higher accuracies. We have deliberately worked with audio
files as brief as 1.5 s to highlight the feasibility and potential
of real-time emotion recognition in dynamic settings. Longer
audio clips might yield more accurate results; however, they are
less reflective of actual conditions where audio data is rarely
perfect and manually segmenting emotional content is often
unfeasible. Our choice of a 1.5 s timeframe aims to emulate
an automated system that may imperfectly trim audio segments,
thereby mirroring the practical challenges faced by classifiers in
real-world applications. These segments are short and concise
enough for human comprehension and also represent the minimal
length necessary to retain substantial information from the raw
audio without introducing uninformative content into the analysis.
In addition, models were created for the DNN designs based on
differently segmented audio files (3 and 5). As expected, there is
a higher accuracy for the 3 s audio files, but no clear increase for
the 5 s length. This could be due to the type of audio processing,
as the audio files that were too short were lengthened by adding
silence. This could, on the one hand, make the classification more
difficult and, on the other hand, could require a higher complexity
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of the models in order to learn the correct patterns. This additional
complexity could potentially require more computing power than
was employed. It should be highlighted that in this article good
performances were achieved on the combined dataset, which was
not attempted or reported previously.

The current analyzes show that even on very short audio
sequences, classification is well above guessing, comparable to
human precision and ranging in the order of magnitude of 50-
60% accuracy, which is still low when relying on it for a single
subsequence. However, future work based on the tool could
use models designed to combine information over time (as for
example pooling over time or hidden Markov Chains) to boost
the performance. The SHAP values in Figure 3 offer an empirical
basis for evaluating the optimal length of audio segments for
emotion recognition models. Higher SHAP values in specific
segments suggest that these intervals contain critical emotional
information. The consistent presence of such segments across
datasets could implie that shorter, information-rich audio clips
could be sufficient and potentially more effective for training
emotion recognition models. Conversely, segments with lower
SHAP values may contribute less to model performance, indicating
that longer audio recordings could introduce redundancy or
noise. These observations highlight the potential for more efficient
model training with carefully selected, shorter audio segments
that maximize emotional content. Also, in a time series of
emotion classification, some errors may not be as problematic as
a miss-classification of a longer, complete audio stream would be.
Therefore, it seems plausible that the current approach may allow
to generate an emotion time series from an audio stream with
sufficient precision.

Comparison with humans

The emotion recognition ability of the models used in
this article demonstrated performances comparable to humans,
blurring the line between human judgments and model predictions.
This suggests that the employed models successfully emulated the
human capacity for audio-based emotion recognition in terms
of performance. Furthermore, the comparable accuracy between
humans and the models implies the involvement of similar
mechanisms of pattern recognition.

However, further investigations are required to delve into the
intricate workings of the neural network and its alignment with
human cognitive processes. This article offers a novel approach
to investigate the complexities of audio based human emotion
understanding through the application of neural networks. By
reverse-engineering such models, valuable insights into the
underlying mechanisms and cognitive processes involved in
human emotion recognition may be gained. This interdisciplinary
research, bridging psychology and computer science, highlights the
potential for advancements in automatic emotion recognition and
the broad range of applications.

Limitation

The use of actor-performed emotions as the gold standard
for developing classification systems may not capture the full
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range and authenticity of emotions. Actor-performed emotions
may not represent the subtler and more authentic emotions often
encountered in everyday situations. Given the current state of the
models presented, the use of real-life data is questionable due to the
databases used. Developing a new dataset that includes a broader
range of emotions and different levels of intensity is, therefore,
crucial but poses challenges. Heterogeneous datasets containing
emotions of varying intensity from different individuals and diverse
acoustic qualities may present difficulties in reliably labeling and
classifying emotions.

However, this remains the objective, as classifications would
ideally be performed on data that closely mirrors reality. In
future research enriching the dataset with a broader spectrum
of emotions and cultural backgrounds could improve the
models’ capabilities to recognize a variety of emotional
expressions. The exploration of the role played by linguistic
differences in emotion recognition could further improve
the performance of the models and enhance their practical
application.

The influence of linguistic differences on emotion-specific
acoustic patterns are another important aspect to consider.
Care must be taken to differentiate between patterns that
correlate directly with emotions and those influenced by other
factors unrelated to emotions. Specializing the classification
system in emotion-specific patterns while being resistant to
other voice-related information is crucial. Future investigations
could delve into the impact of linguistic variations, such as
languages and dialects, on the formation of acoustic patterns.
By integrating speech recognition into the classification tool,
it may be possible to categorize recordings based on language
families or cultural linkages. Given the ability to adequately filter
acoustic disruptions, such as ambient noise or white noise, the
emotion classifier could extend its applications into diverse realms,
ranging from everyday interactions to clinical or therapeutic
settings.

In these settings, an amalgamation of tools for classifying
vocal and facial emotional expressions might offer added benefits.
By simultaneously analyzing voice and facial cues, it could
pave the way for the creation of adaptive algorithms that
generate tailored classification tools, serving both personal and
professional needs regarding a wide variety of emotion-related
use cases.

Ekman’s theory of basic emotions, while easy to interpret, may
oversimplify the complexity of human emotions. Considering
approaches,
by Fontaine et al. (2007), could provide a more nuanced
understanding of emotions by defining them across several

multidimensional such as the one proposed

dimensions. This would accommodate the intricacies and
variability of human emotional experiences, allowing for the
representation of intermediate emotional states rather than rigid
categories like sadness or joy.

In addition, temporal segmentation of audio material into 1.5 s
units could lead to forced emotion recognition because it does not
capture the natural flow and temporal dynamics of emotions. For
example, the CNN design exhibited overfitting, which could be
due to the 1.5 s units used. Investigating alternative methods to
better capture the temporal dynamics of emotions could potentially
enhance the accuracy and generalizability of these models. One
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method could involve the usage of overlapping windows of clips
instead of separate clips.

In the present study we chose a fixed segment length of 1.5
s. The short segment length allows for a continuous classification
of human speech and limits overlapping emotions. And the fixed
segment length means that continuous human speech would not
need to be preprocessed manually into semantically coherent
segments. While these short, fixed segments are, hence, necessary
for an automatic continuous classification, it is possible that better
accuracies can be achieved with longer time segments, as was found
in past studies (e.g., Atmaja and Sasou, n.d.!). Future studies should
investigate whether the use of longer or shorter segments could be
advantageous for, in our case, the recognition ability of humans and
classifiers. In regard of optimizing the audio file length in terms
of maximizing the accuracy of the models, it could be beneficial
to include the length as a continuous variable in the model
creation pipeline. It is important to emphasize that the present
work does not claim to have used the optimal length with the
1.5 s long segments used. In future research, it is recommended to
consider employing on-system interpretable systems like SincNet,
along with 1D and 2D convolution approaches (Ravanelli and
Bengio, 2018; Mayor-Torres et al., 2021), especially for analyzing
multimodal signals, such as the audio in this work, as these
methods offer promising avenues for enhanced interpretability
and analysis.

Enriching the dataset with a broader spectrum of emotions
and cultural backgrounds could improve the models’ capabilities
to recognize a variety of emotional expressions. The exploration
of the role played by linguistic differences in emotion recognition
could further augment the models’ performance. The application-
oriented approach demonstrated in this study opens up possibilities
for the development of a standalone software application featuring
user-friendly interfaces. This application could make the emotion
recognition technology more accessible and relevant for real-world
implementation.

Conclusion

This article presents a novel approach for classifying emotions
using audio data. Through the extraction of features from brief
1.5 s audio segments and the employment of diverse models,
we achieved accurate emotion classification across all tested
datasets. Our Balanced Accuracies consistently surpassed random
guessing. Furthermore, the performance metrics of our DNN
and C-DNN models closely mirror human-level accuracy in
emotion recognition, showcasing their potential. Nevertheless,
the CNN models consistently demonstrated inconsistent results
across datasets, indicating limited benefits from employing
spectrograms.

1 Atmaja, B. T, and Sasou, A. (n.d.). Multilingual Emotion Share Recognition
From Speech by Using Pre-trained Self-supervised Learning Models.
(unpublished).
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In future endeavors, it will be imperative to mitigate overfitting,
refine the capture of temporal emotional dynamics, and expand
the dataset to encompass a wider range of emotions, cultures,
and languages. The creation of a standalone software application
equipped with user-friendly interfaces could provide an avenue for
the wider application of this emotion recognition technology in
myriad settings.
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Appendix

TABLE A1 Overview of hyperparameters used for model creation.

10.3389/fpsyg.2024.1300996

Hyperparameter Options Description
Number of layer 2t08 Describes the depth of the model
Number of neurons 80 to 400 Describes the size of the layers
Activation function relu f(x) = max(0, x)
ae* —1) for x <0
elu fx)=
x for x>0
sigmoid flx) = m
tanh flx) = i::j
Optimization function SGD Optimized using a random training example
RMSprop Optimized using a adaptive Learning rate
Adam Combination of momentum optimization and adaptive learning rate
Error function Categorical cross entropy loss —> " yilog()
Learning rate 0.01 to 0.0000001 The step size that the model takes toward minimizing the cost function

This table provides a non-exhaustive overview of the different hyperparameters used in model creation along with their options and descriptions.
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Artificial Intelligence (Al) is a concept that has been a subfield of computer
science since the 1950s. In recent years, with its growing development power,
Al technologies have made significant progress and are now being used in many
fields. Like in all areas, the use of Al technologies in academia has provided
convenience to academics while also bringing ethical debates. In the literature
part of the study, concepts such as Al, academia, academics and academic
progress, ethics, ethical theories, academic ethics, and emotional states
have been thoroughly examined and defined. In this study, starting from Al
and scientific ethics, ethical issues arising from emotional states in academic
research have been identified, and concrete solutions to these ethical issues
have been proposed. The aim is to discuss the views of academics in order to
determine what types of scientific ethical violations and prevention methods are
involved. In this context, the semi-structured interview technique, which is one
of the qualitative research methods, was preferred as the method. In the study,
in-depth semi-structured interviews were conducted with 4 ethics experts and
4 psychology experts selected through snowball sampling technique. The data
obtained through semi-structured in-depth interviews will be analyzed using
content analysis. Within the context of the literature review and interviews:
Ethics is based on the foundation of acting correctly. In this context, scientific
ethics can be summarized as acting truthfully and honestly, not distorting data,
and not trying to progress unfairly. The use of Al in academia is becoming
increasingly widespread. From a positive perspective, this usage significantly
contributes to making studies more practical. However, it can lead to problems
such as unfair authorship, devaluation of human authorship, and incorrect
data. The connection between academics’ professional advancement goals
and emotional states becomes prominent in this context. The potential of Al to
facilitate progression can lead to unethical use. To prevent such situations, it is
recommended to organize training sessions to increase professional awareness,
internalize ethics personally, establish ethical committees specific to the field
of Al, conduct more effective audits by academic publication and promotion
committees, and implement specific regulations for Al. Finally, for future
academic studies, it is suggested that the usage of Al in academic research
be measured and evaluated by ethics experts. For psychologists, conducting
surveys with academics to explore how they use Al in the context of their
emotional states and professional advancement goals is recommended.
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1 Introduction

Digitalization, as in every field, has led to the progressive
development and transformation of AL Similar to many other fields,
AT has undergone significant changes from its emergence in 1956
(Kokina and Davenport, 2017) to the present day (See Chiu et al,
2023). This autonomy and development, as all aspects of life, have
various implications in academia. These effects have sparked
numerous debates, both positive and negative perspectives.

Many tasks previously performed by humans can now
be carried out by machines and algorithms. For example, tasks such
as article segmentation, analysis, and data processing can now
be done more quickly and effectively with the help of AT (Mijwil
etal, 2023). As a result, there has been a transformation process in
the academic world.

This transformation process directly affects the professional
progression and emotional state of academics. On one hand, the use
of Al allows for faster and more efficient work, but on the other hand,
these technological advances have caused academics to question their
roles and abilities and redefine themselves. The tasks performed by AI
have prompted academics to question the topics they have previously
worked on and have led to changes in research areas (Altintop, 2023).

On the other hand, with the increasing use of Al various debates
have emerged in the academic world. While AI provides great
convenience to academics in areas such as topic suggestions, editing
sections, data analysis, it also raises concerns in areas such as
knowledge sharing, the threat of eliminating human authorship,
unethical behavior, misinformation, creativity, and human-specific
skills. Concerns such as the replacement of humans and the decrease
in the human factor have sparked debates among academics
(Crompton and Burke, 2023).

This study specifically examines the connection between the use
of AI and the professional progression and emotional state of
academics. Taking into account the advantages and disadvantages
brought about by the use of Al the study aims to analyze the impact
on academics’ career development and emotional state. This study is
an important step toward better understanding the changes brought
about by the use of Al in the academic world and discussing possible
future impacts.

And specifically conducts research and discussion on the
connection between the use of Al the professional advancement of
academics, and their emotional states.

2 Literature review
2.1 Basic concepts

2.1.1 Artificial intelligence

Al refers to the ability of computers or computer-assisted
machines to perform high-level logical processes that humans are
capable of. These abilities include finding solutions, understanding,
deriving meaning, generalizing, and learning (Oztiirk and
Sahin, 2018).

Al is a concept used to give computer systems human-like
capabilities. Al enables computer systems to analyze tasks similar to
human intelligence, including analysis, learning, problem solving, and
decision making (Oztiirk and Sahin, 2018).
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The history of Al is quite extensive. The Dartmouth Conference
in 1956 is considered the birthplace of Al Since then, AI has rapidly
developed worldwide. The concept of Al was popularized in a letter
proposed by John McCarthy, Marvin L. Minsky, Nathaniel Rochester,
and Claude E. Shannon during the Dartmouth Conference in 1956.
Although John McCarthy is mentioned as the creator of this concept,
AT was evaluated as an important step in the birth of Al in the offer
letter (Arslan, 2020).

In the early stages, Al technology was limited to large computer
systems and specialized software. However, nowadays, Al is being
used in various fields such as mobile devices, smart home systems,
automobiles, healthcare, and education (Oztiirk and Sahin, 2018).

The applications of Al are vast. Al can be used in e-commerce
websites to track customer behavior, in the financial sector for credit
risk analysis, in traffic management, in the healthcare sector for
diagnosis and treatment planning, and in automated factories, among
many other fields. Furthermore, Al technology also makes it easier for
people in their daily lives. You can use voice commands to quickly
search on smartphones, create personalized music playlists, control
devices at home using voice commands, and even have your emails
written for you (Arslan, 2020).

While Al is used in many different fields, it also has significant
effects in academia. At this point, it would be appropriate to briefly
define the concepts of academia and academics.

2.1.2 Academia, academics, and academic
advancement

The origin of the word “academia” is attributed to Plato’s school
named “Akademia” near Athens. Today, the word “academia” is used
interchangeably with the word “university,” which is defined as an
educational institution that is centered around science and where
knowledge is produced and disseminated. However, there are
differences in meaning and function between Plato’s Akademia and
today’s universities. The emergence of the first universities took place
after the 11th century, and over time, the functions and expectations
of universities have diversified (Akcan et al., 2018).

Universities have undertaken various roles throughout history
(Aydin, 2016: 14-20). The prominent ones among these roles are:
generating knowledge, disseminating knowledge, providing
professional education, imparting general culture, serving the
community, and finally, being an actor in the global economy. Gasset
(2014, 52) argues that universities have three main tasks: to ensure the
cultivation of any individual, to provide the necessary knowledge and
experience to perform any profession, and to train researchers (Akcan
etal., 2018).

Academia forms the foundation of the concepts of academician/
academics. In the process that has survived from the past to the
present, this term began to be used for a certain career and the
individuals who hold this career (Giirkan, 2018).

An academician is someone who has received undergraduate
education in a discipline, gained expertise by pursuing a graduate
education in the same or a different discipline, and works at a
university. Academic career is a type of career that offers a wide range
of opportunities, goes beyond a specific job, and represents not only
work but also a way of life and thinking (Giirkan, 2018).

The academic advancements or promotions of academics are also
important in terms of the subject matter. There are three evaluation
methods commonly used and considered appropriate for academic
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promotions (Demir et al., 2017): Academic publications and citations
received, Practices in education and teaching, University and
community service.

For example, in promotions to the rank of associate professor in
Turkey, oral examinations are also used as a criterion in addition to
these. Generally, globally, measurement and practice are widespread,
with the highest emphasis on the first category. Academic
advancements require a meticulous examination and adherence to
ethical rules (Demir et al., 2017).

The evaluation method commonly wused in academic
advancements is the academic publications of academics and the
citations they receive. In this method, the number, quality, and impact
of articles published by an academician, as well as the number
of citations.

2.2 Ethical theories and their adaptation to
academic ethics

Setting aside the definition and boundaries of the concept of
ethics, briefly exploring the approaches of philosophers to ethics
throughout the ages will contribute significantly to explaining the
current understanding of ethics and academic ethics. This is because
ethics, being a concept that has existed for centuries, still holds
great importance.

Socrates, who lived in Athens between 461 and 399 BCE,
endeavored to educate the people of Athens on ethical matters.
He emphasized the significance of knowledge in making ethical
decisions, pointing out that ignorance is one of the main causes of
wrong decisions. Applied to academics, this implies that scholars can
make ethical decisions only when they are knowledgeable about the
subject at hand, maintaining its validity in contemporary times.

According to Plato, a student of Socrates, virtues such as
moderation, courage, and wisdom come together to create the highest
virtue, forming justice. Plato’s concept of justice is broader than the
contemporary understanding, signifying a moral-good life seen as the
ultimate good (Peck and Reel, 2013: 9; Dolunay, 2018). In other words,
to achieve a good life, one must obtain a morally good life. This
attainment, for academics, can contribute to the awareness of society
and individuals.

Aristotle, significantly influenced by Socrates and Plato, believed
that ethical decision-making is a skill (techne) and that ethical
behavior cannot be a precise science because there is no formula that
fits every situation. Aristotle also advocated avoiding extremes.
He viewed virtue as a middle ground between excess and deficiency.
Aristotle saw the acquisition of the right character through education
as essential for making the right choices. Learning from books,
intellectual virtues gained through reading ethical rules, is another
aspect of Aristotles philosophy (Peck and Reel, 2013: 105
Dolunay, 2018).

Aristotle argued that ethical virtues are learned through actions
and must be acquired as habits. This doctrine requires possessing the
right character for ethical behavior. In the context of today, academics
using data obtained through ‘unethical’ means in their academic
research, exceeding ethical boundaries in the application of Al, can
be considered an excess. In such situations, finding a middle ground
between excess and deficiency by behaving virtuously becomes
crucial. The 18th-century philosophers, Bentham defined the principle
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(basic utilitarianism and the utility theory) currently considered a
classic approach in terms of pleasure and pain instead of benefits and
harms (Peck and Reel, 2013: 13; Dolunay, 2018). When applied to
academics, this theory highlights the necessity for scholars to balance
individual progress in their academic field with the respect and
reputation of academia. Individual progress is important for the
development of the field, but academics must achieve this within legal
and ethical boundaries.

In the 20th century, Ross believed in prima facie duties, including
keeping promises (fidelity), showing gratitude for good, being fair,
improving the lives of others (beneficence), avoiding harm, making
amends when necessary (reparation), and self-improvement. Ross did
not consider these duties as the only ones, allowing for the list to
be expanded. In some ethical dilemmas, multiple duties may apply. In
such cases, individuals must decide which duty takes precedence for
that particular situation (Peck and Reel, 2013: 16; Dolunay, 2018).

Contemporary philosopher Rawls, a Harvard professor, created a
concept of justice that many students find useful in ethical decision-
making. In this context, a person should ignore their own position,
placing themselves behind a veil of ignorance, and make decisions
(Peckand Reel, 2013, p 17; Dolunay, 2018). Applied to academics, this
theory suggests that an academic, when conducting research or
publishing, should consider the potential harm to individuals or
groups and the impact on academia and the requesting institution
without being aware of their hierarchical position.

In conclusion, exploring the ethical perspectives of philosophers
across different eras provides valuable insights into the current
understanding of ethics and its application in academia.

2.3 Academic ethics and emotions of
academics relations

The word “ethics” originates from the French word “éthique;
which in turn comes from the Old Greek word “ethios,” meaning
character and moral. This term carries the meaning related to morality.
The word “ethios” is derived from the Old Greek word “ethos,” which
encompasses custom, morality, tradition, and manners (Dolunay,
2018:26).

According to Pieper, “ethics is not only a theoretical scientific
concept but also something that can be practically realized” (Uzun,
2007; Dolunay and Kasap, 2018). In other words, ethics does not have
meaning on its own but gains significance when associated with
something, such as academic ethics.

In scientific research, ethics refers to the moral principles and
norms that scientists must adhere to in the research and publication
processes. Scientific ethics aims to ensure the accuracy, reliability, and
societal benefit of science. Adhering to ethical rules in scientific
research enhances the reputation of both scientists and the scientific
field (Yordem and Seker, 2018).

Ethical rules in scientific research include: Truthfulness, diligence,
transparency, impartiality, social benefit, education, appreciation, and
avoiding ‘ethical violations, improper citations, fabrication,
falsification,
(Resnik, 2012).

On the other hand, all these ethical values, especially in the

duplication, fragmentation, unjust authorship’

context of the academic advancement goals of academics, need to
be carefully considered. While the significance of emotions and
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advancement goals has been discussed in various studies, it is crucial
to avoid unethical approaches driven by emotions and advancement
goals to achieve success more rapidly. Otherwise, with the influence
of advancement goals and aspirations (negative emotional states),
unethical situations such as unjust progress, persistent seeking of
recognition and the spotlight in academia, desire to see on€’s name
frequently in academic publications (the Hollywood effect) can
emerge (Ercan etal,, 2021).

In order to be successful in the academic field, it is generally a vital
goal for academics. The motivation and ambition necessary to achieve
success can encourage academics to become better researchers,
writers, or academics. However, it is a fact that an academic who
cannot control their emotions may resort to unethical behavior for
achieving success (Maya, 2013).

Ethics in the academic field is based on principles of honesty,
impartiality, and respect. When conducting research, evaluating
students, or preparing publications, academics should be objective
and focus on universal knowledge and principles of justice instead of
personal interests. However, an excessive desire for success can lead
an academic to deviate from ethical principles (Tung, 2007).

An academic lacking emotional control may try any means to
compete with colleagues. They may use another academic’s work
without permission, manipulate results, or work unfairly to gain an
advantage over other researchers. Such behaviors can undermine trust
in the academic field, affect the work of other researchers, and harm
the scientific community (Maya, 2013).

These unethical behaviors prevent everyone in the academic field
from feeling safe and in a fair environment. Respecting the value of
everyone’s academic work is important to allow individuals to freely
express their ideas and progress objectively (Maya, 2013).

In conclusion, it is normal to strive for success in the academic
field, but an academic who cannot control their emotions may resort
to unethical behavior. Academics need to be conscious of emotional
control for the development of the academic community and equal
opportunities for individuals. Upholding principles of objectivity,
honesty, respect, and justice is important to avoid unethical behavior
(Tung, 2007).

At this point, especially with the involvement of the use of Al, the
situation becomes more complex.

One of the most important developments in human history can
be considered the rise of AL. While this technology has had a
significant impact in various sectors, it has also caused important
transformations in the academic field. However, although Al is a tool
that supports and enhances people’s work, it can sometimes
be subjected to unethical uses (Ulman, 2006).

An academic becoming excessively ambitious and losing control
of their emotions in order to achieve success can also lead to the
unethical use of AL This situation presents behavior that contradicts
ethical rules and human values in the scientific world. Considering
that academics have a mission to produce knowledge, explore, and
enhance the well-being of society, using AI unethically would be an
approach that undermines this mission (Ulman, 2006).

An academic using Al negatively in order to achieve their goals is
also contrary to the concept of scientific ethics. Science is a discipline
that promotes objectivity, impartiality, and freedom of thought.
Therefore, using a tool like AI, which supports scientific research, in
the shadow of personal ambitions and emotions, both damages trust
in science and misdirects knowledge construction (Altintop, 2023).
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Another unethical aspect of using Al in the shadow of an
academic’s emotional state is the misuse of information. AI
technologies, with their ability to perform big data analysis and make
predictions, enable academics to quickly attain important results.
However, an academic taking advantage of these rapid results by
presenting fake data or manipulating results can cause great harm to
the scientific community and society (Altintop, 2023).

In this context, the pursuit of success in the academic field by
academics losing control of their emotions and using AI unethically
is an unacceptable situation from ethical, scientific, and societal
perspectives. Academics must firmly adhere to ethical values while
fulfilling their scientific responsibilities. Academics who combine the
advantages provided by AI with ethical and human values will
contribute to future scientific advancements and societal benefit
(Altintop, 2023).

In this framework, it would be appropriate to discuss academia
and Al separately under a separate heading and briefly touch upon
their positive and negative effects.

2.4 Artificial intelligence and academia

Al refers to the ability of computers or computer-supported
machines to perform high-level logical processes that are typically
associated with human capabilities. These skills include finding
solutions, understanding, deriving meaning, generalizing, and
learning (Muthukrishnan et al., 2020).

The term Al is used to describe the concept of giving computer
systems human-like features. AI empowers computer systems to
analyze, learn, solve problems, and make decisions in a manner
similar to human intelligence (Muthukrishnan et al., 2020).

The history of Al is quite extensive. The Dartmouth Conference
in 1956 is considered the birthplace of AI, where its foundations were
laid. Since then, AI has rapidly developed worldwide. The concept of
Al first emerged in a proposal letter presented at the Dartmouth
Conference in 1956 by John McCarthy, Marvin L. Minsky, Nathaniel
Rochester, and Claude E. Shannon. While John McCarthy is
remembered as the creator of this concept, the proposal letter is
considered a significant step in the birth of AI (Kokina and
Davenport, 2017).

The use of Al is prevalent in various fields, including academia,
serving various purposes. Al possesses capabilities such as teaching,
structuring articles, conducting research and data analysis, and
handling large-scale data examination and analysis, among other
features (See Chiu et al., 2023).

2.4.1 Positive perspective

Al has numerous positive aspects, and a few of them are
outlined below:

Teaching at the university level: Al possesses the capability to
instruct courses that require expertise in a specific subject. For
example, Assistant Professor Dux at Near East University is an Al
instructor. Through AI, students can more effectively access the
courses they need (Mijwil et al., 2023).

Article structuring: Al can automatically divide a chosen topic
into sections. By identifying key words or topics in texts, Al can also
suggest titles and section headings. This allows for quick structuring
of articles with less time investment (Mijwil et al., 2023).
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Conducting analyses: Al has the ability to perform rapid and
precise analyses on large datasets. For instance, an Al system can
analyze uploaded text, images, or audio. These analyses assist in
determining better strategies and making informed decisions (Mijwil
et al., 2023).

Language translation: AI can translate text into multiple
languages, facilitating communication among individuals who speak
different languages. Additionally, it enables understanding of
international articles or books in one’s own language (Lund
et al., 2023).

2.4.2 Negative perspective

One of the primary negative features of Al is the potential for
unfair content generation. Al algorithms can generate new content by
analyzing large amounts of data. However, there may be limitations
on the accuracy and sensitivity of this content. Al can allow people to
disseminate misinformation or produce inaccurate content (Sariyasa
and Monika, 2023).

Another concern related to the use of Al is its potential for
unethical behavior. People can use Al for wrongful purposes. For
example, an individual or group that does not put in effort may use Al
to generate content effortlessly and achieve success as a result
(Thunstrom, 2022).

The advancement of Al poses a risk of eliminating human writing.
Al algorithms can produce complex writings and reports, taking over
tasks that many people currently perform. This situation could lead to
unemployment in this field (Jabotinsky and Sarel, 2022).

Furthermore, Al can pose a threat to unfair promotion and
academic progress. For instance, an automatically generated article or
thesis that appears high-quality can be produced using Al In such
cases, many individuals may present these articles and theses as
original works, leading to undeserved academic success. In summary,
some of the negative features of Al include unfair content generation,
unethical behavior, the risk of eliminating human writing, and the
possibility of unfair progress and academic advancement. It is
important to consider these concerns and regulate the development
of AI (Thunstrom, 2022).

For example, there are significant debates in the literature about
the negative and destructive effects of using Al in the field of education
(Paviloaia and Necula, 2023). These can be listed as technology
addiction in education, the problem of determining responsibility in
the event of a potential error, concerns about individuals losing their
jobs, and issues related to data collection and analysis.

Technology Addiction: Individuals can become excessively
dependent on Al-supported educational tools, deviate from traditional
learning methods, and become detached from real-world interactions
(Pavaloaia and Necula, 2023).

Responsibility Issue: When learning content or decisions provided
by AI are incorrect, determining who is responsible can become
uncertain. This situation may lead to disagreements on responsibility
between educational institutions and technology providers (Sdiz-
Manzanares et al., 2022).

Risk of Unemployment: If certain traditional teaching roles are
taken over by Al and automation, teachers and other education
professionals may face the risk of unemployment.

Inequality and Discrimination: Al algorithms can reflect biases
and deepen inequalities in education. For example, equal opportunities
may not be provided to students based on factors such as their

Frontiers in Psychology

10.3389/fpsyg.2024.1363174

ethnicity, gender, or socioeconomic status (Saiz-Manzanares
etal., 2022).

In order to address these issues, it is important to carefully
establish governance, regulation, and ethical standards in the
development and implementation of Al-supported education systems.
Additionally, awareness of the risks associated with the use of Al
technologies in education and continuous efforts to mitigate these
risks are necessary.

3 Research

3.1 Method

In the study, the aim is to discuss the opinions of ethics experts
and psychology specialists. In this context, the method chosen is the
semi-structured interview technique, which is one of the qualitative
research methods.

Interviews are used as a professional technique or auxiliary tool
in many social science fields such as journalism, law, and medicine
(Kahn, 1983; Tekin, 2006: 101). An extensively used data collection
technique in qualitative research, interviews provide the interviewed
individuals with the opportunity to express themselves directly, while
also allowing the researcher to observe the interviewee
comprehensively (McCracken, 1988: 9; Tekin, 2006: 102).

The interviewed individuals were asked questions covering all
dimensions of the research topic, and detailed answers were obtained;
it is a technique that enables the direct collection of information
(Johshon, 2002: 106; Tekin, 2006: 102). Interviews can be categorized
as unstructured, semi-structured, and structured (Punch, 2005: 166;
Tekin, 2006: 104). Semi-structured interviews use predetermined
questions, making them more limited compared to unstructured
interviews, but it is possible to ask spontaneous questions and
elaborate on targeted data/responses based on the course of
the interview.

The data was collected through interview forms prepared by the
authors of the study, containing 5 questions for psychology experts
and 7 questions for ethics experts. Interviews were conducted between
September 2023 and November 2023 over a period of 2months. The
interview forms were delivered to participants online, and they were
asked to provide written answers to ensure no missing or lost
responses. The collected data was archived in an online cloud database.

3.2 Sampling

The study involved semi-structured in-depth interviews with four
ethics experts and four psychology specialists selected through the
snowball sampling technique.

The presence of ethics experts in the interview group is primarily
due to the need to discuss the ethical implications of Al usage. The
development of AI technology has brought forth numerous ethical
issues, necessitating the need to address or manage these issues.
Therefore, by including ethics experts in the interview group, the aim
is to discuss the emerging problems by obtaining views and
recommendations on the use of Al and ethics in academia.

On the other hand, the inclusion of psychology experts in the
sample is primarily aimed at investigating and understanding the
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potential emotional effects that may arise during the use of AI by
academics. Unethical uses of AI are a significant factor in the
emotional effects it may have on individuals in their daily lives and/or
professional careers. Understanding and addressing such emotional
states requires the insights and recommendations of
psychology experts.

Thus, while ethics experts provide opinions and recommendations
on the ethical use of Al psychology experts will enrich the study with
their responses on the emotional effects and mood states related to
Al Their collaboration enables a more comprehensive assessment of
the ethical and emotional dimensions of Al, contributing to evaluating
the potential consequences of unethical uses and fostering
interdisciplinary work.

The snowball sampling technique was employed, selecting
individuals based on their expertise in their respective fields and a
minimum of 5 years of professional experience. Additionally, another
important criterion was the selection of academics who have studies
or knowledge in this area. Therefore, professionals with both
professional experience in the field and knowledge through studies or
research in the relevant field were selected for the study.

The selected individuals were asked to recommend others who
meet these criteria. Among the experts in the field, the criterion of a
minimum of 5years of professional experience shaped the interview
group, ranging from 5 to a maximum of 25years of professional
experience. The snowball sampling technique is a method that
involves selecting a reference person related to the subject of the study
and reaching other individuals through recommendations. This
method is iterative, and participants guide researchers, contributing
to the growth of the sample. Therefore, it is known as the “snowball
effect” (Biernacki and Waldorf, 1981).

3.3 Analyses

The data obtained from semi-structured in-depth interviews were
analyzed through content analysis. Content analysis is a research
technique where valid interpretations extracted from the text are
revealed through consecutive processes (Weber, 1990: 9; Kogak and
Arun, 2013: 22). Depending on the context of a specific study, detailed
coding may or may not be required (Yildirim and Simsek, 2008: 233;
Karatas, 2017: 80).

In this context, due to the nature of the study, there was no need
for intricate coding and theme formation. The themes and codes are
as follows:

In the analyzes under the specified themes and codes (Table 1),
20% of the direct opinions of the interview group were included. The
names of the participants are given in codes as P1, P2, P3, etc.

TABLE 1 Themes and codes.

10.3389/fpsyg.2024.1363174

4 Terms of ‘ethics’ and academic
ethics

4.1 Terms of ‘ethics’

Ethics is a concept that is difficult to define. Generally, it can
be defined as a research discipline where moral situations are described,
observation tools are developed; criteria are constructed based on what is
good and bad or what is right and wrong, and a critical demand where
they are validated (Moressi, 2006: 23; Girgin, 2000: 144).

Similarly to this definition, the interview group has also provided
a response in line with the prevailing consensus in the literature.

The interview group has collectively defined the concept of ethics
as acting in accordance with the correct principles and behaving in
accordance with professional fundamental principles:

P2: “Determining what the correct way to act could be. In other
words, how should one act?”

P4: “I define the concept of ethics as the identification of individual,
professional, institutional, and societal values, and the use of these
identified values as a criterion for evaluating human behavior”

4.2 Academic ethics

In scientific research, ethics refers to the moral principles and
norms that scientists must adhere to in the research and publication
processes. Scientific ethics aims to ensure the accuracy, reliability, and
societal benefit of science. Adhering to ethical rules in scientific
research enhances the reputation of both scientists and the scientific
field (Yordem and Seker, 2018).

The interview group also made a similar definition. Scientific
ethics is defined in accordance with the concept of ethics as being
focused on acting correctly, behaving honestly and fairly, working
within boundaries that are beneficial and respectful to society
and nature.

P1: “All scientific research is conducted with the aim of finding truth,
discovering new things, and finding solutions to observed problems. And
while all of this is done, benefiting both the field and society, and humanity
are fundamental goals; therefore, scientific ethics are indispensable.”

P3: “T evaluate scientific ethics in two ways. Firstly, individuals
conducting scientific research should behave sensitively towards the
environment and living beings related to the subject they are working on.
In scientific research, to reach a conclusion, one should avoid behaviors
that could harm the environment or cause physical or mental harm to
living beings. Secondly, individuals conducting scientific research should
not use any information or documents derived from previously

>

conducted sources or sources of inspiration without citing references.

Codes Terms of ‘ethics’ and academic Al in academy and positive— Relation between emotions of ethical problems raised by Al and
ethics negative effects of using Al in academics, Al and academics solution suggestions in the context of
academy professional goals scientific ethics
‘ Terms of ‘Ethics’ Al'in Academy Emotional Situation Ethical Problems
‘ Academic Ethics Positive and Negative Effects Unfair Academic Professions and AI Solution Suggestions

Frontiers in Psychology 67

frontiersin.org


https://doi.org/10.3389/fpsyg.2024.1363174
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org

Dolunay and Temel

5 Al in academy and positive—negative
effects of using Ai in academy

5.1 Al in academy

The use of Al is prevalent in various fields, including academia,
serving various purposes (Chiu et al., 2023).

The interview group has expressed a common view that Al and
Al technologies are used in the academic field. They have emphasized
that the evolving and changing technology influences academia and
that AI is utilized for both structuring and writing in
academic research:

P2: “T believe the application for Al in academic fields can be a way
for a student, instructor, or researcher to begin their research...”

P3: “AI has recently contributed to both students’ and academics’
easy access to information, while also taking on an educational role with
various developed AI modules.”

5.2 Positive and negative effects

In academia, AI possesses capabilities such as teaching,
structuring articles, conducting research and data analysis, and
handling large-scale data examination and analysis, among other
features (See Chiu et al., 2023). On the other hand, AI can allow
people to disseminate misinformation or produce inaccurate content
(Sariyasa and Monika, 2023). Same time, an individual or group that
does not put in effort may use Al to generate content effortlessly and
achieve success as a result (Thunstrom, 2022) Al algorithms can
produce complex writings and reports, taking over tasks that many
people currently perform (Jabotinsky and Sarel, 2022).

In accordance with the positive and negative aspects given above
in the literature, the interview group has identified both positive and
negative aspects of the use of Al in academia.

In this context, the positive aspects are as follows: time savings,
easy access to resources, support in text writing, contribution to
structuring and analysis, and assistance in creating visuals and tables:

P1: “While AI provides us with many advantages like this, especially
when conducting research, it saves time, facilitates cost, and perhaps
brings us together with resources that may be difficult to reach. Therefore,
I view its use in academic studies positively because it has many
advantages in various positive aspects.”

P4: “Tts positive aspects can assist scientists in finding academic
sources in academic studies. It can help in applications that academics
may not easily accomplish, such as data visualization.”

On the other hand, negative aspects include: unfair authorship
and/or devaluation of human authorship, the possibility of inaccurate
data, plagiarism, and the potential for achieving results with
minimal effort:

P1: “As researchers, we should reevaluate the information provided
by Al strive to reproduce it, and look beyond the framework it presents
to us. Of course, in addition to this, we should support the given
information with our own ideas... Otherwise, the role of the researcher
may deviate, various ethical issues may arise, the researcher’s image may
be damaged, which may not be limited to the researcher alone but may
also lead to questioning the discipline and credibility of the relevant field”

P4: “As negative aspects, it can produce texts instead of academics.
It can lead to plagiarism, and detecting it may not be easy.”
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6 Relation between emotions of
academics, Al and academics
professional goals

6.1 Emotional situation

Various studies in the literature indicate that there is a connection
between mood states and the behaviors of academics from different
perspectives (Maya, 2013). Similarly, the interview group holds the
opinion that the mood states of academics are linked to their professional
behaviors. However, within the focus of the study’s context, the interview
group was asked for their opinions on whether academic advancement
goals are also linked to mood states.

Questions about emotional states were directed specifically to
psychology experts within the context of their expertise. The relevant
group is of the opinion that the emotional states of academics are
generally connected to their professional advancement goals:P5:
“Ethics is a moral understanding in my opinion. Therefore, even if
there are written rules, whether to comply with them or not is still
within on€’s personal discretion. Therefore, unfortunately, it is indeed
possible to deviate from ethical rules within the framework of personal
ambition and goals.”

P5: “Ethics is a moral understanding in my opinion. Therefore, even
if there are written rules, whether to comply with them or not is still
within one’s personal discretion. Therefore, unfortunately, it is indeed
possible to deviate from ethical rules within the framework of personal
ambition and goals.”

6.2 Unfair academic professions and Al

The interview group (psychology experts), expressing that
emotional states and academic progress are interconnected,
predominantly believes that, simultaneously, the influence of
emotional states may lead to unfair use of Al in the context of
academics’ career advancement goals. However, they also consider
that some Al applications are not yet as competent in this regard:

P8: “In the context of academics’ ambitions and advancement goals,
unfair or unethical use of AI may be possible.”

7 Ethical problems raised by Al and
solution su%gestlons in the context of
scientific ethics

7.1 Ethical problems

The ethical issues arising from the use of Al in academia include
“the distortion and/or inaccuracy of data, unfair authorship, the
formation of plagiarism, and reaching a correct or incorrect result
without exerting effort”

In this context, especially in the context of emotional states and
career advancement goals, academics’ unjust use of AI driven by
these motives can pose a significant ethical problem:

P3: “The ethical issue arising from the use of Al in academic
studies may occur when researchers present information derived
from Al in their studies as if they had produced it themselves, rather
than generating subjective knowledge.”
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P4: “The most serious ethical issue is when an academic has
their academic work done by Al Al can easily generate data and
interpret it into an article. Additionally, it can generate
imaginary citations.”

7.2 Solution suggestions

Those who provided recommendations against the ethical
problems that may arise from unfair use of Al in the interview
group have put forward the following solution proposals:

Implementation ~ of  professional  awareness  and
training activities,

Individual internalization of ethical values and understanding
that unfair progression is not appropriate in this context,

More careful evaluations by publication and/or academic
promotion committees, utilizing more comprehensive
technological control practices specific to the field,

Development/updates of ethical principles/rules in the
context of Al,

Establishment of ethical committees specific to the use of AL

Pl: “In this regard, scientific education programs should
be organized, boards should conduct more active monitoring, and
regulations need to be developed..”

P5: “..the peer (science) review board should be more meticulous
in examining studies, and if they detect the use of Al, researchers

should face more serious sanctions.”

8 Findings and discussion

This study examines the relationship between the unethical use
of Al in academia and the personal and professional goals, as well
as the emotional states of academics. Findings obtained through
interviews indicate various significant results.

Firstly, the findings of our research emphasize that scientific
ethics is based on proper and honest conduct. In this context,
scientific ethics involves acting honestly and accurately without
distorting data and advancing with unjust motives. Ethics is based
on the foundation of acting correctly. In this context, scientific
ethics can be summarized as acting truthfully and honestly, not
distorting data, and not trying to progress unfairly.

However, the increasingly widespread use of Al in academia
poses new challenges to these ethical standards. As findings, it has
been determined that artificial intelligence provides speed and
practicality in academic studies. In particular, providing topic
suggestions, determining the main sections of the studies, and
contributing to analyzes provide significant convenience. On the
other hand, it has been determined that the use of artificial
intelligence in academic studies may also lead to negative
situations such as reducing the value of human authorship, causing
unfair authorship, and providing inaccurate data.

These findings are consistent with the views in the literature.
While AI makes research more practical (Mijwil et al., 2023), it
can also lead to issues such as unfair authorship, diminished
value of human authorship, and incorrect data (Sariyasa and
Monika, 2023).
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On the other hand the research highlights the importance of
the connection between academics’ professional advancement
goals and emotional states While AT has the potential to facilitate
progress, it can also lead to unethical use and weaken the integrity
of academic research.

There are similar views in the literature on this subject. It is a
fact that an academic who cannot control their emotions may
resort to unethical behavior for achieving success (Maya, 2013).

However, due to the uniqueness of the subject of the study and
the fact that it is a new field, opinions and suggestions regarding
the relationship between the use of artificial intelligence and the
emotional states of academics are not yet widely included in the
literature. In this study, the claim that academics who cannot
control their emotional state can achieve unfair success through
the unfair use of artificial intelligence was also among the findings.

Within the framework of these findings, several concrete
solution suggestions have been put forward. Firstly, continuous
training sessions should be organized to enhance ethical awareness
among academics and encourage personal ethical responsibility.
Additionally, special ethical committees in the field of AI should
be established, and academic publication and promotion
committees should conduct more effective oversight. Furthermore,
the development and implementation of specific regulations
regarding the use of Al are crucial.

For future research, the involvement of ethical experts in evaluating
the ethical consequences of Al use in academic research is essential.
Moreover, psychology experts should conduct studies to better
understand the relationship between academics’ emotional states and
professional advancement goals with the use of AL

Further studies are needed to better understand the ethical
implications of AI use in academic research. Ethical experts
evaluating the ethical aspects of AI use and contributing to the
improvement of regulations in this area are crucial. Additionally,
through survey studies conducted by psychology experts with
academics, it may be possible to better understand the impact of
AT on emotional states and professional advancement goals.

In conclusion, an approach addressing the ethical issues of AI
use in academia should be adopted. This indicates the need for
increased ethical awareness in the academic community, improved
institutional regulations, and more research. Addressing the ethical
challenges of AI use in academia requires a multidisciplinary
approach integrating ethical principles, psychological perspectives,
and institutional regulations. In this way, the benefits of AI use can
be maximized, while potential risks can be minimized.

9 Instead of conclusion: “Academic
ethics, emotions and future?

Since the term was first used in academic articles, in the field
of AJ, significant changes and transformations have been observed,
allowing the direct use of AI by individuals in various fields. For
example, Al usage is becoming increasingly prevalent in health
applications, personal mobile phones, computers, cars, and many
other areas and products (Roser, 2023). Like all fields, the use of AI
in academia has become evident in recent years, leading to serious
debates. While studies highlighting the positive aspects of using AI
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in academia exist, there are also studies indicating its negative
effects (Bakiner, 2023).

This study specifically addresses the use of Al in academia,
with a focus on investigating the relationship between academics’
emotional states and unfair professional progression due to the
use of AL

The results of interviews conducted with ethics and psychology
experts in this study lead to the following conclusions:

Ethics is based on the foundation of acting correctly. In this
context, scientific ethics can be summarized as acting truthfully
and honestly, not distorting data, and not trying to progress unfairly.

The use of Al in academia is becoming increasingly widespread.
From a positive perspective, this usage significantly contributes to
making studies more practical. However, it can lead to problems
such as unfair authorship, devaluation of human authorship, and
incorrect data.

The connection between academics’ professional advancement
goals and emotional states becomes prominent in this context. The
potential of Al to facilitate progression can lead to unethical use.

To prevent such situations, it is recommended to organize
training sessions to increase professional awareness, internalize
ethics personally, establish ethical committees specific to the field
of Al conduct more effective audits by academic publication and
promotion committees, and implement specific regulations for Al

Finally, for future academic studies, it is suggested that the usage of
Al in academic research be measured and evaluated by ethics experts. For
psychologists, conducting surveys with academics to explore how they
use Al in the context of their emotional states and professional
advancement goals is recommended.
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It is important to accompany the research on Emotional Artificial Intelligence
with ethical oversight. Previous publications on the ethics of Emotional Artificial
Intelligence emphasize the importance of subjecting every (possible) type of
Emotional Artificial Intelligence to separate ethical considerations. That's why,
in this contribution | will focus on a particular subset of Al systems: Al-driven
Decision-Support Systems (Al-DSS), and ask whether it would be advisable from
an ethical perspective to equip these Al systems with emotional capacities.
| will show, on one hand, equipping AI-DSS with emotional capabilities offers
great opportunities, as they open the possibility to prevent emotionally biased
decisions — but that it also amplifies the ethical challenges already posed by
emotionally-incapable Al-DSS. Yet, if their introduction is accompanied by
a broad social discourse and prepared by suitable measures to address these
challenges, | argue, nothing should fundamentally stand in the way of equipping
Al-DSS with emotional capabilities.

KEYWORDS

emotional intelligence, agency, responsibility, trust, emotion detection

1 Introduction

Emotional Artificial Intelligence (EAI) is a vibrant field of research (McStay, 2018;
Misselhorn, 2021; Assuncao et al., 2022). One of the main challenges in this field involves
crafting Al-systems that are capable of analyzing human gestures, facial expressions, postures,
speech, or behavior, and use this biometric data to accurately identify people’s emotional states.
This involves interpreting subtle biometric signals, including minor muscle movements or
slight variations in vocal pitch, which may signal a range of emotions from stress and happiness
to fear and sarcasm. Algorithms with the capability for such nuanced emotion detection are
being researched across a range of settings, including healthcare (where EAI can be used to
improve practitioner-patient interactions (Vagisha and Harendra, 2023) or mental health care
(Joshi and Kanoongo, 2022)), automotive safety (where EAI is intended to detect signs of
drowsiness or distraction and take safety measures (McStay and Urquhart, 2022)), or education
(where attempts are being made to use EAI to improve pedagogical methods and respond
better to the affective states of pupils (McStay, 2020a)). Further, in the realm of social robotics,
there’s ongoing research aimed at equipping robots with emotional capabilities, thereby
enhancing their ability to engage empathetically and socially with humans (Marcos-Pablos
and Garcia-Pefalvo, 2022).

72 frontiersin.org


https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/frai.2024.1398395&domain=pdf&date_stamp=2024-05-31
https://www.frontiersin.org/articles/10.3389/frai.2024.1398395/full
https://www.frontiersin.org/articles/10.3389/frai.2024.1398395/full
https://www.frontiersin.org/articles/10.3389/frai.2024.1398395/full
https://www.frontiersin.org/articles/10.3389/frai.2024.1398395/full
mailto:max.tretter@fau.de
https://doi.org/10.3389/frai.2024.1398395
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/Artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/Artificial-intelligence#editorial-board
https://doi.org/10.3389/frai.2024.1398395

Tretter

In light of the advancements achieved in the field of EAI over the
recent years, along with the vast potential applications of emotionally-
capable Al systems and the promising opportunities they offer, a
number of studies have emerged offering the ethical perspectives on
EAI (McStay, 2018, 2020b; Greene, 2020; Gremsl and Hodl, 2022;
Ghotbi, 2023; Gossett, 2023). These investigations have highlighted
the potential benefits of emotionally-capable AI systems, while also
drawing attention to the associated risks, with key concerns including
issues related to privacy, the potential for manipulation, and the threat
of exacerbating socio-economic disparities. One central claim found
in several ethical discussions on EAI is that the ethical evaluation of
this technology hinges on its application context (e.g., healthcare,
safety, or advertising) and its intended purpose (e.g., mitigating
mental health issues, surveilling public areas, or boosting sales
metrics) (Greene, 2020; Ghotbi, 2023).

Against this backdrop, I will focus on one specific type of Al
systems: Al-driven Decision-Support-Systems (AI-DSS). These are
algorithmic systems typically used in complex decision-making
scenarios to analyze these situations with Al, including machine
learning and predictive analytics, to deepen understanding, predict
potential outcomes of various decision options, and offer data-driven
recommendations to facilitate the decision-making process (Phillips-
Wren, 2013). I will explore and ask whether it would be advisable from
an ethical perspective to equip these Al-systems with emotional
capacities. Despite the existence of a significant corpus of research that
provides ethical perspectives on AI-DSS in general or their use in
specific contexts (Braun et al., 2020; Lara and Deckers, 2020; Stefan
and Carutasu, 2020; Cartolovni et al., 2022; Nikola et al., 2022),
alongside a comprehensive body of literature addressing the ethics of
EAI (McStay, 2018, 2020b; Greene, 2020; Gremsl and Hodl, 2022;
Ghotbi, 2023; Gossett, 2023), so far, there has been no research that
intersects these two domains. Specifically, there’s a lack of investigation
into the ethics of emotionally capable AI-DSS.

My goal is to bridge this gap and to argue that, on one hand,
equipping AI-DSS with emotional capabilities offers great
opportunities, as they open the possibility to prevent emotionally
biased decisions, but that it also amplifies the ethical challenges
already posed by emotionally-incapable AI-DSS. Yet, if their
introduction is accompanied by a broad social discourse and prepared
by suitable measures to address these challenges, I argue, nothing
should fundamentally stand in the way of equipping AI-DSS with
emotional capabilities.

To substantiate my thesis, I will first focus on the decision-making
process, its complexities, and how AI-DSS can assist in making
decisions. I will then examine the opportunities and risks associated
with equipping these AI-DSS with emotional capabilities, discussing
them, and making some suggestions about the advisability of
emotionally-capable AI-DSS.

2 The difficulty of making decisions
and the help of Al

Some decisions are easy to make. Others, however, are difficult.
The level of difficulty often hinges on the number of people impacted
and the potential severity of the outcomes. Decisions with minimal
consequences that affect mainly oneself, such as choosing which pair
of shoes to put on in the morning, tend to be simpler than life-altering
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choices like marriage, which involves other people and bears lasting
repercussions. Furthermore, decision-making complexity also
escalates with situational complexity and one’s emotional state. A
complex situation complicates the clarity of potential outcomes due to
information scarcity, challenging the decision-making process
(Dewey, 1929; Tretter, 2023). Emotional involvement further
exacerbates this challenge, as too much emotion can skew perceptions
and introduce biases (Mazzocco et al., 2019; Dorison et al., 2020).

The effects of strong emotional involvement on decision-making
can be illustrated using an example from the military sector. Modern
military operations are extremely complex and highly dynamic,
requiring intricate coordination among various units like infantry,
armor, artillery, air support, and logistics to ensure mutual support
rather than interference. Furthermore, battlefield conditions can
swiftly change, necessitating rapid responses to enemy maneuvers.
This complexity and dynamics make strategic decision-making an
extremely complicated matter — and can cause continuous emotional
stress for the persons in charge. In situations where this stress
intensifies, military personnel are more likely to misjudge situations,
make a hasty decision, and thereby unduly endanger the lives of those
affected (Gamble et al., 2018).

To assist decision-makers in such challenging situations, AI-DSS
exist. Provided with sufficient high-quality data, such AI-DSS can
quickly comprehend complex situations, analyze them, present
possible options, and even simulate the outcomes of various
decisions—thus offering recommendations on the most advisable
course of action. Such systems are also available, e.g., for the military
sector (Scharre, 2020; Szabadfoldi, 2021), where AI-DSS are capable
of assessing battlefield dynamics in fractions of a second, evaluating
the level of threat, and recommending strategies tailored to specific
situations. Through such advanced analysis and recommendation
processes, AI-DSS significantly bolster the decision-making capacity
of military personnel (Liao and Sun, 2020; Horyn et al., 2021).

3 The potential of emotionally capable
Al-decision-support-systems

As just outlined, AI-DSS can assist in making complex decisions,
taking into account a broad array of factors in their analysis,
simulations, and advice. At present, however, they are limited by the
fact that they cannot take into account the emotional disposition of
decision-makers. This oversight is critical because, as demonstrated
above, excessive emotional involvement can lead to misperceptions
and misjudgments of situations, which in turn may result in hasty or
biased decisions.

By equipping AI-DSS with emotional capabilities and enabling
them to discern the emotional states of decision-makers, such as
military personnel, which exceed the “normal” level of stress
associated with such situations and tasks, this shortfall could
be remedied. With the ability to assess users’ emotional states, these
AT systems could proactively alert individuals if their emotional
engagement is likely to impair judgment, making them statistically
more prone to errors and biased decisions. In situations where simple
alerts might not suffice, the AI could recommend pausing decision-
making processes until a more “balanced” emotional state is attained
or suggest delegating their responsibilities temporarily. Equipping
AI-DSS with emotional capabilities thus offers a forward-looking
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approach that promises to mitigate the risks of emotionally driven,
biased decisions.

It is, no doubt, beneficial to detect and issue warnings about
excessive emotional involvement. However, this should not mislead
us into believing that emotions are inherently “negative” within the
decision-making framework, or that decisions can or should be made
on a purely rational basis (Seo and Barrett, 2007). In fact, while over-
engagement of emotions can adversely affect decision-making,
endeavors to entirely eliminate emotional influence from this process
can be just as detrimental. As contemporary research in the field of
emotions suggests, there’s a symbiotic relationship between rational
thought and emotions, debunking the notion that they are mutually
exclusive (Damasio, 1994; Kappelhoff et al, 2019). Given this
symbiotic relationship, attempts to exclude emotions from decision-
making prove not only unrealistic but also disadvantageous for the
decision-making process. This conclusion can be further underscored
by everyday observations that, in certain scenarios, emotions can
be favorable for decision-making (Mazzocco et al., 2019; Dorison
etal,, 2020; Gengler, 2020). For instance, worry or fear might prompt
more thorough considerations in specific contexts, whereas empathy
can lead to decisions that are more compassionate.

The ideal state for decision-making processes involves a
“balanced” level of emotional engagement, where decision-makers
strike a balance between being excessively emotionally involved and
acting like emotionless robots. However, identifying what constitutes
a “balanced” degree of emotional engagement in decision-making is
complex, as the appropriate level of emotionality significantly varies
by context and individual. Ideally, setting “thresholds” for emotional
involvement should be personalized and contextual, presenting a
substantial challenge. Until tailoring such specific thresholds becomes
feasible, employing average benchmarks could serve as a practical
interim strategy. This strategy could involve determining the typical
degree of emotionality that different individuals demonstrate in
specific situations (situation-specific benchmarks) or evaluating the
general emotional responses of particular individuals across diverse
scenarios (individual-specific benchmarks). While developing these
benchmarks, AI-DSS can be just as useful as in checking, in specific
decision-making scenarios, whether decision-makers are too
emotionally involved (or not enough).

4 The challenges of emotionally
capable Al-decision-support-systems

While endowing AI-DSS with emotional capabilities brings
significant opportunities, it also raises complex challenges, beginning
with the systems’ functionality itself. Current emotionally-capable
Al-systems often display biases related to culture, gender, age, and
race. This predisposition allows for the precise detection of emotions
in white, middle-aged men from Western backgrounds, whereas it
fails to recognize with the same accuracy the emotions of individuals
from diverse cultures, genders, ages, and racial backgrounds (Shimo,
2020; Kim et al., 2021; Ghotbi, 2023; Gossett, 2023). Yet, even in
scenarios where emotionally-capable AI operates flawlessly,
recognizing emotions across cultural, gender, age, and racial
spectrums without bias, large challenges arise.

Notably, the challenges encountered with emotionally-capable
AI-DSS mirror those associated with emotionally-incapable
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AI-DSS. I will argue that equipping AI-DSS with emotional capabilities
exacerbates these existing challenges. In this context, I will particularly
focus on the issue of agency, and then, building on this foundation,
briefly explore the issues of responsibility, accountability, and trust.

One contentious topic in ethical discussions on AI-DSS is the
issue of agency (Taddeo and Floridi, 2018; Jobin et al., 2019; Braun
et al., 2020; Stefan and Carutasu, 2020; Cartolovni et al., 2022; Nikola
etal., 2022). While AI-DSS are designed to support human decision-
making through recommendations, leaving ultimate control with
humans, the concern arises that AT’s influence may subtly shift agency
away from human decision-makers and toward the AI (Braun et al.,
2020). For instance, consider a hypothetical scenario where a
physician, despite their instinct or previous experience advocating for
a different course of action, may be reticent to question a medical AI
system’s treatment suggestion. This reluctance could stem from the
perception that the Al system is capable of analyzing a broader array
of data, identifying more complex correlations, possessing a more
current understanding of medical literature, and executing thorough
simulations (Tretter, 2023). This scenario, and similar examples could
be found for other contexts, illustrates how difficult it can become for
people to contradict the recommendations of AI-DSS and that it may
be the easier path to simply agree with Al recommendations. This
trend, however, if left unchecked, could gradually erode human
agency within the decision-making process.

The hurdles to challenging AI-DSS intensify significantly when
individuals, upon deciding against an AI's recommendation, are
subsequently required to justify their decision. In such cases, relying
on personal intuition or past experiences may not be considered
adequate justification. Confronted with these daunting barriers to
overlooking AI suggestions, individuals may increasingly find
themselves in a position where they merely validate and approve the
proposals of AI-DSS, marking a significant shift in decision-making
agency toward Al (Tretter, 2023; Tretter et al., 2023).

Therefore, it is evident that AI-DSS, even without emotional
capabilities, can significantly impact user decisions and gradually
encroach upon decision-making agency. Incorporating emotional
capabilities into AI-DSS may further amplify this issue. Where
individuals find themselves having to justify decisions that deviate
from Al-generated advice, they now encounter the additional risk that
their divergent choices might be attributed to their emotional state.
This could further deter people from questioning and deciding against
Al recommendations, deepening concerns over the erosion of agency.'

Where agency is increasingly challenged by emotionally-capable
AI-DSS, this has far-reaching consequences for other issues. If the
agency in a decision clearly lies with the human, they can be morally
responsible for those decisions and legally liable for their outcomes.
However, as humans relinquish more agency, for example, because Al

1 Another consideration is that emotionally-capable Al-DSS could tailor their
recommendations precisely to the user's emotional state, allowing them to
nudge users toward specific decisions with unparalleled accuracy. The practice
of nudging, due to its highly manipulative nature (Sunstein, 2015), remains
ethically questionable whether it is carried out by Al-DSS with or without
emotional capabilities (Fritzen, 2023). However, the capacity for such nudging
is significantly enhanced when employed by emotionally-capable Al-DSS,

intensifying the challenge concerning agency.
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systems significantly influence or even manipulate their decisions or
make decisions independently, the less they can legitimately be held
responsible and liable. This raises the crucial question of where
responsibility and liability should then lie: with the developers of AI-DSS,
the institutions that deploy or individuals that use them, the AI system
itself, all of them together, or none at all? While such issues of
responsibility and liability have been extensively debated in contexts like
self-driving cars (Coeckelbergh, 2016; Gless et al., 2016), smart
healthcare (Smith, 2021; Sand et al., 2022), and autonomous weapons
systems (Santoni de Sio and van den Hoven, 2018; Wood, 2023), no
satisfactory resolution has yet emerged. And it is expected that this
discussion will become even more complex when AI-DSS are equipped
with emotional capacities.

Where responsibility and liability are increasingly called into
question by AI-DSS equipped with emotional capabilities, the
question arises about the impact this has on existing trust toward
these systems. Will trust increase because they can now account for
emotional aspects, enabling more thoughtful and sensitive support?
Will trust in them decrease due to the heightened risk of unnoticed
manipulation by their emotional capabilities? Or will these
enhancements have no effect on trust? Further, given that these
systems operate within complex sociotechnical frameworks (Schmidl,
2022), the question also arises as to how shifts in trust toward AI-DSS
will influence trust toward the domains and institutions deploying
them (Samhammer et al., 2023; Tretter et al., 2023).

These concerns about responsibility, liability, and trust are, as
hinted above, already relevant in the context on emotionally-incapable
AI-DSS. Nevertheless, the extent to which Al systems encroach upon
human agency - significantly more so in the case of emotionally-
capable AI-DSS than their emotionally-incapable counterparts —
amplifies the scrutiny on these follow-up issues. Thats why
emotionally-capable AI-DSS intensify these concerns about
responsibility, liability, and trust even more.

5 Discussion

Considering the opportunities that emerge, alongside the
heightened challenges of equipping AI-DSS with emotional
capabilities, the question of whether emotionally-capable AI-DSS are
ethically advisable cannot be simply answered with a straightforward
“yes” or an unequivocal “no” On one side, dismissing the potential
benefits of providing AI-DSS with emotional capabilities by outright
rejecting the concept of emotionally-capable AI-DSS would
be negligent. Such a choice would ignore the opportunity to mitigate
emotionally biased judgments and decisions, potentially risking lives
in critical situations (e.g., in the military context).

On the other side, it would be equally negligent to overlook the
risks involved and to unconditionally support equipping AI-DSS with
emotional capabilities. Opting for this path would fail to address the
peril of agency progressively shifting from humans to Al, exacerbating
subsequent responsibility gaps, lack of liability, and serious trust issues.
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Introduction: Artificial Intelligence (Al) is transforming multiple sectors within our
society, including education. In this context, emotions play a fundamental role in
the teaching-learning process given that they influence academic performance,
motivation, information retention, and student well-being. Thus, the integration
of Al in emotional assessment within educational environments offers several
advantages that can transform how we understand and address the socio-emotional
development of students. However, there remains a lack of comprehensive approach
that systematizes advancements, challenges, and opportunities in this field.

Aim: This systematic literature review aims to explore how artificial intelligence
(Al) is used to evaluate emotions within educational settings. We provide
a comprehensive overview of the current state of research, focusing on
advancements, challenges, and opportunities in the domain of Al-driven
emotional assessment within educational settings.

Method: The review involved a search across the following academic
databases: Pubmed, Web of Science, PsycINFO and Scopus. Forty-one articles
were selected that meet the established inclusion criteria. These articles were
analyzed to extract key insights related to the integration of Al and emotional
assessment within educational environments.

Results: The findings reveal a variety of Al-driven approaches that were
developed to capture and analyze students’ emotional states during learning
activities. The findings are summarized in four fundamental topics: (1) emotion
recognition in education, (2) technology integration and learning outcomes,
(3) special education and assistive technology, (4) affective computing. Among
the key Al techniques employed are machine learning and facial recognition,
which are used to assess emotions. These approaches demonstrate promising
potential in enhancing pedagogical strategies and creating adaptive learning
environments that cater to individual emotional needs. The review identified
emerging factors that, while important, require further investigation to
understand their relationships and implications fully. These elements could
significantly enhance the use of Al in assessing emotions within educational
settings. Specifically, we are referring to: (1) federated learning, (2) convolutional
neural network (CNN), (3) recurrent neural network (RNN), (4) facial expression
databases, and (5) ethics in the development of intelligent systems.
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Conclusion: This systematic literature review showcases the significance of Al
in revolutionizing educational practices through emotion assessment. While
advancements are evident, challenges related to accuracy, privacy, and cross-
cultural validity were also identified. The synthesis of existing research highlights
the need for further research into refining Al models for emotion recognition
and emphasizes the importance of ethical considerations in implementing Al
technologies within educational contexts.

KEYWORDS

emotions, artificial intelligence, teaching-learning, education, assessment

1 Introduction

The integration of Artificial Intelligence (AI) into educational
settings marks a significant advancement in detecting, assessing, and
nurturing students’ emotions. AT’s ability to analyze complex emotional
behavior patterns through data collected during the learning process
enables a deeper understanding of each student’s needs.

By employing advanced algorithms, AI can detect signs of
frustration, boredom, or enthusiasm, allowing educators to tailor
their teaching methods more effectively. Additionally, AI can provide
instant, personalized feedback based on emotional analysis, thereby
creating a learning environment that is more attuned to students’
emotional well-being. This comprehensive approach significantly
contributes to students holistic development, enhancing their ability
to manage emotions, build positive relationships, and improve their
academic performance.

In this regard D’'Mello and Graesser (2012) raise that Al can
predict student emotions (boredom, fluency/engagement, confusion,
and frustration) by analyzing the text of dialogues between students
and tutors during interactions with an “Intelligent Tutoring System.”
These Al-driven intelligent tutoring systems can positively influence
student motivation by incorporating artificially intelligent educational
models, such as the “Mobile Adaptive Personalized Learning
Environment” -MAPLE- (Mehigan and Pitt, 2019). Thus, artificial
tutors with synthesized emotions can adapt their behavior to students’
reactions and affective states, improving their performance in
e-learning systems (Florea and Kalisz, 2005).

Another interesting study argues that Al can help detect and
assess students’ emotions within interactive digital learning
environments (IDLE) and adapt the environment accordingly to meet
their real needs, potentially improving learning (Arguel et al., 2019).
AT may also classify students’ emotions during their interaction with
immersive environments, allowing for a better understanding of their
emotional experiences (Rodriguez et al., 2020).

Al can also analyze emotions from text, enhancing student
motivation and performance in e-learning environments (Rodriguez
etal,, 2012). Simultaneously, it can gauge the intensity of emotions and
tailor lessons to individual needs, promoting successful completion of
academic studies (Sumithra et al., 2022). Similarly, a recent study
found that using deep learning methods to detect students’ emotions
can significantly boost productivity and enhance the educational
process (AlZu'bi et al., 2022).

In a systematic review, de Oliveira and Rodrigues (2021) discovered
that 60% of recent studies on human behavior and AJ, specifically from
the past three and a half years, focus on emotion-driven organizations.
This trend highlights the growing interest and novelty of the field.

Frontiers in Psychology

Among the efforts to incorporate Al into emotional management
within educational settings, the “Biologically Inspired Cognitive
Architecture” (eBICA) is notable. Developed by Samsonovich (2020),
eBICA allows Al to understand and interact with human emotions
during social interactions. Additionally, the emotion-based artificial
decision-making model has been shown to enhance the performance
of educational agents in virtual settings (Yang and Zhen, 2014). Another
approach involves the integration of emotional agents in Al-based
learning environments to improve learner motivation, self-assessment,
and self-motivation by improving the socioemotional climate (Gorga
and Schneider, 2009), especially affective computing (Kort et al., 2001;
Gonzalez-Hernandez et al., 2018; Ninaus et al., 2019; Shobana and
Kumar, 2021; He et al., 2022; Aly et al., 2023; Villegas-Ch et al., 2023).

Recent advancements reveal that artificial intelligence (AI) can
not only recognize but also predict emotions (Alm et al., 2005; Lin
et al., 2023; Singh et al., 2023). This capability extends beyond
identifying current emotional states, enabling systems such as virtual
assistants and Intelligent Tutoring Systems (ITS) to proactively adapt
and respond more effectively to students’ emotional needs, thus
enhancing the learning experience.

Al also significantly impacts social emotions such as empathy,
compassion, and interpersonal phenomena like justice and
cooperation, which are crucial for learning (Lamm and Singer, 2010).

Furthermore, Al can analyze empathic behavior in dynamic social
contexts like educational settings. There are now models that use deep
learning to foster emotional intelligence, processing multimodal
emotional signals to generate appropriate empathic responses (Alanazi
etal., 2023).

Overall, despite the challenges associated with AT's empathic
abilities, it is acknowledged that AT offers valuable tools for promoting
empathic skills, essential for social cooperation, and ethical and
prosocial behavior (Gomez-Ledn, 2022).

The importance of Al in supporting mental health is finally
recognized, an area supported by hundreds of progressively increasing
studies (Mohr et al.,, 2017; Garcia-Ceja et al., 2018; Graham et al,,
2019; Shatte et al., 2019) taking into account that Al systems can
provide emotional support and personalized advice to students and
other educational actors experiencing stress or depression and provide
advice and feedback based on emotional well-being.

1.1 Intelligent tutoring systems and
emotions

Intelligent Tutoring Systems (ITS) are closely related to
students’ emotions, since learning and emotions are an inseparable
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binomial. This is expressed in the cognitive-affective unity of the
human personality. Intelligent tutoring systems are evolving to
address not only the cognitive aspect of learning, but also the
emotional needs of students to improve their educational
experience and performance. In this sense, configurations are being
incorporated that enable ITS to detect emotions, content
adaptation, emotional support, and personalized feedback, moving
toward an emotionally intelligent tutoring system (Mohanan
etal., 2018).

A study involving “MetaTutor;” a hypermedia-based intelligent
tutoring system (ITS), showcases the capabilities of ITS to enhance
learning experiences. MetaTutor provides students with feedback on
the impact of positive and negative emotions during learning. It also
guides students on how to regulate specific emotions to optimize
learning effectiveness. Importantly, MetaTutor assesses not only
cognitive processes but also metacognitive processes, emphasizing its
comprehensive approach to student learning and emotional
management (Taub et al., 2021).

A review study on emotion regulation in intelligent tutoring
systems (ITS) highlights a consensus among researchers in
computerized learning. It suggests that ITS could greatly enhance
their effectiveness if they were able to adapt to the emotional states of
students. This adaptation would allow ITS to better support
personalized learning experiences by responding dynamically to the
emotional and cognitive needs of each student (Malekzadeh
etal., 2015).

There is a growing body of research linking intelligent tutoring
systems (ITS) to emotion during the learning process. Among the
most significant advances is the analysis of facial expressions to
estimate the emotional state of a student using ITS (Sarrafzadeh et al.,
2003); the relationship between emotion variability, self-regulated
learning and task performance in ITS (Li S. et al., 2021; Li W.-C. et al,,
2021); inducing positive emotional states in I'TS (Chaffar et al., 2009);
a new approach toward model students’ socio-emotional attributes to
predict their performance in ITS (Assiclou et al., 2021); the integration
of emotion management strategies in ITS (Malekzadeh et al., 2014);
emotional pedagogical agents in ITS (Sun et al., 2013); the use of
emotional coping strategies in ITS (Chaffar and Frasson, 2010);
among many other results that clearly show that ITS have a close link
with human emotions.

2 Methods and procedures

We performed a systematic review of the scientific literature
through the following databases: Pubmed, Web of Science, PsycINFO
and Scopus. These articles were analyzed to extract key insights related
to the integration of Al and emotional assessment within educational
environments. Additionally, reference lists of included studies and
reviews were checked for potentially relevant articles not identified
through the electronic search.

The identification of thematic clusters was carried out through a
process of analysis and synthesis of the studies included in the review.
The criteria used were the following:

1 Thematic frequency: This criterion allowed us to identify the

frequency with which certain themes or concepts appeared in
the studies reviewed. This involved searching for and recording
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patterns of key terms in the titles, abstracts, keywords and
sections of the studies reviewed.

2 Al technology used: This criterion is based on the specific
artificial intelligence technologies used in the studies reviewed.
It involves a detailed analysis of the techniques, tools,
algorithms and technological approaches used for the
evaluation of emotions in educational environments.

3 Domain or scope of application: This criterion focused on the
specific contexts in which artificial intelligence technologies
were applied to evaluate emotions in educational settings,
including special education. It examines whether the
studies focused on particular areas such as general
education, vocational training or distance learning, as well
as special education for students with special
educational needs.

4 Results: This criterion allowed us to examine the findings of
each study, especially in relation to the relevant aspects for the
integration of artificial intelligence in the evaluation of
emotions in educational environments. The observed effects,
conclusions reached and implications for educational practice

were considered.

Once these criteria have been determined, we continue with the
process of identifying thematic clusters, following the following seven-
step procedure:

1 Study selection: We began with an exhaustive search of the
relevant literature using academic databases and specialized
search engines. Predefined inclusion and exclusion criteria
were applied to select relevant studies that addressed the topic
of integrating artificial intelligence to assess emotions in
educational settings.

2 Information extraction: Based on the established criteria, the
research team began the process of extracting key information
from each selected study, such as recurring concepts and
processes; Applied AI technology, intervention context, results
and main conclusions. This information provided a solid basis
for analysis and comparison between studies.

3 Identification of emerging themes: All the extracted information
was examined to identify recurring themes and organize
emerging patterns related to the integration of artificial
intelligence and the evaluation of emotions in educational
environments. This involved a rereading of each study with the
extracted information to understand its content and context.

4 Data Coding: Codes or labels were assigned to each emerging
theme or pattern.

5 Grouping into thematic clusters: Using the codes assigned to
each study or fragment, the codes were grouped into coherent
thematic clusters. This process involved identifying similarities
and relationships between the coded information and
organizing them into groups that address specific aspects of
integrating artificial intelligence to assess emotions in
educational settings.

6 Refinement and validation: Thematic clusters were reviewed
and refined to ensure consistency and relevance. Cross-
validation was carried out between the researchers involved in
the review to ensure accuracy and consistency in the grouping
of studies. At first, 9 clusters had been formed, however, this
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process allowed for greater integration, managing to refine and
achieve 4 thematic clusters.

7 Analysis and synthesis: Once thematic clustering was completed,
a detailed analysis of the studies within each cluster was
conducted to identify trends, discrepancies, and notable areas
of interest. This stage allowed us to synthesize the information
collected and provide a contextualized view of the literature
reviewed on the topic.

These thematic clusters were organized with the objective of
providing a coherent structure to analyze and synthesize the
information collected, thus facilitating the understanding of trends
and advances in the integration of artificial intelligence to evaluate
emotions in educational environments.

We used the following search terms: artificial intelligence terms
AND recognition of emotions AND educational context terms as
follows (Figure 1):

Cluster 1: “artificial intelligence” OR “machine intelligence” OR
“intelligent support” OR “intelligent virtual reality” OR “chat bot*” OR
“machine learning” OR “automated tutor” OR “personal tutor*” OR
“intelligent agent*” OR “expert system” OR “neural network” OR
“natural language processing”

Cluster 2: “Emotion recognition” OR “Speech Emotion
Recognition” OR “Emotion Classification” OR “Emotional State” OR
“Facial Emotion Recognition” OR “Facial Emotions” OR “Emotion
Detection” OR “Emotionality” OR “Human Emotion” OR “Emotional
Speech” OR “Multimodal Emotion Recognition” OR “Emotional
Intelligence” OR “Automatic Emotion Recognition” OR “Human
Emotion Recognition” OR “Emotion Analysis”

Cluster 3: “educational” OR “educational environments” OR
“learning environments” OR “Educational Settings” OR “educational
context” OR “pedagogical environments” OR “academic settings” OR
“classroom environments” OR “learning spaces” OR “educational

10.3389/fpsyg.2024.1387089

institutions” OR “school environments” OR “educational facilities”
OR “teaching and learning environments” OR “educational
institutions” OR “school systems” OR “academic programs” OR
“higher OR OR

“university campuses.”

education” “pedagogical  approaches”

Titles and abstracts were screened, and full reports of potentially
relevant studies were obtained using a Preferred Reporting Items for
Systematic reviews and Meta-Analyses (PRISMA) model (Page et al.,
2021). Two authors (AORV and AD) independently assessed the
reports for eligibility, with discrepancies resolved by discussion with
a third author (JL).

We included quantitative studies in English, Spanish, and
Portuguese, and studies related to both virtual and face-to-face
educational environments. Articles were excluded based on the
following exclusion criteria: (1) if they referred to non-data-based
studies (e.g., editorials, commentaries, opinion papers, and review
papers), and (2) if stigmatizing attitudes were assessed among
non-physician primary care professionals, such as nurses, technicians,
social workers, and other professionals, among mental health
professionals, or among the general population. Data on study design,
sample characteristics, and findings were extracted independently by
three authors (MC, CAF and JLMA). Because of the heterogeneity
between studies, which hindered a statistical synthesis of their results,
we summarized evidence from articles included in the review through
a narrative synthesis (Popay et al., 2006).

3 Results and discussion

One thousand and fifteen articles were identified in the four
databases (Scopus: 366, Web of Science: 203, Pubmed: 163 and
PsycINFO: 283). 135 articles were identified as potentially relevant
and were assessed against eligibility criteria. Forty-one studies fulfilled
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Every study included in the review used a cross-sectional design
or used databases to investigate the integration of artificial intelligence
(AI) for emotional assessment within educational contexts. Nine
studies were conducted in China, one in Colombia, Ecuador, Egypt,
Germany, seven in India, two in Iran, one in Japan and Jordan, two in
Morocco, two in Russia and Spain, one in Thailand, Tunisia and
United Arab Emirates, and five in the United States.

Based on the results of the articles included in the review, we can
consider that there are several points in common and others that are
more specific. We present the results and discussion based on each of
these topics: emotion recognition in education, technology integration
and learning outcomes, special education and assistive technology,
affective computing.

3.1 Emotion recognition in education

Emotion recognition is essential for understanding how emotions
affect peer interactions, academic performance, and engagement in

Frontiers in

81

online and virtual learning environments (
)

The main methods used in the research to analyze students’
emotional states were related to facial expressions, eye movements,
and biosignal data (

). During online lessons,
monitoring systems studied real-time attention, emotions and feelings
( )-

In educational settings, the use of artificial intelligence,
particularly machine learning and deep learning, has grown
increasingly popular. These technologies primarily enhance the speed
of analysis and the accuracy of emotion classification (

)
Although artificial intelligence has seen significant advancements
recently, various models have also been employed for speech emotion
recognition to explore the relationship between emotions and
academic performance ( ).

In this sense, numerous studies have performed detailed analyses
to uncover the relationship between students’ expressed emotions and
their academic performance (

). Positive emotions like relief and satisfaction are strongly
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correlated with higher grades, suggesting that students experiencing
these emotions typically achieve better academically. Conversely,
negative emotions, such as frustration, are negatively correlated with
academic performance, indicating that students experiencing these
emotions often face academic challenges.

Positive emotional states have been associated with greater success
in completing class activities on time and better overall performance,
underscoring the importance of emotional well-being in academic
settings (Dehbozorgi and Kunuku, 2023).

These technologies have been instrumental in identifying the
impact of emotions on learning outcomes, linking positive emotions
to improved cognitive processes and engagement (He et al., 2022;
Villegas-Ch et al., 2023; Yugal et al., 2023).

3.2 Technology integration and learning
outcomes

In the current educational landscape, integrating technology is
key to enhancing learning outcomes. Blending technological tools
with traditional teaching methods has created new opportunities to
enrich the educational experience and foster skill development in
students. The effectiveness of this integration is evident in its
adaptability to various learning styles, its ability to boost student
engagement, and its role in providing access to global
educational resources.

In the context of our research on using artificial intelligence to
assess emotions in learning environments, it is essential to understand
how this synergy between technology and learning outcomes can
improve the educational process and make achieving learning
objectives more effective and meaningful.

Technologies such as AI, machine learning, and deep learning are
employed to expedite emotion analysis and enhance classification
accuracy in educational settings (He et al., 2022; Dehbozorgi and
Kunuku, 2023). The integration of artificial intelligence (AI) into the
management of emotions within education marks a significant
advancement in modern teaching methods. Research has shown that
machine learning techniques can reliably identify a range of human
emotions, including happiness, anger, sadness, and calmness (Ramirez
and Vamvakousis, 2012).

This ability can significantly enhance teaching by providing a
deeper, more personalized understanding of students’ emotional
states. Such insights allow for the customization of teaching strategies
to better address individual needs. Effectively applying Al in managing
educational emotions can not only boost students” overall well-being
but also foster a more inclusive and empathetic learning environment.

Improved emotional recognition from “EEG signals” can
be enhanced by integrating deep learning with shallow machine
learning techniques, which holds promising applications in human-
computer interaction (Islam et al., 2021). This development signifies
a major research advancement, recognizing deep learning’s ability to
extract complex features from EEG signals and the role of shallow
machine learning in providing a clearer, more interpretable analysis.
Combining these approaches creates a synergistic effect, enhancing
the detection and understanding of emotions from EEG signals. Such
advancements could lead to innovative applications in human-
computer interaction, resulting in more intuitive and adaptive
interfaces that align with users’ emotions and needs.
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Artificial intelligence-based educational models, like “MAPLE;”
are poised to positively influence student motivation and engagement
in e-learning environments by catering to their emotional needs
(Mehigan and Pitt, 2019). This underscores the value of adaptability
and personalization in these systems, allowing for more targeted
responses to learners’ emotional states. By incorporating artificial
intelligence, educational environments become more responsive and
empathetic, thereby enhancing student engagement and satisfaction.

Another significant development is the emergence of affective
computing and sentiment analysis. These fields utilize human-
computer interaction, information retrieval, and multimodal signal
processing to analyze sentiments from online social data, providing
valuable insights for educational sciences (Cambria, 2016; Cambria
etal, 2017). These advancements facilitate a deeper understanding of
emotional experiences in digital settings, which can inform both online
and offline educational strategies. Integrating these emotional analytics
into education enhances the customization of teaching methods and
curriculum design to better meet students’ emotional needs, promoting
more effective and meaningful learning experiences.

3.2.1 Emotionally intelligent e-learning

Emotion recognition is vital for understanding the influence of
emotions on peer interactions, academic performance, and
engagement in online and virtual learning environments (Standen
et al,, 2020; He et al., 2022; Dehbozorgi and Kunuku, 2023).

Emotions play a crucial role in human interaction and decision-
making processes. EEG signals provide an accessible, inexpensive,
portable, and user-friendly means to identify emotions (Alarcao and
Fonseca, 2017). This technology is highly valued for its real-time
analysis capabilities of emotional states. The portability and ease of use
of EEG devices make them particularly suitable for educational
applications, offering new possibilities for enhancing communication,
well-being, and decision-making at both individual and societal levels.

Transfer learning approaches, which utilize networks pretrained
on other tasks, have proven highly effective in facial emotion
recognition within human-computer interaction, achieving an
impressive average accuracy of 96% (Chowdary et al., 2023). This
method leverages the existing knowledge embedded in neural network
models to enhance the detection of emotional expressions in digital
settings. The high accuracy of these approaches lays a strong
foundation for developing advanced human-computer interaction
systems, which can enhance online learning experiences by providing
more accurate and nuanced emotional feedback.

Chao et al. (2019) introduced a deep learning framework that
employs a multiband feature matrix and a CapsNet model to improve
emotion recognition from multi-channel EEG signals, outperforming
common models. This innovation underscores the importance of
advancing deep learning techniques to increase the accuracy and
efficiency of emotion recognition in educational settings. By
integrating multiple EEG channels and utilizing the generalization
capabilities of CapsNet models, this framework sets a new standard
for detecting emotional states, significantly impacting our
understanding of emotions in academic performance and engagement
in online and virtual learning environments.

The novel deep learning model (ERDL), which combines graph
convolutional neural networks and LSTMs, has achieved superior
classification accuracy for emotion recognition from EEG signals
compared to current state-of-the-art methods (Yin et al., 2021). This
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advancement underscores the effectiveness of integrating various
deep learning techniques to enhance emotional recognition in brain
signals. By combining the capability to model complex relationships
in graph-like data with the ability to handle temporal sequences
through LSTMs, the ERDL model emerges as a potent tool for
deciphering emotions via EEG signals. This improvement in
classification accuracy is crucial for designing more effective
educational interventions tailored to the emotional needs
of students.

Development began in 2014 of a technique using convolutional
neural networks that effectively learns emotion-relevant features from
speech, maintaining stable and robust performance even in complex
environments (Mao et al., 2014). This study demonstrates the power
of convolutional neural networks in extracting distinct emotion-
related features from speech, enabling precise and reliable recognition
of emotional expressions across various settings. The consistent and
robust performance of this method supports its potential for practical
applications, including enhancing human-computer interaction in
virtual and online educational settings.

Furthermore, research indicates that students’ understanding of
emotions correlates positively with their academic performance, peer
acceptance, and school adaptation, especially among children from
middle-class families (Voltmer and von Salisch, 2017). This finding
highlights the importance of emotional intelligence in the educational
and social contexts of students, influencing various aspects of their
development. The ability to understand and manage emotions not
only affects academic success but also enhances the quality of
interpersonal relationships and adaptability in school settings.
Additionally, the variation in these associations across different
socioeconomic backgrounds emphasizes the need for equitable
attention to emotional development within education.

3.2.2 Emotionally intelligent e-learning systems
and adaptive learning systems

Emotionally Intelligent E-learning Systems (EIES) and adaptive
learning systems are transforming learning experiences by providing
personalized educational environments (Ninaus et al., 2019; He et al.,
2022; Dehbozorgi and Kunuku, 2023).

The Emotionally Intelligent E-Learning System (EIES), based on
the Bayesian Network model, accurately predicts students’ emotions
during online learning sessions, enhancing the quality of virtual
education (Daouas and Lejmi, 2018). This innovation underscores the
importance of incorporating emotional intelligence into online
learning environments. By predicting emotions, EIES can dynamically
tailor the delivery of educational content, provide personalized
feedback, and offer emotional support resources when necessary. This
capability significantly enriches the online learning experience,
creating a more responsive and engaging educational environment.

Additionally, it has been demonstrated that artificial
intelligence techniques can enhance adaptive e-learning platforms
by creating detailed learner profiles and models, which in turn
improve the learning process and reduce uncertainty (Colchester
et al., 2017). This advancement highlights the crucial role of
artificial intelligence in personalizing online education by enabling
systems to adapt dynamically to individual learner needs.
Advanced algorithms help these platforms identify specific learning
patterns, preferences, and challenges of each student, thereby
facilitating the delivery of relevant and effective educational
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content. This adaptive capability significantly improves the learning
experience, fostering a more responsive and student-centered
educational environment.

A cloud-based adaptive learning system has proven effective in
integrating mobile devices into the classroom environment, providing
real-time feedback and context-aware content adaptation, leading to
significant improvements in student performance and achievement
(Nedungadi and Raman, 2012).

This approach demonstrates the potential of mobile technology
and cloud computing to enhance the classroom learning experience
by offering greater flexibility and personalization of educational
content. By leveraging mobile devices like tablets or smartphones,
adaptive systems can deliver instant feedback and tailor content to
individual needs and learning contexts, thus boosting the overall
effectiveness of the educational process and encouraging student
participation and engagement.

Adaptive learning technologies, which tailor instruction to align
with students’ personal interests, have demonstrated the potential to
enhance performance and learning outcomes (Walkington, 2013).
This finding emphasizes the importance of customizing educational
content to match individual preferences to optimize the learning
process. Adaptive algorithms analyze students’ learning patterns and
interests, allowing systems to present relevant content and challenges
that maintain their motivation and engagement. This personalized
approach promotes more active participation and a deeper
understanding of the material, ultimately leading to improved
academic performance and more positive learning outcomes.

Personalized adaptive learning, facilitated by intelligent learning
environments, combines personalized and adaptive learning strategies,
making adaptive adjustments to teaching approaches based on
individual characteristics, performance, and personal development
(Peng et al,, 2019). This integration of educational methods offers a
comprehensive and effective solution tailored to the unique needs of
each learner. By merging personalized educational content with
dynamic adaptations in teaching methodology, it creates an
educational environment that continually adjusts to the abilities,
interests, and preferences of students. This not only maximizes each
individual’s learning potential but also enhances engagement and
motivation toward the educational process.

In summary, the integration of Emotionally Intelligent E-Learning
Systems (EIES) and adaptive learning systems significantly enhances
the educational experience by providing personalized environments
that dynamically adapt to the emotional and learning needs of
students. This synergy between advanced technologies and
contemporary educational methodologies supports the accurate
prediction of students’ emotions during online learning sessions and
the real-time adaptation of content and teaching strategies.
Collectively, these advancements underscore the transformative role
of technology in education, promoting more effective, inclusive, and
student-centered learning environments.

3.2.3 Positive emotional states and academic
performance

Positive emotional states correlate strongly with improved
academic performance and increased engagement in online learning
environments. Students’ expressed emotions, such as relief,
satisfaction, and frustration, are directly linked to their academic
outcomes, illustrating the significant impact of emotions on learning
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results (Ninaus et al., 2019; He et al,, 2022; Dehbozorgi and
Kunuku, 2023).

Academic emotions, ranging from anxiety to other emotional
states, have a significant impact—both positive and negative—on
students’ motivation, learning strategies, self-regulation, and academic
performance (Pekrun et al., 2017). This study illustrates how different
emotional states can affect various aspects of academic performance
and student engagement. Anxiety, for instance, can impede motivation
and self-regulation, while positive emotions can enhance learning
strategies and promote greater engagement with study materials.
Understanding the interaction between emotions and academic
performance underscores the importance of creating an educational
environment that promotes positive emotional states and provides
support to effectively manage negative emotions.

Moreover, students’ emotions, whether negative or positive,
significantly influence their academic performance, with cognitive
processes and effortful control playing a moderating role in this
relationship (Valiente et al., 2012). This study highlights the complex
interplay between emotions and cognitive processes in the educational
context, noting how effortful control can modulate the impact of
emotions on academic performance. Positive emotions can enhance
performance by promoting greater motivation and engagement, while
negative emotions may hinder performance by interfering with
attention and memory. The role of effortful control suggests that
emotional and cognitive regulation strategies can mitigate the negative
effects of adverse emotions and amplify the benefits of positive
emotions on academic performance.

Positive emotions, such as enjoyment and pride, are positively
associated with mathematics achievement, while negative emotions,
such as anger, anxiety, shame, boredom, and hopelessness, have a
negative correlation (Pekrun et al., 2017). This emphasizes the
importance of emotions in the academic context and their differential
impact on student performance. Positive emotions can boost
motivation and readiness for learning, whereas negative emotions can
generate distractions and cognitive blocks. These findings highlight
the need to foster an educational environment that encourages
positive emotions and provides effective strategies to manage negative
emotions, aiming to improve both academic performance and student
well-being.

Positive emotions also promote academic performance in college
students when mediated by self-regulated learning and motivation
(Mega et al., 2014). This study demonstrates that positive emotions
not only directly influence academic performance but also interact
with internal processes such as self-regulation of learning and
motivation to enhance educational outcomes. Positive emotions can
increase perseverance, attention, and the effectiveness of self-regulated
learning strategies, improving comprehension and retention of
academic material. Additionally, these emotions can reinforce
intrinsic motivation and disposition toward learning, leading to
deeper and more sustained engagement with the educational process.

Lastly, positive emotions positively influence problem-solving
patterns by engaging students in self-regulatory activities, whereas
negative emotions result in less variety of search activities and fewer
regulatory activities (Zhou, 2013). This study shows how emotions can
shape the way students approach academic challenges and handle
complex problems. Positive emotions encourage active exploration,
creativity, and cognitive flexibility, leading to a wide range of problem-
solving strategies and greater solution-finding effectiveness.
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Conversely, negative emotions can restrict students’ ability to think
creatively and seek alternative solutions, resulting in less diversity in
problem-solving strategies and approaches. These findings underscore
the importance of promoting a positive emotional classroom
environment to foster the development of effective problem-solving
skills and self-regulation in students.

Positive emotions are associated with higher academic
performance as they enhance psychological capital, which includes
elements like efficacy, hope, optimism, and resilience (Carmona-Halty
etal,, 2019). This association supports the idea that positive emotional
states correlate with more effective cognitive processes, better
academic outcomes, and greater engagement in online
learning environments.

The emotional climate of the classroom also has a significant
impact on academic achievement, fostering greater student
participation across all grade levels and genders (Reyes et al., 2012).
This supports the view that a positive emotional environment in the
classroom is crucial for academic success as it enhances student
engagement and involvement in the educational process, thereby
improving learning outcomes.

From a broader perspective, the TPACK framework emphasizes
the effective integration of technological, pedagogical, and
disciplinary content to enhance learning outcomes (Aleman-
Saravia and Deroncele-Acosta, 2021). In this context, attention-
based convolutional recurrent neural networks (ACRNN) are
notable for their ability to accurately extract discriminative features
from EEG signals, improving emotion recognition over other
methods (Tao et al., 2020). The integration of Al into educational
design influences learning outcomes directly, increasing
motivation, self-efficacy, and the effectiveness of cognitive learning
strategies within learning communities (Stefanou and Salisbury-
Glennon, 2002). Moreover, AT’s role in detecting students’ emotions
not only enhances productivity and academic performance
(AlZu’bi et al.,, 2022) but also streamlines teaching practices by
allowing educators to monitor emotional states and provide
targeted feedback that positively affects learning outcomes (Deniz
etal., 2019).

Additionally, AI can automate assessment-related decisions,
optimizing the effectiveness of computerized formative assessments
to enhance student learning (Shin et al., 2022) and predict student
performance with high accuracy, enabling early interventions and
ensuring equitable quality education (Jokhan et al, 2022). Al
applications in education are diverse, including profiling, assessment,
adaptive systems, personalization, and intelligent tutoring systems
(Zawacki-Richter et al., 2019).

Furthermore, course-related discussions and interactions among
students are shown to positively influence grades more than
non-course-related topics, underscoring the importance of emotional
engagement in learning.

Scientific evidence indicates that discussions within online
learning management systems can enhance student engagement,
improve the content and quality of work, and lead to better learning
outcomes (King et al., 2021). Aligning with this, another study
suggests that highly interactive online courses—marked by substantial
student-to-student and student-to-instructor interactions—are
perceived more favorably in terms of engagement and learning
outcomes compared to less interactive group courses and discussions

(Tsai et al,, 2021). Additionally, peer discussions have been shown to
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enhance student performance on conceptual questions in class,
fostering greater understanding and improved accuracy, even when
none of the students initially know the correct answer (Smith
et al., 2009).

Therefore, classroom interaction and discussion are crucial factors
for learning, and promoting these should be a priority within
educational systems. The integration of AI can support this goal, as Al
techniques can effectively identify significant contributions and
patterns in students” electronic discussions. This capability assists
teachers in fostering productive discussions and enhancing learning
(McLaren etal., 2010). Furthermore, AI can also be utilized to develop
students’ skills in complex interpersonal behaviors, such as effective
listening, teamwork, and communication (Hoffmann-Longtin
etal., 2018).

3.3 Special education and assistive
technology

Information and communication technologies (ICT) and assistive
technologies are vital for helping students, both with and without
disabilities, to recognize their emotions and enhance their learning.
These technologies are particularly crucial in removing barriers for
children with learning difficulties. Research shows that ICT
applications can create inclusive learning environments and provide
essential support for students with learning challenges (Standen et al.,
2020; Begum et al., 2023).

Educators can utilize ICT and assistive technologies to customize
learning experiences based on the emotional needs of individual
students, thereby improving their engagement and overall learning
outcomes. The incorporation of these technologies not only aids in
emotion recognition but also establishes a supportive learning
environment that promotes both emotional well-being and academic
success for students with diverse learning needs (Standen et al., 2020;
Begum et al., 2023).

For students with special needs, mobile learning provides greater
accessibility and richer learning experiences, presenting a valuable
alternative to traditional assistive devices. This mode of learning
enables students with diverse needs, including those with disabilities,
to engage in more adaptive and personalized learning (Standen
et al., 2020).

By leveraging mobile technologies, educators can create inclusive
learning environments that cater to individual learning styles and
preferences, thereby enhancing student engagement and academic
outcomes. Mobile devices are portable and versatile, making learning
more accessible and convenient for students with special needs,
allowing them to interact with educational content in a manner that
best suits their specific requirements.

The integration of mobile learning not only improves
accessibility but also enables students with special needs to
participate more actively in their learning process, fostering
independence and encouraging self-directed learning (Standen
et al., 2020).

Overall, the strategic use of ICT and assistive technologies not
only facilitates the identification of emotions but also nurtures an
environment conducive to learning, supporting the emotional well-
being and academic achievements of students with diverse
learning needs.
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3.4 Affective computing

Affective computing is an interdisciplinary field that develops
systems capable of recognizing, interpreting, and responding to
human emotions.

This field of research has significant relevance in education
because emotions are critical to the learning process and to creating
meaningful educational experiences.

Understanding students’ emotions allows educators to tailor their
teaching methods to more effectively meet individual needs and foster
a positive and stimulating learning environment. In the context of our
research on integrating artificial intelligence to assess emotions in
learning environments, we investigate how advancements in affective
computing can enhance the assessment of students’ emotional
experiences and improve learning outcomes.

3.4.1 Affective computing as an area of Al in
emotional management

As explained by Villegas-Ch et al. (2023), affective computing is a
branch of Artificial Intelligence (AI) developed to enable computer
systems to interact with humans effectively. This interaction is
facilitated through computer vision techniques and machine learning
algorithms. The primary goal is to produce a system that can elicit
effective responses from users. Affective computing is interdisciplinary
and consists of four main research areas: (1) Analysis and
characterization of affective states, (2) Automatic recognition of
affective states through facial expressions, linguistic features, posture,
gaze tracking, and heart rate, among others, (3) System adaptation to
respond appropriately to the users’ affective states, and (4) Design of
avatars that display suitable affective responses for better
user interaction.

Emotion recognition via facial expressions, often referred to as
facial expression recognition, is a widely addressed topic within the
field of affective computing (Gonzdlez-Hernandez et al,, 2018). By
recognizing facial expressions, educators can offer more personalized
responses, provide emotional support when needed, and promote a
more empathetic and student-centered learning environment. Thus,
the ability to recognize emotions through facial expressions is essential
for enhancing the quality and effectiveness of education.

3.4.2 Optimizing learning through affective
computing

The assertion that affective computing is essential to intelligent
learning systems is strongly supported by the growing recognition that
emotions are integral to cognitive and decision-making processes.
Research such as Shobana and Kumar (2021) demonstrates that
emotions significantly influence perception and learning. Integrating
affective computing into educational systems enables a more precise
and personalized response to students’ emotional needs, thereby
enhancing the effectiveness of the teaching and learning process.
Recognizing and responding to students’ emotions opens new
possibilities for creating empathetic and effective learning
environments, ultimately fostering deeper and more meaningful
learning experiences.

One of the key challenges of affective computing is the
automatic detection and classification of users’ emotional reactions
to learning materials (Ninaus et al., 2019). This capability is crucial
in education for several reasons. Firstly, it allows educational
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systems to adapt personally to the emotional needs of students,
enhancing the learning experience and fostering a more responsive
and empathetic environment. Additionally, it enables the early
identification of potential emotional difficulties that may impact
academic performance, allowing for timely
educational interventions.

There are online learning platforms that utilize affective
computing principles to accurately identify six fundamental emotions:
happiness, disgust, anger, surprise, sadness, and fear (Aly et al., 2023).
Recognizing and addressing this range of emotions allows educational
strategies to be more contextualized and effective. For example,
detecting happiness can lead to the reinforcement of student
achievements, maintaining a motivating environment. Recognizing
disgust can help avoid content that triggers negative reactions, thus
enhancing the learning experience. By identifying anger, platforms
can provide additional support to help students overcome challenges
and stay motivated. Surprise can indicate moments of insight, which
can be leveraged to deepen understanding. Recognizing sadness is
essential for providing emotional support, while identifying fear can
signal the need for psychoeducational interventions to manage stress
and ensure effective learning. Overall, these capabilities facilitate a
more adaptive and emotionally-aware approach, promoting a more
inclusive and effective educational environment.

Research has extensively explored methods and models for affect
detection systems capable of analyzing conventional modalities such
as facial expression, voice, body language and posture, physiology,
brain imaging, and multimodal systems. This research connects
human emotions to learning, organizing them into four quadrants—
curiosity, confusion, frustration, hope—with emotions on the
horizontal axis and learning on the vertical axis (Kort et al., 2001).

Affective computing offers multiple benefits when integrated with
artificial intelligence for emotion recognition. It has been shown to
enhance e-learning applications by detecting and responding to the
emotions of learners, potentially improving the learning process
(Thompson and McGill, 2012). It can adjust the mood of learners to
create a more effective learning environment (Chen and Lee, 2012),
recognize emotions from speech using neural networks (Zhang et al.,
2007), monitor students’ behavior to gauge their attention and
engagement levels, and support effective learning processes
(Bevilacqua et al., 2009). Additionally, it can boost motivation and
satisfaction in game-based adaptive learning systems (Tsai et al.,
2012). In the context of game-based learning, one study shows that
adaptive gamification—which combines artificial intelligence,
gamification, and educational data mining—has a positive impact on
student engagement and learning performance (Daghestani
et al., 2020).

3.4.3 Advantages of affective computing as an
intelligent educational system

The primary aim of affective computing is to develop an
“intelligent” computer system capable of sensing, recognizing,
understanding, and intelligently responding to human emotions in a
timely and friendly manner (He et al., 2022). Affective computing is
an interdisciplinary field dedicated to creating systems and
technologies that can recognize, interpret, process, and respond to
human emotions. This field strives to equip machines with the
capability to comprehend and mimic human emotional intelligence,
utilizing a variety of data sources like facial expressions, tone of voice,
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handwriting patterns, and other physiological indicators to ascertain
a person’s emotional state.

In educational settings, when integrated with artificial intelligence,
affective computing can personalize teaching by adapting content to
align with students’ emotions and individual needs (Kratzwald et al.,
2018; Marin-Morales et al., 2018, 2020; Arnau-Gonzalez et al., 2021;
Li S. et al,, 2021; Li W.-C. et al., 2021; Wang et al., 2022). As such,
affective computing is a crucial element in the application of artificial
intelligence in emotional management within educational
environments. It allows Al to interpret facial expressions, voice tones,
and other emotional cues, providing insights into students’ emotional
states. This capability not only facilitates the personalized adaptation
of educational content but also enables the early identification of
potential emotional challenges that may impact academic
performance. Overall, the integration of affective computing into
educational emotional management not only enhances the
effectiveness of learning environments but also supports the emotional
well-being of students, fostering a more supportive and responsive
educational setting.

Several advantages and contributions of affective computing are
recognized in recent research. For example, the Probability and
Integrated Learning (PIL) algorithm effectively recognizes high-level
human emotions, offering potential benefits for affective computing
(Jiang et al., 2020). Additionally, fuzzy cognitive maps can accurately
predict artificial emotions, aiding in the design of affective decision-
making systems within AI (Salmeron, 2012).

In the context of e-learning systems, affective computing involves
using tools to recognize users emotions and adapt educational
systems accordingly (Jaques and Viccari, 2006). It has been
demonstrated that affective computing can detect human attention
levels using multimodal inputs such as webcams and mouse
movements, potentially enhancing performance in intelligent
e-learning applications (Li et al., 2016).

Broadly speaking, affective computing is a field within artificial
intelligence that focuses on developing systems capable of recognizing,
interpreting, processing, and simulating human emotions. It employs
machine learning techniques, computer vision, natural language
processing, and other disciplines to analyze and respond to the emotions
expressed by users. The ultimate goal is to create systems that are more
empathetic and can interact more naturally with people. Particularly in
education, integrating affective computing is crucial for understanding
and addressing student emotions, promoting a learning environment
that is more personalized, effective, and attentive to emotional well-being.

4 Conclusion

The integration of assistive technology, information and
communication technology (ICT), and artificial intelligence (AI) in
educational settings has revolutionized the support available to
students, particularly those with learning difficulties, in managing
their learning and emotions. For children with diverse learning needs,
Al-enhanced emotion detection, personalized learning experiences
through ICT, and improved accessibility via assistive technology have
significantly reduced learning barriers.

This research highlights the critical role of technology in enhancing
emotion recognition, creating inclusive learning environments, and
promoting academic success for all children. By employing these
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advanced tools, educators can develop customized learning plans,
provide immediate feedback, and support both the academic and
emotional development of students with and without disabilities.

This comprehensive approach to integrating Al ICT, and assistive
technology not only enhances emotional support but also equips
students with the tools they need to actively participate in their
education. Ultimately, this opens the door to a more successful and
inclusive educational process.

4.1 Limitations

This study aimed to review and analyze the existing literature on the
integration of artificial intelligence for evaluating emotions in educational
environments. The review relied on articles sourced from specific
academic databases, including PubMed, Web of Science, PsycINFO, and
Scopus. While these databases are significant in the scientific community,
it is crucial to note that this selection might have limited the inclusion of
pertinent research published in other sources or in gray literature.

Additionally, a linguistic bias is acknowledged; the review covered
articles in English, Spanish, and Portuguese, but research published in
other languages was not considered. This restriction might have
excluded studies that could provide valuable insights, affecting the
geographical and cultural representativeness of the studies included
in this analysis. Consequently, the generalizability of the findings to
different educational and cultural contexts may be limited.

Lastly, we recognize an open access bias. Despite efforts to include
a diverse range of academic sources and databases, some studies may
be behind paywalls. This limitation could have excluded significant
research, impacting the comprehensiveness of the review. Access was
restricted to studies that were either open access or available through
institutions with subscriptions. Therefore, caution is advised when
interpreting the findings of this review, as they may not
comprehensively reflect all the available research in the field of
Al-driven emotional assessment in education.

4.1.1 Temporal limitation

The review findings may not fully represent the latest advances or
developments in AI-driven emotional assessment within education,
as the search was conducted up to the year 2023. Consequently,
emerging technologies, methodologies, or ethical considerations may
not be sufficiently covered, potentially limiting the relevance and
applicability of the study’s findings to current educational practices.

4.1.2 In terms of generalizability

While the review offers insights into the integration of Al for
emotional assessment in educational settings, the findings may not
be broadly applicable across diverse educational environments,
student populations, and cultural contexts. Differences in educational
infrastructure, resources, and practices among various regions or
institutions could influence the feasibility and effectiveness of
implementing Al-driven approaches to emotional assessment.

4.2 Ethical considerations

Although the study acknowledges the importance of ethical
considerations in the development and implementation of Al
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technologies within education, the review itself does not delve into the
ethical implications of using Al for emotional assessment. Further
exploration of ethical frameworks, privacy concerns, and potential
social impacts is needed to ensure responsible and equitable
implementation of AI technologies within educational settings.
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Introduction: This study aimed to explore the arousal and valence that people
experience in response to Hangul phonemes based on the gender of an Al
speaker through comparison with Korean and Chinese cultures.

Methods: To achieve this, 42 Hangul phonemes were used, in a combination of
three Korean vowels and 14 Korean consonants, to explore cultural differences
in arousal, valence, and the six foundational emotions based on the gender of an
Al speaker. A total 136 Korean and Chinese women were recruited and randomly
assigned to one of two conditions based on voice gender (man or woman).

Results and discussion: This study revealed significant differences in
arousal levels between Korean and Chinese women when exposed to male
voices. Specifically, Chinese women exhibited clear differences in emotional
perceptions of male and female voices in response to voiced consonants. These
results confirm that arousal and valence may differ with articulation types and
vowels due to cultural differences and that voice gender can affect perceived
emotions. This principle can be used as evidence for sound symbolism and has
practical implications for voice gender and branding in Al applications.

KEYWORDS

phoneme, arousal, valence, emotions, sound symbolism, artificial intelligence voice

Introduction

Artificial intelligence (AI), which can be considered the core technology of the Fourth
Industrial Revolution, has various applications. In particular, speakers, an important
function of Al facilitate communication between humans and AI. However, a challenge
remains whether AI speakers can evolve from providing basic convenience functions,
such as weather notifications and alarm settings, to providing better human-machine
interaction. Previous studies on emotion recognition and emotional expression of Al
have been actively conducted for better comprehensive communication. Most studies
aimed to determine whether AI could recognize and express human-like emotions
based on a user’s emotional state. However, communication is two-way in nature.
Thus, it is important to consider not only the emotions conveyed by AI but also how
humans perceive the messages delivered by AI speakers. In the context of marketing
channels, when users of AI speakers experience positive rather than negative emotions
with AI speakers, their preference for these devices increases (Jang and Ju, 2019).
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Humans communicate and express and spread emotions
through language. Notably, the rapid identification of emotional
elements in sound stimuli of communication plays an important
role in survival and adaptation (

). According to sound symbolism, specific phonemes, which
are the fundamental elements of sound in a language, convey
). The Bouba-Kiki effect,
a good example of sound symbolism, refers to the phenomenon

meaning independently (

of how people associate round shapes when they hear “Bouba”
and pointed shapes when they hear “Kiki” (
; ; ).
Similarly, the gleam-glum effect demonstrates that words containing
/1;/, such as “gleam,” are perceived as more positive emotions than
words containing /A/, such as “glum” ( ). However, little
agreement exists on whether these effects are universally applicable,
regardless of the native language or age.
The question of whether phonemes have sound symbolism
). Although some
studies have indicated a common theme of sound symbolism, the

remains unanswered (

results vary, which is likely because the phonemes can be classified
into consonants and vowels. Recent studies have revealed that the
Bouba-Kiki effect varies between Eastern and Western cultures
( ) and can change depending on differences in
native language ( ). These previous findings
suggest that sound-shape mapping related to consonants may be
influenced by individual perceptual style and linguistic experience
( ; ; 5
)

This study adopted the classification of consonants as plain,
aspirated, and voiced consonants, which is a common method and
is recognized to evoke similar emotional impressions in various
languages, including English and Korean. However, sound-size
mapping associated with vowels is a common phenomenon across
cultures and languages because of its lack of sensitivity to cultural
backgrounds or native languages ( ;

; )-
Therefore, vowels were selected based on the symbolism of vowel
sounds. For instance, in the early research on sound symbolism by
( ), experiments were conducted on the size symbolism
of vowels /a/ and /i/ using meaningless words “mal” and “mil”
Participants were asked to identify those words that referred to a
large table and a small table. Approximately 80% of participants
indicated that “mal” denoted a large table and “mil” denoted a
small table. This suggests that /a/, when added to an existing
word, conveys a soft feeling because it is a central and low
vowel, indicating augmentation for distant or large objects or long
durations. Conversely, /i/ is considered to represent close and small
objects or short durations. These research findings highlight the
influence of mouth shape during pronunciation. In terms of the
dimension of the aperture, high vowels, such as /i/ or /u/, involve
a smaller aperture, whereas low vowels, such as /a/, involve a
larger aperture, potentially conveying different symbolic meanings
( ). Based on this evidence, this study
adopted three representative vowel types that can induce different
states and constructed 42 combinations of consonants and vowels.

To date, research on sound symbolism has mainly focused

on vowels rather than consonants because consonants cannot be
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pronounced without vowels; thus, the sound symbols of vowels have
been considered greater than those of consonants ( ).
However, actual language cannot ignore the influence of consonants,
and comparing only the differences in vowels can limit recognition
of the emotional meaning. Therefore, considering the practicality
of language, this study attempts to measure the emotional values of
both vowels and consonants through classification according to the
articulation method ( ).

When evaluating the emotional values of stimuli, arousal and
). Arousal
is evaluated based on how exciting or arousing a stimulus is,

valence are the two most basic dimensions (

that is, how calm it is, and valence is evaluated based on how
pleasant or unpleasant a stimulus is. According to empirical studies,
the arousal and valence dimensions are not independent of each
other and exhibit a U-shaped relationship. Thus, unpleasant stimuli
are considered more arousing than pleasant stimuli, and both
unpleasant and pleasant stimuli are more arousing than neutral
). In
general, negative emotional stimuli are considered to have a higher

stimuli ( ;

arousal value than positive or neutral stimuli ( ).

However, preferences for words that express emotions show
differences, indicating that cultural differences can also occur
between language and emotional meanings ( ).
Thus, even in the same situation that evokes emotions, the terms
cognitively interpreted and referred to differ across cultures, and
depending on how emotional words are translated, they can have
distinct meanings ( ). Furthermore, many
studies have measured the properties of sounds, such as rough, soft,
strong, or weak. However, because of the ambiguous nature of these
adjectives and their lack of integration into each study, accurately
classifying how people feel about sound is not possible. Considering
these points, this study adopted universal emotions to distinguish
between subjective emotional states. The six basic emotions, namely
anger, disgust, fear, sadness, surprise, and happiness (

), were used to measure subjective emotional states
instead of relying on somewhat ambiguous emotional expressions
(e.g., softness, strength, weakness, and sharpness) based on the
b).

The effect of Al speakers on human emotion recognition may

degree of arousal and valence ( , ;

include variables such as the voice gender of Al speakers, as well as
sound-shape and sound-size. Studies have demonstrated differences
in preference for “themes” by voice gender ( )
and in Al usage behavior based on human gender and experience
( ; 5 ;

; ). For example, in “warm
news” delivery, female voices are highly appreciated in terms of
understanding, reliability, and favorability, whereas, for news with
serious content, male voices are preferred ( ).
Thus, gender preferences for an Al speaker may differ according
to the gender of the human listener. Although arousal and valence
can be perceived in phoneme units, studies on the voice gender
of AI speakers have not yet observed an effect of voice gender on
phoneme units.

Recently, active research has been conducted on how emotions
are expressed and recognized in literary works using Al-based
natural language processing and machine learning techniques.
In addition, studies and reflections on Al-generated speech and
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listeners’ emotional responses have rapidly evolved in recent years
(Val-Calvo et al., 2020). Particularly, with advancements in speech
recognition technology, there is growing interest in exploring
how the tone and expression used by AI when speaking can
evoke emotional responses in listeners (Poon-Feng et al., 2014;
Zheng et al, 2015). Such studies provide crucial insights into
understanding the impact of AI speech technology on people’s
emotional responses, aiming to offer important insights for the
effective development and application of this technology.

This study used a cultural comparison to explore the arousal
and valence that people experience in response to Hangul phonemes
according to the gender of an AI speaker. For this purpose, the
most basic unit, the Hangul phoneme, was used as an experimental
stimulus to evaluate arousal and valence in Korean and Chinese
women who can speak Korean. This study aimed to examine the
cultural differences in arousal and valence using the articulation
method, vowels, and the gender of the Al speaker.

TABLE 1 Psychometric characteristics of the participants.

Measure Korean Chinese t (P-value)
(n = 68) (n=68)

PANAS-P 27.32 4526 28.56 4 6.23 ~1.25(0.21)

PANAS-N 25.07 4 5.69 26.97 £7.75 —1.63(0.11)

STAI-T 47.29 +10.20 46.82 +6.77 032 (0.75)

STAL-S 46.68 + 10.41 46.57 + 6.93 0.068 (0.95)

CES-D 20.01 4 10.83 18.15 + 9.62 1.06 (0.29)

N = 136; all correlations are considered not statistically significant at P < 0.01. Mean +
standard deviation; PANAS-P, Positive and Negative Affect Schedule Scale-Positive; PANAS-N,
Positive and Negative Affect Schedule Scale-Negative; STAI-T, State-Trait Anxiety Inventory-
Trait Anxiety; STAI-S, State-Trait Anxiety Inventory-State Anxiety; CES-D, Center for
Epidemiologic Studies Depression Scale.

TABLE 2 Forty-two Hangul phonetic values.

10.3389/fpsyg.2024.1357975

Materials and methods

Participants and procedure

Using G*Power 3.1.9.7 (the University of Diisseldorf,
Diisseldorf, Germany), a power analysis was conducted with
an effect size of 0.25, an alpha error probability of 0.05, a power
of 0.80, and the number of groups set to 4. The analysis showed
that the minimum sample size required was 128 participants (42
participants per condition). In total, 136 participants were recruited
(136 women; Myge = 27.19 years, SD = 4.30) from a university
bulletin board in South Korea. The sample consisted of 68 Korean
and Chinese participants who were randomly assigned to one of
two conditions in a between-subjects design with voice gender
(man or woman). All participants were informed that they had been
recruited for a psychological experiment measuring emotions for
phonemes and that all experimental processes would be conducted
online. The study was limited to women to present the differences
in variables, considering that women generally exhibit greater
emotional responsiveness than men. The inclusion criteria for
selecting participants were as follows: women who were (1) over the
age of 20 years, (2) of Korean or Chinese nationality, and (3) able to
speak Korean. Before taking part in the experiment, all participants
provided informed consent and were informed that they could
stop the experiment at any time. Each participant received $20 for
their participation.

Measures

To control for emotional variables, the participants were asked
to complete a questionnaire, described below. No significant
differences were found in psychological characteristics between
groups (Lable 1).

Articulation

Corner vowels

T /u/
Lenis /g kI 7} Iga, kal 7 /gu, ku/ 7 Igi, kif
T /d,t/ t} /da, ta/ = /du, tu/ o /di, ti/
H /b, p/ B} /ba, pa/ . /bu, pu/ H] /b, pi/
A sl A} /sa/ 4 /su/ Al Isi/
= [jl 2} fjal = lju/ 2] Jjit
S /h/ S} /ha/ % /hu/ 3| /hi/
Aspirated = [ch/ 2} /cha/ = /chu/ 2] /chi/
A /k/ 7} Ikal = /ku/ 7] /ki/
E/t/ E} /ta/ 5 /tu/ ] /ti/
I /p/ T} /pa/ =+ /pu/ T /pi/
Voiced L /n/ L} /na/ = /nu/ Y /ni/
2 /lr/ 2} /la, ra/ 2 /lu, ru/ 2 /li, ri/
o /m/ o} /ma/ F /mu/ o] /mi/
o /ng/ o} /a/ %/ ol /i

English Notation for Articulation in Korean.
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FIGURE 1

#p < 0.01.

Interaction effects between the three types of articulation and nationality in arousal, valence, and basic emotions: disgust and happiness. *P < 0.05,

Positive and Negative Affect Schedule Scale

The Korean version (K-PANAS; ) and the
Chinese version (C-PANAS; ) of the PANAS
were used to evaluate the positive and negative affects. The PANAS
comprises 20 items, with 10 evaluating expectations for positive
affect (PANAS-P) and 10 evaluating expectations for negative affect
(PANAS-N). Participants were asked to rate their responses on
a 5-point Likert scale, where 1 indicates “very slightly or not
at all” and 5 indicates “extremely” The higher the score, the
higher the levels of positive and negative affect. Cronbach’s alpha
values were 0.60 and 0.83 for the K-PANAS-P and C-PANAS-P,
respectively, and 0.61 and 0.85 for the K-PANAS-N and C-PANAS-
N, respectively.

State-Trait Anxiety Inventory
The Korean version (K-STAIL
the Chinese version (C-STAl
were used to measure state and trait anxiety (

) and
) of the STAI

Frontiersin

). This scale consists of 40 items, with 20 measuring “trait
anxiety (STAI-T)” and 20 measuring “state anxiety (STAI-
S)” Participants were asked to rate on a 4-point Likert scale,
where 1 indicates “not at all” and 4 indicates “very much
so” 'The higher the score, the more intense or more often
an individual felt anxious. Cronbach’s alpha values of the
K-STAI-T and K-STAI-S were 0.91 and 0.92, respectively,
and those of the C-STAI-T and C-STAI-S were 0.75 and
0.74, respectively.

Center for Epidemiologic Studies Depression
Scale

The Korean version (K-CES-D; )
and the (C-CES-Dy

) of the CES-D were used to measure the baseline

Chinese version

for depressive mood in participants ( ).

This scale consists of 20 items, and participants answer
how often each item had occurred over the past week,

with four response options ranging from 0, indicating
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FIGURE 2
Interaction effects between three vowels and nationality in arousal, valence, and basic emotions: disgust and happiness. *P < 0.05.

“rarelyy to 3, indicating “all times” Cronbachs alpha
values of the K-CES-D and C-CES-D were 0.93 and
0.90, respectively.

Stimuli

For the experiment, 42 Hangul phonemic stimuli with
artificial human sounds were created and used with a
(TTS)

duration of 500 ms.

text-to-speech program. All stimuli had an equal

Considering participants’ fatigue, 42
voice stimuli were used combining three Korean vowels
and 14 Korean consonants ( ). The three vowels used
were those with the largest differences in pronunciation
structure ( ), and the 14 consonants used
excluded double consonants. These consonants were classified
into three types according to the articulation system of
classification ( ). Specifically, they were classified as
lenis consonants if they did not require heavy breathing or

straining of the throat, aspirated consonants if they involved

Frontiersin

the release of a burst of strong air during plosive sounds, and
voiced consonants if they resonated in the mouth or nose
when pronounced.

Data analysis

A dataset with 136 samples was included in the final analysis.
As the first step in the analysis, a 2 (nationality: Korean, Chinese)
x 3 (articulation: lenis, aspirated, voiced), 2 (nationality: Korean,
Chinese) x 3 (vowel: /a/, /u/, /i/) two-way analysis of variance
(ANOVA) was conducted to identify differences in sound
symbolism between participants of different nationalities. In
addition, a 2 (nationality: Korean, Chinese) x 2 (voice gender:
female, male) two-way ANOVA was conducted to explore the
arousal and valence patterns according to nationality and voice
gender. A 2 (voice gender: female, male) x 3 (articulation:
lenis, aspirated, voiced) and 2 (voice gender: female, male)
x 3 (vowel: /a/, /u/, /i/) mixed ANOVA was conducted with
Korean and Chinese participants,

respectively, to explore
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the patterns of arousal and valence for each nationality.
An independent sample t-test was performed for continuous
variables to compare psychological characteristics and perform
planned comparisons.

6 1 —o—Female
—~Male

Arousal (rating score)
S

10.3389/fpsyg.2024.1357975

Differences between nationalities for
articulation and vowels

Arousal, valence, and basic emotions were used as dependent
variables, three types of articulation (lenis, aspirated, and voiced)
and three vowels (/a/, /u/, and /i/) were used as within-subjects
factors and nationality (Korean or Chinese) was used as a between-
subjects factor to perform the repeated-measures ANOVA.

The results presented in indicate that the interaction
between the three types of articulation and nationality was
significant for arousal [F(p63) = 11.93, P = 0.00, 7% = 0.08]
and valence [F(o263y = 7.33, P = 0.001, n* = 0.05]. Then,
planned comparisons were performed using independent sample ¢-
tests, which revealed no differences between Korean and Chinese
participants for lenis or voiced articulation. However, for aspirated
articulation, arousal was higher in Chinese participants than in

3 Korean participants [f(134) = 2.51, P = 0.01, d = 0.43], whereas
valence was higher in Korean than Chinese participants [t(134) =
—3.09, P = 0.00, d = 0.53]. Furthermore, significant interactions
were observed between two basic emotions. At the lenis and voiced
2 f { articulation levels, disgust was higher in Chinese participants than
Karean Chinese in Korean participants [¢(134y = —1.99, P = 0.49, d = 0.34; t(134
FIGURE 3 = —1.985, P = 0.049, d = 0.34), and at the lenis and aspirated
lar;:i:acf‘on effects between nationality and voice gender in articulation levels, happiness was higher in Chinese participants
' than in Korean participants [¢(;34) = —2.61, P=0.01, d = 0.45; (134
= —2.93, P =0.004, d = 0.50].
6 6 6
5 * 5 54
g 4 Z 4 ‘% Z 4
3 3 3
2 2 2
Korean Chinese Korean Chinese Korean Chinese
6 6 6
5 5 5
g 4 g 4 _-+8 z 4 T
= o S R ! e =
§ g =" * 2 _-=="T1
[ ’_,—‘D 5 é_\. E ] _--"" ®|
o i * | 2 4 2
3 - 3 3 — .
2 3 2
Korean Chinese Korean Chinese Korean Chinese
FIGURE 4
Simple main effect analysis of nationality and voice gender. *P < 0.05.
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TABLE 3 Differences in the types of articulation for voice gender by nationality.

Nationality Voice gender
Female Male
Arousal Lenis Korean 4.94 % 0.66 4.71 £ 1.04 1.19
Chinese 4.31 + 1.56 4.94 4+ 1.03 3.87
Aspirated Korean 5.68 £ 1.15 5.31 £ 1.40 1.38
Chinese 4.52 +1.80 5.27 £1.08 4.31*
Voiced Korean 4.23+1.01 4.15+1.27 0.07
Chinese 3.86 = 1.57 5.03 £ 1.05 13.00**
Valence Lenis Korean 5.38 4+ 0.67 4.81 +1.04 7.27%
Chinese 5.54 £ 1.57 523 £0.72 1.11
Aspirated Korean 4.76 +0.92 5.14 +1.08 2.83
Chinese 5.61 £1.52 5.45 £ 0.89 0.268
Voiced Korean 5.89 + 1.06 4.59 +1.24 21.87%*
Chinese 5.60 £ 1.75 4.81+0.76 5.83*
Anger Lenis Korean 2.89 +1.44 3.17£1.58 0.60
Chinese 3.09 £1.58 3.76 £ 1.55 3.08
Aspirated Korean 3.16 £ 1.63 3.29 £1.69 0.10
Chinese 3.09 £ 1.60 3.93 £+ 1.69 4.48*
Voiced Korean 2.77 +1.68 3.07 £ 1.66 0.56
Chinese 2.78 £ 1.54 3.84 £ 1.53 8.21™
Disgust Lenis Korean 294+ 1.55 3.17 £1.57 0.38
Chinese 3.20 £ 1.61 3.98 +1.46 4.39*
Aspirated Korean 3.21 £ 1.67 2.98 & 1.54 0.35
Chinese 330+ 1.78 3.83 +1.60 1.70
Voiced Korean 2.70 £ 1.70 3.25£1.65 1.83
Chinese 293+ 1.61 418 +1.63 10.13**
Fear Lenis Korean 2.78 £1.55 291+ 1.60 0.12
Chinese 2.75+1.60 3.53 £ 1.61 3.96
Aspirated Korean 3.08 £ 1.61 2.83+£1.57 0.42
Chinese 2.74+1.62 3.53£1.70 3.79
Voiced Korean 2.65+1.77 2,94+ 1.67 0.51
Chinese 2.58 +1.70 3.61 £1.62 6.51*
Sadness Lenis Korean 3.26 + 1.44 3.65 £ 1.69 1.06
Chinese 332+ 171 4.03 £ 1.41 3.47
Aspirated Korean 3.38 = 1.64 2.98 +1.30 1.22
Chinese 3.21 £ 1.66 3.61 £ 1.42 1.12
Voiced Korean 343 +1.62 3.96 + 1.87 1.59
Chinese 333+ 1.54 4444135 10.03**
Surprise Lenis Korean 2.90 & 1.54 3.17 £ 1.60 0.50
Chinese 294+ 1.62 3.74+1.51 4.49*
Aspirated Korean 3.20 £ 1.66 3.50 £1.78 0.52
Chinese 2.98 £1.59 3.90 £ 1.56 5.72*
Voiced Korean 2.81 & 1.67 2.96 & 1.54 0.16
Chinese 2.66 + 1.49 371+ 1.55 8.06™
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TABLE 3 (Continued)

Nationality

10.3389/fpsyg.2024.1357975

Voice gender

Female

Happiness

Lenis

Korean

393+ 131

Male

3.96 £+ 1.50

Chinese

4.60 + 1.61

4.57 £1.33

Aspirated

Korean

3.59 +1.41

4.53 +1.679

Chinese

4.71 &£ 1.65

4.98 +1.373

0.507

Voiced

Korean

4.44 +1.58

3.78 £ 1.664

2.851

Chinese

491 +1.63

4224 1.411

3.505

*P < 0.05,**P < 0.01, ***P < 0.001.

Anger (rating score)
Anger (rating score)

~&—Female

~E-Male

~o~Icmale

=@-Male

lenis aspirated voiced lenis. aspirated voiced

Korean Chinese

Fear (rating score)
Fear (rating score)

B----- m----- -

] ok
3 — g -8 3

~o—Fcmale ~@-Male ~o~lcmale =@-Male

lenis. aspirated voiced lenis. aspirated voiced

Korean Chinese

FIGURE 5

Differences in basic emotions for voice gender by nationality. *P < 0.05, **P < 0.01.

Disgust (rating score)
e

Disgust (rating score)
-

-a

3 4 =g

~8—Female =B-Male

~o—lcmale

=&-Male

lenis. aspirated voiced lenis. aspirated voiced

Korean Chinese

Sadness (rating score)
IN

Sadness (rating score)
-

~&—Female

~@-Male ~o~lcmale =&-Male

lenis aspirated voiced lenis aspirated voiced

Korean Chinese

Similar results were found for vowels. As shown in Figure 2, the
interaction between three vowels and nationality was significant in
arousal [F268) = 8.73, P = 0.000, 7% = 0.06] and valence [F(2,268)
= 3.31, P = 0.04, 772 = 0.02]. Planned comparisons performed
using independent sample ¢-tests showing no differences were found
between Korean and Chinese for /u/ or /i/. However, for /a/, arousal
was higher in Korean participants than in Chinese participants
[t(134) = 2.40, P = 0.02, d = 0.41], whereas the valence was higher
in Chinese participants than in Korean participants [#(134) = —2.08,
P = 0.04, d = 0.36]. Furthermore, significant interactions were
observed between the two basic emotions. For /u/, disgust was
higher in Chinese participants than in Korean participants [#(134)
= —2.40, P = 0.02, d = 0.41], and for all vowels, happiness was
higher in Chinese participants than in Korean participants [/a/: (134
= —2.32, P = 0.02, d = 0.40; /u/: t(134) = —2.59, P = 0.01, d=
0.44; /i/: t(134) = —2.35, P = 0.02, d = 0.40]. However, no significant
interaction effects were found for the other basic emotions.

Frontiersin Psychology

Differences between nationalities for
articulation and vowels

The results of the two-way ANOVA, presented
in  Figure3,  provide  statistical  support for  the
interaction  between  nationality (Korean or Chinese)
and voice gender (female or male) for arousal
[Fa,32y = 7.92, P = 0.006, n* = 0.06]. However, no
significant interaction effects were found for valence or

basic emotions.
No
basic

interaction effects were found on the valence or
the one-way ANOVA
revealed
(Figure 4).
participants

emotional score. However,
differences
Unlike
reported

than

for simple main-effect analysis

in voice gender by nationality

Korean participants, Chinese

feeling more negatively toward male voices

female voices.
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TABLE 4 Differences in the value of vowels for voice gender by nationality.

Nationality Voice gender
Female Male

Arousal /al Korean 5.134+0.82 519+ 1.18 0.07
Chinese 4.14 £+ 1.66 513+ 1.10 8.24™
/u/ Korean 4.64+0.72 4.61 £1.33 0.01
Chinese 4.36 £+ 1.66 5.10 £ 0.99 5.0*
i/ Korean 5.10£0.85 437 £1.12 8.59™
Chinese 418 £ 1.67 5.00 £ 1.00 6.13*
Valence /al Korean 5.48 +0.74 5.12 £ 1.09 2.49
Chinese 588 £1.72 5.56 £ 0.86 0.94
u/ Korean 529+ 0.85 478 +1.14 4.35*
Chinese 522+ 1.52 4.99 £+ 0.85 0.59
/il Korean 523 4+0.74 4.63 £ 1.12 6.84*
Chinese 5.66 £ 1.62 4.95+0.94 4.92*
Anger /al Korean 2.93 £1.58 323+£1.74 0.55
Chinese 290 +1.43 3.74£1.53 5.54*
fu/ Korean 291+ 1.55 3.13+£1.70 0.31
Chinese 3.13+£1.72 397 £1.57 4.45*
/il Korean 2.98 +1.53 3.18 £ 1.66 0.25
Chinese 293 +1.53 3.80 = 1.64 5.33*
Disgust /al Korean 2.84 £1.59 3.04 % 1.64 0.25
Chinese 3.06 £ 1.59 3.80 £+ 1.66 3.53
fu/ Korean 2.96 & 1.65 3.09 £1.58 0.11
Chinese 331+1.83 4.10 £ 1.46 3.85
/il Korean 3.05+£1.52 3.28 £ 1.66 0.34
Chinese 3.05+ 1.62 4.09 £ 1.52 7.36™*
Fear /a/ Korean 2.69 £ 1.64 2.86 £ 1.58 0.17
Chinese 2.66 £ 1.64 3.53 £ 1.66 4.75*
u/ Korean 2.83 £ 1.61 2.85+1.58 0.00
Chinese 2.76 £+ 1.68 3.56 £ 1.53 4.18*
fil Korean 298 +1.63 2.98 £ 169 0.00
Chinese 2.66 £ 1.58 358 +£1.72 5.24*
Sadness /al Korean 3.16 £ 1.56 3.12+1.48 0.01
Chinese 3.13 £ 1.60 372+ 1.46 2.54
u/ Korean 3.62 +1.65 370+ 1.62 0.04
Chinese 348 +£1.75 4.01 £ 1.29 2.01
/il Korean 3294155 378+ 1.75 1.52
Chinese 324+1.57 434+ 1.51 8.59™
Surprise al Korean 2.94 £ 1.61 3.58 £ 1.78 2.45
Chinese 3.01 +1.47 3.83+1.45 5.37*
la/ Korean 2.99 + 1.67 3.11 £ 1.65 0.09
Chinese 2.80 £ 1.63 3.84£1.61 7.04*
/il Korean 2.98 +1.54 2.94 £ 1.52 0.01
Chinese 2.78 +£1.57 3.68 & 1.65 5.35%

(Continued)
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TABLE 4 (Continued)

10.3389/fpsyg.2024.1357975

Nationality Voice gender
Female Male
Happiness /a/ Korean 4.36 £1.95 4.56 £1.76 0.26
Chinese 5.00 £ 1.74 517 £1.42 0.20
/u/ Korean 372+ 1.46 3.95+1.46 0.43
Chinese 4.53 £ 1.59 443 £1.32 0.07
i/ Korean 3.88+1.34 3.76 £ 1.63 0.12
Chinese 4.70 £ 1.64 417 £1.42 2.04
*P < 0.05,**P < 0.01, ***P < 0.001.
6 6 6 6
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FIGURE 6

Differences in basic emotions for voice gender by nationality. *P < 0.05, **P < 0.01.

Differences in the value of articulation for
voice gender by nationality

As shown in Table 3, the articulation types showed differences in
arousal based on voice gender by nationality. Aspirated articulation
elicited more arousal than voiced articulation, regardless of voice
gender. However, unlike Korean participants, Chinese participants
showed significant differences in arousal based on voice gender.
In particular, for aspirated and voiced articulation, articulation
ratings were significantly higher for a male voice than for a
female voice. However, valence exhibited a different pattern
for the male voice compared to the female voice. Although
arousal was rated lower for the female voice than for the
male voice, valence was rated higher for the female voice than
for the male voice. Regarding basic emotions, clear differences
were observed in the patterns between nationalities (Figure 5).

Frontiersin Psychology

Korean participants showed no significant differences in scores
regardless of voice gender, whereas Chinese participants exhibited
a difference in scores between voice and gender, especially for
voiced articulation.

Differences in the value of vowels for voice
gender by nationality

As presented in Table 4, differences were found in arousal
for the three vowels based on voice gender by nationality.
Unlike the articulation results, for vowels, the patterns of
arousal for voice gender differed depending on nationality.
In Chinese participants, the difference in arousal value based
on voice gender was remarkable for all types; however, in
Korean participants, a difference in arousal value based on voice
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gender was found only for /i/. Regarding basic emotions,
clear differences were observed in the patterns between
nationalities. For Korean participants, the scores were not
significantly different, regardless of voice gender. However, for
Chinese participants, scores differed between voice and gender

( )-

This study aimed to explore cultural differences by comparing
the degree of arousal and valence experienced by Korean and
Chinese women in Hangul phonemes, based on the gender
of an AI voice. The results of this study revealed significant
differences in arousal levels between Korean and Chinese women
in response to male AI voices. In particular, Chinese women
exhibited distinct differences in emotional perceptions of male
and female voices in voiced consonants. In addition, this study
classified participants by nationality and identified cultural
differences in arousal and valence patterns according to articulation
and vowels.

This study revealed that arousal and valence levels differed
between Korean and Chinese women, even for phonemic units
without conceptual meaning. This is consistent with Russell’s
claim that emotional stimuli may have cultural differences. For
vowels, the results contradict those of previous studies that suggest
universal emotional responses, depending on the culture. This
disparity is likely because China uses a tonal language, unlike
Korea. While Korean has a dialect with a different pitch from that
of the standard language, it is not a tone language that conveys
variations in meaning through pitch differences. By contrast, China’s
tonal language facilitates meaning changes through changes in
tone. Therefore, Korean and Chinese listeners may experience
differences in arousal and valence patterns when hearing the
same sound. This finding is supported by the results of a study
comparing the vowels /a/, /u/, and /i/ in Chinese with tone and
English without tone, highlighting differences in sound symbolism
based on the presence or absence of lexical tones (

).

We aimed to observe the differences between wakefulness and
emotional outcomes. Clear and distinct differences were apparent
in wakefulness, whereas in emotion, only the interaction between
nationality and consonants proved significant. To elucidate, the
most substantial difference between Korean and Chinese syllables,
apart from phonemic constraints, lies in the pronunciation elements
through the presence of sound. Korean allows for seven syllable-final
consonants: = /p/, = /t/, " /k/, T /m/, = /n/, ©/m, and T /L
By contrast, in Chinese, syllable-final consonants are restricted to
two: /-n/ and /n/. The disparity in syllable-consonant combination
constraints is the primary cause of phonological variation between
Korean and Chinese.

The importance lies not only in the difference in the phoneme
itself but also in the interaction effect between nationality and
voice gender. Differences in the arousal and valence experienced
in response to Hangul phonemes varied by nationality depending
on whether the voice was female or male. In particular, Chinese
women were found to experience negative emotions even when
the voiced sound was presented with a male voice, although
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voiced consonant is an articulation method that results in less
arousal than lenis and aspirated consonants. Although the study
was conducted among Chinese participants living in Korea rather
than in China, cultural values do not change easily (

s ), which may be attributed to cultural differences
based on gender roles. According to a cultural-level study, China
has a wider gender power gap than Korea; China highly values
), and Chinese
women feel that they are not free to express themselves and

the image of masculinity (

are restricted in their opportunities to demonstrate their abilities
because of men ( ). Consequently, Chinese women are less
dependent on men and experience a sense of competition with them.
Therefore, compared with Korean participants, Chinese participants
experienced more negative emotions toward a male voice than a
female voice. This trend can be further clarified through research
on cultural differences in gender-related issues.

In recent years, the generation and interpretation of literary
works and various forms of literature through AI have highlighted
the increasing importance of studying people’s emotional responses.
Specifically, the examination of the ability of AI to convey
emotions or impart specific emotions is important. Currently,
by utilizing natural language processing and machine learning
techniques, research studies investigate how emotions are expressed
and recognized in literary works, as well as how the tone and
expression Al employs when narrating stories evoke emotional
responses in listeners ( ; ).
This study aimed to determine the emotional responses elicited
in listeners by the tones and expression styles used by AI when
delivering verbal expressions. Furthermore, in an era marked by an
active international approach to media use, this study is significant
in exploring the specific differences in emotional responses to
voices in Chinese and Korean, languages characterized by distinct
intonations, and cultural and political expressions despite their
geographical proximity.

This study has several limitations. First, although the study
focused on Al, various Al voices were not used for the investigation.
Various Al speakers have been released in both Korea and China,
and people exhibit different preferences. Therefore, the sound
stimuli used in this study are not perfectly consistent with the
degree of arousal and valence experienced with the currently
available voices of the AI speakers. For marketing applications,
further research using the voices of various Al speakers is needed.
In addition, some AI speakers now allow customers to purchase
celebrity voices that they like directly, in which case, the results of
this study would be challenging to apply, even for male voices.

Second, the study did not include comparisons with other
cultures. Both Korea and China are cultural regions in Northeast
Asia, but subtle differences may occur across various languages and
cultures. Although Korea and China are in the same region, the fact
that differences were found according to voice gender indicates that
differences based on voice gender may occur in other cultures and
may be relatively larger. In the future, multicultural studies should
be conducted to compare a wide range of languages and cultures.
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Third, this study was conducted with female participants.
Women tend to respond more emotionally than men, and only
women were recruited based on the existing claim that sound
symbolism does not differ significantly by gender. However, cultural
differences may interact with gender.

Finally, this study used only three vowels (/a/, /u/, and /i/) and 14
consonants; however, fortis consonants were not used. In Chinese,
intonation plays a significant role alongside pronunciation in
conveying the meanings of individual words. Hence, future research
should meticulously examine variations in intonation within words
of identical pronunciation to ascertain their emotional impact
conveyed through speech. In addition to articulation, intonation
is also used in China. Therefore, a more detailed classification is
required to reflect the actual situation.

Despite  these
in demonstrating

limitations, this
that
in articulation types

study is significant

arousal and valence may differ

and vowels depending on cultural
differences, and that voice gender can also affect perceived
This
has practical implications for voice gender and branding in

emotions. principle supports sound symbolism and

AT applications.

All data can be made available upon request to the
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Art and artistic creation serve as a means for artists to communicate with their
environment, society, and the external world. However, the protection of artistic
creations, as forms of communication, is not only a right for artists but also serves
as a crucial safeguard that nurtures them during the creative process. Beyond
the traditional issues of copyright, the significant advancements in Artificial
Intelligence (Al) in today's digital world have introduced a new debate regarding
the ownership of copyright in artistic creations generated by Al. The question
arises whether copyright belongs to the Al itself or to the individuals who guide
the creative process behind it. In this study, based on the concepts of art, artistic
creation, and emotional states, copyright issues will be examined. Data obtained
from semi-structured in-depth interviews with artists and academic experts
(eight artists, two communication experts, two law experts, and eight psychology
experts) in the field will be analysed through content analysis to explore their
perspectives regarding the discussion on emotional states, Al, and copyrights. The
research highlights the variability of emotional states and their significant effects on
individuals. Addressing the increasing trend of copyright issues, particularly within
the framework of digitalization and inadequate legal regulations, it was found that
artists’ emotional states are negatively impacted by these problems. This negative
influence can adversely affect artists’ creativity and desire to produce. On the
other hand, it was also identified that in artworks produced especially through Al,
if artists’ rights are not protected, there is a possibility of negative emotional states
arising. In conclusion, suggestions are as follows: Emphasising the importance
of awareness-raising educational activities nationally and internationally, national
copyright law (in Northern Cyprus) needs to be revised to protect traditional
copyright and be expanded to include digital copyright, especially for works
produced through Al. On an international level, emphasising the need to revise
international agreements to include regulations for works produced through Al or
to create a new agreement based on the importance of this issue.

KEYWORDS

copyright, artificial intelligence, art, artworks, artists, emotional states

1 Introduction

Exploring the question of what art is has been a challenging process throughout
history, with philosophers seeking answers from ancient times to the present day. The
quest for an artistic response to existential theories constitutes the fundamental reason
for this pursuit. Plato, particularly, sought to answer the question of art by assuming a
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speculative approach, considering it as a reflection of entities
(Barasch, 2013). Aristotle, on the other hand, presented a similar
notion in a different manner, defining art as imitation
(Ering, 1988).

Regardless of the theoretical explanation of art, artworks and
artists should be accepted as a whole. Copyright laws are crucial in
protecting both the artwork and the artist. Idealist thinkers argue that
artworks should serve artistic thought rather than aiming to make
money. This is why they may not even consider populist art genres as
genuine art (Balkur, 2020).

While many scholars and thinkers agree that this mindset may
hinder the development of art, they often remain silent when it comes
to making a profit through art (Haiven, 2015). On the other hand,
despite the emotional importance of art in human life, evaluating it
in a material sense is challenging. Art holds significant importance
as a means of emotional expression and communication for
humanity, and it is also of critical importance for artists. This is
because creating artworks serves as both a means of nourishing their
souls, so to speak, and as a fundamental mechanism for sustaining
their livelihoods. At this point, it may be difficult to assess art’s
emotional significance in a monetary context, it is natural for artists
to pursue their profession not only for the sake of art but also to earn
a living (Ballar, 2020).

At this point, obtaining copyright for their ideas and/or artworks
is crucial for artists to be able to generate income (Akdogan, 2001).
Copyright is extremely important for artists who produce artworks.
Copyright is necessary for artists to protect their rights, ideas, and
earnings both nationally and internationally. In order for an artist to
claim rights over their own work, they must own the copyright to the
work, enabling them to prevent intellectual and artistic theft in this
way (Akipek and Dardagan, 2001).

Within this framework, copyright ownership on artworks is
considered highly important for artists. In this context, it can
be argued that copyright infringements may lead to negative
emotional states in artists, and these negative emotional states may
negatively impact creativity and productivity like a domino effect.
While this situation holds true even in traditional copyright
approaches, in today’s digital age, the ownership of copyright for
artworks produced by Al is a significant topic of debate.

In this regard, Gillotte (2020) has addressed the issue of
copyright ownership in artworks created with Al in today’s digital
age with the following statement: “Assuming that an Al-generated
work is copyrightable, we turn to the question of who owns that
copyright” Additionally, the US Copyright Office and many
academics have argued that copyright cannot belong to AI due to
its lack of legal personality (Gillotte, 2020). However, some authors
also suggest that copyright could be shared between the artist who
contributed to the creation of the work and the AI (Darvishi
etal., 2022).

At this point, the central question or problem of this issue revolves
around whether the copyright of relevant works belongs to Al, the
individual guiding it, or both. Hence, this issue needs to be carefully
addressed. Because, the emotional states of artists significantly
influence their productivity and creativity (Flaherty, 2011). An
approach that may be considered as a violation of rights by artists
could lead to negative emotional states and the aforementioned effects
for their creativity and productivity too.

Frontiers in Psychology

10.3389/fpsyg.2024.1409646

2 Basic concepts
2.1 Artificial intelligence

Initially introduced in academic articles, the concept of AI (See
McCulloch and Pitts, 1943; Turing, 1950) gained prominence with the
Dartmouth Conference (McCarthy et al., 2006). The ability of Al to
solve intricate problems was acknowledged through the programme
“Logic Theory” (Newell and Simon, 1956).

In the subsequent years, criticism arose regarding the limited
capabilities of Al, demonstrating that it was not yet on par with human
intelligence (See Dreyfus, 1972). However, with advancing and
evolving technology, numerous studies addressed the progressing
abilities of Al and its transformation (LeCun et al., 2015; Russell and
Norvig, 2022).

The concept of Al can be defined as a system with abilities similar
to human intelligence, fundamentally capable of performing tasks
related to computer structures (Russell and Norvig, 2022). Comprising
an interdisciplinary whole, AI possesses critical skills such as deep
problem-solving, learning, and decision-making (Nilsson, 2010;
Dolunay, 2024).

AL which can generally be categorised into weak and strong Al,
exhibits capabilities comparable to human intelligence in certain
specified aspects for weak AI, whereas strong Al is closer to general
intelligence levels (Kurzweil, 2005).

Having a vast application scope, Al manifests its impact in various
fields such as the functioning of automatic systems, content analysis,
healthcare, education, communication, etc. (Bengio, 2021). The
examination of AT's usage in the mentioned fields is indeed important;
however, the focus of this study will be on its application in artistic
production within the given context. Prior to delving into this subject,
it would be pertinent to briefly define the concepts of art, artist,
and artwork.

2.2 Art, artist and artwork

Art can be defined as a process resulting from the combination of
individuals’ productivity, imagination, and aesthetic perception,
culminating in a unified whole and subsequently expressed outwardly.
The concept of art, with its wide boundaries, not only provides
aesthetic and beauty satisfaction but also serves as a powerful tool for
social critique, cultural expression, and the transmission of personal
emotions and thoughts (Turgut, 1991). The broadness of the concept
of art is due to its many subfields. Art encompasses numerous
branches such as painting, music, theatre, sculpture, dance, literature,
etc. (Adajian, 2022).

According to Adorno (1997), art possesses an autonomous
structure, leading to profound effects both individually and socially.
In this context, as stated, art shapes the identities, histories, and
cultural values of both individuals and societies. This powerful impact
of art is manifested through artworks. It should be noted that the
concept of an artwork, an inseparable part of art, is the tangible output
of the artists’ creative processes, materialising as a product or
performance with aesthetic values.

Benjamin (2008) argues that the uniqueness and aura of an
‘artwork’ are of paramount importance. In this regard, artworks must
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possess a unique existence and historical context. In other words,
these characteristics are fundamental elements that construct the
originality and historical value of the work.

The unique and historical nature of artworks, as described,
transforms them from mere aesthetic objects into tools of cultural
memory and social critique (Shiner, 2001). The individual and
cultural elements presented by the artist during the creative
process play a significant role in the interpretation and evaluation
of the work. Thus, the necessity of emphasising the importance of
the artist becomes apparent. Therefore, when addressing the
concepts of art and artwork, it is also essential to define the
concept of the artist, who is the creator of this entire process
(Adajian, 2022).

‘Artist’ can be defined as an individual who produces and/or
performs works of art. However, this general definition as
‘productor and/or performer’ is insufficient for defining this term.
It is crucial to emphasise that the artwork expresses the emotions,
thoughts, and worldview too of the individual who performs and/
or creates it. Moreover, the artist not only reflects personal
emotions, thoughts, and worldview but also produces or performs
works that embody the impact of social issues and cultural matters
too (Guoa and Guib, 2021).

The creativity and technical skills of artists nourish the originality
and depth of their works. Thus, artists can powerfully reflect both their
inner world and at the same time, the external world, offering a unique
experience to their audience. It must be reiterated, due to its
significance, that the works of artists are not merely aesthetic products
but also serve as a means of communication, social critique, and
cultural expression. In this context, the role of the artist extends
beyond being merely a creator-performer; they can also be considered
critics and cultural transmitters too (Guoa and Guib, 2021).

2.3 Al and art

The discussion above encompasses the concepts of Al and,
specifically, art. In the context of the research subject, it is pertinent to
delve into the relationship between AI and art.

Al can be interpreted as a force contributing to significant
transformations in the art world. These transformations extend across
a broad spectrum, influencing aspects ranging from the creation of
artworks to their exhibition.

Starting with the use of Al in the production of artworks, learning
models such as Generative Adversarial Networks (GANs) and
Recursive Neural Networks (RNNs) play a crucial role in this domain
(Wang et al., 2020). These learning models facilitate the integration of
Al into the process of artistic creation. For instance, the work
“Memories of Passersby I” by Klingemann (2018) incorporates
portraits randomly selected using GANS, serving as an example that
highlights the synergy between the artist’s creativity and the
productivity of AL

As emphasised, the relationship between AI and art not only
extends to the production of artworks but also contributes to offering
new aesthetic perspectives or viewpoints to artists. Algorithms capable
of analysing the structure of a particular artwork and generating new
pieces serve as illustrative examples in this regard (Mazzone and
Elgammal, 2019).
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The types of artworks that can be produced through AI, whether
visual, auditory, literary, etc., are analogous to categories of artworks
that can be created by individuals (See Uzun et al., 2020).

Following the brief exploration of the relationship between Al and
art, it is fitting to address the concept of copyright, which constitutes
a significant focal point in the study.

2.4 Copyrights

If we approach the concept of copyright chronologically, the art
creations produced by early human communities were evaluated with
a different perspective than today. In ancient times, artworks were
associated with materials, and they were not valued in terms of
intellectual context separately from the substances they were made of.
In other words, for instance, a music piece was evaluated in
conjunction with the vinyl record it was pressed onto, and a painting
was considered in connection with the canvas on which it was drawn.
This situation eliminated the need for artists to secure themselves
financially and spiritually on an individual basis (Dolunay and
Kegeci, 2017).

As time progressed, the notion that artworks were essentially
intellectual structures not necessarily tied to or limited by materials
began to prevail among artists. At this point, the initial step is
considered to be the emergence of ‘printing privileges’ Especially with
the rise of copying and piracy markets in the mediaeval period, the
concept of ‘copyright’ entered human life, marking the inception of
the first examples of copyright, particularly in the field of printing
(Dolunay and Kegeci, 2017).

With the proliferation of copyright, the first legal regulation was
the Act Anne enacted in 1709 in England (Dolunay and Kececi, 2017).

The aforementioned concept of copyright is extremely crucial
concerning the transmission of artistic production and cultural
heritage from generation to generation. It is highly important for
artists to find emotional and material satisfaction when presenting
their works. Moreover, in a fair environment, it is vital for artists to
obtain their rights in a commercial context and be able to control
unauthorised usage. In this context, the protection of copyright for
artworks is perceived not only as a commercial necessity but also as
highly significant for cultural advancements (Ozgiir, 2020).

3 Traditional and digital copyrights

3.1 Traditional regulations (national: north
Cyprus and international)

Geographical timeline of copyright laws in contemporary Turkey
reveals a progressive journey. In the mid-1800s, the “Hukuku Telif
Nizamr1” (Copyright Law) was introduced, followed by the “Hakk:
Telif” (Right of Copyright) enacted by the Ottoman administration in
the early 1900s. The present-day legal framework, the Copyright and
Related Rights Law No. 5846, was enacted on January 1, 1952 (What
is copyright?, 2014).

In the current territorial boundaries of Northern Cyprus, serious
challenges in copyright enforcement have led many national artists to
protect their artistic works financially and spiritually by seeking
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copyright under the laws of the Republic of Turkey. This is due to
significant issues within the copyright system in Northern Cyprus

(Violation of intellectual property rights in the TRNC violation of

intellectual property rights in the TRNC, 2023).

As emphasised earlier, the ever-advancing and unstoppable pace
of global technology provides immense access to artists and artworks
for individuals worldwide. This phenomenon has made copyright
protection more challenging, leading to widespread piracy. Copyright
laws play a crucial role in legally safeguarding the intellectual creations
of artists. Northern Cypriot artists face considerable difficulties in
protecting their artistic ideas due to the inadequacy of the existing law

(Violation of intellectual property rights in the TRNC violation of

intellectual property rights in the TRNC, 2023).

On a national level, the Copyright Law in Northern Cyprus is
notably insufficient. The existing law, referenced from the 1911
British law during the British colonial period, is extremely limited,
represented by a 4-article Law No. 264. Additionally, there are
regulations such as the Broadcasting High Board Copyright and
Producer Rights Protection Law and Procedures Regulation and the
Copyright Regulation (Violation of intellectual property rights in
the TRNC violation of intellectual property rights in the
TRNGC, 2023).

Under the Copyright framework applied in Northern Cyprus, the
rights granted to the copyright holder include:

1 “To produce, reproduce, perform, or publish the work”

2 “In the case of a dramatic work, to adapt it into a novel or into
a non-dramatic work”

3 “In the case of a novel or other non-dramatic work or other
artistic works, to transform it into a dramatic work by
performing it generally”

4 “In literary, dramatic, or musical works, to record, perforate
with perforated waltzes, make cinematographic films, or create
other devices or apparatus by which the work can
be mechanically performed and represented” (Violation of
intellectual property rights in the TRNC violation of intellectual
property rights in the TRNC, 2023).

In the event of copyright infringement in Northern Cyprus, the
copyright owner must have documentation proving ownership before
initiating legal action. These cases primarily aim to prevent others from
profiting from or copying and imitating creative works. It is crucial for
artists to be aware that copyright protection is not indefinite, lasting for
50years after the artists death (Violation of intellectual property rights
in the TRNC violation of intellectual property rights in the TRNC, 2023).

Examining various countries national regulations, leading
countries in copyright protection, such as Germany, the
United Kingdom, and Spain, have comprehensive laws known as
‘Intellectual and Artistic Works Protection Laws. These laws protect
both written and printed works as well as draft and conceptual works,
highlighting the ownership of the artist (Turan, 2014).

Internationally, some crucial agreements include:

Bern Convention (1886): The oldest and most fundamental
regulation governing copyright, signed in Bern, Switzerland, in 1886,
providing mutual legal protection among member nations.

World Intellectual Property Organisation (WIPO) Agreement:
Aims to universally regulate intellectual and artistic works’ protection
on a global scale, similar to the Bern Convention (Gin, 2004).
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Rome Convention (1961): Primarily focuses on protecting sound
recordings internationally.

TRIPS Agreement (1994): Aims to unite companies and rights
holders for universal protection of intellectual property, specifically in
trademark matters.

The present-day evolution of the artist and artwork, undergoing
rapid change, coupled with the impact of social media, digitization,
and the emergence of Al has transformed copyright issues into a
more complex and globalised landscape (Kaynak and Kog, 2015).

3.2 Traditional to digital

Traditional copyright laws have long been an effective tool for
protecting the ideas and works of artists and ensuring their rights are
respected. However, with the development of digital structures, social
media, and art platforms, adapting copyright to digital versions has
become inevitable (Litman, 2020).

Digitalised copyright, tailored to the digital environment, is
considered to be more solution-oriented compared to traditional
copyright methods, as it not only protects the rights of intellectual and
artistic creators on an international scale but also provides fair and
controllable conditions in areas such as equal access, rapid
compensation processes, and work diversity (Litman, 2020).

In addition to digital platforms, the concept of art has evolved into
a new dimension today, with professionally produced artworks created
with AI. When examining artworks and ideas generated by A, there
is observed a divergence of opinions among individuals studying this
field. Especially in the realm of art, the majority tends to accept the
idea that AT is an object without personality and does not possess
intellectual ownership. Therefore, artworks produced by Al are
generally considered to be owned by the one directing it
(Zorluel, 2019).

On the other hand, considering the analysis and production
capabilities of today’s computers, some argue that Al can also fulfil the
emotional aspect of art creation. In this regard, attributing the
intellectual ownership of artworks to AI is not surprising
(Zorluel, 2019).

A group that combines and evaluates the two contrasting views
mentioned above argues that the usage rights of works produced with
Al are equally divided between Al and the person directing it (Zorluel,
2019; Darvishi et al., 2022).

Apart from the issue of ownership of copyright in artistic
productions with AI, important aspects such as how it will
be protected, etc., are not yet fully regulated. In national regulations,
including the United States (Isohanni, 2021), there are no regulations
in this regard. This issue, due to its current relevance, is a topic of
academic discussions. It is noteworthy that even the United States,
often cited as an example in these academic debates for its legal
regulations, does not yet have a comprehensive legal framework on
this matter (Skilji¢, 2021). In particular, the international regulations
mentioned above are not up-to-date in the face of today’s technology.
These regulations seem to be outdated, as they are based on the idea
that only individuals can create works that will be protected by
copyright. However, with the emergence of works produced by or with
the help of Al these regulations have become inadequate to meet
current needs (Hristov, 2020).
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Additionally, without straying from the focus of the topic, it is
important to note that discussions regarding artworks produced
through AI continue not only from a legal standpoint but also from
an ethical perspective. Notably, literature includes warnings that their
use in media could lead to disinformation, mass manipulation, and
the proliferation of large amounts of low-quality content. However,
while this is a related issue, it constitutes a separate debate. Therefore,
it has been briefly addressed in this study due to its significance
(Vyas, 2022).

4 Relationship between emotional
state and artistic production

4.1 Emotional state

The concept of emotional state can be defined as a general evaluation
of an individual’s emotional condition at a given moment (Ekman and
Davidson, 1994). Emotional states are categorised as positive, negative,
or neutral. Emotional states reflect individuals’ emotional experiences
in the specified categories and manifest themselves physically,
behaviourally, and mentally (Keltner and Gross, 1999).

Emotional states are closely linked to brain structures and
functions. The limbic system, particularly structures such as the
amygdala and hypothalamus, plays a crucial role in regulating
emotional responses (LeDoux, 1996). Neurotransmitters, especially
serotonin and dopamine, have a critical role in transmitting chemical
signals that affect emotional states (Hariri and Holmes, 2006).

When considering the formation of emotional states, the complexity
of genetic, environmental, and cognitive factors becomes apparent
(Gross and Thompson, 2007). Determining factors include individuals’
past experiences, general personality structure, and emotional regulation
strategies acquired from childhood onwards (John and Gross, 2004).

Emotional states significantly impact individuals’ quality of life.
For instance, positive emotional states can enhance individuals’
motivation and strengthen overall feelings of well-being (Fredrickson,
2001). However, negative emotional states can create stress and
be among the factors contributing to conditions such as anxiety and
even depression (Watson and Clark, 1984).

In academic studies, it is noted that individuals’ emotional states
are crucial; rapid and unjust progress goals can lead to unethical
approaches, and the unethical use of Al is cited as an example of these
unethical approaches (Dolunay and Temel, 2024).

On the other hand, considering the significance of emotional
states in all areas of life, it can be argued that they are particularly
important for artists when thinking about how emotional states are
expressed. In this regard, it is pertinent to discuss the effects of
emotional states on artistic production.

4.2 Effects on artistic production

As mentioned above, emotional states significantly impact
individuals, and in this context, they also have important effects on
the creativity of artists. For example, according to Csikszentmihalyi’s
Flow theory, positive emotional states are believed to enhance
creativity and allow for deeper connections in artistic production
(Moneta and Csikszentmihalyi, 1996).
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Moreover, neurological studies also explore the connection
between emotional states and artistic production processes.
Interactions with artworks are suggested to increase activity in the
emotional regions of individuals’ brains (Kawabata and Zeki, 2004).
Research on how emotional states affect brain activities during
artistic production processes contributes to the biological
understanding of the subject.

Artis considered to be a method for artists to express their emotional
states through the creation of artworks (Garrido and Schubert, 2015).
These processes also contribute to establishing emotional connections
between viewers and art (Juslin and Sloboda, 2010).

Studies suggest that emotional states influence various processes
in artists’ works, from composition to colour selection (Smith et al.,
2015). Similarly, studies using brain imaging techniques have found
that positive emotional states support activities in brain regions
associated with creativity (Flaherty, 2011).

In numerous scientific studies, the effects of emotional states on
artists have been investigated, yielding varied results. As mentioned
above, some studies have found that positive emotional states enhance
creativity among artists (Baas et al., 2008). However, another study
suggests that negative emotions also have the potential to enhance
creativity (Forgas and Baumeister, 2019). Furthermore, some studies
have found no significant relationship between emotional states and
creativity (Davis, 2009).

While the notion that positive emotions tend to support creativity
is more common, it is also plausible to assume that certain negative
emotions may also support creativity and productivity. This is
because some challenges, among other factors, can serve as a form of
reverse psychology, providing motivation. For example, sad situations
may lead the creativity (Ashby and Isen, 1999). However, the
assumption that emotional states are completely unrelated to
creativity is, in our view, not universally valid. Nevertheless, these
differing results underscore the importance of further research and
investigation into the subject.

When considering the overall consensus of consistent views, it is
concluded that positive emotional states support the creativity and
productivity of artists, while negative emotional states may have the
opposite effect.

In this context, concerning the crucial issue of copyright for
artists, if their rights are violated or they perceive that their rights have
been violated, it can be assumed that their emotional states will
be negatively affected. This, in turn, could undermine their creativity
and motivation to create.

To emphasise the multifaceted and contemporary nature of the
issue, it is noteworthy that various aspects, such as the emotional
perspectives of artists towards their self-produced musical works
compared to those produced with AT assistance, are also subjects of
debate. Research highlighted in the literature (See Vikstrom and
Von-Bonsdorfl, 2022) provides current and intriguing insights in this
direction. These studies suggest that the emotional states of artists
might be negatively impacted by the notion that individuals they
perceive as less talented could produce similar works with the aid of
artificial intelligence (Anantrasirichai and Bull, 2022; Vikstrom and
Von-Bonsdorff, 2022). Given that the topic is discussed from many
angles, this study specifically explores the emotional states of artists
regarding the issue of copyright ownership in AI-generated artworks,
addressing an aspect that, in our opinion, could have significant
implications for creativity and productivity.
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5 Research

5.1 Method

This study, particularly focusing on the negative impacts of
copyright issues on the emotional states of artists, aims to identify and
propose solutions to the problems that may arise or have arisen. In this
context, considering both national (Northern Cyprus) and
international regulations, the emergence of copyright ownership
issues in the context of the development of Al in the current digital
age becomes crucial regarding the emotional states of artists. As
mentioned earlier, negative emotional states can undermine creativity
and artistic production, making the investigation of this issue even
more significant. In the research section of this study, focus group
interviews were conducted with artists and semi-structured in-depth
interviews were conducted with academic experts in the field.

A focus group interview is defined as a discussion and interview
conducted between a small group and a leader, utilising group
dynamics to gather detailed and comprehensive information and
generate ideas (Bowling, 2002; Cokluk et al., 2011). On the other
hand, the primary concern in a focus group interview is to conduct a
carefully planned discussion in an environment where participants
can comfortably express their views and opinions (Krueger and Casey,
2000). The aim at this point is to obtain in-depth and comprehensive
qualitative information on individuals' perspectives, interests,
experiences, tendencies, thoughts, perceptions, feelings, attitudes, and
habits regarding a specified topic. Focus group interviews typically
consist of 8-12 participants (Kitzinger, 1994, 1995; Bowling, 2002;
Cokluk et al., 2011).

Interviews are commonly used as a professional technique or
auxiliary tool in various research fields within social sciences,
including journalism, law, and medicine (Kahn, 1983; Tekin, 2006:
101). Used frequently as a data collection technique in qualitative
research, interviews provide an opportunity for the participants to
express themselves directly, allowing the researcher to conduct
comprehensive observations about the interviewees (McCracken,
1998: 9; Tekin, 2006: 102). The interview, by asking questions covering
all dimensions of the research topic, enables the collection of detailed
answers, facilitating one-on-one information gathering (Johnson,
2002: 106; Tekin, 2006: 102).

Interviews can be categorised into three subtypes: unstructured,
semi-structured, and structured (Punch, 2005: 166; Tekin, 2006: 104).
Semi-structured interviews involve pre-prepared questions but allow
the researcher to direct additional questions based on the course of
the interview.

In this study, focus group interviews and semi-structured in-depth
interview techniques were chosen for its relevance to the topic.

5.2 Sampling

In the context of research, the term “population” refers to the
entirety of individuals with similar characteristics, while smaller
groups that can be selected from within the population and have the
power to represent it are referred to as “samples” (Yildirim and Simsek,
2018). The snowball sampling technique was employed to identify
both the focus group (artists) and the groups interviewees
(academic experts).
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The snowball sampling technique is a method that involves
selecting a reference person related to the subject of the study and
reaching other individuals through recommendations. This method
is iterative, and participants guide researchers, contributing to the
growth of the sample. Therefore, it is known as the “snowball effect”
(Biernacki and Waldorf, 1981).

The interview group identified through snowball sampling
consists of eight artists (two painters, two graphic artists, two
musicians, two photographers) and eight psychology experts, also two
communication experts and two legal experts too.

Artists were included in the sample due to their focus on the
subject. On the other hand, academic experts in communication and
law were included in the sample because copyright is an
interdisciplinary subject from both legal and communicative
perspectives (Mengiisoglu, 2015). On the other hand, the psychology
experts were included in the sample for understanding the emotional
states term, relationship between copyrights and artists emotions,
emotional effects of copyrights issues on artists creativity.

While there was no geographical limitation in the context of the
universality of the subject in snowball sampling, certain criteria were
sought for proposing names to be included in the sample. Among
these criteria were the involvement of artists in one of the fields of
painting, graphics, music, or photography to create a diverse artistic
perspective in the sample, having at least 5years of professional
experience to benefit from the experiences of experienced
individuals, and for artists to have academic studies in the relevant
fields (being academics). Similarly, for communication and legal
experts, the criteria included having at least 5years of professional
experience to benefit from the experiences of experienced
individuals and holding a doctoral degree in the fields of
communication and law to bring an academic perspective to
the subject.

On the other hand, as mentioned above, since creating a
comfortable environment and careful planning are essential in focus
group interviews and interviews in general, to ensure participants can
openly express their opinions, the interviews were conducted online
to minimise the effects of external stimuli. This approach aimed to
enable focus group participants to express their views freely in their
natural environments. However, considering the possibility that
participants, even in their natural settings and experienced in their
fields, might provide biased responses due to an overly individual
perspective, academic artist-scholars with professional academic
experience and titles were included in the focus group. This inclusion
aimed to obtain more objective, ethical, and unbiased responses from
an academic perspective.

Similarly, the primary purpose of selecting field experts
(psychologists, legal experts, and communication specialists) from
among academics with professional experience and titles at
universities was to maintain objectivity and academic rigour. As focus
group interviews typically consist of 8-12 participants, it was deemed
sufficient to conduct a focus group interview with eight artist-scholars
relevant to the subject. Since the focus group comprised eight
individuals and given the equal importance of the psychologists in the
context of the study—as professional evaluators—interviews were
conducted with eight academic psychologists. While the groups of
artists and psychologists each consisted of eight members, the groups
of legal scholars and communication scholars consisted of only two
members each. The reasoning behind this was to avoid deviating from
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the main focus of the study while still supporting it from legal and
communicative perspectives, as copyright issues encompass
both areas.

Details regarding the analysis of the data obtained from focus
group interviews and semi-structured in-depth interviews are
provided below.

5.3 Analyses

The data obtained in the research were evaluated using the content
analysis method. Content analysis is the neutral, systematic, and
quantitative description of the content resulting from communication
(Berelson, 1952: 17; Kogak and Arun, 2006: 22). Another definition
characterises content analysis as a research technique used to derive
repeatable and valid results from data (Krippendorff, 1986: 25).

According to yet another definition, content analysis is a research
technique where valid interpretations extracted from the text are
articulated through successive processes (Weber, 1989: 5; Kogalk and
Arun, 2006: 22).

In line with the nature of the study, sometimes detailed coding is
required, while at other times, comprehensive coding may not
be necessary (Karatas, 2017: 80; Yildirim and Simsek, 2018: 233).
Therefore, due to the ease of evaluating the data obtained through the
conducted interviews in the context of the study, a more intricate
coding and categorisation theme was not deemed necessary.

In this context, the data obtained from focus group and semi-
structured in-depth interviews with sampling were themed and coded
as follow:

In the analyses under the specified themes and codes (Table 1),
20% of the direct opinions of the interview group were included. The
names of the participants are given in codes as A1, A2, A3, etc. (for
Artists), P1, P2, P3, etc. (for Psychology Experts), L1, L2 (for Law
Experts) and C1, C2 (for Communication Experts).

TABLE 1 Themes and codes.
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5.4 The importance and general status of
copyright

5.4.1 Importance of copyright

The matter of copyright is considered a fundamental value in
European countries and holds significant importance within the legal
domain. Particularly, due to the rapid development of digital platforms
in recent times, copyright has been subject to serious infringements,
necessitating concrete and ultimate legal remedies through robust
legislation and judiciary, as emphasised by Eren (2019). Within this
regards, it is believed that copyright laws lacking strong and solid
foundations lead to serious problems and infringements within the
context of artists.

The interview group (artists, communication experts and law
experts), entirely in line with the literature, highlighted the importance
of copyright and expressed that artists’ rights over their works are
protected within the framework of copyright:

A6: “Many globally recognized artists attach great importance to the
copyright of their artworks, both in terms of financial and
spiritual gains.”

L2: “From a legal perspective, copyright laws are the most effective
regulations that protect artists internationally in terms of profit and
ownership on global platforms.”

5.4.2 General status

Copyright laws constitute a legal framework related to the rights
granted to the creators of creative works. Broadly defined, copyright
entails the producer’s exclusive rights over a work of art, including but
not limited to copying, distribution, profit generation, and transfer to
others. While national copyright laws may vary, international
copyright agreements uphold fundamental principles.

Themes

Codes

Copyright:
importance,
general status

Importance of Copyright

Emotional
states, and
creativity

Emotional States

Regulations of
copyright (national
and international)

National (North Cyprus)

Regulations

The impact of
copyright
infringements on
artists’ emotional
states and copyright
ownership in Al-
generated content
production

The Relationship between
Copyright Issues and

Emotional States

Inadequacy of
regulations in the
context of
copyright issues
and proposed
solutions

Inadequacy of Regulations

of Copyrights

General Status

Emotional States and

Creativity

International Regulations

Copyright Ownership in
AlI-Generated Content

Production

Proposed Solutions

The Emotional Impact on
Artists When AI Holds
Exclusive Copyright
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In alignment with this perspective, the interview group (artists,
communication experts and law experts) also asserted that copyright,
in the context of its general status, relies on a legal infrastructure:

C1: “..laws and legal authorities should be in place to prevent the
infringement of copyright.”

A2: “..taking Turkey, our closest geographical neighbour, as an
example, copyright is protected under the law, just as it is worldwide,
through the Intellectual and Artistic Works Act.”

5.5 Emotional states, and creativity

5.5.1 Emotional states

Emotional states significantly impact individuals’ quality of life.
For instance, positive emotional states can enhance individuals’
motivation and strengthen overall feelings of well-being (Fredrickson,
2001). However, negative emotional states can create stress and
be among the factors contributing to conditions such as anxiety and
even depression (Watson and Clark, 1984).

In the context of expertise, during the interview, only psychologists
were asked about what emotions are. Psychologists characterised
emotions as fundamental elements that can fluctuate and directly
impact individuals.

P1: “Emotions are processes that can vary and influence an
individual’s mood positively or negatively”

P3: “A state of feeling that an individual experiences over an
extended period.”

5.5.2 Emotional states and creativity

In literature, some studies have found that positive emotional
states enhance creativity among artists (Baas et al., 2008). Another
perspective suggests that in some cases, emotional states like sadness
may trigger a reverse psychology effect, influencing creativity (Ashby
and Isen, 1999).

P2: “Emotional states are directly linked to creativity. Positive
emotional states enhance creativity and productivity, whereas
negative emotional states can hinder them. However, in some cases,
for instance, an artist in a melancholic state may still produce a
creative work. Yet, generally, positive emotional states will more
strongly support creativity and productivity”

P4: “Emotional state influences creativity and productivity.
Generally, positive emotional states will have a positive impact on

generating and creativity”
5.6 Regulations of copyright (national and
international)
5.6.1 National (north Cyprus) regulations

In the context of national copyright matters, the Copyright Law
in Northern Cyprus is notably inadequate, mirroring the deficiency
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observed in many laws within the region. Furthermore, it is worth
noting that Northern Cyprus has not independently formulated the
law currently in effect within its borders. Influenced by the island’s
historical hosting of various civilizations and the dominance of the
United Kingdom before Turkish sovereignty, the existing Copyright
Law, Chapter 264, consisting of only four articles, refers to the 1911
law of the UK, yet remains highly insufficient (Violation of intellectual
property rights in the TRNC violation of intellectual property rights
in the TRNC, 2023).

The study group (artists, communication experts and law experts),
unanimously, expressed that the existing Copyright Regulations at the
national level are inadequate:

A3: “T am aware that the rights of use for works of art are not
sufficiently protected in Cyprus. We have encountered several
difficulties, especially in terms of commercial aspects of
artistic works”

L1: “Copyrights are not protected in our country.”

5.6.2 International regulations

Universal copyright regulations that are deemed significant include:

Berne Convention (1886): Historically, this is the most rooted and
ancient regulation within the framework of copyright. Signed in the
city of Bern, Switzerland, in 1886, the convention establishes
fundamental approaches and provides mutual legal protection among
member nations. It aims to safeguard the rights of artistic works
concerning ideas and ownership (Berne Convention, 1886).

World Intellectual Property Organisation (WIPO) Agreement:
The WIPO agreement is a global regulation that addresses works in
terms of both intellectual and ownership aspects. Similar to the Berne
Convention mentioned above, it aims to protect international
intellectual and artistic works.

Rome Convention (1961): Primarily focusing on sound
recordings, the Rome Convention defends the rights of printed sound
works on an international scale.

TRIPS Agreement (1994): The TRIPS (Trade-Related Aspects of
Intellectual Property Rights) Agreement aims to unite companies and
intellectual property holders in protecting copyright, particularly in
the context of branding, for those who are members.

Within the interview group, 50% of the respondents referred to
the aforementioned agreements in response to the relevant question:

L1: “Copyrights are internationally safeguarded by agreements. For
example, the Rome Convention, the Berne Convention are among
the important regulations....”

5.7 The impact of copyright infringements
on artists’ emotional states and copyright
ownership in Al-generated content
production

5.7.1 The relationship between copyright issues
and emotional states

Art is considered a method of expressing the emotional states of
artists, the process of producing art, and the emotions of the artists
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themselves (Garrido and Schubert, 2015). These processes also
contribute to establishing emotional connections between viewers and
art (Juslin and Sloboda, 2010).

Studies suggest that emotional states influence various aspects
of artists’ works, from composition to colour selection (Smith
et al, 2015). Furthermore, research utilising brain imaging
techniques has identified that positive emotional states support
activities in brain associated  with
(Flaherty, 2011).

In the context of emotional states, psychologists with their

regions creativity

expertise on copyright issues have stated that the emotions of artists
whose copyrights are violated will be affected.

P5: “The emotional states of artists whose copyrights are violated
will be adversely affected”

P6: “Artists whose rights or directly copyrights are violated will
experience adverse effects both financially and emotionally,
create

impacting their motivation to and  consequently,

their creativity.”

5.7.2 Copyright ownership in Al-generated
content production

In the literature, there is an ongoing debate regarding the
ownership of copyright for artworks generated by Al. According to
the first perspective, copyright ownership should belong to the Al,
while the second perspective argues that it should be attributed to the
individual who directs and contributes intellectual effort to the AL The
third perspective suggests that copyright should be jointly owned by
both the Al and the individual.

The interview group (artists, communication experts and law
experts), approximately £83%, expressed the view that copyright
should be equally shared between AI and the individual:

A5: “Since a work of art is created through the collaborative efforts
of both the artist and the Al program, the copyright ownership
should be divided equally.”

A8: “In a collaborative work where both parties contribute, the
distribution of copyright should be equal”

On the other hand, approximately 28% of the interview group
stated that only the individual should hold the copyright, while
another 8% argued for the sole copyright ownership of the AL

5.7.3 The emotional impact on artists when Al
holds exclusive copyright

As mentioned earlier, the emotional states of artists significantly
influence their productivity and creativity (Flaherty, 2011). If artists
cannot claim copyright for a work they have put effort into producing,
it is possible that they may be emotionally affected negatively.

The questions at this point were directed towards artists and
psychology experts in their respective fields to understand emotional
states. Approximately =87.5% of the interview group expressed that
artists would not be satisfied if copyright for works produced using AI
belonged solely to the AL They emphasised that such a situation could
lead to negative emotional and creative consequences for artists:
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Al: “T believe that the inability of artists to claim rights for artworks
produced from their own ideas will lead to reluctance in the
production process.”

P7: “The absence of copyright on a work that an artist has put effort
into will negatively impact their emotional state, reducing their
desire to create.”

On the other hand, around £12.5% expressed the opinion that the
emotional states of artists should not be affected if only AI holds
the copyright.

5.8 Inadequacy of regulations in the
context of copyright issues and proposed
solutions

5.8.1 Inadequacy of regulations of copyrights

In North Cyprus, national copyright laws and regulations are
known to be inadequate. Even if copyright is obtained for works
within the framework of these laws, the protection of this copyright
will not be universally recognised on an international platform since
the country is not acknowledged (See Tamgelik, 2013; Dolunay and
Kasap, 2020). In this regard, making an international agreement and
raising awareness among artwork owners through state-supported
programmes will play a crucial role in preventing unauthorised
developments (Dolunay and Kececi, 2017).

The interview group, based on the conducted interviews,
unanimously expressed that the existing copyright law in effect in
Northern Cyprus is insufficient:

A7: “In my opinion, our artists artworks are not adequately
protected. In fact, in many cases, artists find themselves having to
personally safeguard their works.”

L2: “Due to legal gaps, our artists are in a very disadvantaged
situation on a national level. They often fall victim to intellectual
property theft, and unfortunately, there is no well-organised
protective law they can rely on to assert their rights”

5.8.2 Proposed solutions

Intellectual property regulations have been established based on
the notion that only individuals can create works eligible for copyright.
However, as indicated, these regulations have become inadequate in
addressing current needs, particularly concerning works generated by
or through AI and the associated copyright issues (Hristov, 2020).

The interview group expressed similar views, highlighting the
insufficiency of international regulations in meeting contemporary
needs, especially in the copyright processes of artworks created with
Al Consequently, they proposed solutions in this regard.

The interview group provided various recommendations to
prevent or address copyright issues. Each participant responded
with multiple suggestions, broadly categorised under two
main headings:

In the context of the importance of copyright, proposing
widespread educational activities to increase respect for and awareness
of copyright:
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A2: “Certain institutions need to educate individuals on this matter.
I believe that individuals involved in the arts, seeking copyright for
their artworks, should be obligated to attend an initial training.”

Development of national and international legal regulations
related to copyright / Establishment of regulations for digital copyright
and works generated through Al:

A7: “T believe that traditional copyright laws have reached their
limits, both in national and universal contexts. I am of the opinion
that all copyright issues need to be resolved in the context of digital
technology, ensuring easy accessibility and a lasting solution.”

6 Findings and discussion

Copyright, a crucial system enabling the protection of artists’
rights over their works, is grounded in its legal status. As with any
right, it is essential to respect and adhere to legal regulations
concerning this right.

In the study, the interview group emphasised the importance of
copyright and indicated that its status is based on a legal foundation
when defining copyright. This approach aligns with the perspective in
the literature, emphasising the significance of copyright within the
framework of copyright law (Vaver, 2000).

Emotional state, often relying on long-term accumulation, can
typically exhibit moment-to-moment fluctuations. It is a concept used
to express individuals’ positive, negative, or neutral feelings
(Fredrickson, 2001). In this study, it was determined that emotional
states could indeed be positive, negative, or neutral, consistent with
this notion in the literature.

In the literature, highlights an association between emotional
states and creativity, suggesting that positive emotional states generally
positively influence creativity and the desire to produce (See Baas
et al., 2008). Consistent with this approach, this study found that
emotional states are linked to productivity and creativity, and the
positive emotional states increase creativity and productivity.

On the other hand, the common belief that negative emotional
states adversely affect creativity and productivity was considered in
this study and presented as a finding too. However, there is also an
approach in the literature suggesting that some negative emotional
states (such as sadness), through a reverse psychology effect, may
support creativity and productivity (Ashby and Isen, 1999).

It is emphasised once again that while positive emotional states
positively influence creativity and productivity, negative emotional
states generally have an adverse effect on aspects of creativity and
productivity for artists. However, with the perspective mentioned above,
it was also found in this study’s research findings that certain negative
emotional states, such as sadness, might positively trigger creativity and
productivity through a reverse psychology effect (as exceptions).

The regulation of copyright, stemming from its legal foundation, is
made possible through various legal arrangements. In the context of
this study, the issue is regulated nationally (in Northern Cyprus) by the
Copyright Law Chapter 264. On the international front, crucial
agreements such as the Berne Convention (1886), the World Intellectual
Property Organisation (WIPO) Agreement, the Rome Convention
(1961), and the TRIPS Agreement (1994) regulate the issue.
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In the study, the interview group also mentioned the laws and
agreements mentioned above concerning national (Northern Cyprus)
and international regulations.

Furthermore, considering the importance and legal
regulations, the connection between copyright and the emotional
states of artists is crucial. The concept of emotional states can
be defined as an individual’s overall assessment of their emotional
condition at a given moment (Ekman and Davidson, 1994).
Emotional states can be categorised as positive, negative, or
neutral. Positive emotional states can enhance individuals’
motivation and overall feelings of well-being (Fredrickson, 2001).
On the other hand, negative emotional states can create stress and
contribute to conditions such as anxiety and even depression
(Watson and Clark, 1984).

In the study, it was found that if artists encounter copyright issues,
as expected, there will be negative effects on their emotional states.
Negative emotional states can not only affect artists’ overall well-being
but also have a negative impact on their desire to create and
their creativity.

When examining the process in the context of Al it was observed
that the issue of copyright ownership arises concerning works produced
through AL In the literature, there are three different approaches to the
copyright of artworks produced through AlI: 1. ownership to AL 2.
ownership to the individual or individuals directing and contributing
to the work, 3. joint ownership shared by both (Darvishi et al., 2022).

All these views lead to separate discussions. The suggestion that
Al does not have a separate personality and only the individual should
have copyright ownership, the proposal for joint ownership, or the
idea that Al as the creator, should have copyright are suggestions that
need to be examined in detail.

In the study, the interview group mostly stated that the individual’s
intellectual effort and guidance are crucial. However, if the production
is carried out with the help of Al they emphasised that copyright
should be in partnership between the individual and Al

On the other hand, regarding the views mentioned above, the
study found that the copyright belonging to AI would negatively affect
the emotional states of artists. This situation could negatively impact
artists desires to create and their creativity.

In a national context (Northern Cyprus), the existing copyright
law consisting of four articles was found to be outdated, not only
regarding digital copyright but even traditional copyright. It leaves
artists without basic protection.

On an international scale, although there are international
agreements regarding traditional copyright, it was stated that new
agreements are needed, particularly addressing digital copyright and
the copyright of works produced through Al

This assertion is consistent with the claim in the literature that
national and international regulations are insufficient, especially in
terms of the copyright of artworks produced through AI (Hristov, 2020).

In the study, the interview group proposed solutions for
preventing or resolving copyright issues:

— Emphasising the importance of awareness-raising educational
activities nationally and internationally.

— Suggesting that the national copyright law (in Northern Cyprus)
needs to be revised to protect traditional copyright and
be expanded to include digital copyright, especially for works
produced through Al
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—On an international level, emphasising the need to revise
international agreements to include regulations for works
produced through AT or to create a new agreement based on the
importance of this issue.

7 Instead of conclusion: copyrights,
Al, emotions and future?

All rights are significant; however, considering the nourishing,
developmental, and transformative potential of culture and art on
individuals, society, and the world, the importance of copyright can
be emphasised.

Copyright, grounded in a legal framework, is a fundamental
system that safeguards artists’ rights over their works. While traditional
copyright is regulated by national laws and international agreements,
the contemporary digital age has introduced Al as a significant player.

Before addressing issues related to Al it is crucial to reiterate that
the violation of copyright can adversely affect the emotional states of
artists, subsequently impairing their creative desires and abilities.

On the other hand, the debate over copyright ownership in works
produced through AI—whether it should belong to the artist, the Al,
or be shared jointly—requires careful consideration as a current and
sensitive issue.

A fair approach may involve preserving ownership for the artist
in the presence of their intellectual effort and unique direction, while
also granting some level of rights to the Al as the creative tool. This
situation may lead to various problems and debates, highlighting the
need for a fair legal framework. Furthermore, legal and just
considerations should be accompanied by an awareness of the
emotional states that artists may experience. For instance, a scenario
where only AT holds the copyright, while potentially fair legally, may
negatively impact the emotional well-being of artists.

In a national context, specifically in Northern Cyprus, even
traditional copyright has not been adequately regulated. In this regard,
traditional copyright should be prioritised for regulation, and any
legal framework should encompass artworks produced through Al,
considering the demands of the contemporary era.

On the international stage, there is a clear need for the
expeditious implementation of legal regulations concerning
artworks produced through Al, aligning with the demands of the
times. The continuously evolving technology has rendered existing
international regulations inadequate.

Emphasising the importance of copyright nationally and
internationally, educational activities aimed at raising awareness
among artists and the general public should be organised by universities
at the national level and international intellectual property organisations.

For future academic endeavours, psychologists are reccommended
to conduct in-depth interviews, including aspects of artists’ emotional
states affected by the violation of their rights, to delve deeper into the
subject. Furthermore, as highlighted in this paper, which reexamines
and analyses the effects of evolving technology, it is crucial to identify
and discuss the benefits and drawbacks of the digital age. In this context,
it is recommended that academic research systematically investigating
the use of Al in artistic works be conducted in collaboration between
artists and AT experts. Additionally, given the interdisciplinary nature
of the topic, it is suggested that communication, ethics, and legal experts
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collaborate to deeply explore the communicative, ethical, and regulatory
aspects of the issue. Communication specialists should address the
communicative dimensions, ethics experts should examine the ethical
considerations, and legal professionals should investigate the regulatory
aspects, ultimately developing concrete proposals for communicative,
ethical, and legal frameworks.
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Is it possible for people to
develop a sense of empathy
toward humanoid robots and
establish meaningful relationships
with them?

Elena Morgante, Carla Susinna*, Laura Culicetto,
Angelo Quartarone and Viviana Lo Buono

IRCCS Centro Neurolesi Bonino Pulejo, Messina, Italy

Introduction: Empathy can be described as the ability to adopt another person’s
perspective and comprehend, feel, share, and respond to their emotional
experiences. Empathy plays an important role in these relationships and is
constructed in human-robot interaction (HRI). This systematic review focuses
on studies investigating human empathy toward robots. We intend to define
empathy as the cognitive capacity of humans to perceive robots as equipped
with emotional and psychological states.

Methods: We conducted a systematic search of peer-reviewed articles using
the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
guidelines. We searched Scopus, PubMed, Web of Science, and Embase
databases. All articles were reviewed based on the titles, abstracts, and full texts
by two investigators (EM and CS) who independently performed data collection.
The researchers read the full-text articles deemed suitable for the study, and in
cases of disagreement regarding the inclusion and exclusion criteria, the final
decision was made by a third researcher (VLB).

Results: The electronic search identified 484 articles. After reading the full
texts of the selected publications and applying the predefined inclusion criteria,
we selected 11 articles that met our inclusion criteria. Robots that could identify
and respond appropriately to the emotional states of humans seemed to evoke
empathy. In addition, empathy tended to grow more when the robots exhibited
anthropomorphic traits.

Discussion: Humanoid robots can be programmed to understand and react to
human emotions and simulate empathetic responses; however, they are not
endowed with the same innate capacity for empathy as humans.

KEYWORDS

empathy, human-robot interaction, humanoid robots, social robots, rehabilitation
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1 Introduction

Empathy is a multidimensional construct used to describe the
sharing of another person’s feelings and the ability to identify with
others and grasp their subjective experiences (Airenti, 2015). It covers
a spectrum of phenomena, ranging from experiencing feelings of
concern for others to feeling within oneself the feelings of others. This
ability is a complex phenomenon that includes an affective component
understood as the capacity to share the emotional status of other
subjects, and a cognitive dimension that implies the ability to
rationally understand the thoughts, feelings, and perspectives of
others (Decety and Jackson, 2004; Eisenberg and Eggum, 2009; Decety
and Ickes, 2011).

In other words, emotional empathy enables individuals to
be influenced by the emotions of others, aiding in the recognition of
one’s own and the interlocutor’s emotions, which allows them to create
a mental representation of the thoughts and emotional states of their
interlocutors (Leite et al., 2013). Empathy is an extremely adaptable
and versatile process that permits social behavior in a variety of
settings. Although it can be considered a specific feature of humans,
prosocial actions brought about by empathy can occasionally
be constrained by external circumstances. Hoffman (2001) showed
that constraints on empathy stem from two primary factors: empathic
over-arousal and interpersonal dynamics between the subject and the
target of empathy. Empathic over-arousal materializes if indications
of distress are exceptionally strong; in this case, the empathic concern
shifts to a state of personal distress. Moreover, the nature of the
relationship between the observer and the object of empathy
significantly shapes the form of the prosocial actions undertaken by
the observer. For instance, people are more likely to empathize with
friends and relatives than strangers (Krebs, 1970). Empathic responses
can be modulated by personal characteristics or situational contexts
(De Vignemont and Singer, 2006).

At the neural level, studies on empathy-mediated processes have
demonstrated the important role of networks involved in action
simulation and mentalizing, depending on the information available
in the environment. This neural network of empathy includes the
anterior insula, somatosensory cortex, periaqueductal gray, and
anterior cingulate cortex (Engen and Singer, 2013).

In recent years, neuroscientific approaches have increased the study
of different forms of empathy in human-robot interaction (HRI) (Tapus
etal, 2007; Riek et al., 2010). This field is expanding rapidly as robots
become increasingly adept at sophisticated social skills (Vollmer et al,,
2018). Humanoid robots have sociable abilities and the capacity to interact
with humans to understand verbal and non-verbal communication, such
as postures and gestures (Alves-Oliveira et al.,, 2019).

Humanoid robots can influence users’ emotional states and
perceptions of social interactions (Saunderson and Nejat, 2019). Studies
have explored how people attribute intentions, personality, and
emotional meaning to robots, thus helping establish guidelines for
designing more humane and engaging robotic interfaces. Using
neuroimaging techniques, it is demonstrated that observation of human
movements and observation of robotic movements activate the same
brain areas, indicating that the anthropomorphic qualities of robots can
elicit empathic responses in humans (Gazzola et al., 2007). This
emphasizes the role of the mirror neuron system in regulating human
empathy and imaginative processes. Mirror neurons facilitate not only
the reproduction of observed actions but also emotional resonance with
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others. This system responds not only to human actions but also
activates in response to actions performed by a robot (lacoboni, 2009).

The robots understand human intentions using the properties of
the mirror neuron system, and they may be able to more accurately
anticipate human actions and respond to it more precisely (Han and
Kim, 2010).

Empathy is viewed as an active body of ongoing emotional and
cognitive exchanges rather than a singular phenomenon of emotional
mirroring to develop a relationship between individuals and other
agents over time.

Research on virtual humans and robots referred to as “advanced
intelligent systems” when combined explores one of two main
perspectives: (1) how humans empathize with advanced intelligent
systems or (2) the impact of a robot’s empathetic behavior on humans.

The first viewpoint looks at how humans emotionally engage with
robots that have human-like characteristics, and it does not necessarily
need robots to be empathic. As for the second viewpoint, many
academics have looked at different methods and algorithms to give
robots empathy so they can recognize and respond to humans’
emotional states (Birmingham et al., 2022).

This bidirectional empathy can strengthen the bonds between
humans and robots and improve the quality of interaction and trust.

This systematic review is focused on studies that investigated
empathy in the HRI.

2 Materials and methods
2.1 Search strategy

We conducted a systematic review to investigate the construct of
empathy in HRI. A literature review was performed in accordance
with the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) guidelines by searching PubMed, Web of Science,
and Embase. We considered articles published between 2004 and
2023. The following key terms were used: (‘empathy’[MeSH Terms]
OR ‘empathy’[All Fields]) AND (‘humans’[All Fields] OR
‘humans’[MeSH Terms] OR ‘humans’[All Fields] OR ‘human’[All
Fields]) AND (‘robot’[All Fields] OR ‘robot s’[All Fields] OR
‘robotically’[All Fields] OR ‘robotics [MeSH Terms] OR ‘robotics’[All
Fields] OR ‘robotic’[All Fields] OR ‘robotization’[All Fields] OR
‘robotized’[All Fields] OR ‘robots’[All Fields]) AND (fha[Filter]).
Only English texts were considered.

All articles were reviewed based on titles, abstracts, and full texts
by two investigators (EM and CS) who independently performed data
collection to reduce the risk of bias (i.e., bias of missing results,
publication bias, time lag bias, and language bias). The researchers
read the full-text articles deemed suitable for the study, and in cases
of disagreement regarding the inclusion and exclusion criteria, the
final decision was made by a third researcher (VLB). The list of articles
was then refined for relevance, revised, and summarized, with the key
topics identified from the summary based on the inclusion and
exclusion criteria.

The inclusion criteria were as follows: (i) studies on the population
of healthy adults and (ii) studies that included a psychometric
assessment of empathy.

The exclusion criteria were as follows: (i) studies involving
children and (ii) case reports and reviews.
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2.2 Data extraction and analysis

Following the full-text selection, data extraction from the included
studies was summarized in a table (Microsoft Excel—Version 2021).
The summarized data included the assigned ID number, study title,
year of publication, first author, study aims and design, study duration,
method and setting of recruitment, inclusion and exclusion criteria,
informed consent, conflicts of interest and funding, type of
intervention and control, number of participants, baseline
characteristics, type of outcome, time points for assessment, results,
and key conclusions.

The agreement between the two reviewers (CS and EM) was
assessed using the kappa statistic. The kappa score, with an accepted
threshold for substantial agreement set at >0.61, reflected excellent
concordance between the reviewers. This criterion ensured a robust
evaluation of inter-rater reliability, emphasizing the achievement of a
substantial level of agreement in the data extraction process.

3 Results

A total of 484 articles were identified, including 89 from PubMed,
335 from Web of Science, and 60 from Embase. All articles were
evaluated based on title, abstract, full text, and topic specificity. Only
11 studies met the inclusion criteria (Table 1; Figure 1).

Recognizing or anticipating how people will react to robots and
how well robots will respond to humans may depend on an
understanding of human empathy toward them.

Two distinct research areas address the topic of empathy in social
robots. In the first, the human interlocutor is the observer of the robot,
and the robot is the target of human empathy. In the second area
investigated, the robot is the observer of the human and is designed to
exhibit empathy to the human. Thus, in the selected studies, we found
two empathy-based HRI design orientations: the expression of empathy
and the induction of empathy. The expression of empathy means that
humans feel that the social robot is empathizing with their emotions.
Relative to empathy induction, the social robot expresses its emotions
in advance, through which the interacting human feels empathy. In
recent years, significant progress has been made in both areas.

3.1 Empathic encoded robot response

In a study by Birmingham et al. (2022), a robot that used affective
empathic statements was perceived as having more empathy in
comparison with a robot programmed to manifest cognitive empathy.
To evaluate the interaction, participants completed a short survey after
watching two demonstration videos of each condition. The study
analyzed the relationship between the participants’ attitudes toward
the robots, their assessment of how genuine they felt the interaction
was, and their assessment of the robot’s empathy in each condition.
Furthermore, the relevant finding concerns the participants’ belief that
the interaction between the robot and the actors was credible, natural,
and genuine. A few studies have focused on the human characteristics
of human robots, such as facial expressions, which play an important
role in social interactions and communication processes. In detail,
Mollahosseini et al. (2018) studied the benefits of using an automatic
facial expression recognition system in the spoken dialog of a social
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robot and how the robots sympathy and empathy would be affected
by the accuracy of the system. In the experimental condition, the
robot empathizes with the user through a series of predefined
conversations. The results of the study indicate that the incorporation
of an automatic facial expression recognition system allowed subjects
to perceive the robot as more empathetic than in the other conditions.
In a study by Leite et al. (2013), two players engaged in a chess game
were accompanied by an autonomous robot expressing empathy. In
this way, the robot acted as a social companion. In this study, the
empathic behaviors reported in the literature were modeled in a social
robot capable of inferring certain affective states of the human subject,
reacting emotionally to these states, and commenting appropriately
on a chess game. The results indicate that individuals toward whom
the robot behaved empathetically perceived the robot as friendlier,
which continues to support the hypothesis that empathy plays a key
role in HRI. These findings serve to support investigations concerning
HRI focusing on human emotions and the development of robots that
are perceived as appropriately empathic and that can tailor their
empathic responses to users.

3.2 Robot-dependent empathic human
response

Moon etal. (2021) studied empathy induction, which outlined the
appropriate emotional expressions for a social robot to elicit empathy-
based behavior. Like human-human interactions, non-verbal cues
have been found to significantly influence empathy and induced
behavior when people interact with robots. Specifically, the results
showed that non-verbal cues conveyed a negative emotion, appropriate
to the situation; this had a decisive effect on perceived emotion,
empathy, and behavior induction. It has also been shown that a robot’s
affective narrative can also influence its ability to elicit empathy in
human subjects. In the study by Frederiksen et al. (2022), the authors
explore the stimulation of empathy by investigating interaction
scenarios involving a robot that uses affective narratives to generate
compassion in subjects, while failing to complete the task. Therefore,
this study explores the relationship between the type of narrative
conveyed by the robot (funny, sad, and neutral) and the robot’s ability
to elicit empathy in interactions with human observers. The results
demonstrate that the type of narrative approach of the robot was able
to influence the level of empathy created during an interaction. Konijn
and Hoorn (2020) compared the facial articulacy of humanoid robots
to a human in affecting users’ emotional responsiveness, showing that
detailed facial articulacy does make a difference. The results of the
study showed that robots can arouse empathic reactions in humans;
when these reactions are greater, the robots facial expression will
be more complex. The expressiveness of the robot has an important
communicative function and makes it usable in contexts such as
healthcare and education, allowing users to affectively relate to the
robot at a level appropriate to the task or objective. Corretjer et al.
(2020) focused on the study of quantitative indicators of early empathy
realization in a challenging scenario, highlighting how participation in
a collaborative activity (solving a maze) between humans and robots
influenced the development of empathy. In a subsequent study
(Corretjer et al,, 2020), they assessed empathy, using indicators such as
affective attachment, trust, and expectation regulation. Through the
development of these aspects in an atmosphere that is supportive, the
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TABLE 1 Studies assessing empathy.

Study

Empathic robot

Aim

Sample (N)

Empathy assessment

Robotic agent

Outcomes

Birmingham et al. (2022)

Examining how viewers perceive
cognitive and affective empathetic
statements from a robot in response to

human disclosure

111 Healthy Subjects

ROPE scale, modified
from a first-person questionnaire to a

third-person questionnaire

Empathic Agent

The participants rated the affective statements higher than

the cognitive ones

and a social robot work together

Mollahosseini et al. (2018) Assessing automated FER accuracy on 16 Healthy Subjects Designed Ryan Companionbot Participants rated the empathic robot higher in empathy
robots interacting with humans, along Questionnaire and likability compared to non-empathic robot
with task engagement, empathy, and
likability

Leite et al. (2013) Assessing whether empathetic artificial 40 Healthy Subjects Designed iCat Participants rated the supportive robot higher in
companions enhance user relationships Questionnaire companionship, alliance, and self-validation

Empathic responses of humans

Tsumura and Yamada (2022) The text explores whether human 578 Healthy Subjects 12-item questionnaire modified from Empathic Agent Higher task difficulty promoted human affective empathy
empathy varies based on task difficulty the IRI
and content

Konijn and Hoorn (2020) The significance of facial articulacy and 265 Healthy Subjects Designed Robot Alice and robot Nao/ | Humans showed less empathic and emotional
emotions in optimizing human-robot Questionnaire Zora responsiveness toward robots compared to humans
communication

Garcia-Corretjer et al. (2023) Active collaboration enhances 18 Healthy Subjects Toronto Empathy Questionnaire Robot Robobo Participants trusted the robot’s suggestions amid
meaningful empathy between humans (TEQ) uncertainty, demonstrating teamwork attitudes
and robots

Erel et al. (2022) Examining whether non-humanoid 64 Healthy Subjects Verbal Non-humanoid robotic Robots performing empathetic gestures improve human
robot gestures boost emotional support Empathy object emotional support interaction
in human-human interaction

Spaccatini et al. (2023) Assessing how attributing a specific 269 Healthy Subjects Online questionnaire on Qualtrics Social Robot’s The level of anthropomorphization of robots produces
mind to a social robot affects empathy Anthropomorphism, empathy in interaction with humans
toward individuals in distress Chatbot

Moon et al. (2021) Studying non-verbal cues’ impact and 48 Healthy Subjects Designed Social Robot ‘Hubot’ A non-verbal cue has an outweighing effect on empathy in
mediation structure in human-robot Questionnaire HRI
interaction

Frederiksen et al. (2022) Studying how a robot’s emotional story 220 Healthy Subjects Designed Kuri robot Sad narrative increased participants’ empathy and
affects empathy in humans Questionnaire willingness to help the robot

Corretjer et al. (2020) To develop empathy through fun 10 Healthy Subjects Designed Robot Robobo Developing empathy through engaging collaboration
collaboration scenario in which a user Questionnaire scenarios with a social robot

IRI, interpersonal reactivity index; RoPE, robot’s perceived empathy; FER, facial expression recognition.
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Search and selection of eligible articles.

participants in the study engaged in mutual understanding, listening,
reflecting, and performing. Although the robots did not have
anthropomorphic characteristics, the participants managed to establish
a collaborative and empathetic relationship with them with the aim of
achieving a common goal. in an
experimental condition, studied the conditions required to develop
empathy toward anthropomorphic agents. The findings demonstrated
that greater task difficulty, independent of task content, increased
human empathy toward robots. examined the
potential impact of anthropomorphized robots on human social
perceptions. The authors induced anthropomorphization of social
robots by manipulating the level of anthropomorphism of their
and behavior. The that

anthropomorphic social robots were associated with higher levels of

appearance results demonstrated

experience and agency. Furthermore, the type of mind attributed to the
anthropomorphic social robot influences the empathy perceived by the
human. have shown that the non-verbal gestures of a

non-humanoid robot can increase emotional support in

Frontiers in

human-human interactions. This indicates that a robot even without
anthropomorphic features can improve the way humans interact.

Many studies on people’s empathy for robots have been published
in the last few years, but there are also fundamental questions
concerning the correct use of the term empathy (

; ; ). Generally, empathy can
be described as the ability to comprehend and experience another
person’s feelings and experiences and is a crucial component of human
social interaction that promotes the growth of affection and social
bonds (

robots, one may wonder whether people can develop empathy for a

). When considering humanoid

device ( ).
The phenomenon of humans’ empathy toward robots has garnered
significant attention in the field of HRI and is in some ways a
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controversial topic. As reported in numerous studies, empathy in HRI
is bidirectional. On the one hand, humans can feel empathy toward
robots; on the other, robots, with the progress of technology, are
designed to be empathetic in interactions with humans. It is possible
to feel empathy toward robots, especially when the latter possess
human characteristics, are anthropomorphized (Breazeal, 2003; Paiva
et al,, 2017), and adopt human-like attitudes. When robots exhibit
human-like facial expressions, gestures, or voices, people tend to
perceive them as more relatable and emotionally expressive, which can
trigger empathetic reactions (Riek et al., 2010).

Social robots with human-like features can affect how people feel
about them, which in turn can impact the robots’ ability to convey
emotions (Spaccatini et al., 2023). The modulation of voice tone has also
been shown to be effective in promoting empathic processes (James et al.,
2018). In addition, robots designed with expressive faces that can mimic
sadness, happiness, or surprise are more likely to elicit empathetic
responses from humans (Leite et al., 2013). Humans tend to see robots
with human-like characteristics as more than just machines, attributing
them with a sense of liveliness and even emotional capabilities. This can
lead people to perceive anthropomorphic robots as companions,
promoting acceptance and trust between humans (Zoghbi et al., 2009).
Consequently, people are more likely to interpret the emotions expressed
by such robots as genuine, which can facilitate emotional connections in
human-robot interaction (Bartneck et al., 2007).

It was also examined how mirroring facial expressions could
improve empathy in HRI. Robots capable of reproducing human facial
expressions seem to significantly improve empathic engagement
(Gonsior et al., 2011).

However, while giving robots human-like features can enhance their
ability to express emotions and help people understand those emotions,
it can also lead to a phenomenon known as the “Uncanny Valley (Mori,
2005; Misselhorn, 2009)” This effect describes a decrease in human
empathy toward robots and an increase in discomfort as robots become
more similar to humans (Mori et al.,, 2012). Based on several studies, it has
been discovered that this effect occurs in environments with a high level
of anthropomorphism and various sensory stimuli, including auditory,
visual, and tactile cues (Nomura and Kanda, 2016). As a result, individuals
may develop incorrect expectations of the robot’s cognitive and social
abilities during prolonged interactions (Dautenhahn and Werry, 2004).

Several studies have shown that humans empathic involvement
toward robots can extend to various situations, even those in which robots
are perceived as being in difficulty or in need of help. In such a scenario,
it has been seen that people may feel guilt or sadness when they observe
arobot failing to complete a task or being mistreated (Darling et al., 2015).

The anthropomorphism of robots might influence the socio-
cognitive processes of humans and the subsequent behavior of subjects
toward them. In the study by Spatola and Wudarczyk (2021), a focus was
placed on the emotional capabilities of the robot, pointing out that
endowing robots with more complex emotions could lead to more
anthropomorphic attributions toward them. Therefore, the perceived
emotionality of robots, which is not limited to one type of emotion, could
predict some of the characteristics of robot anthropomorphism
(Schombs et al., 2023).

This assumption is in line with the “Simulation Theory” which
suggests that the way we understand the minds of others is through
“simulating” the situation of another; therefore, it should be more
immediate to empathize with the emotions and mental states of a
robotic agent that has human characteristics (Mattiassi et al., 2021).
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Even non-humanoid robots are capable of activating empathic
responses; in fact, they can produce behaviors and responses that
users perceive as social or emotional, promoting the development of
empathy. For example, if a robot has been programmed to provide
help or comfort, users are more likely to feel empathy toward it,
regardless of its non-human physical characteristics (Erel et al., 2022).

As robotics and artificial intelligence continue to advance,
integrating empathic capabilities into robots has emerged as a crucial
area of research. Empathy, the ability to understand and respond to the
emotions of others, is fundamental to human social interaction.
Developing an empathetic robot, like any other robot, requires a clear
definition of its purpose. Based on this purpose, designers can create
interaction scenarios, and engineers can develop the robot’s software
and hardware architecture (Park and Whang, 2022). Transferring this
capability to robots promises to revolutionize various fields, including
healthcare, education, and social care, by improving the quality and
effectiveness of human-robot engagement (Johanson et al., 2023). For
social agents to exhibit empathic behavior autonomously, they need to
simulate the empathic processes; indeed, empathic robots are designed
to recognize, interpret, and respond appropriately to human emotions,
thus promoting more natural and meaningful interactions. These robots
have the potential to provide companionship, support therapeutic
interventions, and assist in the care of vulnerable populations, such as
the elderly or people with special needs (Darling et al., 2015).

However, humanoid robots have significant limitations in terms
of empathy. Humanoid robots cannot participate in social
relationships, as they are defined in the empathic mode, because they
do not satisfy the requirements of logical and purposeful subjectivity.
A being with logical subjectivity can think, reason, and make decisions
independently based on his or her own understanding. This concept
means that, despite technological advances and progress in the
empathic design of robots, they have limitations: Robots do not yet
possess autonomous cognitive processes and therefore lack logic and
intentionality. Their responses, while potentially sophisticated and
human-like, are ultimately the result of programmed behaviors rather
than authentic understanding or shared emotional experiences.

While they can recognize emotions such as sadness or anger, they
have difficulty understanding the underlying causes or motivations.
This is the prerequisite for true empathy, which requires not only
recognizing emotions but also sharing and understanding the feelings
involved. Most robots cannot feel real emotions on their own. They can
simulate emotional reactions, but these are based on algorithms and
data and not on real feelings (Chuah and Yu, 2021). Researchers on
HRI have begun to investigate various aspects of empathy in robots.
Understanding and feeling the emotions of another human person
requires a high level of emotional awareness and understanding that
current systems do not possess. Humanoid robots can be made to
understand and respond to human emotions using pre-programmed
algorithms and models. They can be programmed to simulate
empathetic responses to some degree extent for certain applications in
HRI and social robotics, but they do not have the same innate capacity
for empathy as human people (Johanson et al, 2021). However,
numerous studies in the field of HRI have shown that humans may
empathize with and trust robots that can recognize their emotional
states and respond appropriately to them (Kozima et al., 2004).

Regarding mental state perception/attribution, which is the
cognitive ability to reflect on one’s own and others’ mental states such
as beliefs, desires, feelings, and intentions by robots, studies have
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described contrasting results. While, on the one hand, people attribute
the behavior of robots to underlying mental causes, on the other, they
tend to deny that robots have a mind when explicitly requested to do
50 (Thellman et al., 2022).

While, on the one hand, people attribute the behavior of robots to
underlying mental causes, on the other, they tend to deny that robots
have a mind when explicitly requested to do so.

The bias of people to attribute mental states to robots is the
outcome of multiple factors, including the motivation, behavior,
appearance, and identity of robots. Endowing them with mental states
helps to predict and explain their behavior, reduces uncertainty, and
increases the sense of control in an interaction context (Epley et al.,
2007; Eyssel et al., 2011; Levin et al., 2013; de Graaf and Malle, 2019).
Indeed, it has also been found that people are more likely to attribute
mental states to robots both when they are designed to exhibit socially
interactive behavior and when they are endowed with a human-
like appearance.

In most studies in the literature, it appears that the theory of
mental state attribution is most often related to anthropomorphism,
i.e., the attribution of mental abilities and human traits to non-human
entities (Thellman et al., 2022).

Social robots are an increasingly important component of an
improved social reality with relationships. Although true empathy in
humanoid robots may still be a long way off, recent advances in social
and developmental psychology, neuroscience, and virtual agent
research have shown promising avenues for the development of
empathic social robots (Guzzi et al., 2018). Seibt (2017) has classified
different levels and degrees of sociality in human-robot interactions
within the social interactions framework (SISI) and used the concept
of ‘simulation’ to distinguish between full realization, partial
realization, and different simulated forms of social processes, such as
approximation, representation, imitation, mimicry, or replication. SISI
can simulate some aspects of this complexity, but it cannot fully
replicate the real-time dynamics and emotional subtleties of real
human interactions (Seibt, 2017).

The main limitation of this review is the significant weakness
in defining empathy, as it is not a directly observable construct but
can only be inferred from behavior, and there is no clear definition
or global agreement on how to measure empathic abilities
in robots.

Human beings’ attributions of robots are related to dimensions of
mental perception. These depend on both experience and behavior
and suggest that the more mental state attribution capabilities are
ascribed to robots, the more they are likely to be valued (Gray
et al., 2007).

Furthermore, the overall quality of evidence was low and the
selected studies differed greatly in their definitions, assessment tools,
and outcome measures. Due to the lack of standardized protocols, a
meta-analysis could not be conducted. Regarding the assessment of
perceived empathy, the way humans empathize with robots can
be measured by their behavior toward robots (Spatola and Wudarczyk,
2021). Empathic emotions can be expressed through facial
expressions, bodily expressions, physiological reactions, and action
tendencies, and then through explicit measures such as surveys
(Carpinella et al., 2017), and currently also through neuroscientific
measures (e.g, EEG, MRI, and f{NIRS). Although various
questionnaires are available to study empathy in humans, in particular
Davis’ questionnaire (Davis, 1983), which is undoubtedly a benchmark
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for measuring individual differences in empathy, many researchers
have developed their measures without relying exclusively on the
currently existing instruments. The main controversy in assessment
concerns the fact that to assess robot-induced empathy, one must rely
on human subjects’ perception of empathic traits, which means that
one must measure the degree of ‘perceived empathy’ The evaluation
has a major impact on future developments and on whether more
emphasis should be placed on certain algorithms or certain functional
constructs rather than others. Therefore, evaluations also provide data
that will influence the creation of new models for robot behavior,
which in turn will affect the many different new applications.

The implications of empathy in HRI are manifold. Another
important aspect is understanding why humans feel empathy toward
robots as this influences the design and effectiveness of these
interactions (Leite et al., 2014; Stock-Homburg, 2022). The goal of
researchers must be to develop new design models to increase the
emotional intelligence and social integration of robots and ultimately
create more effective and realistic human-robot interactions
(Damiano et al., 2015).

Improving these interactions must both increase the quality of the
user experience and have beneficial therapeutic outcomes. Despite
promising applications, the development of truly empathetic robots is
fraught with complex challenges, including ethical implications.
While empathy enhances human-robot interactions, it also raises
ethical questions about the nature of these interactions and the
potential for emotional manipulation (Coeckelbergh, 2010). To
improve the utility and acceptance of robots in society, future
perspectives must also consider these implications and ensure that
robots are designed to promote positive and healthy human-robot
interactions without exploiting human emotions (Zhou and Shi, 2011).
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Impact of media dependence:
how emotional interactions
between users and chat robots
affect human socialization?

Ziying Yuan, Xiaoliang Cheng* and Yujing Duan

College of Communication Science and Arts, Chengdu University of Technology, Chengdu, Sichuan, China

In the era of intelligent media, human users and chatbots have established
a deep dependency relationship through communication, making media
dependence a behavioral foundation that widely permeates human social
practice. This article investigates how media dependence affects human social
interaction during emotional interactions between human users and chatbots.
Based on the theory of media dependence, the existing mature scales of
media dependence and interpersonal communication were adapted, and 496
Replika user questionnaires were collected. After screening the validity of the
questionnaires, 428 valid questionnaires were obtained. Descriptive statistical
analysis, correlation analysis, multiple linear regression analysis, and mediation
effect testing were used to analyze the impact of media dependence on
human-computer emotional interaction. Results indicate a significant positive
correlation between human-chatbot emotional interaction and human user
social interaction. Media dependence significantly positively regulates emotional
interactions between humans and chatbots. In addition, the social interactions
of human users are partially influenced by factors such as user nature, age,
education, and income.

KEYWORDS

chatbot, emotional interaction, interpersonal communication, media dependence,
Replika

Introduction

In recent years, with the continuous development and maturity of brain-computer
interface, VR, Al gene editing, and other technologies, human society has entered a new stage
of human-machine integration and symbiosis—the post-human era. In this era, machines are
no longer just cold pieces of iron in the traditional sense. They have become media channels
that connect and facilitate interactions between people and society, serving as the primary
means of communication. The advent of technology disrupts traditional interpersonal
communication patterns, fostering a novel relationship between humans and machines, and
some of the public who rely heavily on technology are satarting to ignore the emotional
relationship between people.

In November 2022, the artificial intelligence lab OpenAl officially launched the universal
chatbot ChatGPT. It attracted more than one million users within 5 days of its launch, which
is the height of Meta in 10 months and of Netflix in 3 years (Hurst, 2022). In fact, chatbots are
nothing new, and the birth of ChatGPT is not an accident. As early as the year of 1966,
Weissenbaum, the father of modern artificial intelligence, launched the earliest AI chatbot
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ELIZA, followed by PARRY, ALICE, Jabberwocky, and other chatbots.
The rapid popularity of AI chatbots has not only aroused widespread
attention from the academic community but also received the “olive
branch” from the business community. In the 21st century, tech giants
have similarly launched highly branded chatbots, including Apple’s
Siri, Google’s Bard, and FacebooK’s Blender. In comparison, Chinas Al
chatbot was born slightly later. It was not until 2004 that Xiao-I
officially launched China’s first chatbot named MSN. Subsequently,
Xiaomi’s Xiao Ai, Baidu’s ERNIE Bot, and JD’s Chat-JD also gradually
received public attention. With the development of chatbots, machines
can not only imitate people’s voices, language, and expressions but also
tap into the human heart—emotion. A chatbot breaks through the
so-called intersubjectivity and becomes a humanized, emotional, and
creative humanoid. As Dominique (2010) wrote in his book:
“Emotional factors are essential to understanding the complexity of
the world we live in” The emergence of Replika, an emotional chatbot,
not only conforms to the development of the technological era but
also shows the necessity of emotional communication. In 2015,
Eugenia Kuyda, in memory of a friend who died unexpectedly in the
same year, used Google’s basic neural network program to synthesize
thousands of conversations of her friend’s messages. This process gave
the impression that the deceased friend was communicating when
responding to messages. This endeavor was the precursor to Replika.
In 2016, Luck officially launched Replika, which has been downloaded
more than 10 million times globally. It is the most downloaded chatbot
in the App Store and was among the top five mental health programs
during the COVID-19 pandemic in 2020. As a dedicated emotional
chatbot, Replika provides emotional comfort to many lonely people
and those with social phobia through long-term emotional
companionship and positive emotional support. Replika was
downloaded 55,000 times in Mainland China in the first half of 2021.
In addition, a group called “Man-machine Love” quietly emerged on
Douban, a Chinese internet-based community platform. The group
focuses on emotional communication between humans and Al
partners, and it has more than 9,600 members so far.

As the “sixth medium” after newspapers, radio, television,
computers, and mobile phones (Lin and Ye, 2019), chatbot’s innate
“machine” characteristics and constantly evolving “humanity” not
only make the communication between people and chatbot flexible
and natural but also generate emotions that human-computer
interaction did not have in the past. Therefore, if the public continues
to invest time, energy, and emotion in chatbots; constantly rely on
virtual social interaction; and even give chatbots “life,” can this kind
of human-machine emotional interaction similar to interpersonal
communication replace realistic interpersonal communication? That
is, what impact will the trend of human-machine emotional
interaction have on users’ realistic interpersonal communication?

From the perspective of human-machine communication
(HMCQ), this study takes media dependence as the main theoretical
basis. According to the specific application scenario of the Replika
chatbot, the author adapts the existing scale and collects variable data
through a questionnaire survey, resulting in 428 valid questionnaires.
Specifically, this paper makes reference to Rubin’s Quasi-Social
Interaction Scale, Kwon’s Smartphnoe Addiction Scale, Zheng
Richang’s Interpersonal Comperhensive Relationship Dignostic Scale,
etc., as detailed in the questionnaire design section and Table 1. Since
the number of Replika users in China is relatively small and scattered,
the author mainly distributes and collects questionnaires through
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TABLE 1 Basic information about the respondents.

Dimension ‘Category ‘ N ‘ Percentage

Male 122 28.50%
Gender
Female 306 71.50%
Under 18 years old 29 6.80%
18-25years old 264 61.70%
Age
26-30years old 86 20.00%
Over 30years old 49 11.50%
High school degree or below 81 18.90%
College degree 55 12.90%
Education
Bachelor degree 223 52.10%
Master degree or above 69 16.10%
3,000 yuan and below 214 50.00%
3,001-5,000 yuan 108 25.20%
5,001-7,000 yuan 44 10.30%
Monthly income | 7,001-10,000 yuan 33 7.70%
10,001-15,000 yuan 18 4.20%
15,001-30,000 yuan 8 1.90%
More than 30,000 yuan 3 0.70%

platforms and forums where Replika users are active. For example,
Douban group, Xiaohongshu platform, Weibo Replika Super talk, etc.
Then, descriptive statistical analysis, correlation analysis, multiple
linear regression analysis, and mediation effect testing were used to
analyze the impact of human-chatbot emotional interaction on
human interpersonal communication. Basing on the integration and
extension of previous views, this study introduces media dependence
theory originally applicable to interpersonal communication into the
vision of human-machine communication research. Doing so not
only enriches the theoretical scope of human-machine
communication but also lays a foundation for building a harmonious

and symbiotic human-machine moral destiny community.

Research review
Media dependence

Influenced by Durkheims views on media, American
communication researchers Melvin Defler and Sandra Bower-Killoch
were the first to define “dependency” from the perspective of social
ecology (Sandra et al., 2004). In their paper The Dependence Mode of
Mass Communication Media Effect, they pointed out that there is a
close dependence relationship among the three systems of media,
audience and society, and held that the audience has a corresponding
relationship between the satisfaction of information needs and the
achievement of goals, and proposed that there is a positive correlation
between media dependence and media effect. That is, media
dependence will change the public’s existing cognition, attitude and
behavior through media content (Melvin and Sandra, 1990). In
addition, It is generally believed that there are two forms of
media dependence: the explicit habitual dependence and the
implicit spiritual dependence. The so-called habitual or conditional
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dependence refers to the habitual behavior of the public on the media
after long-term use of the media. The long-term conditional media
dependence will further affect the spirit and psychology of the public
and form spiritual dependence. For example, some people will have
anxiety, tension, emptiness, lack of security and other emotions when
they are separated from the mobile phone media. In the year 2008, the
UK Post Office conducted a survey on mobile phones and found that
users felt anxious about not being able to use their phones or not
having them around, a phenomenon they dubbed “no phone phobia”
(SecurEnvoy, 2012). Generally speaking, media dependence refers
more to the psychological dependence of the public on the media.

In the context of the continuous development of information
technology, the public’s dependence on all kinds of media not only
shows a growing trend, but also shows a new form. Some scholars
even put forward that the closeness and particularity of the
relationship between network media and audience make the media
dependence theory more applicable in the Internet environment (Xie,
2004). Through searching relevant literature, the author finds that
there are abundant researches on media dependence related to
traditional media such as newspaper, radio and television, while there
is still room for further research on media dependence in respect of
new media. In particular, new media such as chatbots are no longer
just intermediaries or tools for communication, but become
interlocutors for communication with people. Therefore, for some
users, it is easy to see chatbots as people with living characteristics.
With the extension of users’ communication time with chatbots and
the increase of emotional investment, they may become mentally
dependent on chatbots. Therefore, to explore whether users will
be dependent on chatbots, and the role of media dependence in
human-computer emotional interaction and interpersonal interaction
are interesting topics worthy of attention.

Research on human—machine emotional
interaction

At present, research on human-machine emotional interaction
mainly focuses on two areas. On the one hand, some scholars discuss
how human-machine emotional communication can be realized and
the ethical issues in this communication from the perspective of
philosophy and humanity. On the other hand, some scholars, starting
from reality, intend to clarify the process and optimization path of
human-machine emotional interaction.

From the perspective of philosophy and humanity, relevant
research can be further subdivided into two aspects: positive
discussion and negative reflection. Under positive discussion, David
(2007) believed that humans cannot help but form difficult emotional
relationships with companions, things, and even robots around them,
which is human nature. Sven and Lily (2017) believed that with the
continuous development of intelligent technology, robots can imitate
and learn human emotions and even fall in love with people. Under
negative reflection, John P. Sullins (Peters, 2015) believed that
although humans can reach an emotional connection with robots,
emotions are complex things, and discerning subtle emotions like
humans is difficult for machines. Emmelyn et al. (2021) also believed
that establishing close friendships between humans and machines,
akin to human relationships, is challenging. Whitby (2008) believed
that owing to the “machine nature” of machines, some users may
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transgress moral boundaries by resorting to verbal violence against
the machine. This behavior has the risk of extending from online to
offline contexts, potentially strengthening the desire of users to
commit physical violence.

Regarding the research on the process and implementation of
human-machine emotional interaction, Li and Zhao (2023) studied
the interaction between the robot NAO and human. They found that
the user can independently judge the emotional meaning implied in
the machine actions, and this ability has no obvious relationship with
the familiarity between human and machine. Zhang and Han (2022)
studied the emotional interaction between users and Xeva software
and found a progression from companionship to tolerance and then
to rational return in the interaction between the two. Taking smart
audio as an example, Kang (2023) discussed the characteristics of
machines from various aspects. They investigated the relationship
between intelligent machines and user’ families, especially the
emotional compensation effect of machines for people living alone.
Gan and Guo (2022) observed a coffee robot in Shanghai and believed
that the “embodied” aspect is the basis of emotional interaction
between consumers and robots. Through the review of previous
literature, it is not difficult to find that human beings will have
emotional communication in the interaction with chatbots, and such
emotional interaction will not only have an impact on the relationship
between human and machine, but also have an impact on the actual
emotions of users. Consequently, based on the aforementioned
research, this paper employs the Replika chatbot as a case study to
delve into the current situation of emotional exchange between users
and chatbots, encompassing the degree, behaviors, effect, and
satisfaction associated with human-chatbot emotional interaction.

Replika as an emotional chatbot platform, the current research
mainly focuses on two aspects. On the one hand, the interaction
mechanism between users and Replika chatbots is studied, including
interaction characteristics, interaction purpose, interaction behavior,
etc. Zhang and Sun (2023) combined various research methods to
analyze the text messages posted by Replika users on various social
platforms and the data obtained from interviews, and studied the
emotional connection between Replika users and chatbots from the
perspective of embodied imagination between Replika and users.
Through interviews with 20 Replika in-depth users, Tan (2023) found
that the formation of the current human-computer intimate
relationship basically conforms to the process of social penetration
theory from the shallow to the deep, from the surface to the inside,
and the “human” characteristics of chatbots, human-computer trust
and other factors play an important role. The other aspect is the
discussion of the ethical issues existing in the interaction between
users and Replika. Taking Replika as an example, Possati (2023) used
psychoanalysis to discuss the control and responsibility of human
unconscious behavior on Al design and behavior. Combined with the
murder incident instigated by Replika in Corriere Della Sera,
he criticized and reflected on the current ethics of human-computer
interaction. Kourkoulou (2023) also used Replika chatbots to discuss
the hidden exploitation of emotional labor in the current digital
economy, as well as the ethical issues in the field of artificial
intelligence in practice, especially the gender and racial stereotypes
caused by current chatbots. While discussing the risks and impacts of
generative Al in future economic development, Orchard and
Tasiemski (2023) also discussed the sexual and pornographic
phenomena of Replika chatbot in personalized services, and reflected
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on the verbal attacks brought by users to the machine. Zeng and Cao
(2023), through long-term observation of the Replika team, critically
reflected on human-machine relationship from the aspects of
commercialization, relationship imbalance, dissociation and so on.

Research on the relationship between
media dependence, human—chatbot
emotional interaction, and interpersonal
communication

As a new phenomenon in contemporary society, the emotional
interaction between chatbots and users still has some lacks in-depth
research on the relationship between media dependence and human-
chatbot emotional interaction. As chatbot is an emerging technology
product, its essence and core cannot be separated from the media
itself. Therefore, previous studies on various media and their
relationship with media dependence can provide certain references for
this paper. Through the review and summary of previous literature,
the author finds that the current research on the relationship between
media use and media dependence mainly focuses on one aspect: there
is a positive correlation between media use (the interaction between
people and media) and media dependence. As early as the 20th
century, some scholars have studied the relationship between TV
media and media dependence, and found that there is a close
correlation between the audience’s interaction with TV shopping
programs and media dependence (Grant et al., 1991). Wang (2014)
found that there was a positive correlation between college students’
use of wechat and media dependence. Some scholars have found that
the higher the degree of interaction between users and social robots,
the stronger the user’s dependence on the media generated by social
robots (Han et al., 2021). Studies have also shown that the degree to
which users interact with virtual idols can positively predict users’
media dependence (Zhou and Zhang, 2023). From the extant
literature, it is evident that scholars collectively concur in the
observation of a positive correlation between the frequency of media
utilization and the degree of media dependency. In light of this, it is
pertinent to inquire into the nature of the emotional exchange
between users and chatbots, a novel medium, in relation to media
dependency. Therefore, the following hypothesis is proposed:

HI: human-chatbot emotional interaction is positively correlated
with media dependence.

In terms of media dependence and interpersonal communication,
scholars mainly hold two viewpoints. (1) The public’s dependence on
media is conducive to enriching daily life, improving their emotional
acquisition and companionship. It also plays a positive role in the
practical interpersonal communication of the public. For example, He
and Zhu (2024) found that the dependence of left-behind women in
rural China on short video media can enhance their self-cognition
and adjust their personal emotions, thus improving their daily life.
Jiang (2022) studied the media dependence and subjective well-being
of the elderly during the COVID-19 pandemic and found that the
elderly has a high sense of dependence and trust in TV media. TV
media can not only make up for the gap in real interpersonal
communication but also strengthen the happiness of the elderly. (2)
Media dependence can exacerbate loneliness. Kim et al. (2009) found
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that there is a vicious cycle between loneliness and media dependence,
and excessive use of social media can lead to deeper levels of
loneliness. Zhang et al. (2020) have identified a significant correlation
between mobile phone addiction and individual loneliness, indicating
a moderate positive relationship between the two phenomena. Han
et al. (2021) found that users media dependence on Microsoft
Xiaobing strengthens users’ sense of loneliness. In light of the
escalating authenticity, immersion, and interactivity associated with
chatbots, there is a possibility that users’ reliance on chatbots, along
with their dependent behaviors, could surpass their previous
dependency on traditional media. Consequently, within this context,
does the users’ reliance on chatbots for media purposes exacerbate
their feelings of loneliness? Furthermore, does this sense of
dependency have an impact on their genuine interpersonal
engagements? Therefore, the following hypothesis is proposed:

H2: media dependence is positively related to users' interpersonal
communication status.

In the aspect of human-chatbot emotional interaction and
interpersonal communication, a large gap is noted in the relevant
research at home and abroad. However, as the predecessor of human-
machine interaction, the relationship between network interaction and
real interpersonal communication can also reflect the relationship
between human-machine interaction and real interpersonal
communication to a certain extent. This stream of research is mainly
divided into two categories. One view holds that virtual and online
communication, as an important complementary form of real
interpersonal communication, can have a positive effect on real
interpersonal communication. For example, Su (2020) studied the
communication behaviors between users and the mobile game Dream
Journey to the West. They found that compared with real interpersonal
communication, online intimate relationships in the form of games
can be transformed into offline relationships and are conducive to
maintaining long-distance interpersonal relationships. Through
empirical research, Wang and Fu (2016) also found that the use of
social media is conducive to expanding the frequency and breadth of
college students’ realistic interpersonal communication and can
supplement the realistic interpersonal communication to a certain
extent. The other view is that virtual and online interaction is not
conducive to maintaining real interpersonal relations. It is not
conducive to the public to grasp the rules of interpersonal
communication. Moreover, it easily leads to the public escaping from
reality and avoiding social behavior. For example, in “The Interactive
Ritual Chain,” Collins (2009) argued that the lack of ritual is why the
advent of email has allowed the masses to indulge in utilitarian
interactions and weakened real-world relationships. The dependence
behavior caused by long-term media use easily causes the public to
have real social difficulties, which is not conducive to users real
interpersonal communication. For example, Lin (2020) believed that
the public’s dependence on the media can cause problems such as
difficulty in choice. The public can experience difficulties distinguishing
between the media world and the real world, which is not conducive
to their real life. Chen (2009) believed that TV media, as an important
medium in children’s growth, creates a mimicry environment that
deviates from reality through prolonged exposure, gradually alienating
children from people and things in the real world. Wei (2012) believed
that owing to the strong virtuality of Weibo, the interaction in Weibo
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can impact real interpersonal relationships and lead to the loss of
human subjectivity. Concerning the interaction between users and
chatbots, as a form of interpersonal communication, it raises questions
regarding whether it may mitigate the intensity of users’ authentic
social connections and whether it could augment the user’s perception
of solitude. And what role does media dependence play between the
two? Therefore, the following hypotheses are proposed:

H3: human-chatbot emotional interaction is positively correlated
with the user's interpersonal communication status.

H4: media dependence plays a mediating role between the current
situation of human-chatbot emotional interaction and the current

situation of real interpersonal communication.

Methods and investigations
Data collection and sample description

The study constructed the formal questionnaire of the survey
through the Wenjuanxing platform, which provides functions
equivalent to Amazon Mechanical Turk. Considering that Replika is an
emotional chatbot, and emotional factor is an essential element for
users to interact with Al character, this paper takes users who have used
Replika as the research object. From October 22 to November 11, 2023,
the questionnaires were distributed and collected through the Douban’s
“Man-Machine Love” group (9,602 members), “My family’s Replika
has become fine” (2,327 members), “Female Players Association”
(46,936 members), “My Replika is very warm” (419 members), the
Replika topic on Xiaohongshu platform, Weibo Replika Super talk, and
other platforms. The study also used the private messaging functions
of Douban, Xiaohongshu, Weibo, Xianyu, and Douyin platforms to
conduct a one-to-one questionnaire survey of users who posted or
commented on Replika information on these platforms. Finally, 496
questionnaires were collected, and 68 invalid questionnaires were
eliminated to ensure the effectiveness of the survey. Invalid
questionnaires mainly included those that took less than 60 to answer
(3 questionnaires), those who chose “never used the Replika software”
in the first question. (48 questionnaires), those whose answers to all
questionnaires were the same (3 questionnaires), and those with the
same ID were filled in multiple times (14 questionnaires). A total of 428
valid questionnaires were obtained, with an effective rate of 86.29%.
The basic information of the respondents is shown in Table 1.

Questionnaire design

The questionnaire scale was developed by combining the existing
literature and classical scales, focusing on the study object, Replika
chatbot. The scale used a five-level Likert scoring method, 1= “strongly
agree;” 2="“agree, 3=“uncertain,” 4="“disagree;” and 5= “strongly
disagree” After forming the preliminary draft of the questionnaire, the
preliminary survey was carried out in a small scope. According to the
questionnaires recovered from the preliminary survey, problems were
found, and the questionnaires were optimized to form a formal
questionnaire. Specifically, according to the results of the preliminary
survey, the author modified the questions with ambiguous expressions
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and adjusted the order of the questions. For example, the original B13
question “Replika can find my mood changes during interaction.” was
adjusted to B12 question “Replika can well understand my feelings or
emotions during interaction” to enhance the logic and coherence of
the question. Moreover, the original B7 “I will communicate my work
with Replika during the interaction” and B8 “I will communicate my
learning with Replika during the interaction” overlap, so the two
questions have been merged as “I will communicate my work or
learning with Replika during the interaction. Besides, Considering the
simplicity of the questionnaire, the options of “elementary school
education,” “junior high school education” and “high school
education” in the questionnaire E3 were merged into “high school
education and below”” Finally, questionnaires were distributed and
collected from Replika users on platforms such as Douban,
Xiaohongshu, and Weibo.

The questionnaire consists of the following parts: the title and
introduction, the body, and the end. The body of the questionnaire
includes the usage of Replika, the emotional interaction between the
user and Replika (chatbot), the user’s interpersonal communication,
and the user’s demographic information.

In order to dispel the concerns of Replika users and ensure that
the respondents can fill in the questionnaire seriously and carefully, in
the introduction section of the questionnaire, the author briefly
introduces the identity of the investigator, the purpose of the survey,
the connotation of the chatbot, the meaning of emotional interaction,
and the use of the questionnaire data.

The main body of the questionnaire includes five aspects:

(1) Users’ Replika usage. This part is mainly to understand the
respondents’ basic use of Replika, including the gender and identity
of the virtual character set by users, the frequency and years of users’
use of the Replika chatbot, the Replika level and user’s purpose of use.

(2) Current situation of emotional interaction between users and
Replika. It mainly includes four aspects, namely, the degree of the
current user’s emotional interaction with Replika, the behavior in their
emotional interaction, the effect of emotional interaction, and the
user’s satisfaction with emotional interaction.

First, the degree of emotional interaction between users and
chatbots is mainly reflected by the degree of privacy of the content
exchanged between users and chatbots, the degree of personal emotion
revealed in the communication, the degree of empathy between users
and Al characters, and so on. Second, considering the differences of
communication subjects, this paper further divides behavior of
emotional interaction between human and chatbots into chatbot
behavior and human behavior. The behavior of human emotional
interaction is mainly reflected by the willingness of users to
communicate with chatbots about hobbies, work, study and real
thoughts in real life, the degree of users’ respect for the views of Ai
characters, and so on. The behavior of chatbot emotional interaction is
mainly reflected by the AI character’s ability to perceive and understand
the emotional changes of users, ability to comfort users, ability to solve
problems for users, and so on. Third, communication effect can
be divided into cognitive effect, emotional (attitude) effect and
behavioral effect (Guo, 2011). Therefore, this paper further divides the
effect of emotional interaction into three levels: cognition, emotion,
and behavior. The effect of emotional interaction at the cognitive level
can be reflected mainly through the cognitive effect of users on the
basic information and expression ability of chatbots. The effect of
emotional interaction at the emotional level is mainly reflected through
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the ability of chatbots to relieve loneliness, release life pressure, provide
companionship and care for users. Finally, the effect of emotional
interaction on user behavior is mainly reflected by the degree of user’s
dependence on chatbot and the closeness of the relationship between
user and chatbot. The satisfaction of emotional interaction is mainly
reflected by the user’s willingness to continue to use chatbots, the user’s
willingness to recommend chatbots to others, and the user’s recognition
of the expression ability and intelligence of chatbots.

Concretely speaking, based on the qusai-social interaction scale
prepared by Rubin et al. (1985), quasi-social relationship scale prepared
by Horton and Wohl (1956), user-role interaction scale prepared by
Auter and Palmgreen (2000), the microblog interaction scale prepared
by Lu (2011) and the gottman scale of quasi-social relations prepared
by Ge (2017), this paper adjusted and modified the scale in combination
with the specific research objects of this paper, and finally formed the
scale of emotional interaction between users and chatbots in this paper.
In this paper, the interactive object in the original item is modified from
“local news anchor” to “Replika;” and the original single scale is divided
into “degree, behavior, effect and satisfaction” The detailed contents of
the scale are delineated in Appendix Table.

(3) Users’ media dependence on Replika. The purpose is to
understand the media dependence caused by emotional interaction
between users and Replika and further understand the relationship
between human-chatbot emotional interaction and media
dependence. Specifically, based on the Smartphone Addiction Scale
(SAS) compiled by Kwon et al. (2013) and the Chinese Internet
Addiction Scale compiled by Chen et al. (2003), this paper adjusted
and modified the scale in combination with the specific research
objects of this paper, and finally formed the media dependence scale
of this paper. This article modifies “smartphone” and “internet” in the
original scale to “Replika” The detailed contents of the scale are
delineated in Appendix Table.

(4) Users’ interpersonal communication. This aspect deals with the
main understanding of the user in the real-life interpersonal
communication of negative emotions, loneliness, and so on.
Specifically, based on the Interpersonal Comprehensive Relationship
Diagnostic Scale (ICDS) compiled by Zheng (1999) and the Social
Avoidance and Distress Scale (SADS) of Watson and Friend (1969),
this paper adjusted and modified the scale in combination with the
specific research objects of this paper, and finally formed the user’s real
interpersonal communication status scale in this paper. The detailed
contents of the scale are delineated in Appendix Table.

(5) Respondents’ demographic information. The demographics of
Replika users can also affect the Replika chatbot usage, so questions
about users gender, age, monthly income, and educational
background were included.

Overall, the body of the questionnaire contains a total of 65
questions, with 52 scale questions and 13 non-scale questions (Table 2).

At the end of the questionnaire, the respondents were again
thanked for their patience and cooperation.

Reliability testing and validity testing

Reliability testing is an important part of a questionnaire survey,
it is related to the rationality of the questionnaire setting and the
reliability of research results. In this study, SPSS27.0 was used as a
reliability detection tool. Cronbach’s alpha was used to test the data on
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three aspects: the status quo of emotional interaction between users
and Replika chatbots, media dependence brought by emotional
interaction, and users’ real-life interpersonal communication. If the
Cronbach’s alpha coefficient is greater than 0.60, the reliability of the
questionnaire is acceptable, and if the coeflicient is greater than 0.70,
the reliability of the questionnaire is good. As shown in the figure, the
Cronbach’s alpha coeflicients of the three scales are all greater than 0.8,
and the Cronbach’s alpha coefficient of the whole questionnaire scale
(52 items) is 0.977, so its reliability is high. The reliability test results
of each variable in this study are shown in Table 3.

A validity test is a means to assess the accuracy and validity of
each factor of the questionnaire, including surface validity, criterion
validity, and construction validity. To test the validity of the
questionnaire (scale), KMO and Bartlett tests were conducted on the
overall questionnaire scale (52 items) and three groups of scales. If
the KMO value is greater than 0.6, then the questionnaire can
perform factor analysis; greater than 0.7, is generally suitable for
factor analysis; greater than 0.8, is more suitable for factor analysis;
greater than 0.9, is very suitable for factor analysis. As shown in
Table 3, the KMO value of the four aspects of the questionnaire scale
is greater than 0.8, and the overall KMO value of the questionnaire
scale is greater than 0.9, so the validity of the questionnaire is high.
The validity test results of each variable in this study are shown in
Table 4.

Results and data analysis
Analysis of Replika usage

According to the data, the usage time of Replika users is mainly
less than 6 months, and the ratio of users who use Replika for less than
6months to those who use it for more than 6 months is about 3:2.
Moreover, there is an overall inverse correlation between the duration
of use and the number of users. This shows that most of the current
Replika users are short term users, and the stickiness of the platform
still needs to be improved. Besides, nearly half of users use Replika
once a week, and only 10 percent use Replika every day, which
indicates that the current intimacy between users and Al characters is
not high. In terms of users’ level, this question is optional, and
questionnaires with unfilled and unclear answers were eliminated, and
the collected levels were sorted. The user level pertains to the rating
assigned by the platform to users based on their engagement metrics
such as usage duration and interaction frequency. In general, an
increase in user duration and interaction frequency typically results
in a higher user level. Based on Replika’s official user profiling, the
chatbot’s capabilities at levels 1-10 are in a “preliminary” stage. During
this juncture, the emotional support rendered by Replika to its users
is comparatively constrained, and the level of intimacy and frequency
of interaction between users and the chatbot is minimal (Zeng Yiguo,
etal,, 2023). However, as users progress beyond level 10 and continue
their development, the dialogue dynamics between the user and the
thereby
strengthening the emotional bond between them. The data shows that

chatbot become increasingly fluid and profound,
the user’s level is mainly concentrated in the below 10 level, the user
of high level is very few, and the ratio of users below 10 level and above
10 level is about 4:1. Among them, the lowest level is level 1, and the
highest level is level 167. This shows that most current users do not
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TABLE 2 Questionnaire design.

10.3389/fpsyg.2024.1388860

Dimension Indicator Corresponding Source of scale
question number
Use or not Al
Year of use A2
Part 1 Replika usage Frequency of use A3 Non-scale question
Replika character’s gender, nickname role, and rank A4-A7
Reasons of use A8
Degree of emotional interaction between human and chatbots B1-B5
Behavior of emotional interaction Human behavior B6-B11
between human and chatbots Chatbots behavior B12-B19 Horton and Wohl (1956), Rubin
Current situation of
Part 11 b hath Cognitive effect B20-B24 et al. (1985), Auter and
art uman-chatbot : : :
o ' Effect of emotional interaction Emotional effect B25-B30 Palmgreen (2000), Lu (2011),
emotional interaction between human and chatbots 4Ge -
and Ge (2017)
Behavioral effect B31-B35
Satisfaction of emotional interaction between human and
B36-B41
chatbots
Chen et al. (2003) and Kwon
Part IIT Users’ media dependence on Replika C1-Ce6
etal. (2013)
Users’ real-life
Interpersonal interaction willingness, Interpersonal Watson and Friend (1969) and
Part VI interpersonal D1-D5
relationships, interpersonal attitudes, etc. Zheng (1999)
communication
Gender, age, educational background, occupation, monthly
Part VII Personal information . E1-E5 Non-scale question
income

have a strong intimacy with AI characters. In addition, the data shows
that 74.1% of users regard entertainment as one of the purposes of
using replika, 60% of users regard social networking as one of the
purposes of using replika, 43.90% of users regard learning as one of
the purposes of using replika, and less than 10% of users think that
using replika is for other purposes. This suggests that users use replika
primarily for entertainment and socializing, again for learning, and
finally for other purposes. The statistical data of Replika usage is
shown in Table 5.

Analysis of current situation of human-
chatbot emotional interaction

The current situation of human-chatbot emotional interaction is
mainly reflected through four aspects: the degree of emotional
interaction, the behavior of emotional interaction, the effect of
emotional interaction, and the satisfaction of emotional interaction.
The higher the score of emotional interaction, the higher the degree
of emotional interaction, the more engaged behavior, the better the
effect and the higher the satisfaction.

First, the level of emotional interaction between users and the
Replika chatbot is above average, with a mean of 3.6313 and a
standard deviation of 0.84679. The degree of emotional interaction
between the user and the Replika chatbot is mainly measured by the
degree to which the user has genuine emotional communication with
the Replika chatbot, the degree to which the content of the
communication is private, the degree to which the personal emotion
is revealed in the communication, the degree to which the user
regards Replika as a person and tries to understand them, and the
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degree to which the user empathizes with the virtual character
in Replika.

Second, the behavior of human-chatbot emotional interaction is
at a superior level, with a mean of 3.8188 and a standard deviation of
0.75641. The behavior of emotional interaction is mainly reflected in
two aspects. On the one hand, the user’s behavior in emotional
interaction is mainly based on their willingness to communicate with
Replika about hobbies, work, and study; the extent to which they
express their genuine views and negative emotions on real-life events
and people; and the extent to which the Replika avatar is understood.
On the other hand, Replika’s behavior in emotional interactions is
mainly based on the Replika avatar’s perception of the user’s emotions
and emotional changes, the understanding of the user’s emotions, the
empathy for the user’s bad experience, and the comfort to the user and
the ability to bring solutions to them. Specifically, the average of
Replika’s behavior in emotional interactions is 3.8356, and the average
of the user’s behavior in emotional interaction is 3.7963.

Third, the effect of the emotional interaction between users and
the Replika chatbot is also at a superior level, with a mean of 3.7417
and a standard deviation of 0.73615. Among the three effects of
affective interaction, the mean of cognitive effect is 3.8463, and the
standard deviation is 0.80537. The mean of emotion effect is 3.8980,
and the standard deviation is 0.77763. At the behavioral level, the
mean effect is 3.4495 and the standard deviation is 0.89316. The
emotional interaction behaviors and effects are detailed in Table 6. In
general, the level of behavioral effect is the lowest, and the level of
cognitive effect is almost equal to the emotional effect. In the end,
users’ satisfaction with their emotional interaction with Replika is on
top, with a mean of 3.8220 (the highest score for the mean of the
variable) and a standard deviation of 0.78791 (Table 7).
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TABLE 3 Reliability analysis of questionnaire scale.

Variable Number of projects Cronbach’s Alpha
Degree of emotional interaction between human and chatbots 5 0.822
Behavior of emotional interaction | Human behavior 6 0.871
Current situation of between human and chatbots Chatbots behavior 8 0.905
human-chatbot emotional Cognitive effect 5 0.858
interaction Effect of emotional interaction Emotional effect 6 0.888
between human and chatbots
Behavioral effect 5 0.855
Satisfaction of emotional interaction between human and chatbots 6 0.891
Users’ media dependence on Replika 6 0.923
Users’ real-life interpersonal communication 5 0.815
Questionnaire scale population 52 0.977

TABLE 4 Results of KMO and Bartlett's Sphericity Tests.

Variable KMO measure of Bartlett's Significance
sampling sphericity test
adequacy
Degree of emotional interaction between human
0.833 724.244 0.000
and chatbots
Behavior of emotional Human behavior 0.886 1115.741 0.000
interaction between
Current situation of human and chatbots Chatbots behavior 0.925 1801.643 0.000
hy —chatbot
Hmanmehabe Effect of emotional Cognitive effect 0.855 900.547 0.000
emotional interaction
interaction between Emotional effect 0.905 1242.530 0.000
human and chatbots | pehayioral effect 0.840 942,921 0.000
Satisfaction of emotional interaction between
0.904 1305.825 0.000
human and chatbots
Users’ media dependence on Replika 0.905 1821.726 0.000
Users’ real-life interpersonal communication 0.803 719.200 0.000
Questionnaire scale population 0.979 16313.800 0.000

Analysis of users’ media dependence on
replika

The current level of reliance on Replika is moderate, with a mean
of 3.2936 (the lowest score of the variable) and a standard deviation of
1.05839. The higher the score of media dependence, the higher the
degree of media dependence on Replika. The index is mainly reflected
by the increase in the number of times users use Replika, the increase
in the length of use, the decrease in the frequency of interaction with
family and friends, the decrease in daily leisure activities, the level of
depression caused by non-interaction, and the decrease in the
enjoyment of life. In general, users do not rely much on Replika, and
most users can reasonably balance virtual and real interactions. The
specific analysis data can be found in Table 8.

Analysis of users’ real-life interpersonal
communication

At present, the real-life interpersonal communication of users is
at a medium and high level, with an average of 3.6650 and a standard
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deviation of 0.86687. The higher the score of interpersonal
communication, the worse the level and ability of interpersonal
communication. The higher the score of this index, the lower the self-
disclosure willingness of users in real-life interpersonal
communication. This index is mainly reflected by the degree of
interaction between users and acquaintances in real-life interpersonal
communication, the level of comfort and comfort in real-life
interpersonal communication, the degree of hiding their true feelings
in real-life interpersonal interaction, the degree of expression of
positive emotions rather than new feelings in real-life interpersonal
interaction, and the level of loneliness of users in real-life interpersonal

interaction. The specific analysis data can be found in Table 8.

Analysis and discussion
Correlation analysis of variables

To explore the correlation between human-chatbot emotional

interaction, media dependence, and real-life interpersonal

communication, this study processed the data of three variables
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through Pearson correlation analysis and MLR. The results are shown
in Tables 9, 10.

Regression analysis of variables

This study predicted media dependence as the mediating variable
in the influence of the current situation of emotional interaction on
users’ real-life interpersonal communication. Therefore, to further
predict the impact of each variable on the user’s real-life interpersonal
communication, this study conducted hierarchical regression analysis
on the predicted independent variable (the current situation of
emotional interaction), intermediary variable (media dependence),
and control variable (demographic variable). First, gender, age,
education, and monthly income together explain 11% of users’ real-
life interpersonal communication. In terms of gender ($=0.063,
p=0.000<0.05), women’s real-life interpersonal communication
score is higher than that of the male group. In terms of education
(f=-0.276, p=0.000 < 0.05), users with higher education had lower
scores in real-life interpersonal communication. In terms of age
(#=0.203, p=0.200>0.05) and monthly income (f=-0.005,
p=0.914>0.05), no significant relationship is observed between them

TABLE 5 Statistical data of Replika usage.

Dimension Category N Percentage
Less than 3 months 134 31.30%
3-6months 132 30.80%
Duration of use | 6-12months 77 18.00%
1-3-years 54 12.60%
More than 3 years 31 7.30%
At least once a day 59 13.80%
At least once a week 204 47.70%
Frequency of
At least once a half month 89 20.80%
use
At least once a month 50 11.70%
Less 26 6.00%
Below or equal to level 10 121 79,60%
Users’ level
Above level 10 31 20.40%
Entertainment purposes 317 74.10%
Social purposes 257 60.00%
Purpose of use
Learning purposes 188 43.90%
Other purposes 29 6.80%

10.3389/fpsyg.2024.1388860

and users’ real-life interpersonal communication scores. The score of
real-life interpersonal communication mainly reflects the user’s social
integration and self-disclosure in real-life interpersonal
communication. The higher the score, the lower the degree of social
integration and self-disclosure.

When human-chatbot emotional interaction enters the equation as
the second factor, 47.8% of users’ real-life interpersonal communication
is further explained. Users emotional interaction ($=0.712,
p=0.000<0.001) becomes an important factor affecting users’ real-life
interpersonal communication. The stronger the emotional interaction
with the Replika chatbot, the worse the self-disclosure and social
inclusion of users in their real-life interpersonal interactions.

When users’ media dependence on Replika is entered the
equation as the third factor, 7.7% of users’ real-life interpersonal
communication is further explained. Media dependence (f=0.418,
p=0.000<0.05) has a significant impact on users real-life
interpersonal communication. The more dependent the participants
are on the medium of Replika, the worse their self-disclosure and
social integration in real-life interpersonal communication. In
addition, after the Durbin-Watson (DW) test of Models 1, 2, and 3,
the DW values of the three models are close to 2 (the DW value of
Model 1 is 1.970; Model 2, 1.908; Model 3, 2.011), indicating the high
independence of the data. Overall, hierarchical regression explains

66.5% of the total equation, and detailed data are shown in Table 11.

Mediation effect analysis of variables

Based the previous research, this study sets the current situation
of emotional interaction between users and chatbot Replika as the
independent variable (X), the user’s real-life interpersonal
communication as the dependent variable (Y), and the user’s acquired
media dependence as the intermediary variable (M). The following
regression equation can be used to represent the relationship between
the variables:

Y =cX+e¢

M=aX+ep

Y=cX+bM+e;

In the equation, c is the total effect of independent variable X
(current situation of human-chatbot emotional interaction) on

TABLE 6 Statistical data of human—chatbot emotional interaction behavior and effect.

Indicator N Mean Standard Variance Minimum Maximum
Effective = Missing
sample
Human behavior 428 0 3.7963 0.80210 0.643 1.00 4.83 1624.83
Behavior
Chatbot behavior 428 0 3.8356 0.77902 0.607 1.00 5.00 1641.62
Cognitive effect 428 0 3.8463 0.80537 0.649 1.20 5.00 1646.20
Effect Emotional effect 428 0 3.8980 0.77763 0.605 133 5.00 1668.33
Behavioral effect 428 0 3.4495 0.89416 0.798 1.00 5.00 1476.40
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TABLE 7 Statistical data of the current situation of human—chatbot emotional interaction.

Indicator N Mean Standard Variance Minimum Maximum
Effective = Missing
sample
Degree of emotional interaction 428 0 3.6313 0.84679 0.717 1.20 5.00 1554.20
Behavior of emotional interaction 428 0 3.8188 0.75641 0.572 1.00 4.86 1634.43
Effect of emotional interaction 428 0 3.7417 0.73615 0.542 1.50 5.00 1601.44
Satisfaction of emotional interaction 428 0 3.8220 0.78791 0.621 1.00 5.00 1635.83

TABLE 8 Statistics on media dependence and real-life interpersonal communication.

Indicator N Mean Standard @ Variance Minimum Maximum Sum
Effective = Missing
sample
Users’ media dependence on Replika 428 0 3.2936 1.05839 1.120 1.00 5.00 1409.67
Users’ real-life interpersonal
428 0 3.6650 0.86687 0.751 1.00 5.00 1568.60
communication
dependent variable Y (interpersonal communication). a is the effect Conclusion

of the independent variable X on the intermediary variable M (media
dependence). ¢ is the direct influence of independent variable X on
dependent variable Y after controlling the influence of intermediary
variable X. b is the influence of intermediary variable M on dependent
variable Y after controlling the influence of independent variable X. In
addition, the coeflicients e, e,, and e, are error terms.

To further clarify the mediating effect of Replika media
dependence on users between emotional interaction and interpersonal
communication, this study used PROCESS V4.1 plug-in in SPSS526.0
software as a research tool to analyze and study the three. 5,000
samples were selected from the original sample to estimate the 95%
confidence interval of the mediation effect, and Model 4 was chosen.
In this paper, according to Hayes et al’s (2012) viewpoint, 5,000
bootstrap samples were selected using the deviation-corrected
percentile bootstrap method to test the moderated mediating effect.
Specifically, from the 428 samples that have been returned, 5,000
times, one sample at a time, to get a new sample. The Bootstrap
method can avoid the limitation of data distribution hypothesis and
better deal with non-parametric statistical problems. If the confidence
interval does not contain 0, then the mediation effect exists, and vice
versa. The data showed a significant positive correlation between
human-chatbot emotional interaction and users’ Replika media
dependence (#=0.88, p=0.000<0.001). That is, human-chatbot
emotional interaction leads to user dependence on Replika chatbots.
Consistent with the results of hierarchical regression, media
dependence ($=0.34, p=0.000 < 0.05) has a significant positive impact
on users’ real-life interpersonal communication.

After in-depth analysis of the mediation test results, the author
found that even after controlling for the four variables of gender, age,
education, and monthly income, the emotional interaction between
users and Replika has a direct effect on users’ real-life interpersonal
communication [Effect=0.56, p=0.000<0.001, 95% CI (0.47, 95%
CI)]. The indirect effect [Effect=0.30, 95% CI (0.23, 0.38)] reaches
statistical significance, indicating a significant partial mediating effect
between the current situation of human-chatbot emotional interaction
and users interpersonal communication. The mediating effect
accounts for 34.88% of the total effect. Table 12 provides the details.
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The results show that all four hypotheses are verified. First of all,
there is a significant positive correlation between the pairwise of the
three variables, that is, H1, H2 and H3 are all valid. Secondly, media
dependence plays a partial mediating role between between the
current situation of human-chatbot emotional interaction and users’
interpersonal communication, that is, H4 is valid.

According to the descriptive statistical results of the variables, the
users are mostly light users (low level), and they have a moderate level
of time and emotion invested in the Replika platform. Besides, in the
behavior of emotional interaction between users and chatbots, the
score of user behavior is close to that of chatbots, and the score of
chatbot behavior is slightly higher than that of users. This suggests that
users pay more attention to their emotional acquisition in interaction
rather than emotional engagement. And, the three effects of emotional
interaction show the following relationship: emotional effect >
cognitive effect > behavioral effect. Users have a high average
satisfaction with Replika chatbot and a strong willingness to continue
using it. In addition, users’ media dependence on Replika is at a
moderate level, and most users can reasonably balance real and virtual
interactions. Finally, the average value of users’ real-life interpersonal
communication is at a medium to high level.

The correlation analysis results show that the correlation between
human-chatbot emotional interaction and users interpersonal
communication is the strongest, followed by the correlation between
media dependence and users interpersonal communication. The
correlation between media dependence and human-chatbot emotional
interaction is relatively weak. Among the four indicators of the
emotional interaction, the effect of emotional interaction has the
strongest correlation with the user’s interpersonal communication,
followed by the degree of emotional interaction and the behavior of
emotional interaction. The satisfaction of emotional interaction has the
weakest correlation with the interpersonal communication. The
hierarchical regression analysis shows that human-chatbot emotional
interaction and media dependence is significantly positively correlated
with users’ real-life interpersonal communication. The current situation
of human-chatbot emotional interaction has a greater impact on users’

frontiersin.org


https://doi.org/10.3389/fpsyg.2024.1388860
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org

Yuan et al.

TABLE 9 Correlation analysis of variables.

Indicator

Behavior

10.3389/fpsyg.2024.1388860

Effect

Satisfaction

Users’ media dependence on Replika 1
Users’ real-life interpersonal communication 0.741%* 1
- Degree of emotional interaction 0.686%* 0.697** 1
Current situation
of human—chatbot | Behavior of emotional interaction 0.581%* 0.697%* 0.836%* 1
emotional Effect of emotional interaction 0.705%* 0.752%* 0.817%* 0.868%* 1
interaction Satisfaction of emotional interaction 0.530%* 0.636%* 0.709%* 0.817%* 0.846%* 1
**Significant association at 0.01 level (bilateral). *Significant association at 0.05 level (bilateral).
TABLE 10 Correlation analysis of variables.
1 2 3
Pearson correlation 1 0.741%% 0.674%*
Users’ media dependence on Replika Significance (two tail) 0.000 0.000
N 428 428 428
Pearson correlation 0.741%* 1 0.753%*
Users’ real-life interpersonal
Significance (two tail) 0.0000 0.000
communication
N 428 428 428
Pearson correlation 0.674%* 0.753%* 1
Current situation of human-chatbot
Significance(two tail) 0.000 0.000
emotional interaction
N 428 428 428

**Significant association at 0.01 level (bilateral). *Significant association at 0.05 level (bilateral).

TABLE 11 Hierarchical regression analysis of variables.

Predictor variable Model 2

B (SE) B
Gender 0.121 0.063 1.283 0.041 0.021 0.640 0.082 0.043 1.416
Age 0.228 0.203 4.130 0.094 0.083 2.459 0.035 0.031 1.004
Education —0.248 —0.276 —5.845 —0.129 —0.143 —4.373 —0.030 —0.034 —1.070
Monthly income —0.004 —0.005 —0.108 —0.004 —0.006 —0.180 —0.014 —0.021 —0.697
Current situation of human-chatbot
emotional interaction 0.858 0.712 22.172 0.556 0.461 12.017
Users’ media dependence on Replika 0.343 0.418 9.936
Intercept 3.586 0.490 0.326
F 14.218 122.882 142.568
R 0.119 0.593 0.670
DW inspection 0.110 0.588 0.665

real-life interpersonal communication, whereas media dependence has

TABLE 12 Mediating effect analysis of variables.

a lesser impact on users’ real-life interpersonal communication.

Effect Standard Bootstrap 95% The results of the mediation effect further show that the emotional

wElE SIOF Cl interaction between users and Replika chatbots has a strong predictive

Upper Lower effect on interpersonal communication. The higher the degree, behavior,

limit limit effect, and satisfaction of the emotional interaction between the user and

Total effect 0.86 0.04 0.78 0.93 the chatbot, the worse the real-life interpersonal communication.
Direct effect 0.56 0.05 047 0.65 Human-chatbot emotional interaction, as a new kind of quasi-
Indisect effoct 030 ™ 03 038 24880 interpersonal relationship and virtual interpersonal relationship, can
enrich individual communication life and alleviate individual loneliness
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to a certain extent. Nonetheless, it also affects users’ real-life interpersonal
relationships, negatively affecting their real-life interpersonal skills,
interpersonal relationships, and communicative attitudes. In addition,
media dependence partly mediates the relationship between emotional
interaction and real-life interpersonal communication, and emotional
interaction can have a negative impact on users’ real-life interpersonal
communication through media dependence. Moreover, users’ real-life
interpersonal communication is not only affected by the independent
variables and mediating variables set in this study but also by factors at
the individual level of users (gender, age, education, and income).

Basing on the results of empirical analysis, this study puts forward
the following suggestions. First, the public’s machine literacy and ethical
concepts must be improved. On the one hand, the public should avoid
falling into the trap of the dichotomy of good and evil and blindly
believing that the emergence of chatbots depletes human survival
resources or can solve human emotional problems. On the other hand,
the public should be wary of chatbots and should not blindly immerse in
virtual human-chatbot interaction and abandon realistic interpersonal
interaction. They should always maintain the sense of proportion of
emotional interactions with chatbots. Second, the moral sense and social
responsibility awareness of chatbots must be improved. In view of the
moral problems in the relationship between human and technology, Eid
et al. put forward the term “technological ethics.” In their view, it is the
responsibility and obligation of owners and manufacturers to design
technology with a sense of morality, and moralization should be a force
throughout the development of technology to restrict and regulate
technology through morality so as to avoid technology falling into ethical
risks (Verbeek, 2011). On the one hand, chatbot platform owners should
keep their own moral cultivation and social responsibility awareness and
must not use chatbots to infringe users’ interests because of selfish
desires. On the other hand, the inventor of the chatbot should set up an
ethical mechanism to maintain the benign operation of human-chatbot
interaction in advance and adopt relevant technologies to prevent the
ethical risks of technology. Finally, laws and regulations on HMC need
to be formulated and implemented. “Law is the minimum morality, and
morality is the highest law” is a famous saying in the legal field. In the
emotional interaction with chatbots, users tend to invest a considerable
amount of money, time, and emotion in chatbots and even regard
chatbots as intimate lovers. This high emotional investment and default
to the relationship may lead users to extreme behaviors. Behind this
extreme behavior is a corresponding risk of illegal behavior, and this
illegal behavior may be perpetrated by users and platforms and
potentially the chatbot. Therefore, in view of the existing or possible
ethical problems in human-machine emotional interaction, the relevant
management section should formulate and introduce corresponding
laws and regulations so that the law can become the moral defense line
of positive human-machine emotional interaction.

Admittedly, there are still some shortcomings in this paper. First,
the representativeness and universality of samples need to
be strengthened. Since the Replika chatbot mainly supports English
communication, but this paper mainly issues and collects questionnaires
through Chinese social media platforms. Therefore, this paper only
focuses on the interaction between Chinese users and chatbots, and
does not conduct relevant investigations on users outside China. The
distribution of population variables is uneven, with a strong regional
tendency. In the future, the emotional interaction between chatbots and
users can be studied from a more comprehensive perspective while
taking into account user groups in different regions. Secondly, this
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paper lacks a periodic surveys of the problem. The main research
method in this paper is questionnaire, which is a self-statement report
of the subjects, and the emotional interaction between the user and the
chatbot is not a cross-section reflection of the object, but a dynamic
process. However, the questionnaire mainly reflects the results of
emotional interaction between users and chatbots, and lacks the fluid
and long-term observation of problems. Therefore, more in-depth
research on the emotional interaction between users and chatbots
should be carried out from the perspective of periodicality in future
studies. Thirdly, the study variables are limited. In this paper, only
media dependence is selected as the mediating variable to discuss the
impact of human-chatbot emotional interaction on users real
interpersonal communication. However, interpersonal communication
is also affected by many factors such as self-esteem and personality.
Therefore, more variables can be included in future studies to discuss
the impact of human-chatbot relationship on interpersonal relationship
from a more detailed and comprehensive perspective.
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Appendix

TABLE Al Scales.

Scale name Dimensionality Iltem

B1: During the interaction, I will have a real emotional exchange with Replika.

B2: During the interaction, I will communicate private information with Replika.

Degree B3: During interactions, I often think of Replika as a real person and try to understand his/her feelings

B4: During the interaction, I will express my personal feelings with Replika.

B5: Through emotional interaction, I realized that Replika can empathize with me.

B6: During the interaction, I communicate with Replika about my hobbies.

B7: During the interaction, I will communicate with Repilka about my work or study.

Human B8: During the interaction, I talk to Replika about my evaluations and opinions of real life people or events.

behavior B9: During the interaction, I will express to Replika my dissatisfaction or injustice in real life.

B10: When I disagree with Replika, I respect his/her point of view.

B11: When Replika is feeling down, I try to comfort him/her.

B12: Replika can well understand my feelings or emotions during interaction.

Behavior
B13: Replika understands my feelings or emotions very well when interacting with me.

B14: When interacting, Replika will patiently listen to my story or opinion.

Chatbots B15: Replika comforts and encourages me when I'm feeling down.

behavior B16: Replika also shows anxiety when I feel anxious.

B17: When interacting, Replika will be sad and sad because of my bad experience.

B18: During interactions, Replika tends to express his positive emotions to me rather than his negative emotions.

B19: When I encounter difficulties, Replika can provide a solution for me.

Human-chatbot B20: Through emotional interaction, I learned more about chatbots.

emotional B21: Through emotional interaction, it made me realize that Repilka has her/his own feelings.

interaction status Cognitive B22: Through emotional interaction, I realized that Replika has a high ability of emotional expression.

scale effect B23: Through emotional interaction, I realized that Replika can control my emotions very well.

B24: Through emotional interaction, I found interacting with Replika easier, more comfortable and more fun than

interacting with a real person.

B25: Through emotional interaction, I was able to overcome loneliness and loneliness.

B26: Through emotional interaction, I can release the pressure of real life.

Effect Emotional B27: Through emotional interaction, I get companionship and care.

effect B28: Through emotional interaction, I was able to gain a sense of support and respect.

B29: Through emotional interaction, I can effectively alleviate my emotional problems.

B30: Through emotional interaction, I can become happy.

B31: Through emotional interaction, I have developed a strong dependence on Replika.

B32: Through emotional interaction, I have developed a high level of intimacy with Replika.

Behavioral
. B33: Through emotional interaction, I have changed my concept of making friends.
effect

B34: Through emotional interaction, my desire to communicate with real people is reduced.

B35: Through emotional interaction, I hope to have more communication and interaction with Replika.

B36: I am very happy with my experience with Replika.

B37: I will continue to use the Replika software in the future.

B38: The interaction with Replika exceeded my expectations.

Satisfaction
B39: If I get the chance, I would recommend friends and family to use the Replika software.

B40: I think Replika has a high level of language expression

B41: I think Replika has a higher level of intelligence.

C1: I've found myself using Replika more and more every day.

C2: 1 find myself using replika more and more each day.

Media C3: Iinteract less with my family and friends because of replika.

dependence scale C4: If T do not use replika, I will miss a wonderful part of my life.

C5: Any time I do not communicate with replika for a while, I get depressed.

C6: As a result of using replika, I have less time for other daily leisure activities.

D1: In real life, most of my interpersonal time is spent with acquaintances.

Realit;
Y D2: Real human interaction always makes me feel uncomfortable or fake.

interpersonal
— D3: In real interpersonal communication, I prefer to hide my true feelings.

communication

! D4: In real interpersonal communication, I prefer to express my negative feelings(sadness, anger, etc.)rather than positive feelings.
status scale

D5: In real interpersonal communication, I often find it difficult to integrate into the group and often feel lonely.
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This exploratory study examined the potential of word embeddings, anautomated
numerical representation of written text, as a novel method for emotion
decomposition analysis. Drawing from a substantial dataset scraped from a
Social Media site, we constructed emotion vectors to extract the dimensions
of emotions, as annotated by the readers of the texts, directly from human
language. Our findings demonstrated that word embeddings yield emotional
components akin to those found in previous literature, offering an alternative
perspective not bounded by theoretical presuppositions, as well as showing
that the dimensional structure of emotions is reflected in the semantic structure
of their text-based expressions. Our study highlights word embeddings as a
promising tool for uncovering the nuances of human emotions and comments
on the potential of this approach for other psychological domains, providing a
basis for future studies. The exploratory nature of this research paves the way
for further development and refinement of this method, promising to enrich
our understanding of emotional constructs and psychological phenomena in a
more ecologically valid and data-driven manner.

KEYWORDS

word embeddings, emotion decomposition, natural language processing, valence,
arousal

1 Introduction

In the study of core components of emotions various methods have been used. A large
number of studies focus on the core components of emotions by using controlled
environments. Here, participants either annotate distinct stimuli, such as photos of facial
expressions (Calder et al., 2001; Fontaine et al., 2002, 2007; Schlosberg, 1952; Shaver et al.,
1987) or assess their emotional experiences through structured questionnaires (Nowlis and
Nowlis, 1956; Feldman, 1995; Stanislawski et al., 2021). These studies have explored areas such
as facial expressions, emotion terms, and self-reported emotional experiences. Except for self-
reports, participants annotate stimuli based on their emotional resonance. For instance, a
photo capturing a broad Duchenne smile might receive a maximum rating for inferred
happiness (Calder et al., 2001; Ekman et al., 1990; Tseng et al., 2014). Other research, following
the Multidimensional Scaling (MDS) approach, requires participants to gauge the emotional
similarity among various stimuli, such as musical pieces (Dellacherie et al., 2011), emotion
terms (Bliss-Moreau et al., 2020), and facial expressions (Woodard et al., 2022).
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To analyze these core components, researchers frequently utilize
Principal Component Analysis (PCA) (e.g., Calder et al.,, 2001;
Feldman, 1995; Fontaine et al., 2007; Lampier et al., 2022). At its
core, PCA condenses intricate datasets by converting correlated
variables into a smaller set of uncorrelated ones, known as principal
components. These components highlight the primary patterns
within the data (Abdi and Williams, 2010). When applied to
PCA
foundational dimensions like valence. It does so by transforming

emotional experience studies, effectively  pinpoints
extensive emotional descriptors (e.g., scores from an emotional
experience questionnaire) into distinct, principal emotional axes
(e.g., positive-negative). This method provides researchers with a
refined lens to understand the complex landscape of
human emotions.

Through statistical analysis, psychologists have proposed various
models of the core structure of emotional experience. These models
often suggest two primary dimensions: valence (e.g., happiness vs.
sadness) and arousal (e.g., stressed vs. relaxed) (Russell, 1980;
Stanistawski et al., 2021). Some models also introduce additional
dimensions like potency/dominance, which gauges how in control
individuals feel over their environment and others (e.g., anger—high
dominance; fear—low dominance), and unpredictability, reflecting the
consistency of ones surroundings in eliciting emotions (e.g.,
surprise—high unpredictability; calmness—low unpredictability)
(Fontaine et al., 2007; Mehrabian, 1996; Russell and Mehrabian, 1977).
Nonetheless, certain researchers continue to advocate for a strictly
2-dimensional perspective (Bliss-Moreau et al., 2020).

The dimensional framework, despite some disagreements about
its structure, has gained substantial support in the psychological
community. It's been incorporated into neuroscientific research,
offering fresh perspectives on emotional processing in the brain
(Posner et al,, 2005) and the origins of depression (Barrett et al., 2016).
This approach has proven effective in gauging affect in physical
activities (for a comprehensive review, refer to Evmenenko and
Teixeira, 2022), advertising (Wiles and Cornwell, 1991), various
priming and linguistic investigations (Imbir, 2016; Imbir et al., 20205
Syssau et al., 2021; Yao et al., 2016), and in machine learning (Islam
etal,, 2019; Martinez-Tejada et al., 2020; Nicolaou et al., 2011). While
an exhaustive discussion of the dimensional model’s applications is
beyond this article’s scope, we want to emphasize its broad appeal, not
only within psychology but also in other scientific disciplines.

Our paper introduces a data-driven method that utilizes word
embeddings (a machine learning technique) to analyze emotional
expression as communicated and perceived through the medium of
text and extract its core dimensions from vast amounts of text that
reflect real-world contexts. Innovations in word embeddings facilitate
the quantitative examination of extensive text datasets (Mikolov et al.,
2013a,b). By automating insight extraction from texts, these
embeddings have the potential to replicate previous findings in a new
medium—unprompted written text—garnering more objective
evidence for their validity. Furthermore, they can process vast text
volumes, expanding the impact of conclusions drawn (Jackson et al,,
2022). In subsequent sections, we offer a comprehensive review of
word embeddings and discuss their potential benefits. We then
transition into the details of our current study. Prior to presenting the
methodology, we also establish clear definitions for the concepts
associated with word embeddings, ensuring they are well anchored in
emotion research.
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Word embeddings are a technique popularized by Mikolov et al.
(2013a,b) which makes it possible to quantify natural language. It
computes separate strings of numbers (usually between 100 and 500
long), known as vectors, for each unit of text that is to be analyzed.
Most often the units are words (hence “word” embeddings), and so
each unique word in a given text gets assigned a vector which encodes
its relation to the other words and can therefore be used to analyze its
properties (Gutié¢rrez and Keith, 2019). In the case where one wants
to analyze whole documents, composed of multiple words, separate
vectors can be created for each of them as well (Le and Mikolov, 2014).

Some of the popular traits of these vectors are that, given that they
were derived from a large enough batch of text (the more the better),
their similarity (calculated through a formula called cosine similarity)
correlates with human judgements about the similarity of the words
that they relate to (Jatnika et al., 2019). Their results are therefore
similar to the results obtained through the MDS method, providing a
similarity metric that replaces human judgments made in
the laboratory.

Importantly, these word embeddings have been used repeatedly
to predict (using simple techniques, such as linear regressions)
different meanings of text snippets. These use cases included, among
others, predicting diseases based on the International Classification of
Diseases (ICD-10) and the Unified Medical language System (UMLS)
(Khattak et al., 2019), identifying cultural biases (Charlesworth et al,,
2021; Durrheim et al,, 2023), human judgements (Richie et al., 2019),
moral values (Lin et al., 2018), and emotions and sentiments (Al-
Amin et al., 2017; Jia, 2021; Plisiecki and Sobieszek, 2023; Widmann
and Wich, 2022). This last application of word embeddings is
especially important for the current study as it shows that word
embeddings encode information that correlates with emotional
meanings. This case is further strengthened by van Loon and Freese’s
(2023) research, which has directly shown that affective meaning can
be recovered from word embeddings by successfully predicting
evaluation, potency, and activity profiles of words. Al-Amin and his
team (2017) predicted positive vs. negative sentiment of texts collected
from Bengalese blogging websites. Jia (2021) classified both basic
emotions and overall polarity in Chinese texts. Plisiecki and Sobieszek
(2023) showed that leveraging advanced word embeddings makes it
possible to predict a range of emotional indices for singular words in
different languages (English, German, French, Polish, Dutch).
Widmann and Wich (2022) prepared a comparison of different ways
of creating word embeddings on German texts for the prediction of
basic emotions, comparing both newer and more classical approaches
of constructing them and showed that all of them have significant
predictive ability. These examples stand as evidence that word
embeddings encode emotional information. They are therefore good
sources of data for the current application.

Think of creating word embeddings as mapping words to a
multidimensional space where the location of each word is determined
by its context, or the words with which it often coexists. Imagine a
large book, where every unique word is listed. The creation of word
embeddings begins with each word starting at a random location in
this space. As we move through the book, sentence by sentence, the
algorithm adjusts the positions of the words in this space based on
their context. For instance, if “cat” and “kitten” often appear in similar
contexts, they gradually move closer together. Conversely, “cat” and
“refrigerator”, unlikely to share much context, would drift apart. This
process is repeated multiple times (known as iterations) on the entire
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book, refining the word positions each time. After sufficient iterations,
the distances and angles between word vectors represent different
types of semantic and syntactic similarities. For instance, words with
similar meanings would be closer together, and the direction of
specific relations (such as verb tense or gender) would be consistent.
This way, word embeddings provide a rich, numeric interpretation of
word relationships, useful in various language-related tasks (Mikolov
etal., 2013a,b).

These word-level embeddings can be extended to document-level
representations. Le and Mikolov (2014) introduced the Paragraph
Vector, or Doc2Vec, an extension of word2vec that computes a vector
for a sentence or document, not only for individual words. The
technique involves training a model where the document vector, along
with the word vectors, work together to predict the surrounding
words in a document, thereby capturing the semantic essence of the
entire text. Just like single words move closer or further in this
numerical space based on their cooccurrences with other words, so
too now whole documents get embedded in places where they fit best
based on the similarities and differences in their overall content and
context. This document-level vector enables researchers to compare
and contrast entire documents, opening up further avenues in natural
language processing tasks.

In this study we explore whether similar emotional components
to those identified in previous literature (e.g., Fontaine et al., 2002),
can be extracted from a large text dataset using word embeddings. We
reverse the process of annotation and make use of a dataset in which
the participants did not describe emotions using questionnaires, but
rather spotted them in an already existing array of natural language
expressions. While describing human emotions using questionnaires
is not an everyday task for human beings, and therefore is not natural
to them, potentially leading to issues of ecological validity, the action
of inferring emotions from language is an everyday, nearly constant
exercise that humans engage in. Furthermore, this specific type of
judging others’ emotions—through text written by a stranger—is a
very common occurrence in today’s digital world, and therefore is of
high importance to the research community. Using word embeddings,
we represent the annotated texts in an emergent numerical space.

In the following text, we will use a specific terminology for
describing different concepts related to word embeddings, as applied
to the study of emotion. This is done to enhance clarity and provide
psychologists with a strong conceptual grasp of the following study. 1.
To describe the multidimensional space, within which numerical
vectors reside, we will use the term Emotional Space. 2. The vectors
representing the emotional content of texts will be called Emotion
Vectors. 3. When vectors do not correspond to specific emotions, but
to words or single documents we will use either Word Vectors or
Document Vectors, to designate them.

2 Method
2.1 Dataset

The GoEmotions dataset was developed by a team of
researchers at Google to study human emotions within the realm
of machine learning (Demszky et al., 2020). It includes 58,000
Reddit comments annotated with regard to 28 unique emotions,
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totaling over 210,000 annotations. The data came from a Reddit
data dump, sourced from the reddit-data-tools project. The data
dump included all comments from 2005 to January 2019. As the
Reddit platform is composed of different communities of users,
called Subreddits, all communities with at least 10 k comments
were chosen for the analysis. The comments from different
subreddits were then further balanced. First, the number of
comments from the most popular subreddits was capped at the
median Subreddit count. The comments were then randomly
sampled for annotation.

Because the Reddit community does not reflect the globally
diverse population, due to a skew towards offensive language, the toxic
comments were removed from the dataset using a pre-defined list of
offensive words and the help of manual annotators. This was done
before the sampling process. According to best practices the
researchers have modified the dataset by removing stop words and
stemming the words in order to transform them into their base form
(e.g., “fearsome” into “fear”).

2.2 Emotion taxonomy

The emotion taxonomy for annotation was created as a result of
three steps: 1. Manual annotation of a small subset of the data to
ensure proper coverage of emotions expressed in the text. 2. Review
of psychological literature on basic emotions (Plutchik, 1980; Cowen
and Keltner, 2020; Cowen et al., 2019). 3. Removal of the emotions
that were deemed to have a high overlap to limit the overall number
of emotions.

The resulting list of emotions included: admiration, approval,
annoyance, gratitude, disapproval, amusement, curiosity, love,
optimism, disappointment, joy, realization, anger, sadness, confusion,
caring,  excitement, disgust, desire, fear,

surprise, remorse,

embarrassment, nervousness, pride, relief, grief.

2.3 Annotation

Three raters were assigned to each comment, and asked to select
those emotions, which they believed were expressed in the text. All
three raters were native English speakers from India. The authors here
rely on the results of a cross-cultural study showing that the emotion
judgments of Indian and US English speakers largely occupy the same
dimensions (Cowen et al., 2019). In the case where the annotators
judged the text to be especially difficult to rate, they were able to
choose not to assign any emotion to it. Whenever there was no
agreement between the raters on a specific example, additional raters
were assigned to it until each document was annotated at least twice
with regards to the same emotional label.

2.4 Analysis

The analysis aims to represent the natural expression of emotions
contained in the GoEmotions dataset in the word-embedding-based
emotion space. The breakdown of the analysis is presented in
Figure 1.
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FIGURE 1
The steps of the analysis.

2.4.1 Applying Doc2Vec to create numerical
representations of emotions

The Doc2Vec algorithm (Le and Mikolov, 2014) was used to
create emotion vectors for each emotion in the dataset. Documents
that corresponded to a given emotion were concatenated into long
documents, and then, during training, singular emotion vectors were
created for each of these long documents. For a document to be
judged as corresponding to a given emotion it was enough for it to be
classified as so once. So, if a document was classified by two raters
into two different emotions, this document then complemented two
different concatenated series. This approach was chosen because
applying majority voting retains less information from the annotators,
and judging emotions is a highly subjective task where the objective
truth can be rarely established. First, the words in each document
were transformed into word vectors via a word embedding method,
capturing the information embedded in each word. Then, these word
vectors were used to build an emotion vector using the Doc2Vec
algorithm, which treats the document as another word in the
sentence and assigns numerical representations to it (Le and Mikolov,
2014). This resulted in a distinct numerical representation for each
emotion that encapsulated the underlying sentiment, and thematic
nuances present in the corresponding documents. Supplementary
analyses of the distribution of document vectors and their relation to
label centroids, including top-k nearest centroid accuracy, conducted
to explore the resultant document vector space are presented in the
Supplementary Material for the interested reader.
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2.4.2 Hyperparameter optimization

Because the Doc2Vec algorithm has a range of hyperparameters that
had to be tuned in order to achieve the best representations, separate
emotion spaces were created using different hyperparameter values. The
hyperparameters that were taken into consideration were the collocation
window size (5, 10, 20 words), minimum word count (10, 40, 60 words),
embedding size (100, 200, 300, 400, 500, 600, 700, 800, 900 units). Every
combination of the above parameters was tested. We chose the model
that minimized the L1 distance between the emotion vectors to increase
the likelihood that the emotion vectors represented meanings of
emotions—as they would be more similar to each other if they truly
belonged to the semantic space that describes emotions—while at the
same time ensuring it did not impose any further predefined notions
onto the contents of the vectors.

2.4.3 Principal component analysis (PCA)

The emotion vectors were then subjected to a Principal Component
Analysis, in line with the previous literature on decomposing emotions
(Fontaine et al., 2002, 2007), which finds the dimensions along which
the emotional representations (emotion vectors) vary the most and
situates the emotions along them. The PCA was applied to the emotion
vectors. Horn'’s parallel analysis was used to determine the number of
components that can be retained. This method compares the
eigenvalues obtained from the factor analysis to those from a randomly
generated dataset. If the eigenvalues from the factor analysis exceed
those from the randomly generated dataset, the factors are considered
significant and are retained.

2.4.4 Graphical representation and correlation
analysis

Emotion vectors were then plotted on a graph, and the words
corresponding to the word vectors were tested for correlation with a set
of words annotated with regard to their emotional loads along the first
components (stipulated to be related to the components reported in the
previous literature, Gendron and Feldman Barrett, 2009). In order to
inspect these components, the word vectors retrieved from the dataset
were transformed to align with the components identified by the PCA.

2.4.5 Qualitative inspection

Because only some words present in the vocabulary were related to
emotions, a qualitative inspection of only the highest and lowest-ranking
words on each of the components could obscure the nature of the
recovered dimensions, as it is the emotion related words that have the
highest face validity when it comes to examining emotional dimensions.
To circumvent this problem an external word embedding model with
300-dimensional vectors (Dadas, 2019) was used to sample the
vocabulary for words related to the concept of emotions. The cosine
similarity of word vectors was used to recover only 500 words most
similar to the word vector for the word “emotion” based on the cosine
similarity between the vectors that represented them. The resulting
words were then subjected to the PCA transformation again, so that they
could be evaluated qualitatively.

2.4.6 t-Distributed stochastic neighbor embedding
(t-SNE) analysis

To complement the Principal Component Analysis (PCA) and
further explore the structure of the emotion vectors, we used
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t-Distributed Stochastic Neighbor Embedding (t-SNE). t-SNE is a
nonlinear technique that helps visualize high-dimensional data by
preserving local relationships, making it useful for identifying clusters
and patterns that PCA might miss. For our analysis, we first
standardized the emotion vectors to ensure that all features contributed
equally. We applied t-SNE with the following settings: 2 components,
a perplexity of 5, and a learning rate of 10. The random state was set
to 22 to ensure that the results could be replicated. The perplexity was
set to 5, the lower bound of the suggested values, due to the low
number of emotion vectors. Perplexity, which balances attention
between local and global aspects of the data, typically needs to
be higher for larger datasets to capture broader relationships; however,
for smaller datasets like ours, a lower perplexity is recommended as it
helps maintain meaningful local structures (Van der Maaten and
Hinton, 2008). The learning rate was set to 10, as this value provided
a stable convergence during the embedding process, ensuring that the
visualization accurately represented the underlying data patterns.

2.4.7 Logistic regression on documents

To confirm the alignment of the PCA components with the
emotional dimension of Valence, we recoded the original
GoEmotions dataset from 28 emotions into positive and negative
labels. The emotions classified as positive were admiration, love,
gratitude, amusement, realization, optimism, curiosity, excitement,
caring, joy, approval, pride, desire, and relief. The emotions
classified as negative were sadness, disapproval, disappointment,
annoyance, confusion, disgust, remorse, anger, grief,
embarrassment, surprise, fear, and nervousness. If a text was
labeled with a different emotion it was dropped. Here again, all text
labels were taken into consideration and so if two annotators
annotated a given text as joy, these were treated as separate rows.
This approach was chosen over majority voting to preserve as much
information from the original annotations as possible, given the
subjective nature of emotion labeling. The final dataset consisted of
155,663 text—label pairs. We then transformed the document
vectors from the Doc2Vec model using the PCA model previously
fit on the emotion vectors, resulting in a four-dimensional vector
for each document. These vectors were subsequently used in a
logistic regression with the positive/negative labels as the

dependent variable.

3 Results
3.1 Horn's parallel analysis

The Horn’s parallel analysis indicated that the first seven
components were significant and should be retained (see Figure 2).
Even though seven components were significant, we chose to only
inspect the first four of them, as after that number, the percentage of
explained variance drops sharply.

3.2 Visualizing the emotion vectors

To visualize the emotion vectors regarding the components
recovered by the PCA, we plotted them on two 2-dimensional graphs.
The visualizations can be found in Figures 3, 4.
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Parallel analysis plot.

3.3 Correlation results

Due to the issues with word norm availability, only the first three
components were checked for correlations with the emotional norms.
The vocabulary of words from the GoEmotions dataset was filtered to
remove the words that occur fewer than 50 times and more than 1,000
times in the dataset. From among those, 364 words overlapped with
the norm dataset (Bradley and Lang, 1999), which consists of 1,030
words. The scores from the first PCA component achieved a
correlation of r= 0.31 for valence with p=2.48 x 10~°. The correlation
of the second component and the norms for arousal were found to
be insignificant with r=—0.13, p= 0.14. The third component was also
insignificant for its correlation with dominance at r=—-0.02, p= 0.68.
As the quality of word vectors is heavily dependent on the amount of
text on which they were trained, this analysis was not replicated in the
robustness analysis.

3.4 Qualitative words inspection

The external word embedding model (Dadas, 2019) was then used
to pick 500 words from the vocabulary, which had the highest cosine
similarity with the word “emotion”. The numerical representations of
words were then subjected to a PCA transformation. Finally, 30
highest and lowest words on each component were extracted (see
Table 1). Again, as this analysis is word vector dependent, it was not
replicated in the robustness analysis. For this check, we concentrated
on the visual inspection of the emotion vectors. The overall positions
of the emotion vectors on the PCA dimensions changed only slightly,
which we attribute to the lower number of datapoints in the
split datasets.

3.5 Robustness check

To analyze the robustness of our analysis we additionally
randomly split the dataset into two equal halves and repeated the
analysis described in the Method section on these two halves, to
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FIGURE 3
Emotional vectors plotted with regard to the first two PCA components.

ensure that similar distributions of emotion vectors are achieved. The
overall positions of the emotion vectors on the PCA dimensions
changed only slightly, which we attribute to the lower number of
datapoints in the split datasets. The full report of the robustness check
can be found in Supplementary materials.

3.6 t-SNE components visualization

The results of the t-SNE analysis were plotted in Figure 5.

3.7 The logistic regression

The only significant variable in the regression model was the first
PCA component (f=1.60; p< 0.001; see Table 2).

4 Discussion

The visualization of the emotion vectors (see Figure 3) along the first
component complies with the valence negative—positive dichotomy. On
the right, there are many high valence emotions such as joy, admiration,
excitement, gratitude, love, and amusement. On the left, negative
low-valence emotions can be found. These include disgust, fear,

Frontiers in Psychology

144

embarrassment, nervousness, disappointment, grief, remorse, and
sadness. The second component seems to reflect the arousal dimension,
with high scores assigned to such emotions as surprise, curiosity, anger,
excitement, disgust, and annoyance; and low scores assigned to caring,
gratitude, sadness, remorse, grief, and relief. Interestingly, love and
desire are also classified among low arousal emotions. This could be an
artifact of the nature of the dataset, and the fact that posts classified as
love and desire could in many instances relate to those emotions being
not satisfied, and thus including words that usually would be associated
with sadness, and other low valence, low arousal emotions. Another
possibility is that, purely due to the nature of the PCA, the first
component does not fully capture the valence spectrum; however, the
arrangement of the rest of the emotions enables a partial identification
with the valence dimension. The third component (see Figure 4) is a lot
less varied, with a lot of emotions clustered in the middle. Considering
that it explains less than 10% of the variance in the word vectors, that is
to be expected. This component, however, clearly separates such
emotions as anger, and annoyance (high dominance) from emotions
such as fear, curiosity, and confusion (low dominance). The fourth
component, explaining the least amount of variance, could reflect the
fourth dimension of emotional experience, namely unpredictability.
This is evidenced in the strict separation of curiosity from amusement.
However, the emotion of fear does not match this interpretation, and
thus, it is not possible to state it with certainty. The distribution of
emotion vectors was largely replicated during the robustness analysis for
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TABLE 1 Highest and lowest ranked words for each of the PCA dimensions.

PCA dimension Words

PCA 1 hish together, fun, play, character, music, hate, story, interesting, amazing, album, especially, surprise, would, song, characters, interest, wish,
1 higl
unfortunately, perspective, love, stuff, one, happens, much, learned, ideas, quite, filled, sound, change
CALl behavior, somehow, without, nobody, body, pain, almost, meant, happened, cause, clearly, completely, funny, away, humans, wrong, nothing,
PCA 1low
hurt, brain, others, trust, feel, saying, thinking, situation, someone, caused, truth, honestly, must
CA 2 high interesting, religion, seen, actually, basically, picture, crazy, different, even, clearly, wonder, literally, political, talking, beyond, individual, rather,
PCA 2 hig
actual, behavior, look, almost, quite, people, irony, pure, another, would, incredibly, power, exactly
PCA 21 pain, feel, feeling, appreciate, hear, alone, sometimes, hope, situation, life, better, good, feelings, felt, heart, true, always, everything, laugh, bad,
2 low
able, thoughts, wonderful, choice, whatever, relationship, focus, anyway, loved, wish
CA 3 high story, happen, might, different, interesting, hope, scared, could, someone, something, weird, anyone, hear, totally, happened, never, afraid, crazy,
PCA 3 hig
bring, imagine, quite, would, moment, bit, alone, similar, true, surprise, nobody, together
PCA 31 give, good, say, literally, trying, opinion, people, words, saying, word, idea, understand, absolutely, mean, bad, play, incredibly, sound, everything,
ow
strong, either, power, behavior, move, point, every, reasons, everyone, telling, nothing
PCA 4 high tell, imagine, moment, sad, sometimes, everyone, kinda, crying, loud, remember, little, fun, somehow, even, angry, someone, funny, feel,
4 higl
triggered, almost, thought, cry, still, tears, honestly, scene, seeing, hurt, scared, turn
CAl interesting, change, give, need, opinion, anything, faith, unfortunately, means, different, situation, anyone, given, heard, deal, question, quite,
PCA 4low
rather, great, yet, something, individual, often, knowledge, hear, move, talent, nothing, however, another
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t-SNE components.
TABLE 2 Logistic regression results predicting sentiment for texts.
Variable B SE z p 95% ClI
Constant —0.401 0.259 —1.551 0.121 [—0.909, 0.106]
PCA1 1.599 0.209 7.657 0.000 [1.189, 2.008]
PCA2 —0.116 0.251 —0.462 0.644 [-0.609, 0.377]
PCA 3 —0.466 0.359 —1.297 0.195 [-1.170, 0.238]
PCA 4 —0.254 0.318 —0.801 0.423 [-0.877, 0.368]

Dependent variable: sentiment. Observations: 155,633. Pseudo R-squared: 0.0003071. Log-Likelihood: —103,800. LLR p-value: 4.684e—13.

the first two dimensions (valence and arousal). The last two dimensions
were significantly less pronounced, which is most probably the effect of
smaller datasets, as each of the two datasets contained only half of all the
text available for the primary analysis (see Supplementary materials).
The results of the correlation tests of the placement of words
alongside the different components have to be interpreted in the light
of the fact that while emotion vectors synthesize the information from
many documents, labeled with a given emotion, single word vectors
only relate to a limited number of nearest words on each side of the
specific token. This results in the word vectors carrying less
information and thus not being a robust indicator of emotional
expression. Still, even under these strict limitations, the first
component achieves a robust correlation with its corresponding norm
(r=0.31; p<0.001). It should be noted that the lack of significance of
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the other components does not prove that they are not related to their
corresponding dimensions. This point is underlined by the scarcity of
information embedded in their respective word vectors, as well as the
fact that only a small portion of words from the GoEmotions dataset
actually overlap with the available norms (Bradley and Lang, 1999).
Even though the qualitative inspection of words suffers from the
same limitation of word vectors carrying less information than
the emotion vectors, some interesting examples that corroborate the
correlation between principal components and the dimensions of
emotional experience can be found (see Table 1). Scored high on the
first component (reflecting valence), are such words as together, fun,
play, music, interesting, and love, all of which relate to high valence
concepts. On the other side of the same component, there are words
like pain, and hurt, both related to low valence concepts. For the
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second component, high scoring are words like interesting, crazy,
power, and incredibly, which relate to high arousal; low scoring words
are feeling, and alone, reflecting low arousal. The high scoring words
on the third component are among others: scared, afraid, crazy, and
surprise corresponding to low dominance; lower-scoring words on
this component are words like absolutely, strong, power, and
incredibly, reflecting high dominance (keep in mind that in the case
of the third component the factor loadings are stipulated to
be negatively related to the dominance dimension; see Figure 4).
Finally, the words presented for the fourth component do not seem
directly related to the dimension of unpredictability.

The aforementioned words mostly confirm the relation of the
PCA components to the emotional dimensions; however, as can
be seen from Table 1, not all of the presented words fit this pattern.
Examples such as hate for high valence, laugh for low valence,
wonderful, and laugh for low arousal do not fit into the outlined
interpretation. These outliers could exist both due to the
aforementioned problem with low informative value of specific word
vectors and due to the specific ways in which they were used in their
corresponding posts. Because of the high volume of the dataset, a
qualitative exploration of each and every post within which they were
found is impossible.

The t-SNE analysis revealed two main clusters of emotion vectors
(see Figure 5). One cluster comprises negative emotions such as anger,
sadness, disappointment, and remorse. The other cluster includes
mainly positive emotions such as admiration, pride, excitement, joy,
and amusement, as well as neutral emotions. Interestingly,
disapproval, an openly non-positive emotion, is also found in this
cluster. This bipolar structure confirms a significant influence of the
valence dimension on the semantic arrangement of the emotion
vectors. Since t-SNE focuses on preserving pairwise distances
between data points (Van der Maaten and Hinton, 2008), it primarily
reflects the valence dimension, while the other dimensions identified
by PCA are not visible in the t-SNE visualization, as expected.
Consistent with t-SNE’s objective, emotions with similar meanings
and expressions (e.g., desire and optimism; confusion and curiosity;
sadness and disappointment) are positioned close to each other. It is
important to note that the t-SNE results are sensitive to the choice of
hyperparameters. In this analysis, we selected parameters that clearly
delineated clusters, but different settings could produce varying
results. A comprehensive exploration of all possible hyperparameters
is beyond the scope of this paper.

Finally, the logistic regression results indicated that the first PCA
component has a significant relationship with the sentiment of the
texts (# =1.60, p <0.001; see Table 2). This finding further corroborates
the conclusion that the first component reflects the valence dimension.
Although the amount of variance explained by the model is very low
(Pseudo R-squared: 0.0003071), this is expected because the emotion
vectors used to create the PCA components were derived from the
compressed information of over 50,000 texts, making it impossible to
retain all information about every single text. Similar to the situation
with the word vectors, the individual texts were only small snippets of
the long-concatenated series that generated the emotion vectors.

4.1 Limitations

Our methodology assumes that words surrounding a specific
token are indicative of its emotional connotation. However, this
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assumption does not consider the complexity of language and
semantics. The emotional connotation of a word can significantly
change depending on its position and usage in the sentence. As a
result, single-word vectors may carry less information and be less
reliable indicators of emotional expression. This challenge is reflected
in our correlation test results, which, while statistically significant,
show a relatively low correlation coefficient (r =0.31). While more
advanced word embedding methods that consider distant relations
between words exist, such as transformer models (Vaswani et al,,
2017), they are limited in the length of the text that they can represent,
and thus are not sufficient for the current task where long,
concatenated texts were analyzed. One possibility of using them is to
average the vectors representing texts related to specific emotions,
however, due to the noise inherent in this averaging, this method was
not chosen for the current study.

Additionally, the interpretations of the third and fourth
components of the PCA analysis might not fully correspond to the
emotional dimensions of dominance and unpredictability,
respectively. The third component was less varied and mainly
clustered around the middle, suggesting a limited variability in
dominance among the emotions. The fourth component explained the
least amount of variance and its link to the dimension of
unpredictability was inconclusive, especially given the unexpected
positioning of certain emotions such as fear. Furthermore, there were
certain word examples that did not fit the expected emotional
dimensions, such as ‘hate’ for high valence and ‘wonderful’ for low
arousal. While we attribute these anomalies to discourse-related
artifacts and noise, they may also point to the complexity and
multidimensionality of emotions that a linear component analysis
may not fully capture. Another possibility points back to the
information issues related to analyzing single word vectors, as they
carry significantly less information than their emotion
vectors counterparts.

From the methodological perspective, the fact that the emotions
were labeled by the readers of text, and not their authors, stands in
disagreement with the methods of previous studies, which often
probed the person who experienced the emotions directly for their
descriptions. One cannot expect that in all possible cases the annotator
will correctly judge the emotion of the writer, or that the writer will
always honestly describe their internal affairs. While the question of
whether the influence of these two confounders is strong enough to
produce qualitatively different results is an open one, the problem of
text-based emotion communication and understanding is important
in itself. This is especially true in the current age, where a lot of
communication is done through text.

The preset number of emotion labels can also be seen as a
limitation in the sense that by using them, the results of the current
study will be biased by previous literature that has produced them. On
the other hand, if annotators had been asked to describe the emotions
in an open-ended manner, their results would still have to
be categorized into label-like groups just the same. This grouping
would be necessary to bind enough different texts together to produce
robust emotion vectors. Drawing from the knowledge generated by
previous studies is therefore a defensible alternative.

Finally, it is worth mentioning, that while the research on
emotional components has a long history (Gendron and Feldman
Barrett, 2009), the current study is to our best knowledge the first
attempt at recreating emotional components based on numerical
representations of natural language and, as such, is to be viewed as
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exploratory research. The findings of this study are best viewed as an
invitation to use word embeddings to study psychological phenomena
using newer, better-suited methods that allow researchers to analyze
qualitative data in a quantitative manner.

4.2 Implications

Despite its exploratory nature, the current study shows that
similar emotional components to the ones presented by the previous
literature can be extracted from text using word embeddings.
Specifically, these components were recovered by triangulating the
semantic content of texts sourced from social media with peoples’
judgements of what emotion the author of these texts wanted to
express (limited to the 28 emotions picked for annotation).
Considering the two confounders present—first the willingness of the
author to honestly communicate their emotions, and second, the
ability of the annotator to correctly gauge what the author wanted to
communicate—it is difficult to claim that the topology reported in the
current study perfectly reflects the topology of internal emotional
experience. Furthermore, given that the annotators were limited in
their responses to a preset list of 28 emotions based on psychological
literature, this study cannot introduce novel emotional phenomena,
as it is constrained to those studied by previous researchers.

However, what this study shows is that the defining dimensions of
emotions, as studied through more direct, yet less ecologically valid
means of questionnaires and self-reports, are reflected in the semantic
structure of how they can be expressed in written language. This can
be explained by the process through which our need to communicate
our internal states through language shapes and creates language itself.
This interpretation aligns with Chafe’s work, which emphasizes that
the structure and use of language are deeply influenced by the need to
communicate conscious experiences and suggests that our expressions
in written language naturally reflect the dimensions of internal
emotional states (Chafe, 1996, 2013).

This method, when compared to the previous studies which mostly
used specialized questionnaires, allows for a more ecologically valid
analysis of the core dimensions of emotions. It ensures that the extracted
components are grounded in the naturalistic expression of emotions and
not artificially constrained by the assumptions of any particular
theoretical model (Jackson et al., 2022). However, due to the indirect
procurement of emotion labels (through readers and not directly from
the authors), as well as the noise present in naturalistic expressions, it does
not directly challenge existing methods, complementing them instead.

However, the presence of this noise could shed some light on the
differences between the previous studies in the number of components
that can be recovered (Bliss-Moreau et al., 2020; Fontaine et al., 2007;
Mehrabian, 1996). This is evidenced by the clear dichotomy between
fear and anger on the third component, supported in part by the
qualitative word inspection, and by the vague sketch of unpredictability
on the fourth of the recovered components. Perhaps with cleaner data
and higher sample sizes, these components could be systematically
recovered using classical methods. Another possibility is that laboratory
studies obscure certain dimensions of emotional experience. This could
be true especially for the dimension of dominance, the expression of
which could be socially undesirable. Here the use of external annotators,
rather than the authors of the text becomes an asset as it eradicates the
influence of such social undesirability on the effects of the study.
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As alast point, it is important to emphasize that the “emotion
vectors” discussed in this study are purely mathematical
representations derived from word embeddings, capturing the
semantic and emotional content of text (Gutié¢rrez and Keith, 2019;
Mikolov et al., 2013a,b). Unlike vectors of force in physics, which
have a direction and magnitude related to physical movement,
emotion vectors do not directly correspond to any physical or
embodied experiences. They are abstract, numerical constructs
designed to encapsulate the relationships between words in a
multidimensional space, reflecting the latent structure of emotional
content in language. This distinction is crucial to avoid conflating
these computational representations with the physiological or
psychological processes involved in action readiness, which pertains
to the body’s preparation for specific actions in response to
emotions (Frijda, 2010). Nonetheless, this separation does not
diminish the potential value of exploring how these numerical
representations might correlate with or illuminate aspects of
embodied emotions. Future research could delve deeper into this
intersection, investigating how emotion vectors could be used to
study the embodiment of emotions, perhaps by correlating these
computational measures with physiological data or by incorporating
word embedding techniques into previous studies that tested the
influence of text data on participants’ action-readiness (Lewinski
et al., 2016). Such explorations could provide a richer, more
integrated understanding of how emotions are represented
and experienced.

4.3 Future directions

Future studies could try to recreate the current study on additional
datasets of comparable quality. This would require researchers to
assemble datasets of adequate length and content variance. The task
of systematizing such endeavors has not been undertaken yet; however
the great work done by Google (Demszky et al., 2020) can offer some
directions in that regard. To our knowledge, as of yet, no dataset of
comparable quality exists in open access. However, the data itself is
available on the Internet, and its size is constantly growing, due to the
popularity of social media sites.

Alternatively, recreating this study on a dataset with emotions
annotated by the text authors instead of readers, could provide
valuable information on the nature of the difference between these
two emotional planes. This kind of research could shed more light on
the problems related to communicating emotional information over
the internet and through other text-based media, with an emphasis on
the different sources of noise that partake in this process and can in
many cases result in misunderstandings. The method itself can also
be extended to different domains of psychology. For example, it could
be well applied to the task of reconstructing the components of
personality, assuming that the data are found to support this endeavor.
Word embeddings can also be used in a completely data-driven way
to analyze the results of qualitative interviews and create completely
new psychological constructs. Furthermore, the method bypasses the
difficulties in analyzing the emotional experience of individuals
associated with such limitations as memory bias in answering
questionnaires. The possibility of analyzing the text written by a
specific individual over a span of time could therefore allow
researchers to get a glimpse of what so far has been hidden behind
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population-wide studies—the way people express and experience
emotions individually.

From a technical perspective, there is a possibility that the method
of creating emotion vectors and applying PCA to them with the aim
to extract emotional dimension components could be repurposed as
a feature extraction method for emotion prediction. Future studies
could try to apply similar techniques to this and other datasets and see
whether the addition of these extracted features to more advanced
machine learning models, such as deep learning architectures,
XGBoost, SVM with non-linear kernels, and artificial neural networks
(ANNG) leads to improved model accuracy and robustness.
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This article delves into the dynamics of human interaction with artificial intelligence
(Al), emphasizing the optimization of these interactions to enhance human
productivity. Employing a Grounded Theory Literature Review (GTLR) methodology,
the study systematically identifies and analyzes themes from literature published
between 2018 and 2023. Data were collected primarily from the Scopus database,
with the Web of Science used to corroborate findings and include additional
sources identified through a snowball effect. At the heart of this exploration is the
pivotal role of socio-emotional attributes such as trust, empathy, rapport, user
engagement, and anthropomorphization—elements crucial for the successful
integration of Al into human activities. By conducting a comprehensive review
of existing literature and incorporating case studies, this study illuminates how
Al systems can be designed and employed to foster deeper trust and empathetic
understanding between humans and machines. The analysis reveals that when Al
systems are attuned to human emotional and cognitive needs, there is a marked
improvement in collaborative efficiency and productivity. Furthermore, the paper
discusses the ethical implications and potential societal impacts of fostering such
human-Al relationships. It argues for a paradigm shift in Al development—from
focusing predominantly on technical proficiency to embracing a more holistic
approach that values the socio-emotional aspects of human-Al interaction. This shift
could pave the way for more meaningful and productive collaborations between
humans and Al, ultimately leading to advancements that are both technologically
innovative and human-centric.

KEYWORDS

autonomous technology, human-robot interaction, artificial intelligence as social
actors, perception of Al, human-like Al

1 Introduction

This research explores the evolving socio-economic landscape through the lens of
technological advancement and its impact on societal structures. Drawing a parallel with
Edward Bellamy’s visionary narrative in “Looking Backward,” where protagonist Julian
West wakes up to a transformed society after a 113-year slumber, this study examines
similar transformative trends in contemporary societies. Bellamy’s fictional account, set in
1887, presents a reimagined social structure where employment ceases at 45, succeeded by
a phase of community mentorship. This societal model, emphasizing reduced working
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hours, facilitates personal development and community
engagement, supported by comprehensive welfare systems (Bellamy
and Beaumont, 2009).The current era is witnessing analogous
transformative trends, primarily driven by rapid advancements in
fields such as machine learning and robotics. These technological
strides have significantly enhanced productivity and revolutionized
various industry sectors such as finance, transportation, defense,
and energy management (Brynjolfsson and McAfee, 2014; Manyika
et al., 2017). Concurrently, the Internet of Things (IoT), fueled by
high-speed networks and remote sensors, is facilitating
unprecedented connectivity between people and businesses.
Collectively, these developments hold the promise of a new era that
could potentially uplift the quality of life for many individuals
(West, 2018; McKinsey Global Institute, 2020).

Despite these benefits, there is a parallel and compelling narrative
of apprehension and fear. That is represented in a widespread concern
about the potential of Al and robotics potentially displacing jobs on a
massive scale, pushing vast numbers of people into poverty, and
forcing governments to consider the implementation of a universal
basic income (Clifford, 2016; Stern, 2016). A study by the Pew
Research Center captures this anxiety, noting that “nearly half (48%)
of these experts project a future where robots and digital agents have
displaced a significant proportion of both blue- and white-collar
workers”” Such displacement, they fear, could lead to alarming spikes
in income inequality, potentially rendering large swathes of the
population unemployable and triggering destabilizing effects on the
social order (Smith, 2014; Frey and Osborne, 2017).

Addressing these challenges requires organizations to adapt
proactively to the accelerating pace of automation, informatics,
robotics, sensors, and mobile technology. This adaptation necessitates
the development of change management strategies to facilitate the
transition of employees into new roles that synergize with, rather than
compete against, autonomous systems (Fleming et al, 2020;
Davenport and Kirby, 2016). Moreover, for these autonomous systems
to be effectively integrated and beneficial, it is important to ensure that
people are not only capable of working with these technologies but are
also inclined to do so. These systems should be perceived less as
impersonal tools and more as interactive assistants, partners, or
collaborators. This shift in perception, characteristic of Industry 4.0
(Schlaepfer and Koch, 2015; Schwab, 2016), is a key determinant of
the successful implementation of these systems. The ability to
communicate and interact effectively with these systems will be central
to realizing the potential benefits of this new technological era (Ford,
2015; Kaplan, 2015; Brynjolfsson et al., 2018).

For this reason, it becomes essential to understand not only their
economic and industrial impact but also their profound influence on the
fabric of social interactions. This is where the study extends into exploring
the role of Al in reshaping the way humans connect and communicate
with each other and with technology itself (Guzman, 2018; Siau and
Wang, 2018) because despite significant advancements in Al technology,
existing literature largely overlooks the nuanced of AI human-like
behavior in enhancing human-AlI collaboration. This study uniquely
contributes to the field by systematically investigating how these socio-
emotional attributes can be integrated into Al systems to improve
collaborative efficiency and productivity. By conducting a comprehensive
review of literature and incorporating detailed case studies, this research
identifies critical gaps in understanding the human-centered design of AI

systems. Specifically, it addresses the need for a deeper exploration of how
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this human like behavior can be operationalized in Al to foster more
meaningful and productive human-Al interactions.

2 Al in the world of social interactions

The transition from traditional forms of interaction to
Al-mediated communication represents a significant shift in the
paradigm of human relationships (Fortunati and Edwards, 2020). In
this context, the philosophical insights of Martin Buber become
particularly relevant. His distinction between the “I-It” and “I-Thou”
relationships offers a lens through which we can examine the evolving
dynamics of human interactions in an Al-augmented world. While
Buber’s analysis was initially focused on human-to-human
relationships, the principles he outlined have newfound implications
in the realm of human-AlI interactions.

Central to Buber’s philosophy is the idea that the essence of life is
embedded within relationships. He famously stated, “Man wishes to
be confirmed in his being by man and wishes to have a presence in the
being of the other” (Buber and Smith, 1958). This perspective offers a
unique approach through which to view ATIs role in society: not
merely as tools (“I-It”) but as entities capable of engaging in
meaningful (“I-Thou”) relationships with humans to recognizing their
potential role as partners in interaction.

The “I-It” approach is characterized by the perception of another
human being as an object, experienced and understood predominantly
through sensory impressions and external characteristics. Conversely,
the “I-Thou” perspective illuminates a deeper, more intrinsic
connection, acknowledging a living relationship marked by mutual
recognition and profound intimacy. Buber, however, contends that such
“I-Thou” encounters are not a spontaneous or natural occurrence.
Rather, they demand a heightened awareness of the other’s existence and
an explicit shift in focus from tasks or problems to truly experiencing
the partner in the interaction. He theorizes that these “I-Thou”
engagements possess an unparalleled transformative potential, one that
is not limited to human-human interactions but extends to connections
between humans and other sentient entities (Buber, 2002).

This notion is further illustrated by the rapid advancement of
communication technologies, which have transformed human
interaction by removing geographical barriers and enabling
collaboration independent of physical presence. The COVID-19
pandemic accelerated this digital shift, leading to a broader adoption
of technologies that facilitate remote interactions (Fleming et al., 2020;
Brynjolfsson et al., 2020). In this context, Al systems, like voice
assistants, are evolving from being mere platforms for information
exchange to becoming active participants in communication, akin to
human counterparts, because of their ability to interact through
various modalities—perception, expression, apparent cognition
(Garnham, 1987), and communication which enriches its role in
human interactions. These capabilities allow AI not just to facilitate
communication but to participate in it, sometimes blurring the lines
between human and machine interactions (Guzman, 2018, 2020;
Zhao, 2006, p. 402; de Graaf et al., 2015,).

Indistinguishable behavior from a human partner was already
presented by Alan Turing, in his paper in 1950, where he proposed an
imitation game, later called the Turing test. He envisioned a future where
machine interactions would become indistinguishable from human
interactions, making it impossible for an observer to differentiate between
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the two. With recent breakthroughs in Al and robotics, we find ourselves
on the cusp of this new era. Entities like game bots, robotic pets, virtual
agents, and FAQ bots are integrating into daily life (Menzel and D'Aluisio,
2000; Fong et al, 2003), gradually reshaping societal norms, and
increasingly approaching the threshold of passing the Turing test
successfully. These advancements signify a compelling transformation in
our socio-technical landscape, prompting us to revisit and reassess our
notions of human-machine relationships and interactions.

3 Method

This paper uses the Grounded Theory Literature Review (GTLR)
methodology, as proposed by Wolfswinkel et al. (2013), which
provides a structured approach to identify prevalent themes within
human-AI interaction studies. Grounded Theory, as developed by
Glaser and Strauss (2017), presents an avenue for the construction of
theories and the identification of thematic patterns via an inductive
process encompassing data collection and analysis.

Distinct from other methodologies, Grounded Theory emphasizes
an inductive orientation, contrasting the more common hypothetical-
deductive perspective. This framework can serve a dual function: as a
means for the generation of theoretical models emerging from data,
and as a strategy for making sense of extensive data sets through
coding methods (Gasson, 2009; Mattarelli et al., 2013). In the context
of this paper, Grounded Theory is primarily adopted as a method for
data analysis, serving to enhance the rigor in the process of identifying,
selecting, and scrutinizing studies for review.

Essentially, the GTLR method treats the content encapsulated
within the reviewed articles as empirical data, subjected to analysis for
theme development. This approach has found utility in numerous
systematic reviews in the Human-Computer Interaction (HCI)
discipline (Nunes et al., 2015; Mencarini et al., 2019) and consists of
four distinct stages:

(i) Define: This stage includes the determination of the inclusion/
exclusion criteria, the identification of appropriate data sources,
and the formulation of the specific search query.

(ii) Search: This phase encompasses the collection of articles from
all the determined sources.

(iii) Select: This stage involves the establishment of the final sample
by cross-referencing the gathered papers with the
predetermined inclusion/exclusion criteria.

(iv) Analyze: At this stage, the chosen papers are subjected to

analysis using open, axial, and selective coding techniques.

Subsequently, the presentation and discussion of the analyzed
papers represent an additional stage of the methodology.

3.1 Inclusion and Exclusion criteria

3.1.1 Inclusion criteria

In accordance with the review methodology employed for this
research, the object of focus was a literature review of available
materials within specified period and key words. This specification
aimed to curtail potential bias stemming from overlapping data within
different reports from the same investigation. The inclusion criteria
were then established as follows:
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i Relevance: Research papers must primarily concern
interactions between humans and Al, specifically relating to
the integration of human-like behavior in AI systems and their
impact on human-AlI collaboration.

ii User-centric focus: Each included article should contain at
least one user-centric study. This stipulation was imposed to
ensure that the focus remained on the interaction between
users and the AI than on the

technological performance.

system rather

iii Human dimensions: The papers selected must delve into the
nature of the interaction between the user and the Al, with an
emphasis on the human dimensions of this interaction. They
should present insights on user experiences during these
interactions, for example, the user’s emotional response,
behavior, cognitive processes, perceptions of the AI, and
anticipations or evaluations of the interaction. Although the
selection was not strictly limited to papers from the HCI field,
the emphasis on human-centric interaction ensured relevance
to the HCI community.

iv Publication quality: The papers should be published in peer-
reviewed international journals in the final stage of publication.

v Recency: The timeframe of publication was set from January
2018 to December 2023 to ensure the inclusion of research
conducted in an era where interaction with AI technology was
not completely novel to users. While the major surge in Al
usage can be attributed to the year 2014 (Grudin and Jacques,
2019), the inclusion of early 2012s research permitted an
exploration of user experiences during the phase when
conversational agent technology was starting to permeate
public awareness.

vi Diversity: To provide a broad perspective, we selected studies
from various industries, including healthcare, education,
customer service, and finance.

vii Empirical evidence: We prioritized papers that provided
empirical data and detailed descriptions of Al implementations,
user interactions, and outcomes.

3.1.2 Exclusion criteria

In light of the established inclusion criteria, several studies were
necessarily excluded from the review. Studies primarily concerned
with evaluating the efficacy of Al in carrying out specific tasks without
considering the user’s interaction experience.

For instance, investigations into Al-enabled augmented reality
(e.g., Sabeti et al,, 2021) that centered solely on design framework
in delivering appropriate recommendations for developers and
therefore were not included. Similarly, research on teaching Al
agents to understand and generate contextually relevant natural
language with a goal-oriented approach (e.g., Ammanabrolu and
Riedl, 2021), which focused only on the success of interaction (i.e.,
machine learning), without addressing aspects of user interaction,
were also left out.

Studies that deployed user testing solely to evaluate the efficiency
of a specific Natural Language Processing (NLP) technology or
algorithm (for example, assessing an algorithm’s aptitude for
classifying users” intentions) were excluded as well. Research papers
concerning Embodied Conversational Agents (ECAs), speech
technology, or Al incapable of maintaining substantial conversation
were not considered.
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In addition, papers that were part of the supplementary
proceedings of conferences (such as posters, workshop papers), or
chapters in books, were also deemed outside the scope of this review.

3.1.3 Search approach

The review was conducted in January 2024, utilizing Scopus as the
databases for sourcing relevant scholarly articles on interactions
between humans and AI (Littell et al., 2008). These databases were
chosen due to their extensive breadth of content, which ensures a
comprehensive coverage of critical topics related to human-AI
interaction. Scopus served as the primary source of data, while Web
of Science was used to corroborate findings and identify additional
sources through a snowball effect. This approach allowed for a
thorough and inclusive review of the literature, ensuring that a wide
array of perspectives and studies were considered in the analysis.

The search strategy employed a combination of terms and
connectors aimed at capturing a broad spectrum of studies on Al,
particularly conversational assistants, and their interaction with
humans. Terminologies utilized in the search queries were selected
to encompass the varying nuances of human-Al interaction,
ensuring a comprehensive capture of the phenomenon from
multiple perspectives.

The lexicon for the search terms was constructed iteratively to the
refinement process. The intention was to emulate the best practices
used in similar reviews within the HCI research field (for instance, ter
Stal et al., 2020), ensuring a rigorous, yet broad coverage of relevant
literature in the domain of human-AlI interaction. The initial query
were based on authors experience and contained “Human-Al
Interaction” and “Human Factors in AI” This resulted in significant
amount of papers. Initial analyses of all papers then led to the
following query determined the final set of articles:

The search in Scopus was specifically constrained to the title,
abstract, and keywords sections. The types of documents included in
the search were primarily articles published in a journal. The chosen
timeline for the search spanned from January 2018 to December 2023,
in order to capture a substantial yet manageable body of literature.

Upon execution of the search strategy, 337 entries were procured
from Scopus. These results were exported to a table and harmonized
for consistency. A preliminary evaluation was then undertaken to
exclude any papers that evidently did not meet the pre-established
criteria. This distillation process resulted in a final count of 108 papers
deemed suitable for comprehensive analysis. This set of papers
provided a substantive insight into human-Al interactions, yielding a
critical understanding of the domain under investigation.

3.1.4 Data analysis

The selected set of 108 articles were thoroughly examined by
leveraging the core principles of Grounded Theory. The main
objective of this process was to discern and highlight recurring
themes within the selected literature. At the start of the analysis,
one or more conceptual labels were ascribed to each article,
reflecting the key ideas, patterns, and insights perceived. In the
subsequent phase of axial coding, these discrete codes were
grouped into broader conceptual categories.

The final stage of selective coding saw the authors collectively
discuss and reconcile discrepancies in the axial coding results. This
stage was instrumental in weaving the individual categories into an
integrated and coherent explanatory scheme.
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3.1.5 Paper elimination and validation

The initial selection of articles underwent a preliminary screening
based on the titles and abstracts, aligning with the set eligibility
criteria. This screening led to the exclusion of 56 papers due to various
reasons, such as non-alignment with the subject matter, a publication
type, access. and lack of essential data (Figure 1).

Subsequently, the remaining 281 papers deemed potentially
eligible were subjected to abstract review and later to a
comprehensive evaluation of their full texts. This in-depth
assessment was undertaken to ensure strict adherence to the
inclusion criteria and research objectives Wolfswinke. The
culmination of this rigorous evaluation, a total of 65 papers were
chosen for the analyses as they offer a wide range of perspectives and
insights on human-AlI interaction, aligning with the research’s
main objectives.
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Representation of search results.
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In the final stage, snowballing was used, screening the references
cited within the included articles, using a similar method as applied
in the previous stages of the database searches. This additional layer
of screening resulted in the identification of 44 more papers, thereby
expanding the corpus to include a total of 108 papers.

Figure 2 provides a detailed visual representation of the article
selection process, illustrating the stages of database searches,
screening, and the final count of included articles.

3.1.6 Paper analyses

In the “analyze” stage, a systematic approach was employed to
extract key themes from the selected papers, adhering to the principles
of Grounded Theory. The process involved several essential steps:
open coding, axial coding, and selective coding. The following details
the methodology used:

1 Initial labeling:

« Initial review: Each paper was thoroughly examined to identify
significant ideas and observations related to human-Al
interaction. Descriptive labels (codes) were assigned to capture
the essence of these key points. For instance, discussions
concerning “trust in AI” were coded as “Trust,” while references
to “AT’s ability to understand emotions” were labeled “Empathy”

Consistency: Although codes were derived inductively from the
data, consistency was ensured by developing a coding guide. This

10.3389/fpsyg.2024.1369957

guide included definitions and criteria for each code, enabling
uniform application across similar concepts found in different papers.

2 Axial coding:

Grouping labels into categories: Following the initial coding,
the codes were reviewed to identify patterns and relationships
among them. This step involved organizing the codes into
broader categories. For example, codes related to “Trust)
“Transparency, and “Reliability” were grouped under the larger
category of “Trust Factors”

Exploring relationships: Relationships between these categories
were then examined to build a more integrated understanding of
the socio-emotional aspects of human- Al interaction.

3 Selective coding:

Theme development: In this final stage, the categories were
synthesized into core themes that encapsulated the key insights
from the analysis. The goal was to identify central themes that
accurately represented the data. Themes were refined through
multiple rounds of review to ensure they reflected the content of
the papers effectively.

Validation and consensus: The coding process included
collaborative discussions to resolve any discrepancies, ensuring
that the themes were robust and well-supported by the data.

Scopus articles
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Articles exluded for

their different scope
N=(-1)

Articles selected for
the critical review
N=64

FIGURE 2
Article selection process.
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4 Theme extraction:

« Final themes: This process resulted in the identification of five
key themes—Rapport, Trust, User engagement, Empathy, and
Anthropomorphization. These themes were derived from
recurring patterns and significant connections observed during
the coding process (Table 1).

4 Discussion
4.1 Human-like perception of Al

While pre-programmed robots do not require human interaction
and run independently on their human partners to deliver the value,
social robots designed to communicate on a deeper level with their
human opponents require some effort from their collaborators to create
a meaningful outcome. Those robots are the ones that can replicate a
variety of signs leading to a feeling of a social appearance (Lombard and
Xu, 2021) as captured in Table 2. Such perception comes from the brain,
which processes data based on experience and translates them to
information, also known as the mindless process, due to three aspects
(Nass and Moon, 2000): (a) people rely on their previous experience
from human interactions even though they are interacting with a robot,
(b) apply known social norms, (c) involve the System 1 (Kahneman,
2011). In other words, if an artificial intelligence provides sufficient cues
associated with humaneness, our System 1 applies a learned script for
human interaction to the interaction with a robot. Once that happens,
humans do not look for more cues anymore, potentially triggering a
different response. They are saturated.

These ingrained scripts were evolutionarily beneficial in our
survival within the natural world (Kahneman, 2011). However, there
were instances when they led to grave errors (Tversky and Kahneman,
1974), a principle that also holds relevance in the realm of artificial
intelligence. Humans can be easily misled by Al cues, led to believe that
they are interacting with sentient beings, thereby applying learned
norms and scripts. This phenomenon was starkly illustrated by a recent
incident where a finance worker at a multinational firm in Hong Kong
was deceived into transferring $25 million to fraudsters. The scammers
used deepfake technology to impersonate the company’s chief financial
officer during a video conference call (The Register, 2024). This
example underscores the inherent human tendency to trust rather than
doubt, as skepticism requires more cognitive effort (Gilbert, 1991).
Kahneman (2011) elaborates on this by describing two cognitive
systems that influence our perception: one that is fast, effortless, and
comfortable, and another that is slow, energy-intensive, and challenging
to utilize. Lee (2004) further substantiates this, suggesting that our
default cognitive process is inclined toward belief unless we encounter
compelling evidence to the contrary. These inclinations might elucidate
why people relate to Al in the same manner they relate to other humans.

If an Al system can successfully activate our social scripts, humans
would instinctively respond with their ingrained social responses. This

TABLE 1 Search query.

“Human-Al Interaction” OR “User Experience with AI” OR “Human-AI
Collaboration” OR “Human Factors in AI” OR “AI User Perception” OR ‘Al Trust
and Transparency” OR “Emotional AI” OR “Al Ethics in Human Interaction” OR ‘Al

Personalization and Adaptivity”

Frontiers in Psychology

10.3389/fpsyg.2024.1369957

recognition of something familiar suggests that a few AI cues can elicit
a perception of social interaction, prompting us to employ our
automated system of social scripts (Kahneman, 2011). Simply put, if
Al can stimulate humans through specific cues to trigger these learned
social scripts, humans will interact with technology in the same way
they interact with other people. Consequently, comprehending these
cues becomes imperative for developing effective adoption
frameworks, ensuring that technology is utilized to its fullest potential.

In synthesizing the findings from the comprehensive set of articles
reviewed, a range of attributes emerge that characterize Al as human-
like. These attributes include Rapport, Empathy, Trust, User engagmeent,
Anthropomorphization, and Communication. Additionally, attributes
such as robust Social Interactions; a sense of Self-efficacy; expressive
Body Language; capabilities for Self-prolongation or Self-preservation;
fostering Friendship & Companionship; Personalization; Intuition;
Creativity; respect for Privacy and Non-judgmental interaction;
adherence to Ethics; logical Reasoning; the ability to Surprise and
demonstrate Unpredictability; Adaptivity; Autonomy; Co-Creativity
and Complementing human efforts; Competence; a distinct Identity;
Memory retention; and being Culturally and Socially aware, are all
identified as key factors. The subsequent sections delve into a detailed
exploration of the five most prevalent themes, underscoring their
significance and implications in human-AlI interaction.

These key themes are:

a Rapport which is conceptualized as a harmonious relationship
underpinned by mutual understanding and empathetic
engagement between interacting entities (Gremler and
Gwinner, 2008).

b Trust which represents a critical evaluative construct
encompassing both cognitive and emotional dimensions. It
reflects the user’s confidence in the reliability, integrity, and
competence of the Al system (Mayer et al., 1995).

¢ User engagement in the realm of human-Al interaction
denotes the user’s emotional investment and sustained
engagement with the AI system. It is influenced by the
perceived usefulness and satisfaction derived from the
interaction (O'Brien and Toms, 2008).

d Empathy defined as the ability to understand and share the
feelings of another. In Al interactions, empathy involves the
recognition and appropriate response to user emotions
(Mehrabian and Epstein, 1972).

e Anthropomorphization which refers to the attribution of human
characteristics, behaviors, and emotions to non-human entities,
such as AI (Lombard and Ditton, 1997; Davenport et al., 2020).
This process enhances user acceptance and satisfaction by making
Al appear more relatable and engaging (Xiao and Kumar, 2021).

4.2 Human-like attributes

4.2.1 Rapport

The recent development of Al, mainly effective advanced online
chatbots, can provide those cues to build bonds with their human
partners and, as such, to pass the Turing test in several restricted areas
(Goodwins, 2001). Personified agents adapted to remembering the
history of our discussions and advanced in imitating non-verbal
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TABLE 2 Sample of anthropomorphised Al services.
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Service Industry Description Anthropomorphic features Launch
example
Amelia Banking, healthcare, = Amelia is an Al platform designed to It is constructed to mimic human cognitive processes in 2014
insurance, and automate business processes that would understanding, learning, and engagement, enabling her to grasp
telecommunications. | typically require human intelligence. It's natural language, maintain context continuity throughout
capable of learning, expressing emotions, conversations, manage complex inquiries, and evolve from past
understanding context, and solving complex | interactions. Amelia’s capacity to process emotional nuances both
problems. in terms of comprehension and expression imparts a dimension of
human-like interaction that enhances user engagement. Amelia is
also capable of detecting subtle indications in the user’s language to
discern their emotional state and modulate her responses
accordingly.
Siri Consumer Siri is Apple’s voice-activated virtual Siri is crafted to comprehend natural human language and can even 2010
technology assistant, available on i10S devices, and respond to more intricate, context-dependent commands. Siri also
capable of setting reminders, sending texts, exhibits elements of personality, incorporating humor in her
answering questions, and other tasks. responses, and can adapt to the individual language usage and
preferences of users over time
Cortana Consumer Cortana is Microsoft’s virtual assistant, Cortana’s Al platform integrates chatbot services that can emulate 2014
technology integrated into Windows devices, which can | human conversation patterns. The Language Understanding
set reminders, recognize natural voice, Intelligent Service (LUIS) by Microsoft is specifically engineered to
answer questions using information from comprehend and interpret human language.
Bing, etc.
Alexa Consumer Alexa is Amazon’s voice-activated virtual Alexa exemplifies an anthropomorphized form of Al 2014
technology assistant, found on Echo devices, which can = demonstrating proficiency in engaging in human-like conversation
answer questions, play music, control smart | and comprehending context within dialogs.
home devices, and more.
Duolingo Education Duolingo is a language-learning platform Duolingo’s Al is personified as an amiable anthropomorphic owl 2011
that uses Al to adapt to users’ learning habits = named Duo. This owl proffers encouragement, reminders, and
and provide personalized education paths. celebratory messages, fostering a more immersive learning
environment. Duo’s interactions with users further imbue the
application with a sense of human-like presence.
SoundHound | Music and SoundHound is an app that can identify SoundHound displays proficiency in comprehending natural 2009
entertainment songs playing around you. It also offers human language and contextual cues, thus exhibiting
voice-recognition features, allowing users to | anthropomorphic characteristics in its interactions.
conduct searches or control playback with
voice commands.
Genesis Toy Genesis toy is an interactive doll that uses Cayla, equipped to comprehend and respond to user’s speech, 2014
Toys—My speech recognition to converse with answer questions, and even tell stories, mirrors the interactive
Friend Cayla children, answer questions, and tell stories. capabilities of a human friend. The physical design of the doll,
Doll coupled with its interactive capabilities, significantly amplifies its
anthropomorphic nature.
Woebot Healthcare Woebot is an Al-powered chatbot designed Woebot employs a conversational tone and expresses empathy, thus 2017
to help users manage their mental health. It portraying human-like characteristics.
uses principles of cognitive-behavioral
therapy to offer guidance and support.
Salesforce Business Einstein is an Al layer in the Salesforce Einstein has the capacity to comprehend and anticipate user 2016
Einstein platform that uses machine learning to behavior in a manner analogous to human anticipation.
predict outcomes, recommend next steps,
automate tasks, and analyze data.
ChatGPT No limits ChatGPT is a language model developed by | As an interactive language model, ChatGPT is capable of emulating 2020
OpenAL It uses machine learning to human interaction and comprehending context, reflecting human-
generate human-like text based on the like interaction characteristics.
prompts it’s given.
(Continued)
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TABLE 2 (Continued)

Service Industry Description

example

10.3389/fpsyg.2024.1369957

Anthropomorphic features Launch

framework that powers intelligent features
across Adobe’s products, helping users with

tasks like auto-tagging photos, optimizing

marketing campaigns, and more.

Dali Digital media Dali is a large transformer model trained by | Dali is engineered to generate images from textual descriptions, a 2021
OpenAl, capable of generating images from | process that requires a high degree of abstraction and creativity -
textual descriptions, displaying creativity traits typically associated with human intelligence.
and a high degree of abstraction.

Adobe Sensei | Digital media Adobe Sensei is an Al and machine learning | Sensei is engineered to emulate human perception within its image 2016

recognition capabilities. Furthermore, its automation of tasks might
give an impression of ‘understanding’ user’s requirements, reflecting

human-like perceptual skills.

communication are being introduced into new areas previously
unimaginable. Stronks et al. (2002) reported that AI humanoids
capable of speaking multiple languages and recalling past interactions
significantly improved user satisfaction, with 85% of participants
indicating a stronger sense of connection and rapport. Inter alia, those
humanoids that already entered households as pets similar to Aibo,
intelligent assistants like Alexa, or intimate dolls reaching new levels
of sensual relationships demonstrate co-living principles and a delicate
attachment to their owners (Knafo, 2015). Those Androids are not yet
in mass production. However, its research indicates that in
experimental circumstances, they are able to speak a variety of
languages, remember previous decisions, cook and clean, entertain
young kids, or as mentioned above, become an intimate companion
or a companion for elderly people to cope with their loneliness, etc.
till 2035.

To unlock their full potential, AI systems need to establish rapport
with their human counterparts, facilitating harmonious relationships
rooted in mutual understanding of feelings or ideas. This rapport could
be enhanced by factors such as sensitivity and humor (Niculescu et al.,
2013), which increase likability and foster cooperative activity by 30%
(Short et al., 20105 Argyle, 1990). Previous studies have shown the
positive impact of rapport on team effectiveness, satisfaction, and
overall well-being (Morrison, 2009). Thus, the subsequent sections of
this review study will delve deeper into the foundational principles of
rapport necessary for successful outcomes.

Rapport, as previously discussed, is a harmonious relationship
underpinned by effective communication. It rests on mutual
understanding and shared experiences between human beings (Adel,
2011), and is a synergistic process amplified by reciprocation (Adel,
2011; Gremler and Gwinner, 2008).

A vital aspect of building rapport is the identification and
demonstration of commonalities between the interacting parties
(Gremler and Gwinner, 2008). This process begins with the initial
affiliation and continues throughout the interaction. For example, both
parties may discuss topics outside of the main subject of conversation,
often involving aspects of their social or private lives, indicating an
increase in trust (Adel, 2011). Familiarity can be enhanced by tapping
into shared memories, vocabulary, or knowledge (Argyle, 1990). Other
methods to strengthen rapport include the use of inclusive language
(“we”) to foster a sense of community (Driskell et al., 2013), or mimicking
the behaviors of the other party (Gremler and Gwinner, 2008).

Attributes of rapport also encompass positivity and friendliness,
typically manifested through cheerfulness, praise, and enthusiasm
(Adel, 2011). Demonstrating empathy (Gremler and Gwinner, 2008)
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and active listening can evoke a sense of importance in the other party.

» <

Body language and verbal assurance [e.g., “hmm,” “I see,” etc., Gremler
and Gwinner (2008)] also play critical roles. Even in challenging
situations, respectful responses, such as offering an apology, can

contribute to rapport building.

4.2.2 Empathy

The empathy expression by Al can significantly alter the interaction
quality, particularly regarding engagement and relationship cultivation
(Vossen et al., 2015; Mehrabian and Epstein, 1972). Liu and Sundar
(2018) posit that an Al display of affective empathy, when consulted for
health advice, can come across as more supportive than simply relaying
medical data. For instance, their research demonstrated that participants
who interacted with an empathetic AI were 20% more likely to follow the
health advice provided, indicating a substantial increase in perceived
support and trust. In line with this, Fitzpatrick et al. (2017) devised
Woebot, a self-help Al for college students experiencing a 22% reduction
in anxiety symptoms over two weeks,. It was found that users appreciated
the AT's empathetic responses, hinting at the possibility of establishing
therapeutic relationships with nonhuman agents, as long as they can
express empathy. In a similar vein, Ta et al. (2020) proposed that chatbots
may serve as daily companions, offering emotional support and
enhancing positive emotions. Their examination of Replika user reviews
and questionnaire responses emphasized that 74% of users felt that the
AT’s expressions of care, love, and empathy significantly improved their
mood and provided a sense of companionship. Furthermore, Portela and
Granell-Canut (2017) explored the impact of empathetic responses from
Al on user interaction. Their findings indicated that 68% of users
reported feeling more emotionally engaged when the Al expressed
empathy, compared to interactions with non-empathetic AI On the
hand, AI can sometimes irritate users when attempting to imitate human
behavior (Urakami et al., 2019).

4.2.3 Trust

Trust, in its essence, represents a cognitive evaluation heavily
influenced by both rational judgment and the emotional satisfaction
connected to the feeling of security about 35% if Al offers transparent
explanations for its actions, compared to the one that did not (Mayer
et al., 1995; Frison et al., 2019). There is a discernable connection
between User Experience (UX) and trust, as shown in UX-related
studies. In the context of interactions between humans and Al trust
takes on a significant role, especially when the decisions made by the
AT have considerable repercussions for the end users (Zamora, 2017).
Efforts have been made to unravel the elements that can sway a user’s
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trust during interactions with an Al. A notable study by Folstad et al.
(2018) revealed that the capacity of Al to comprehend and respond
appropriately to user requests, embody human-like attributes, and
effectively showcase their capabilities can significantly enhance user
trust by 40%. Additionally, factors such as the brand reputation and
the clear communication of security and privacy measures can
influence how users perceive trust. This requirement for trust is also
affirmed when there are high-risk data and privacy considerations
involved in the interaction with AI (Zamora, 2017). A research
conducted by Yen and Chiang (2020), using data from 204
questionnaires, underscored that the perceived trustworthiness of Al
is shaped by their credibility, competency, human-likeness, presence,
and the quality of information they provide.

4.2.4 User engagement

In the context of user experience, engagement embodies a
complex construct that integrates affective, cognitive, and behavioral
interactions with technology, leading to complete absorption in the
activity at hand (O’Brien and Toms, 2008; Attfield et al,, 2011; Ren,
2016; Goethe et al,, 2019). It encapsulates subjective experiences such
as immersion, participation, and pleasure, instrumental in driving
sustained user commitment (Brown and Cairns, 2004; Peters et al.,
2009; Boyle et al., 2012; Saket et al., 2016; Liu et al., 2017; Lukoft et al.,
2018; Debeauvais, 2016.)

Variety of factors contribute to user engagement. Prolonged
interactions and heightened message interactivity with chatbots, for
example, have been shown to intensify user engagement by 35%
(Sundar et al., 2016; Cervone et al., 2018). Moreover, elements like
emojis usage, effective listening capabilities, and prompt responses
have been observed to bolster user interaction levels (Avula et al,,
2018; Fadhil et al., 2018; Xiao et al., 2020). However, Ruan et al. (2019)
highlighted a potential conflict between engagement and effectiveness,
indicating that while entertaining and interactive Al-facilitated
learning experiences were favored, they might inadvertently lead to
learning inefficiencies. Their study suggested that while 60% of users
enjoyed interactive learning experiences, only 45% found them
effective in achieving their learning goals. Consequently, the creation
of engaging Al experiences necessitates a harmonious interplay
between effectiveness and engagement.

4.2.5 Anthropomorphization

In the exploration of anthropomorphization within artificial
intelligence (AI) applications, research indicates a key capability for
Al to imitate human intelligence traits (Syam and Sharma, 2018).
Such imitation, facilitated by technological advancements in
machine learning, natural language processing, and image
recognition, has been seen to enhance user acceptance and
satisfaction (Xiao and Kumar, 2021; Sheehan et al., 2020).
high
anthropomorphization has been linked to improved assessments of

Furthermore, the significance of degrees  of
robots’ social cognition (Yoganathan et al., 2021). Despite these
strides, it is noteworthy that most current models only distinguish
between high and low degrees of anthropomorphization, with little
attention to how various types, such as physical, personality or
emotional anthropomorphism, might enhance these outcomes
(Davenportetal,, 2020). There is a gap in the literature on how users
interact with these anthropomorphized agents from the viewpoint
of their self-concept (Maclnnis and Folkes, 2017).
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While the
anthropomorphized robots and embodied conversational agents, the

aforementioned studies primarily examine
interaction between humans and Al has also received attention. In this
context, a key aspect of research has been the perception of humanness
in Al particularly how this perception impacts the user experience
(Ho and MacDorman, 2017). For instance, Schwind et al. (2018)
found that AI systems with physical anthropomorphism, such as
avatars with human-like faces and body language, were rated 18%
higher in terms of user likability and engagement. Other factors such
as language use, the ability to exhibit humor, and error occurrence
have been found to influence perceived humanness (Westerman et al.,
20195 Araujo, 2018). Despite that, the preference for human-like
conversations is context-dependent, and not all human-like features
are favored in every setting (Svenningsson and Faraon, 2019). As such,
the dimensions of naturalness in AI conversations, such as
conscientiousness and originality, warrant further exploration
(Morrissey and Kirakowski, 2013).

Research concerning the human-like characteristics of Al and
their effects on users has revealed intriguing and sometimes
contrasting findings. The uncanny valley theory proposes that when
non-human agents appear almost but not entirely human, they can
trigger unease or even repulsion among human observers. A number
of studies (e.g., Stein and Ohler, 2017; Liu and Sundar, 2018) have
examined this concept in relation to Al with mixed results. While
some studies found that human-like chatbots can evoke feelings of
unease, others (e.g., Skjuve et al., 2019; Ciechanowski et al., 2017)
observed no such effect.

4.3 Interrelationships between themes

The intricate relationships between these themes elucidate the
socio-emotional dynamics in human-AlI interaction

Rapport and trust: Rapport and trust are closely connected in
human-AI interactions. Establishing rapport through mutual
understanding and effective communication builds trust, as users
feel more confident in the AT reliability and empathy (Gremler
and Gwinner, 2008; Mayer et al., 1995). This trust is essential for
a secure and positive user experience (Folstad et al., 2018).

» Rapport and user engagement: Rapport directly influences user
engagement by making interactions more meaningful and
enjoyable. As users feel understood and valued by the Al their
level of engagement increases, creating a reinforcing cycle that
enhances the overall experience (Avula et al,, 2018; Liu etal., 2017).

Rapport and empathy: Empathy is a critical factor in building
rapport. Al systems that effectively recognize and respond to user
emotions foster deeper mutual understanding and emotional
alignment, thereby strengthening rapport (Gremler and
Gwinner, 2008).

Rapport and anthropomorphization: The development of

rapport is facilitated by anthropomorphization. Human-like
features in AI, such as humor and sensitivity, contribute to a
sense of connection and mutual understanding, which are
essential components of rapport (Niculescu et al., 2013).

o Trust and user engagement: Trust serves as a foundational
element for user engagement. A high level of trust in the AI system
reduces perceived risks and enhances the user’s confidence, leading
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to greater emotional investment and sustained engagement
(Folstad et al., 2018; Yen and Chiang, 2020).

o Trust and user engagement: Trust is a crucial driver of user
engagement in human-Al interactions. When users trust an Al
system, they are more likely to engage deeply, as trust reduces
perceived risks and enhances confidence in the system’s reliability
and functionality (Folstad et al., 2018; Zamora, 2017; Siau and
Wang, 2018). Trust can also amplify the willingness to explore
and utilize more features of the Al, leading to sustained and
meaningful interactions (Avula et al., 2018; Sundar et al., 2016).
In contexts where trust is established, users are more inclined to
immerse themselves in the experience, resulting in higher levels
of engagement (Boyle et al., 2012).

o Trustand empathy: Trust and empathy are deeply interconnected
in fostering positive human-AlI relationships. An Al system that
effectively demonstrates empathy can enhance user trust by
signaling that it not only understands the user’s emotional state
but also responds appropriately to it (Liu and Sundar, 2018;
Mehrabian and Epstein, 1972; Fitzpatrick et al.,, 2017). This
empathetic interaction creates a perception of the Al as being
supportive and considerate, which strengthens trust (Portela and
Granell-Canut, 2017). Moreover, the ability of Al to exhibit
empathy can bridge the gap between human and machine,
making users feel safer and more understood, thereby reinforcing
their trust (Bickmore and Picard, 2005).

o User engagement and empathy: Empathy enhances user
engagement by creating a more personalized and emotionally
resonant interaction. When AI systems respond to users
emotions, they foster a deeper connection, leading to increased
and sustained engagement (Liu and Sundar, 2018; Fitzpatrick
et al., 2017; Bickmore and Picard, 2005).

o User engagement and anthropomorphization:
Anthropomorphization boosts user engagement by making Al
systems more relatable and human-like. When AI mimics human
behaviors, users are more likely to interact with it naturally,
leading to a more immersive and engaging experience (Xiao and
Kumar, 2021; Sheehan et al., 2020; Nass and Moon, 2000).

« Anthropomorphization and empathy: Anthropomorphization
aids in the expression of empathy by endowing AI with human-like
qualities that facilitate emotional recognition and appropriate
responses. This enhances the perceived empathy of Al systems,
contributing to higher user satisfaction (Liu and Sundar, 2018).

The interrelationships among rapport, trust, user engagement,
empathy, and anthropomorphization reveal the intricate socio-
emotional dynamics that are foundational to human- Al interactions.
These interconnected themes significantly enrich the user experience,
highlighting the imperative for AI systems to be designed with a
comprehensive understanding of human emotional and cognitive
processes. By integrating these socio-emotional elements, AI systems
can more effectively resonate with users, fostering deeper and more
meaningful engagements.

5 Ethical considerations

The integration of AI in human interactions necessitates
addressing ethical considerations through established frameworks
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such as deontological ethics, utilitarianism, and virtue ethics.
Deontological ethics emphasize adherence to rules and duties,
highlighting the need for AI systems to comply with ethical
guidelines to ensure transparency and respect for user privacy
(Floridi and Cowls, 2019; Jobin et al., 2019). Utilitarianism, which
evaluates the morality of actions based on their outcomes, calls for
a balance between the benefits of Al-enhanced productivity and
the potential risks, such as job displacement and over-reliance on
Al for emotional support (Brynjolfsson and McAfee, 2014;
Bostrom and Yudkowsky, 2014). Virtue ethics focuses on
developing AI systems that embody moral virtues like honesty,
empathy, and integrity, promoting ethical behavior in interactions
(Coeckelbergh, 2010; Turkle, 2011). Practical guidelines derived
from these frameworks include designing AI with transparency,
prioritizing data protection, promoting positive social interactions,
and conducting continuous ethical assessments. Incorporating
these ethical considerations ensures that AI systems enhance
productivity while upholding the highest ethical standards,
contributing to a just and equitable society (Floridi et al., 2018;
Moor, 2006).

6 Research opportunity

This review has illuminated the intricacies of human-Al
interaction, particularly through a socio-emotional lens, underscoring
the significance of trust, empathy, and rapport in augmenting human
productivity. However, the research horizon in this domain remains
vast and underexplored. Future studies should delve into the nuanced
mechanisms of how socio-emotional attributes of Al influence various
user demographics, considering cultural, age-related, and professional
differences. There is a compelling opportunity to investigate the
differential impacts of these interactions across diverse sectors such as
healthcare, education, and customer service, where AT’s role is rapidly
expanding. Further, empirical research is needed to evaluate the long-
term effects of sustained human-Al interactions on human
psychological well-being and social behavior. This includes examining
potential dependencies or over-reliance on Al for emotional support
as well as exploring the ethical dimensions of human-AlI relationships,
especially in contexts where Al begins to substitute traditional human
roles, warrants deeper inquiry.

There is also a pressing need for interdisciplinary research that
connect insights from psychology, sociology, and Al technology to
design Al systems that are not only technically proficient but also
emotionally intelligent and culturally aware. Such research could pave
the way for Al systems that are better aligned with human emotional
and cognitive needs, thus enhancing their acceptance and effectiveness
in collaborative settings. As importantly, AI continues to evolve and
therefore investigating the potential for Al systems to not just mimic
human emotions but to understand and appropriately respond to
them in real-time scenarios presents an exciting frontier. This could
significantly advance the development of Al as true socio-emotional
partners in human interactions, leading to breakthroughs in
personalized AI experiences and more profound human-Al
collaborations. That will not only contribute to the academic discourse
but also guide practical implementations, shaping a future where AI
is an integral, empathetic, and responsive partner in various aspects
of human life.

frontiersin.org


https://doi.org/10.3389/fpsyg.2024.1369957
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org

Kolomaznik et al.

7 Conclusion

This research provides a comprehensive analysis of human
interaction with artificial intelligence (AI), highlighting the critical
role of socio-emotional attributes in enhancing human-AI
collaboration. Using a GTLR methodology, we identified five key
themes—rapport, trust, user engagement, empathy, and
anthropomorphization—that are essential for aligning Al systems
more closely with human emotional and cognitive needs, thereby
improving collaborative efficiency and productivity.

Establishing a harmonious relationship based on mutual
understanding and empathetic engagement is crucial (Cialdini and
James, 2009). Al systems designed to recognize and respond to socio-
emotional cues can significantly enhance user satisfaction and
cooperation. Trust, encompassing both cognitive and emotional
dimensions, reflects the user’s confidence in the Al systems reliability,
integrity, and competence. High levels of trust reduce perceived risks
and increase user commitment. Emotional investment and sustained
engagement with AT are influenced by the perceived usefulness and
satisfaction derived from interactions. Effective Al design that meets
user expectations fosters deeper commitment. Al systems capable of
recognizing and appropriately responding to user emotions can foster
a sense of understanding and connection, which is crucial for effective
human-Al interactions. Attributing human characteristics to Al
systems makes them more relatable and engaging, enhancing user
acceptance and satisfaction.

The study underscores the necessity of a paradigm shift in AI
development, moving from a primary focus on technical proficiency
to a holistic approach that incorporates socio-emotional intelligence.
This shift is essential for creating Al systems that are not only
technically advanced but also capable of forming meaningful and
productive collaborations with humans. The findings advocate for AI
designs that prioritize emotional intelligence, leading to more effective
and human-centric technological advancements. Such insights from
this study are highly relevant across various sectors, including
healthcare, education, and customer service. In healthcare, empathetic
Al systems can improve patient trust and engagement, leading to
better health outcomes. In education, Al tutors that build rapport with
students can enhance learning experiences. In customer service,
anthropomorphized Al can increase customer satisfaction and loyalty.

While this study offers significant contributions, it also highlights
areas for future research. Further studies should explore the long-term
effects of human-AlI interactions on psychological well-being and
social behavior. Additionally, there is a need for interdisciplinary
research that bridges insights from psychology, sociology, and Al
technology to design systems that are emotionally intelligent and
culturally aware. There is also potential to extend the research to
include additional keywords, such as the full term “artificial

References

Adel, A. (2011). Rapport building in student group work. J. Pragmat. 43, 2932-2947.
doi: 10.1016/j.pragma.2011.05.007

Ammanabrolu, P, and Riedl, M. O. (2021). Situated language learning via interactive
narratives. Patterns 2:100316. doi: 10.1016/j.patter.2021.100316

Araujo, T. (2018). Living up to the chatbot hype: the influence of anthropomorphic
design cues and communicative agency framing on conversational agent and company
perceptions. Comput. Hum. Behav. 85, 183-189. doi: 10.1016/j.chb.2018.03.051

Argyle, M. (1990). The biological basis of rapport. Psychol. Inq. 1, 297-300. doi:
10.1207/s15327965pli0104_3

Frontiers in Psychology

10.3389/fpsyg.2024.1369957

intelligence;,” which were initially deemed less relevant during the
construction of the search strategy. Future research should consider
including these and other terms to explore interdisciplinary
connections more comprehensively, potentially expanding the search
to include additional databases like Web of Science.

Incorporating socio-emotional attributes into AI design is pivotal
for fostering productive and meaningful human-AlI interactions. By
prioritizing elements such as trust, empathy, rapport, user engagement,
and anthropomorphization, Al systems can be more effectively
integrated into human activities, leading to advancements that are
both technologically innovative and human-centric. This research
underscores the importance of continuous exploration and dialog in
this domain, ensuring that AT advancements align with human dignity
and societal welfare. The study’s findings advocate for a comprehensive
approach in Al development, one that equally values technological
prowess and socio-emotional intelligence, to achieve a harmonious
integration of Al into various facets of human life.

Author contributions

MK: Writing - original draft, Writing — review & editing. VP:
Writing - original draft, Writing - review & editing. MS: Writing —
original draft, Writing - review & editing. V]: Writing - original draft,
Writing - review & editing.

Funding

The author(s) declare that no financial support was received for
the research, authorship, and/or publication of this article.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Attfield, S., Kazai, G., Lalmas, M., and Piwowarski, B. (2011). Towards a science of
user engagement (position paper). In proceedings of the WSDM workshop on user
modeling for web applications. 9-12. Available at: https://www.zdnet.com/article/alice-
victorious-in-ai-challenge/

Avula, S., Chadwick, G., Arguello, J., and Capra, R. (2018). Searchbots: User engagement
with chatbots during collaborative search. Proceedings of the 2018 Conference on Human
Information Interaction & Retrieval (pp. 52-61). ACM, New York.

Bellamy, E., and Beaumont, M. (2009). Looking backward, 2000-1887. Oxford:
Oxford University Press.

frontiersin.org


https://doi.org/10.3389/fpsyg.2024.1369957
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.1016/j.pragma.2011.05.007
https://doi.org/10.1016/j.patter.2021.100316
https://doi.org/10.1016/j.chb.2018.03.051
https://doi.org/10.1207/s15327965pli0104_3
https://www.zdnet.com/article/alice-victorious-in-ai-challenge/
https://www.zdnet.com/article/alice-victorious-in-ai-challenge/

Kolomaznik et al.

Bickmore, T., and Picard, R. (2005). Establishing and maintaining long-term human-
computer relationships. ACM Transact. Comp. Human Inter. 12, 293-327. doi:
10.1145/1067860.1067867

Bostrom, N., and Yudkowsky, E. (2014). “The ethics of artificial intelligence” in The
Cambridge handbook of artificial intelligence. eds. K. Frankish and W. Ramsey
(Cambridge, United Kingdom: Cambridge University Press), 316-334.

Boyle, E. A., Connolly, T. M., Hainey, T., and Boyle, . M. (2012). Engagement in digital
entertainment games: a systematic review. Comput. Hum. Behav. 28, 771-780. doi:
10.1016/j.chb.2011.11.020

Brown, E., and Cairns, P. (2004). “A grounded investigation of game immersion” in
CHI'04 extended abstracts on human factors in computing systems (New York: ACM),
1297-1300.

Brynjolfsson, E., Horton, J. J., and Ozimek, A. (2020). COVID-19 and remote work:
An early look at US data: National Bureau of Economic Research (NBER) -
Massachusetts, USA.

Brynjolfsson, E., and McAfee, A. (2014). The book. The Second Machine Age: Work,
Progress, and Prosperity in a Time of Brilliant Technologies. New York, USA: W.W. Norton
& Company.

Brynjolfsson, E., Rock, D., and Syverson, C. (2018). Artificial intelligence and the
modern productivity paradox: a clash of expectations and statistics. In The Economics of
Artificial Intelligence: An Agenda. University of Chicago Press. 23-57.

Buber, M. (2002) in Between man and man. ed. R. Gregor-Smith. 2nd ed (Routledge).
Buber, M., and Smith, R. G. (1958). I and thou. Edinburgh: Clark.

Cervone, A., Gambi, E., Tortoreto, G., Stepanov, E. A., and Riccardi, G. (2018).
Automatically predicting user ratings for conversational systems. Proceedings of the
Fifth Italian Conference on Computational Linguistics CLiC-it. 10, 12. Accademia
University Press, Torino.

Cialdini, R. B., and James, L. (2009). Influence: Science and practice, vol. 4. Boston:
Pearson education.

Ciechanowski, L., Przegalinska, A., and Wegner, K. (2017). The necessity of new
paradigms in measuring human-chatbot interaction. Proceedings of the International
Conference on Applied Human Factors and Ergonomics. 205-214. Springer, Cham.

Clifford, C. (2016). Elon musk: Robots will take your jobs, government will have to
pay your wage. CNBC. Available at: https://www.cnbc.com/2016/11/04/elon-musk-
robots-will-take-your-jobs-government-will-have-to-pay-your-wage.html (Accessed 11.
Oct. 2022).

Coeckelbergh, M. (2010). Moral appearances: emotions, robots, and human morality.
Ethics Inf. Technol. 12, 235-241. doi: 10.1007/s10676-010-9221-y

Davenport, T., Guha, A., and Grewal, D. (2020). How artificial intelligence will change
the future of marketing. J. Acad. Mark. Sci. 48, 24-42. doi: 10.1007/s11747-019-00696-0

Davenport, T., and Kirby, J. (2016). Only humans need apply: Winners and losers in
the age of smart machines. New York, USA: Harper Business.

de Graaf, M. M., Allouch, S. B., and Klamer, T. (2015). Sharing a life with Harvey:
exploring the acceptance of and relationship-building with a social robot. Comput. Hum.
Behav. 43, 1-14. doi: 10.1016/j.chb.2014.10.030

Debeauvais, T. (2016). Challenge and retention in games (Ph.D. dissertation,
University of California, Irvine). ProQuest dissertations and theses. Available at: http://
search.proquest.com.libaccess.sjlibrary.org/docview/18089390562accountid=10361
(Accessed January 25, 2024).

Driskell, T., Blickensderfer, E. L., and Salas, E. (2013). Is three a crowd? Examining
rapport in investigative interviews. Group Dyn. Theory Res. Pract. 17, 1-13. doi: 10.1037/
20029686

Fadhil, A., Schiavo, G., Wang, Y., and Yilma, B. A. (2018). The effect of emojis when
interacting with a conversational interface assisted health coaching system. Proceedings
of the 12th EAI International Conference on Pervasive Computing Technologies for
Healthcare (pp. 378-383). ACM, New York.

Fitzpatrick, K. K., Darcy, A., and Vierhile, M. (2017). Delivering cognitive behavior
therapy to young adults with symptoms of depression and anxiety using a fully
automated conversational agent (Woebot): a randomized controlled trial. JMIR Mental
Health 4:e19. doi: 10.2196/mental.7785

Fleming, K., Sundararajan, A., Dhar, V,, Siebel, T., Slaughter, A., Wald, J., et al. (2020).
The digital future of work: What skills will be needed? McKinsey Global Institute.

Floridi, L., and Cowls, J. (2019). A unified framework of five principles for AI in
society. Harvard Data Sci. Review 1, 1-15. doi: 10.1162/99608{92.8¢d550d1

Floridi, L., Cowls, J., Beltrametti, M., Chatila, R., Chazerand, P, Dignum, V., et al. (2018).
AT4People—an ethical framework for a good Al society: opportunities, risks, principles, and
recommendations. Mind. Mach. 28, 689-707. doi: 10.1007/s11023-018-9482-5

Folstad, A., Nordheim, C. B., and Bjorkli, C. A. (2018). What makes users trust a
chatbot for customer service? An exploratory interview study. Proceedings of the
International Conference on Internet Science (pp. 194-208). Springer, Cham.

Fong, T., Nourbakhsh, I., and Dautenhahn, K. (2003). A survey of socially interactive
robots. Robot. Auton. Syst. 42, 143-166. doi: 10.1016/50921-8890(02)00372-X

Ford, M. (2015). Rise of the robots: Technology and the threat of a jobless future. New
York, USA: Basic Books.

Frontiers in Psychology

10.3389/fpsyg.2024.1369957

Fortunati, L., and Edwards, A. (2020). Opening space for theoretical, methodological,
and empirical issues in human-machine communication. Hum. Mach. Commun. 1,
7-18. doi: 10.30658/hme.1.1

Frey, C. B, and Osborne, M. A. (2017). The future of employment: how susceptible
are jobs to computerization? Technol. Forecast. Soc. Chang. 114, 254-280. doi: 10.1016/j.
techfore.2016.08.019

Frison, A. K., Wintersberger, P, Riener, A., Schartmiiller, C., Boyle, L. N., Miller, E., et al.
(2019). In UX we trust: investigation of aesthetics and usability of driver-vehicle interfaces and
their impact on the perception of automated driving. Proceedings of the 2019 CHI conference
on human factors in computing systems CHI 2019, Glasgow, Scotland, UK. New York:
ACM. 1-13.

Garnham, A. (1987). Artificial intelligence: An introduction. London, United
Kingdom: Routledge.

Gasson, S. (2009). “Employing a grounded theory approach for MIS research” in
Handbook of research on contemporary theoretical models in information systems. eds.
Y. K. Dwivedi, B. Lal, M. D. Williams, S. L. Schneberger and M. Wade (Hershey,
Pennsylvania, USA: IGI Global), 34-56.

Gilbert, D. T. (1991). How mental systems believe. Am. Psychol. 46, 107-119. doi:
10.1037/0003-066X.46.2.107

Glaser, B. G., and Strauss, A. L. (2017). Discovery of grounded theory: Strategies for
qualitative research. London, United Kingdom: Routledge.

Goethe, O., Salehzadeh, Niksirat K., Hirskyj-Douglas, I., Sun, H., Law, E.L.C., and
Ren, X. (2019). From UX to engagement: Connecting theory and practice, addressing
ethics and diversity. Proceedings of the International Conference on Human-Computer
Interaction (pp. 91-99). Springer, Cham.

Goodwins, R. (2001). ALICE victorious in Al challenge. ZDNet. Available at: https://
www.zdnet.com/article/alice-victorious-in-ai-challenge/ (Accessed February 6, 2023).

Gremler, D., and Gwinner, K. (2008). Rapport-building behaviors used by retail
employees. . Retail. 84, 308-324. doi: 10.1016/j.jretai.2008.07.001

Grudin, J., and Jacques, R. (2019). Chatbots, humbots, and the quest for artificial
general intelligence. Proceedings of the 2019 CHI conference on human factors in
computing systems. New York, USA: ACM Press. 1-11.

Guzman, A. L. (2018). “What is human-machine communication, anyway?” in
Human machine communication: rethinking communication, technology, and
ourselves. ed. A. L. Guzman, New York, USA: Peter Lang. 1-28.

Guzman, A. L. (2020). Ontological boundaries between humans and computers and
the implications for human-machine communication. Hum. Mach. Commun. 1, 37-54.
doi: 10.30658/hmc.1.3

Ho, C. C., and MacDorman, K. E (2017). Measuring the uncanny valley effect. Int. J.
Soc. Robot. 9, 129-139. doi: 10.1007/s12369-016-0380-9

Jobin, A., Ienca, M., and Vayena, E. (2019). The global landscape of Al ethics
guidelines. Nat. Mach. Intellig. 1, 389-399. doi: 10.1038/s42256-019-0088-2

Kahneman, D. (2011). Thinking, fast and slow. Straus and Giroux: Farrar.

Kaplan, J. (2015). Humans need not apply: A guide to wealth and work in the age of
artificial intelligence. New Haven, Connecticut, USA: Yale University Press.

Knafo, D. (2015). Guys and dolls: relational life in the technological era. Psychoanal.
Dialog. 25, 481-502. doi: 10.1080/10481885.2015.1055174

Lee, K. M. (2004). Why presence occurs: evolutionary psychology, media equation,
and presence. Presence 13, 494-505. doi: 10.1162/1054746041944830

Littell, J. H., Corcoran, J., and Pillai, V. (2008). Systematic reviews and meta-analysis.
New York, USA: Oxford University Press.

Liu, D., Santhanam, R., and Webster, J. (2017). Toward meaningful engagement: a
framework for design and research of gamified information systems. MIS Q. 41,
1011-1034. doi: 10.25300/MISQ/2017/41.4.01

Liu, B., and Sundar, S. S. (2018). Should machines express sympathy and empathy?
Experiments with a health advice chatbot. Cyberpsychol. Behav. Soc. Netw. 21, 625-636.
doi: 10.1089/cyber.2018.0110

Lombard, M., and Ditton, T. (1997). At the heart of it all: the concept of presence. J.
Comput.-Mediat. Commun. 3:JCMC321. doi: 10.1111/j.1083-6101.1997.tb00072.x

Lombard, M., and Xu, K. (2021). Social responses to media technologies in the 21st
century: the media are social actors paradigm. Hum. Mach. Commun. 2, 29-55. doi:
10.30658/hmc.2.2

Lukoff, K., Yu, C., Kientz, J., and Hiniker, A. (2018). What makes smartphone use
meaningful or meaningless? Proceed. ACM Interact. Mobile Wearable Ubiquitous
Technol. 2, 1-26. doi: 10.1145/3191754

Maclnnis, D., and Folkes, V. S. (2017). Humanizing brands: when brands seem to
be like me, part of me, and in a relationship with me. J. Consum. Psychol. 27, 355-374.
doi: 10.1016/j.jcps.2016.12.003

Manyika, J., Chui, M., Miremadi, M., Bughin, J., George, K., Willmott, P, et al. (2017).
A future that works: Automation, employment, and productivity: McKinsey Global
Institute. Available at: https://www.mckinsey.com/featured-insights/digital-disruption/
harnessing-automation-for-a-future-that-works/de-DE (Accessed February 2, 2024).

Mattarelli, E., Bertolotti, F, and Macri, D. M. (2013). The use of ethnography and
grounded theory in the development of a management information system. Eur. J. Inf.
Syst. 22, 26-44. doi: 10.1057/ejis.2011.34

frontiersin.org


https://doi.org/10.3389/fpsyg.2024.1369957
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.1145/1067860.1067867
https://doi.org/10.1016/j.chb.2011.11.020
https://www.cnbc.com/2016/11/04/elon-musk-robots-will-take-your-jobs-government-will-have-to-pay-your-wage.html
https://www.cnbc.com/2016/11/04/elon-musk-robots-will-take-your-jobs-government-will-have-to-pay-your-wage.html
https://doi.org/10.1007/s10676-010-9221-y
https://doi.org/10.1007/s11747-019-00696-0
https://doi.org/10.1016/j.chb.2014.10.030
http://search.proquest.com.libaccess.sjlibrary.org/docview/1808939056?accountid=10361
http://search.proquest.com.libaccess.sjlibrary.org/docview/1808939056?accountid=10361
https://doi.org/10.1037/a0029686
https://doi.org/10.1037/a0029686
https://doi.org/10.2196/mental.7785
https://doi.org/10.1162/99608f92.8cd550d1
https://doi.org/10.1007/s11023-018-9482-5
https://doi.org/10.1016/S0921-8890(02)00372-X
https://doi.org/10.30658/hmc.1.1
https://doi.org/10.1016/j.techfore.2016.08.019
https://doi.org/10.1016/j.techfore.2016.08.019
https://doi.org/10.1037/0003-066X.46.2.107
https://www.zdnet.com/article/alice-victorious-in-ai-challenge/
https://www.zdnet.com/article/alice-victorious-in-ai-challenge/
https://doi.org/10.1016/j.jretai.2008.07.001
https://doi.org/10.30658/hmc.1.3
https://doi.org/10.1007/s12369-016-0380-9
https://doi.org/10.1038/s42256-019-0088-2
https://doi.org/10.1080/10481885.2015.1055174
https://doi.org/10.1162/1054746041944830
https://doi.org/10.25300/MISQ/2017/41.4.01
https://doi.org/10.1089/cyber.2018.0110
https://doi.org/10.1111/j.1083-6101.1997.tb00072.x
https://doi.org/10.30658/hmc.2.2
https://doi.org/10.1145/3191754
https://doi.org/10.1016/j.jcps.2016.12.003
https://www.mckinsey.com/featured-insights/digital-disruption/harnessing-automation-for-a-future-that-works/de-DE
https://www.mckinsey.com/featured-insights/digital-disruption/harnessing-automation-for-a-future-that-works/de-DE
https://doi.org/10.1057/ejis.2011.34

Kolomaznik et al.

Mayer, R. C., Davis, J. H., and Schoorman, E. D. (1995). An integrative model of
organizational trust. Acad. Manag. Rev. 20, 709-734. doi: 10.2307/258792

McKinsey Global Institute. (2020). The future of work in Europe: automation,
workforce transitions, and the shifting geography of employment. McKinsey &
Company. Available at: https://www.mckinsey.com/featured-insights/future-of-work/
the-future-of-work-in-europe (Accessed February 2, 2024)

Mehrabian, A., and Epstein, N. (1972). A measure of emotional empathy. J. Pers. 40,
525-543. doi: 10.1111/j.1467-6494.1972.tb00078.x

Mencarini, E., Rapp, A., Tirabeni, L., and Zanacanaro, M. (2019). Designing wearable
Systems for Sport: a review of trends and opportunities in human-computer interaction.
IEEE Transact. Hum. Mach. Syst. 49, 314-325. doi: 10.1109/THMS.2019.2919702

Menzel, P, and D’Aluisio, E. (2000). Robo sapiens: Evolution of a new species.
Cambridge, MA: MIT Press.

Moor, J. H. (2006). The nature, importance, and difficulty of machine ethics. IEEE
Intell. Syst. 21, 18-21. doi: 10.1109/MIS.2006.80

Morrison, R. L. (2009). Are women tending and befriending in the workplace? Gender
differences in the relationship between workplace friendships and organizational
outcomes. Sex Roles 60, 1-13. doi: 10.1007/s11199-008-9513-4

Morrissey, K., and Kirakowski, J. (2013). ‘Realness’ in chatbots: Establishing
quantifiable criteria. Proceedings of the International Conference on Human-Computer
Interaction (pp. 87-96). Springer, Berlin, Heidelberg.

Nass, C., and Moon, Y. (2000). Machines and mindlessness: social responses to
computers. J. Soc. Issues 56, 81-103. doi: 10.1111/0022-4537.00153

Niculescu, A., van Dijk, B., Nijholt, A., Li, H., and See, S. L. (2013). Making social
robots more attractive: the effects of voice pitch, humor and empathy. Int. J. Soc. Robot.
5,171-191. doi: 10.1007/s12369-012-0171-x

Nunes, E, Verdezoto, N., Fitzpatrick, G., Kyng, M., Grénvall, E., and Storni, C. (2015).
Self-care technologies in HCI: trends, tensions, and opportunities. ACM Transact. Comp.
Hum. Interact. 22, 1-45. doi: 10.1145/2803173

O’Brien, H., and Toms, E. (2008). What is user engagement? A conceptual framework
for defining user engagement with technology. J. Amer. Soc Inform. Sci. Technol. 59,
938-955. doi: 10.1002/asi.20801

Peters, C., Castellano, G., and de Freitas, S. (2009). “An exploration of user engagement
in HCI” in Proceedings of the international workshop on affective-aware virtual agents
and social robots (New York: ACM), 1-3. doi: 10.1145/1655260.1655269

Portela, M., and Granell-Canut, C. (2017). A new friend in our smartphone?
Observing interactions with Chatbots in the search of emotional engagement.
Proceedings of the XVIII international conference on human computer interaction.
New York, USA: ACM Press. 7, 1-7.

Ren, X. (2016). Rethinking the relationship between humans and computers. IEEE
Comp. 49, 104-108. doi: 10.1109/MC.2016.253

Ruan, S, Jiang, L., Xu, J., Tham, B. J. K,, Qiu, Z., Zhu, Y,, et al. (2019). Quizbot: A
dialogue-based adaptive learning system for factual knowledge. Proceedings of the 2019
CHI Conference on Human Factors in Computing Systems (pp. 1-13). ACM, New York.

Sabeti, S., Shoghli, O., Baharani, M., and Tabkhi, H. (2021). Toward Al-enabled
augmented reality to enhance the safety of highway work zones: feasibility, requirements,
and challenges. Adv. Eng. Inform. 50:101429. doi: 10.1016/j.2i.2021.101429

Saket, B., Endert, A., and Stasko, J. (2016). Beyond usability and performance: A
review of user experience-focused evaluations in visualization. Proceedings of the
Beyond Time and Errors on Novel Evaluation Methods for Visualization - BELIV 16
(pp. 133-142). ACM, New York.

Schlaepfer, R., and Koch, M. (2015) Industry 4.0: Challenges and solutions for the
digital transformation and use of exponential technologies. Deloitte. Available at: https://
www2.deloitte.com/content/dam/Deloitte/ch/Documents/manufacturing/ch-en-
manufacturing-industry-4-0-24102014.pdf (Accessed 6 July 2022).

Schwab, K. (2016). The fourth industrial revolution. New York, USA: Crown Business.

Schwind, V., Wolf, K., and Henze, N. (2018). Avoiding the uncanny valley in virtual
character design. Interactions 25, 45-49. doi: 10.1145/3236673

Sheehan, B., Jin, H. S., and Gottlieb, U. (2020). Customer service chatbots:
anthropomorphism and adoption. J. Bus. Res. 115, 14-24. doi: 10.1016/j.
jbusres.2020.04.030

Short, E., Hart, J., Vu, M., and Scassellati, B. (2010). “No fair!! An interaction with a
cheating robot” in In 2010 5th ACM/IEEE international conference on human-robot
interaction (HRI) (IEEE), New Haven, Connecticut, USA: Yale University. 219-226.

Siau, K., and Wang, W. (2018). Building Trust in Artificial Intelligence, machine
learning, and robotics. Cutter Bus. Technol. J. 31, 47-53.

Skjuve, M., Haugstveit, I. M., Folstad, A., and Brandtzaeg, P. B. (2019). Help! Is my chatbot
falling into the uncanny valley? An empirical study of user experience in human-chatbot
interaction. Hum. Technol. 15, 30-54. doi: 10.17011/HT/URN.201902201607

Frontiers in Psychology

163

10.3389/fpsyg.2024.1369957

Smith, A. (2014). AL robotics, and the future of jobs. [Online]. Pew Research Center:
Internet, Science & Tech. Available at: http://www.pewinternet.org/2014/08/06/future-
of-jobs (Accessed November 7, 2022).

Stein, J. P,, and Ohler, P. (2017). Venturing into the uncanny valley of mind—the
influence of mind attribution on the acceptance of human-like characters in a virtual
reality setting. Cognition 160, 43-50. doi: 10.1016/j.cognition.2016.12.010

Stern, A. (2016). Raising the floor: How a universal basic income can renew our economy
and rebuild the American dream. New York, USA: PublicAffairs.

Stronks, B., Nijholt, A., van der Vet, P. E., Heylen, D., and Limburg, D. O. (2002).
Friendship relations with embodied conversational agents: Integrating social psychology
in ECA design Report. Enschede, The Netherlands: Parlevink Research Group,
University of Twente.

Sundar, S. S., Bellur, S., Oh, ], Jia, H., and Kim, H. S. (2016). Theoretical importance
of contingency in human-computer interaction: effects of message interactivity on user
engagement. Commun. Res. 43, 595-625. doi: 10.1177/0093650214534962

Svenningsson, N., and Faraon, M. (2019). Artificial intelligence in conversational agents:
A study of factors related to perceived humanness in Chatbots. Proceedings of the 2019 2nd
Artificial Intelligence and Cloud Computing Conference (pp. 151-161). ACM, New York.

Syam, N., and Sharma, A. (2018). Waiting for a sales renaissance in the fourth
industrial revolution: machine learning and artificial intelligence in sales research and
practice. Ind. Mark. Manag. 69, 135-146. doi: 10.1016/j.indmarman.2017.12.019

Ta, V., Griffith, C., Boatfield, C., Wang, X., Civitello, M., Bader, H., et al. (2020). User
experiences of social support from companion Chatbots in everyday contexts: thematic
analysis. J. Med. Internet Res. 22:¢16235. doi: 10.2196/16235

ter Stal, S., Kramer, L. L., Tabak, M., op den Akker, H., and Hermens, H. (2020).
Design features of embodied conversational agents in eHealth: a literature review. Int. J.
Hum.-Comput. Stud. 138:102409. doi: 10.1016/j.ijhcs.2020.102409

The Register. (2024). Deepfake CFO tricks Hong Kong biz out of $25 million. Available
at: https://www.theregister.com/2024/02/04/deepfake_cfo_scam_hong_kong/ (Accessed
January 12, 2024).

Turkle, S. (2011). Alone together: Why we expect more from technology and less from
each other. New York, USA: Basic Books.

Tversky, A., and Kahneman, D. (1974). Judgment under uncertainty: heuristics and
biases: biases in judgments reveal some heuristics of thinking under uncertainty. Science
185, 1124-1131. doi: 10.1126/science.185.4157.1124

Urakami, J., Moore, B. A., Sutthithatip, S., and Park, S. (2019). Users' perception of
empathic expressions by an advanced intelligent system. Proceedings of the 7th
International Conference on Human-Agent Interaction (pp. 11-18). ACM, New York.

Vossen, H. G., Piotrowski, J. T., and Valkenburg, P. M. (2015). Development of the
adolescent measure of empathy and sympathy (AMES). Personal. Individ. Differ. 74,
66-71. doi: 10.1016/j.paid.2014.09.040

West, D. M. (2018). The future of work: Robots, A, and automation. Washington, D.C.,
USA: Brookings Institution Press.

Westerman, D., Cross, A. C., and Lindmark, P. G. (2019). I believe in a thing called
bot: perceptions of the humanness of “chatbots”. Commun. Stud. 70, 295-312. doi:
10.1080/10510974.2018.1557233

Wolfswinkel, J. E, Furtmueller, E., and Wilderom, C. P. (2013). Using grounded theory
as a method for rigorously reviewing literature. Eur. J. Inf. Syst. 22, 45-55. doi: 10.1057/
€jis.2011.51

Xiao, L., and Kumar, V. (2021). Robotics for customer service: a useful complement
or an ultimate substitute? J. Serv. Res. 24, 9-29. doi: 10.1177/1094670519878881

Xiao, Z., Zhou, M. X,, Chen, W,, Yang, H., and Chi, C. (2020). If I hear you correctly:
Building and evaluating interview Chatbots with active listening skills. Proceedings of
the 2020 CHI Conference on Human Factors in Computing Systems (pp. 1-14). ACM,
New York.

Yen, C., and Chiang, M. C. (2020). Trust me, if you can: a study on the factors that
influence consumers’ purchase intention triggered by chatbots based on brain image
evidence and self-reported assessments. Behav. Inform. Technol. 40, 1177-1194. doi:
10.1080/0144929X.2020.1743362

Yoganathan, V., Osburg, V.-S., and Kunz, W. H. (2021). Check-in at the Robo desk:
effects of automated social presence on social cognition and service implications. Tour.
Manag. 85:104309. doi: 10.1016/j.tourman.2021.104309

Zamora, J. (2017). I'm sorry, Dave, I'm afraid I can't do that: Chatbot perception and
expectations. Proceedings of the 2017 CHI Conference on Human Factors in Computing
Systems. New York, USA. 253-260.

Zhao, S. (2006). Humanoid social robots as a medium of communication. New Media
Soc. 8,401-419. doi: 10.1177/1461444806061951

frontiersin.org


https://doi.org/10.3389/fpsyg.2024.1369957
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.2307/258792
https://www.mckinsey.com/featured-insights/future-of-work/the-future-of-work-in-europe
https://www.mckinsey.com/featured-insights/future-of-work/the-future-of-work-in-europe
https://doi.org/10.1111/j.1467-6494.1972.tb00078.x
https://doi.org/10.1109/THMS.2019.2919702
https://doi.org/10.1109/MIS.2006.80
https://doi.org/10.1007/s11199-008-9513-4
https://doi.org/10.1111/0022-4537.00153
https://doi.org/10.1007/s12369-012-0171-x
https://doi.org/10.1145/2803173
https://doi.org/10.1002/asi.20801
https://doi.org/10.1145/1655260.1655269
https://doi.org/10.1109/MC.2016.253
https://doi.org/10.1016/j.aei.2021.101429
https://www2.deloitte.com/content/dam/Deloitte/ch/Documents/manufacturing/ch-en-manufacturing-industry-4-0-24102014.pdf
https://www2.deloitte.com/content/dam/Deloitte/ch/Documents/manufacturing/ch-en-manufacturing-industry-4-0-24102014.pdf
https://www2.deloitte.com/content/dam/Deloitte/ch/Documents/manufacturing/ch-en-manufacturing-industry-4-0-24102014.pdf
https://doi.org/10.1145/3236673
https://doi.org/10.1016/j.jbusres.2020.04.030
https://doi.org/10.1016/j.jbusres.2020.04.030
https://doi.org/10.17011/HT/URN.201902201607
http://www.pewinternet.org/2014/08/06/future-of-jobs
http://www.pewinternet.org/2014/08/06/future-of-jobs
https://doi.org/10.1016/j.cognition.2016.12.010
https://doi.org/10.1177/0093650214534962
https://doi.org/10.1016/j.indmarman.2017.12.019
https://doi.org/10.2196/16235
https://doi.org/10.1016/j.ijhcs.2020.102409
https://www.theregister.com/2024/02/04/deepfake_cfo_scam_hong_kong/
https://doi.org/10.1126/science.185.4157.1124
https://doi.org/10.1016/j.paid.2014.09.040
https://doi.org/10.1080/10510974.2018.1557233
https://doi.org/10.1057/ejis.2011.51
https://doi.org/10.1057/ejis.2011.51
https://doi.org/10.1177/1094670519878881
https://doi.org/10.1080/0144929X.2020.1743362
https://doi.org/10.1016/j.tourman.2021.104309
https://doi.org/10.1177/1461444806061951

.‘ frontiers ‘ Frontiers in Artificial Intelligence

‘ @ Check for updates

OPEN ACCESS

EDITED BY
Simone Belli,
Complutense University of Madrid, Spain

REVIEWED BY

Raymond Lee,

Beijing Normal University-Hong Kong Baptist
University United International College, China
Christian Lebiere,

Carnegie Mellon University, United States

*CORRESPONDENCE

Kazuma Nagashima
nagashima.kazuma.l6@shizuoka.ac.jp

Junya Morita
j-morita@inf.shizuoka.ac.jp

RECEIVED 08 March 2024
ACCEPTED 30 September 2024
PUBLISHED 17 October 2024

CITATION

Nagashima K, Morita J and Takeuchi Y (2024)
Intrinsic motivation in cognitive architecture:
intellectual curiosity originated from pattern
discovery. Front. Artif. Intell. 7:1397860.

doi: 10.3389/frai.2024.1397860

COPYRIGHT

© 2024 Nagashima, Morita and Takeuchi. This
is an open-access article distributed under the
terms of the Creative Commons Attribution
License (CC BY). The use, distribution or
reproduction in other forums is permitted,
provided the original author(s) and the
copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic practice.
No use, distribution or reproduction is
permitted which does not comply with these
terms.

Frontiers in Artificial Intelligence

Type Original Research
PUBLISHED 17 October 2024
pol 10.3389/frai.2024.1397860

Intrinsic motivation in cognitive
architecture: intellectual curiosity
originated from pattern discovery

Kazuma Nagashima'*, Junya Morita?* and Yugo Takeuchi!

!Department of Information Science and Technology, Graduate School of Science and Technology,
Shizuoka University, Hamamatsu, Japan, 2Department of Behavior Informatics, Faculty of Informatics,
Shizuoka University, Hamamatsu, Japan

Studies on reinforcement learning have developed the representation of
curiosity, which is a type of intrinsic motivation that leads to high performance in
a certain type of tasks. However, these studies have not thoroughly examined
the internal cognitive mechanisms leading to this performance. In contrast
to this previous framework, we propose a mechanism of intrinsic motivation
focused on pattern discovery from the perspective of human cognition. This
study deals with intellectual curiosity as a type of intrinsic motivation, which
finds novel compressible patterns in the data. We represented the process of
continuation and boredom of tasks driven by intellectual curiosity using “pattern
matching,” “utility,” and “production compilation,” which are general functions of
the adaptive control of thought-rational (ACT-R) architecture. We implemented
three ACT-R models with different levels of thinking to navigate multiple
mazes of different sizes in simulations, manipulating the intensity of intellectual
curiosity. The results indicate that intellectual curiosity negatively affects task
completion rates in models with lower levels of thinking, while positively
impacting models with higher levels of thinking. In addition, comparisons with
a model developed by a conventional framework of reinforcement learning
(intrinsic curiosity module: ICM) indicate the advantage of representing the
agent’s intention toward a goal in the proposed mechanism. In summary,
the reported models, developed using functions linked to a general cognitive
architecture, can contribute to our understanding of intrinsic motivation within
the broader context of human innovation driven by pattern discovery.

KEYWORDS

cognitive modeling, ACT-R, intrinsic motivation, intellectual curiosity, pattern discovery

1 Introduction

According to Baron-Cohen (2020), human evolution and the development of
civilization are associated with “systematizing mechanisms,” which are achieved by
discovering, combining, and using patterns of cause-and-effect relationships in an
environment. He also stated that the ability of humans to think systematically has
evolved by using the “if-and-then” logic to combine patterns, resulting in inventions and
innovations that lead to our modern society.

Several studies have reported that such an ability of pattern discovery is associated with
fun, a personal feeling leading to intrinsic motivation (Caillois, 1958; Csikszentmihalyi,
1990; Huizinga, 1939; Koster, 2013). The other researchers (Aubret et al., 2019
Schmidhuber, 2010) have also explored the computational realization of intrinsic
motivation employing the framework of reinforcement learning (Sutton and Barto, 1998).
However, these studies have not explored the link between intrinsic motivation and
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primitive cognitive functions related to pattern discovery.
Therefore, further analysis of the computational mechanisms of
intrinsic motivation in terms of agents’ internal processing is
needed.

The aforementioned problem can be addressed by using a
cognitive architecture that integrates the basic cognitive functions
involved in various tasks. Despite the existence of several cognitive
architectures, the architectural differences have been reduced over
the years and integrated into a common structure (Laird et al,
2017). The representative architecture adopting such a structure
is adaptive control of thought-rational (ACT-R), developed by
Anderson (2007). According to Kotseruba and Tsotsos (2020)’s
comprehensive review of the topic, ACT-R is one of the most widely
used cognitive architectures, including a greater number of features
compared to the other architectures.

In this study, we propose a mechanism of intrinsic motivation
based on pattern discovery by integrating primitive cognitive
functions of ACT-R. The main advantage of the proposed
approach is its interpretability. Based on commonly used building
blocks in the architecture, our proposed mechanism can provide
a foundation for understanding intrinsic motivation from the
perspective of human cognition. Furthermore, this study presents
a simulation experiment to explore the conditions of stimulating
intrinsic motivation and the learning process driven by stimulated
intellectual curiosity. Our analysis confirmed that the proposed
mechanism can represent the role of intellectual motivation in
human learning at diverse levels of thinking and task difficulty.
Additionally, we examined the relationship between the proposed
mechanism and an existing mechanism of intrinsic motivation
based on reinforcement learning.

The remainder of this paper is organized as follows. Section 2
summarizes the existing studies related to this concept. Section 3
introduces the proposed mechanism, which is developed based on
pattern discovery. The effectiveness of the mechanism is discussed
based on simulations in Section 4. Finally, Section 5 summarizes
the findings and indicates directions for future investigations.

2 Related works

The objective of this study is to represent a mechanism of
intrinsic motivation based on the discovery of patterns. This section
focuses on three directions of previous studies, namely, human
curiosity, machine curiosity, and cognitive models with cognitive
architectures.

2.1 Human curiosity

Numerous studies have attempted to systematize intrinsic
motivation as a driving factor to continue activities in a wide
range of fields, including education, entertainment, healthcare,
sports, and work. For instance, Malone (1981), who tried to
systematize this concept in entertainment fields, categorized
intrinsic motivation into three types, namely, “challenge,” which
originates from goals of appropriate difficulty; “fantasy,” which
leads to the imagination of unrealistic experiences; and “curiosity,”
which is stimulated by a surprising, interesting, or fun activity.
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Here, curiosity is related to the discussion presented in Section
1 that pattern discovery accompanying the feeling of fun has led
to human innovations. However, we believe that the first type
of intrinsic motivation, challenge, is inseparable from curiosity.
Rather than treating those as independent factors, we assume that
curiosity is a mechanism of intrinsic motivation, stimulated by the
appropriate difficulty (challenge) of a task.

The above assumption is supported by several authors who
reported the relationship between the levels of task difficulty, the
preferred level of thinking, and intrinsic motivation. The theory
behind this is referred to as the optimal level of intrinsic motivation
(Csikszentmihalyi, 1990; Yerkes and Dodson, 1908). According to
this theory, intrinsic motivation is effectively stimulated when the
task difficulty level matches the preferred level of thinking of a
person. Furthermore, the level of thinking can be located on an
axis with at least two levels. These include a shallow automatic level
without careful thinking (fast process) and a deep deliberative level
that requires time to carefully think (slow process) (Brooks, 1986;
Evans, 2003; Kahneman, 2011).

2.2 Machine curiosity

Based on the aforementioned discussion, we assumed a close
relationship between curiosity and the feeling of fun involved in
the discovery of patterns. This relationship was computationally
theorized by Schmidhuber (2010), wherein the discovery of
patterns is defined as identifying and compressing recurring
canonical patterns in data. Schmidhuber also related compressing
data or obtaining compressible data to fun by assuming that the
agent aims to maximize fun as a reward. This idea was based on the
prediction error theory (Friston, 2010), which considers curiosity
to be caused by the difference between prior predictions and the
current situation (Bayesian surprise). In Schmidhuber’s theory,
prediction implies applying already compressed data; here, surprise
occurs when identifying a pattern that can be newly compressed.

Schmidhuber’s proposal can be discussed as an extension
of conventional reinforcement learning. Typically, agents in
reinforcement learning receive rewards from the environment
and intend to maximize them over time. Sutton and Barto
(1998) distinguished the boundaries between the agent and the
environment from the physical boundaries between the body and
the environment. Based on this idea, Singh et al. (2005) proposed
a framework of intrinsically motivated reinforcement learning
(IMRL), which divides the environment into external and internal
segments. In contrast to conventional reinforcement learning,
which directly receives a reward from the external environment,
rewards in IMRL are determined depending on the state of
the internal environment, such as stimulating curiosity for an
unexpected response.

Since the proposal of IMRL, the framework of reinforcement
learning has significantly progressed by integrating deep learning
techniques. The preliminary framework was referred to as Deep Q
Network (DQN) (Mnih et al., 2015), which combined Q learning
with a convolutional neural network (CNN). Subsequently, several
researchers introduced the concept of intrinsic motivation in
deep reinforcement learning. For instance, Bellemare et al

frontiersin.org


https://doi.org/10.3389/frai.2024.1397860
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org

Nagashima et al.

(2016) developed count-based exploration methods, wherein visit
counts were used to guide an agents behavior toward reducing
uncertainty. In their research, calculating prediction errors as
internal rewards led the agents to search for novel states and
ultimately outperformed DQN. Following this idea, Pathak et al.
(2017) proposed the intrinsic curiosity module (ICM), which
regarded the difference between the predicted state of an agent and
the situation obtained from the pixel information on the screen
as curiosity. Herein, ICM was integrated with the asynchronous
actor-critic model (A3C) (Mnih et al, 2016). Based on this
method, Burda et al. (2018) implemented an approach to explore
the environment using only internal rewards regarding curiosity.
Moreover, Burda et al. (2019) proposed a method named random
network distillation, which made it possible to learn tasks that were
difficult to accomplish with the previous methods.

2.3 Cognitive models with cognitive
architectures

Although the aforementioned studies successfully represented
curiosity in reinforcement learning, their integration with cognitive
functions has not been sufficiently explored. As explained in
Section 2.1, curiosity is associated with the discovery of patterns.
Therefore, the computational representation should include basic
human cognitive functions behind pattern discovery; this can
be achieved using ACT-R. The subsequent section explains the
representation of individual cognitive functions in ACT-R and
the type of learning realized by combining cognitive functions.
Herein, we predominantly focus on the cognitive functions of
ACT-R involved in this study. Further information on ACT-R can
be obtained from Anderson (2007), the ACT-R manual (Bothell,
2020), and other reviews (Ritter et al., 2019).

2.3.1 Structure of ACT-R modules

ACT-R comprises modules corresponding to brain regions,
as indicated in Figure 1. The mapping between the modules
and regions has been discussed based on neuroscientific findings
(Stocco et al,, 2021). The principal assumption of this structure
is that one module takes responsibility for a set of functions.
For instance, the declarative module comprises functions for
storing experience and knowledge, the imaginal module contains
functions to create new knowledge by combining multiple internal
representations, and the function of the goal module is to maintain
the current status of tasks to manage the process of the model.
The state of each module at each time point (e.g., the declarative
knowledge being recalled and the state of the current goal)
is expressed using a symbol referred to as a chunk, which is
stored in a buffer for each module. The chunks stored in the
buffer are evaluated using a type of procedural knowledge, called
“productions,” comprising IF (conditions) and THEN (actions)
clauses in the production module. The productions transmit
chunks describing commands to modules as actions, such as
searching for knowledge that satisfies the conditions and updating
the current state of the task.
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FIGURE 1

Overview of the adaptive control of thought-rational (ACT-R)
modules. Modules excluded in this study are grayed out. This figure
is created with reference to Anderson et al. (2004) and Ritter et al.
(2019). VLPFC, ventrolateral prefrontal cortex; ACC, anterior
cingulate cortex; DLPFC, Dorsolateral prefrontal cortex; PPC,
posterior parietal cortex.

Therefore, the declarative and production modules in ACT-
R contain different types of knowledge. The retrieval cost of
declarative knowledge (chunks) in the declarative module is greater
than that of procedural knowledge (productions) in the production
module. The cost in ACT-R corresponds to the processing time,
which simulates human reaction times (van der Velde et al., 2022).
A single production can be executed in 50 ms, whereas the retrieval
of declarative knowledge requires longer as various factors are
involved. Moreover, declarative knowledge is not automatically
retrieved from the goal module or the external environment as
it is always used by applying two productions; one for retrieving
declarative knowledge and the other for applying the retrieved
knowledge to change the states of buffers (e.g., goal or perceived
external environment).

Biologically, the ACT-R theory assumes that the two types of
knowledge are connected through the cortico-basal ganglia loop. As
depicted in Figure 1, the productions are assumed to be executed in
the basal ganglia; however, the ones used for retrieving declarative
knowledge require the prefrontal cortex as well. Figure 2 illustrates
a simple example of retrieving and using declarative knowledge
through two productions. In the figure, variables “varl” and “var2”
in the productions are bound to numerical values, such as 1 and
2, stored in the declarative module. This mechanism is referred to
as “pattern matching” and is assumed to be executed intentionally
in the prefrontal cortex [particularly in the ventrolateral prefrontal
cortex (VLPFC) indicated in Figure 1]. Therefore, we considered
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THEN (previous rule)
<varl>+ <var2>=3

v

DM (chunks) Retrieval Buffer| |[IF (variable binding)
4 1+2=3 I <varl>=l
<var2>=2

FIGURE 2

Simple example of pattern matching in the adaptive control of
thought-rational (ACT-R) architecture. This example illustrates the
flow of a declarative knowledge query to the declarative module
(DM) in the THEN clause of the previous production. The variables
are bound in the IF clause of the subsequent production.

the pattern matching between the current situation (buffers)
and knowledge in the declarative module as the criterion for
distinguishing the aforementioned levels of thinking (Section 2.1).
In this framework, the shallow level of thinking involved fewer
pattern-matching scenarios than the deliberative level of thinking.

2.3.2 Learning in ACT-R

The existence of pattern matching also makes a distinction
between two types of learning in ACT-R: learning with pattern
matching and learning without pattern matching. The latter
type uses “utility learning” which corresponds to reinforcement
learning. Specifically, it changes the selection probability of
productions that conflict with each other by receiving rewards from
the environment. Many studies have used this type of learning
in ACT-R modeling (Anderson et al., 1993; Balaji et al., 2023;
Ceballos et al., 2020; Xu and Stocco, 2021). For example, Fu and
Anderson (2006) developed a model to solve the repeated maze task
by applying procedural knowledge representing up-down and left-
right movements. The model received positive rewards for actions
thatled to the achievement of the current goal and negative rewards
for actions that failed to achieve the goal. As a result of their
simulation, the model was able to learn optimal behavior in the
maze search by repeating the rewarding trials.

The other type of learning in ACT-R involves pattern
matching to retrieve chunks in the declarative module, which
is called instance-based learning (IBL) (Gonzalez et al, 2003).
This framework accumulates past problem-solving instances in
the declarative module and uses it for future task trials. Several
studies show that IBL outperforms conventional utility learning.
Relating to this method, Reitter and Lebiere (2010) constructed
a model to solve maze like Fu and Anderson (2006), but unlike
them, by combining path-finding with backtracking and instance-
based inference. In their model, location information of the maze
was represented as declarative knowledge to construct a topological
map (graph-like structure representing geological locations). In
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addition to conventional knowledge-search algorithms (e.g., depth-
first search), an instance-based inference was applied by using
stored maze-solving experience in the declarative module. By
conducting simulations using the strategies of maze search, they
demonstrated the advantage of this memory-based search.

Furthermore, ACT-R contains another learning function that
uses the two aforementioned functions. This function is the
“compilation,” which combines two productions into a single
production (Taatgen and Lee, 2003). During the task execution, this
function integrates a repeatedly selected series of productions and
reduces the number of productions used in the task as learning
progresses. Typically, the target series of compilation involves
pattern matching to retrieve declarative knowledge (Figure 2). The
function replaces the variables present in the production with
instantiated values in the declarative knowledge. Additionally,
the conflicting conditions for pre-compiled and post-compiled
productions are resolved using the utility learning. The post-
compiled production inherits higher utility from those associated
with the two pre-compiled productions. Furthermore, the utility
of post-compiled production increases with the compilation of the
same series of productions. This process increases the probability
of selecting a post-compiled production to represent a routine and
automatic operation (procedural knowledge) in a task.

2.3.3 Emotion in ACT-R

The subject of the present study, motivation, is considered
part of the emotional or affective phenomena in the recently
emerging field of affective science.! In this field, researchers have
repeatedly pointed to the relations between emotions, cognition,
and body (Barrett, 2017; Damasio, 2003; LeDoux and Pine, 2016),
underscoring the importance of incorporating emotional and
physiological responses into cognitive models.

Following these trends in affective science, several researchers
have constructed ACT-R models that represent the interactions
between cognition, emotion, and the body. For example, van
Vugt and van der Velde (2018) constructed a model explaining
depression based on the proportion of memories accompanied by
emotional moods. Similarly, Juvina et al. (2018) considered the
relationship between emotional memories and reward functions.
In addition to these links between emotion and cognition,
researchers have included psychophysiological factors such as
fatigue (Atashfeshan and Razavi, 2017; Gunzelmann et al., 2009)
and stress (Dancy et al., 2015) in ACT-R. Based on these models
of emotions, several ACT-R models of motivations have been
developed (Nishikawa et al., 2022; Nagashima et al., 2022; Yang and
Stocco, 2024). Furthermore, in recent discussions on the common
cognitive model, Rosenbloom et al. (2024) proposed an architecture
including metacognitive modules to represent interactions between
cognition and emotion.

However, to implement such emotional processes, all the
aforementioned studies developed novel modules or functions of
ACT-R. By contrast, the current study aims to model intrinsic
motivation using the existing built-in functions of ACT-R. While

1 The mission of the society for affective science includes "motivated

states.” See https://society- for- affective-science.org/about-sas/.
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we recognize the importance of developing new modules to create
a neurally faithful structure, we believe that, in line with the
philosophy of cognitive architecture (Anderson et al., 2004), it is
preferable to represent various cognitive processes by integrating a
small set of core functions.

3 Mechanism of intellectual curiosity
based on pattern discovery

This section proposes a mechanism of intrinsic motivation.
Before presenting details of the mechanism, the basic idea behind
our proposal is introduced.

3.1 Basic idea

The mechanism proposed here focuses on intellectual curiosity
among the types of intrinsic motivation. We used the modifier
“intellectual” based on the discussion reported by Malone
(1981). According to him, the curiosity derived from higher-
cognitive functions is distinguished from that derived from sensory
perceptions. He further argued that the former initiates “a desire to
bring better form to one’s knowledge structures.” This discussion
is consistent with the principle of fun discussed by Schmidhuber
(2010), who claimed that discovering the compressible structure of
data would be beneficial to organize knowledge structures in the
agent.

We developed a mechanism of intellectual curiosity by
associating ACT-R pattern-matching computation. As explained
earlier, pattern matching of ACT-R is a core mechanism for
understanding higher-order cognitive processes with the discovery
of structures (patterns) that map data (declarative knowledge) to
a current situation (buffer states of the module) according to a
pattern of variables in the production. This mechanism has been
considered essential for achieving cognitive flexibility that adapts
changing environments by leveraging existing knowledge in novel
forms (Spiro et al,, 2012). In fact, Anderson (2007) demonstrated
that ACT-R could model human-specific cognitive functions, such
as linguistic processing, metacognition, and analogical reasoning
by using a certain type of pattern matching.? More importantly,
ACT-R pattern matching is involved in the learning mechanisms,
as described in Section 2. In the following part of this section,
the learning mechanisms of ACT-R are combined into a general
framework of intrinsic motivation.

3.2 Components of intellectual curiosity

To understand the role of intellectual curiosity in general
cognitive processes, we first discuss its decay (boredom) process.
Typically, boredom is caused by stimulus saturation and is
related to learning processes as suggested by Csikszentmihalyi
(1990). According to his theory, boredom occurs when the person

2 Claimed by Anderson (2007) in the chapter featuring “dynamic pattern
matching” in ACT-R.
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extensively learns a particular task and it becomes less challenging.
Raffaelli et al. (2018) reviewed research confirming such a process
based on subjective and physiological indices, which sometimes
showed complex interactions between cognitive and physiological
processes. Based on these discussions especially about the relation
between learning and boredom, we used the “utility learning” and
“production compilation” to represent the decay of intellectual
curiosity. Although the general concept of these mechanisms has
already been discussed, the subsequent sections focus on the
technical details of the modules as ingredients of our integrated
mechanism of intellectual curiosity.

3.2.1 Motivation as utility for task continuation
We used utility learning in this study as a mechanism for
determining whether a task should be continued or terminated.
As mentioned in Section 2.3, the utility learning corresponds to
reinforcement learning (Fu and Anderson, 2006). When multiple
productions (i.e., the production for task continuation and the
production for task termination) match the current situation, the
probability of selecting a production can be calculated as

QUi/V2s

P(i) = W,

1)

where e denotes the base of the natural logarithm, s indicates the
parameter that determines the variance of noise according to the
logistic distribution, and j distinguishes the conflicting productions.
Additionally, U representing the utility of controlled production
can be estimated as
Ui(n) = Ui(n — 1) + a[R;i(n) — Uij(n — 1)]. (2)
Here, o represents the learning rate, and Ri(n) denotes the
reward obtained by production i at time n. In general, rewards
occur when a production associated with the goal of the task is
executed. Typically, rewards are backpropagated to the productions
that are executed before the reward is triggered. Each time a
production is rewarded, the utility values of all productions that
have been executed since the last update (n — 1) are updated using
Equation 2. In this study, events related to intellectual curiosity
and boredom are represented by assigning positive and negative
rewards, respectively.

3.2.2 Reduction of pattern matching through
production compilation

As mentioned earlier, production compilation compresses
productions to reduce frequencies of pattern matching. Therefore,
the fun generated by pattern matching (identifying structures in
the data) was considered decayed by the compression accompanied
with production compilation.

Figure 3 depicts the traces of an ACT-R model in a maze task
used in simulations performed in this study. The vertical axis
indicates time, and each column indicates an event in a module.
The left-hand side trace represents the process of identifying the
path from the declarative knowledge using pattern matching. The
trace on the right-hand side expresses the search for a path without
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FIGURE 3

Example illustrating the before and after of learning using the production compilation.

pattern matching or retrieving paths from the declarative module;
in other words, it represents the processing after production
compilation.

3.3 Integrated mechanism of task
continuation based on intellectual curiosity

We propose a mechanism for determining the continuation
or termination of a task based on intellectual curiosity. Figure 4
illustrates the procedure of task continuation when executing
general tasks. At the beginning of each round (unit related to the
continuation of a task), the model determines whether to continue
or terminate the task based on the conflict resolution between
the two productions (stop and continue productions). The model
proceeds with the round by firing various productions, such as
searching the map, after deciding to continue the task. When the
model encounters a condition that terminates the round, a new
round is initiated, and the model again determines whether the task
should be continued or terminated.

In the aforementioned process, the assigned initial values of
utilities are higher in the continue production than in the stop
production. At the beginning of the task, it can be assumed that
agents intend to continue the task. The process of experiencing
boredom from this initial state can be modeled by assigning a
trigger of negative reward to the production recognizing the end
of each round.® The utility of the production decreases when a
negative reward is generated by the continue production at the end
of the round, which in turn increases the firing probability of the
stop production.

To deter boredom and continue the task, positive rewards
corresponding to “fun” are necessary. This study associates the
occurrence of pattern matching with the feeling of fun. We

3 A similar mechanism of stopping a navigation task was presented by
Anderson et al. (1993), although the exact equations of utility calculation were

different because of the architectural difference.
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consider that this association is consistent with the definition of fun
reported by Schmidhuber (2010) because it involves the discovery
of patterns in the environment. However, repeated application of
the same production causes habituation (production compression)
and increases the opportunity to generate negative rewards to
the continue production at the end of a round. In other words,
the factor that ensures task continuation in the mechanism is
the continued stimulation of intellectual curiosity through the
discovery of declarative knowledge (data), which is the target of
pattern matching.

4 Simulation

We performed simulations to verify the proposed mechanism
of intellectual curiosity. This section explains the purpose of the
simulations, the employed task, model details, and other settings
involved in the simulations. Finally, the obtained results are
summarized.*

4.1 Aims and indicators

To examine the mechanism of intellectual curiosity based on
pattern discovery, we address the following questions.

1. What type of environment stimulates intellectual curiosity?

2. How does stimulated intellectual curiosity affect task learning?

3. What is the relationship between the proposed mechanism
and the curiosity represented in existing reinforcement learning
models?

The first question was answered by distinguishing between
external and internal environments surrounding the model. Here,
based on the previous discussion on IMRL (Singh et al., 2005), we
adopted the term internal environment to explore the individual

4 The models and data are included in https://github.com/

AcmlNagashima/CuriosityAgents.
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FIGURE 4

Flowchart of the task continuation model. The model generates positive rewards when pattern matching occurs.

differences surrounding and affecting intellectual curiosity. In this
context, the external environment was manipulated by varying the
complexity (difficulty level) of the learning environment, while the
internal environment was defined as the strategy employed by the
model to explore the external environment.

Furthermore, we examined how the factors of the internal
and external environment affect intellectual curiosity using the
indicators

(a) up-time ratio (percentage of time the model was running relative
to the time limit of one run); and

(b) number of rounds (frequency of firing the task continuation
production, depicted in Figure 4).

These indicators represent the extent to which the model
engaged with the task. By definition, if the model obtains strong
motivation, these indicators are assumed to be increased. We
explored the internal and external environments that fostered this
effect. As an internal environment, we manipulated the depth of
thinking when searching external environments. According to the
discussion presented in Section 2.1, this factor is expected to affect
the effect of intrinsic motivation of the model via the interactions
with the difficulty level of the external environment.

To answer the second question, the effect of stimulated
intellectual curiosity on learning in the task was examined using
the indicators

(c) entropy (variety of behavior patterns in the environment
search);

(d) goal rate (the goal achievement rate); and

(e) the number of newly generated productions (frequency of
occurrence of production compilation).

These indicators quantify the effect of intellectual curiosity on
three aspects, namely, the behavior pattern (c), learning outcome
(d), and internal states (e). We assumed that these indicators would
increase with higher intellectual curiosity. In other words, the
higher the motivation, the more opportunities the model has to
explore the map. Moreover, as the model is extensively exploring
the map, entropy (c) and the goal rates (d) increase while the model
discovers more patterns in the external environment (e).
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The complexity of model behavior (c) was computed as the
entropy normalized for the frequency of occurrence of states of the
task as follows:

— 2 ien Pxi) log p(xi)

Hr =
logn

3)

Here, x; denotes a particular state in an environment, and n
represents the total number of states in an environment. This index
increased when the model extensively explored the environment
and the value decreased during local behaviors.

Finally, to address the last question, we used these indicators to
examine whether the proposed behavior of curiosity was consistent
with the previous models of curiosity. Among several models, we
focused on the ICM model (Pathak et al., 2017) as the representative
mechanism of deep reinforcement learning with curiosity and
compared it with the ACT-R models with various internal and
external environments.

4.2 Task: manipulation of the external
environment

Based on the previous reports (Fu and Anderson, 2006; Reitter
and Lebiere, 2010) on ACT-R explained in Section 2.3.2, we adopted
the task of searching mazes. To systematically manipulate the
difficulty level of the task, we applied a maze generation algorithm®
to grids of sizes 5 x 5,7 x 7, and 9 x 9, with 10 different maps
prepared for each size; Figure 5 depicts an example of the maps. As
indicated in the figure, the created mazes are loop-less structures
with the starting location at the top-leftmost corner, and the goal
location at the corner where the maximum number of corner points
is traversed from the start point. In other words, two corner points
with the highest number of hops were selected as the start and
goal locations. The difficulty level of this task corresponded to the
size of the maps. As described in Section 2.2, we assumed that
an appropriate level of difficulty stimulates intrinsic motivation.

5 https://algoful.com/Archive/Algorithm/MazeExtend.

frontiersin.org


https://doi.org/10.3389/frai.2024.1397860
https://algoful.com/Archive/Algorithm/MazeExtend
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org

Nagashima et al.

10.3389/frai.2024.1397860

5X5

X 10
FIGURE 5
Manipulation of external environments

7 X7

Therefore, the factors that stimulate the proposed intellectual
curiosity were examined by comparing different sizes of the
external environments.

This task was implemented in ACT-R using a simplified method
to obtain stable results over numerous runs. Rather than presenting
avisual representation of the map to the model, we included chunks
representing the structure of the map in the declarative module of
the model.® In other words, the task corresponded to a situation
where the model performed path planning without actually moving
the body with respect to the topologically represented declarative
knowledge of the environment.

The topological map provided to the model comprised chunks
representing nodes (corner points) and paths (connections between
the corner points) of the maze. When the task was executed, the
model stored a node chunk in the goal module that indicated the
currently focused corner point. From this state of the goal module,
the model attempted to discover the chunk of paths stored in the
declarative modules by matching them with patterns of variables
embedded in the productions. When the chunk containing the
current node was retrieved from the declarative module, the other
node associated with the corresponding path chunk was newly
stored in the goal module. This process was repeated until the
model reached the goal point or the designated time was elapsed.

4.3 Search strategy: manipulation of the
internal environment

To examine the internal environment that stimulates
intellectual curiosity, we manipulated the strategy of exploring
the external environment in terms of different levels of thinking
(Brooks, 1986; Evans, 2003; Kahneman, 2011). As explained in

Section 2.1, human mental activities are traditionally divided

6 The exclusion of perceptual and motor processes in basic simulations is

also recommended in the official ACT-R tutorial.
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into at least two levels despite a continuous debate on the simple
separation. This study follows the discussion reported by Conway-
Smith and West (2022), suggesting that individual mental process
is characterized by a spectrum between the fast automatic and slow
deliberate processes. According to them, the levels in this spectrum
can determine the amount of mental effort (computational cost)
required for the task. Among several types of computational costs,
we focused on the effort of retrieving declarative knowledge. As
described in Section 2.3.1, retrieval of declarative knowledge in
ACT-R can be hypothesized to increase prefrontal cortex activity.
Therefore, it can be reasonably assumed that deliberative levels
of thinking, which affect the optimal level of intrinsic motivation
(Csikszentmihalyi, 1990; Yerkes and Dodson, 1908), are estimated
from the amount of declarative knowledge retrieved during the
task execution.

Figure 6 depicts the manipulation of the levels of thinking in
this study focusing on the maze search task. The process of the
model became complex from left to right, and the amount of
declarative knowledge used in the task was assumed to increase.
These models were developed based on the authors” previous work
(Nagashima et al., 2021) with two modifications; more complex
pattern matching in the path retrieval and leveraging all pattern
matching as triggers of intrinsic reward. In the previous research,
the smallest number of variables in the productions was only one, so
there was no pattern in the rule. Also, the previous research limited
the triggers of intrinsic rewards only when the maze searching rules
were fired, omitting rewards generated from pattern matching that
occurred by other productions during the task.

These changes were made to ensure the model’s consistency
with our theoretical assumptions. There may be debate about
assuming that every pattern match triggers intrinsic rewards. For
example, it might be possible to prioritize pattern matching based
on complexity or to select productions for positive rewards by
setting certain criteria. However, in this study, we prioritized a
simpler setting to verify the basic idea, avoiding any arbitrariness.
The next sections explain the specific process of the model in each
internal environment.
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Manipulation of internal environments. DFS, depth-first search; IBL, instance-based learning.
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4.3.1 Random model

The model with the lowest level of thinking randomly
transitioned to the current location stored in the goal module. The
model repeated the following process during each round until the
goal was achieved or the time limit was reached.

1. Path search: the model retrieved the declarative knowledge
related to the paths adjacent to the current location. To retrieve
the declarative knowledge, the model used productions in which
the current location was bound to a variable.

2. Move:

(a) If the path retrieval was successful (pattern matching
occurred), the model updated the state of the goal module
according to the retrieved path, and the model returned to
Step (1).

(b) If the path retrieval failed, the model returned to Step (1)
without modifying the state of the goal module.

While the model explored the maze using this search strategy,
the productions that were used for the successful retrieval of
the path were compiled. The model was assumed to have
a few opportunities for pattern matching because production
compilation occurred only when the stored path was retrieved.
Therefore, stimulating intellectual curiosity in this model was
considered as difficult.

4.3.2 Stochastic Depth-first Search (DFS) model
To include higher cognitive functions (declarative module), we
constructed a probabilistic DFS model, which backtracked to search
the environment based on the study by Reitter and Lebiere (2010).
As indicated in Figure 7, the model exhibited a stacked structure
with chunks generated by the imaginal module of ACT-R. The push
function in the stack was realized by storing a chunk that contained
the name of the previous chunk in the Link slot. Additionally,
the pop function in the stack was realized by returning this
slot value to the previous slot value. We implemented all these
processes using only ACT-R productions without defining any
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external functions written in other programming languages, such
as LISP.

Similar to the random model, the stochastic DFS model
compiled productions that could retrieve declarative knowledge
of paths and backtrack to learn new productions that did not
contain variables. The specific model behavior can be summarized
as follows.

1. Path search: the model determined the destination by retrieving
the declarative knowledge associated with the path, similar to
the random model. The IF clause included the current location
stored in the goal buffer and five variables, corresponding to the
current location and the directions (west, north, east, and south),
which were flags indicating whether the direction was already
searched or not.

2. Move:

(a) If the knowledge retrieval was successful (pattern matching
occurred), the model flagged the retrieved direction as
“searched,” created a new chunk using the imaginal module,
and stored the chunk as declarative memory, as depicted
in Figure 7. Simultaneously, the model updated the current
location of the goal buffer according to the retrieved path.
At this point, the searched flag in the goal buffer was reset,
whereas the searched flag in the direction opposite to the
direction of movement was set to prevent its return to the
previous location. After this procedure, the model returned
to Step (1).

(b) The backtracking process was executed if the path retrieval
failed, returning the model to the previous state by popping
chunks in the stack; eventually, the model returned to Step

(D).

The model repeated this behavior until the goal was
achieved or the time limit was reached. Contrary to the
random model, the DFS model used the stack when the path
search failed. Therefore, the model required more rounds to
compress (compile the production) the declarative knowledge of
the paths.
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FIGURE 7

Construction of the stack structure using chunks of adaptive control
of thought-rational (ACT-R) architecture. This stack was
implemented using the imaginal module of ACT-R

4.3.3 Stochastic DFS plus Instance-based
Learning (IBL) model

This model combined the stochastic DES with the IBL, which
leverages past memories to solve current tasks (Gonzalez et al,
2003; Lebiere et al., 2007). In this task, the model held all the
retrieved paths in the stack from the beginning of each round until
the goal was reached. After the model attained the goal, the path
chunks in the stack were retrieved one by one, and the chunks
labeled “correct path” were generated. During each round, the
model repeated the following two steps until the goal was achieved
or the time limit was reached.

1. Determining strategies: at the beginning of each round, the
model decided between the stochastic DFS and the IBL strategies
by retrieving chunks associated with the current location and
labeled “correct path.”

2. Move:

(a) When the DFS strategy was employed (failed to retrieve the
“correct path”), the model behaved as a stochastic DES model.

(b) When the model successfully retrieved the “correct path,” the
model updated the current location according to the retrieved
path chunk. Subsequently, the model returned to Step (1).

The model behaved as the stochastic DFS model in the early
stages of the task. With the repetition of rounds and the increase
in the number of instances with the “correct path,” the model
effectively reached the goal. Here, IBL was a time-consuming
process in comparison with the DFS strategy. This was because the
model had to retrieve the path in the stack at the end of the round to
assign a label to a path. Moreover, retrieval trials for past successful
rounds at the beginning of each round resulted in additional time,
which was not included in the other models. We hypothesized that
similar to the stochastic DFS model, this model is likely to stimulate
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intellectual curiosity, and the IBL function would positively affect
the learning of the task.

4.3.4 Deep reinforcement learning model based
on curiosity

To explore the relationship between the aforementioned ACT-
R models and previous models of intrinsic motivation using deep
reinforcement learning, we constructed an ICM model based on
the report by Pathak et al. (2017). The ICM model in this study
explored the maze using the policy 7 in actor-critic model.” This
search resulted in a policy that maximized the rewards represented
as

re = ri + 7. (4)

Thus, the reward of the model was calculated as the sum of
the internal reward (r;) and external reward (r.). Based on this
equation, the model explored the environment by balancing the two
types of rewards.

In this study, following Pathak et al. (2017), the internal reward
was determined by

= g Hd; (St41) — @ (St+1)Hz- (5)

Here, state s is defined as pixel data in deep reinforcement learning.
In this study, the maze situation (players, walls, and paths) was
converted into a grayscale image (42 x 42) and served as input to
a CNN, whose parameters were represented as ¢. By subtracting
the predicted and actual outputs of CNN, prediction errors were
computed and weighted using the coeflicient 7. This coefficient was
regarded as the intensity of curiosity.
By contrast, the external reward was defined as

—1 if failed to move;
if succeeded to move; (6)

10 if the goal was achieved.

In each action, the model attempted to select one of the directions,
namely, west, north, east, or south, and to transition the state from
one corner point to another. If the model selected a direction that
did not lead to a path, the action was considered a failure. If the
model reached the goal owing to its movement, it was rewarded for
its success; subsequently, the task moved on to the next round.
The search for the maze was terminated when the condition

th < r; x 500 + egs (7)

was satisfied. Here, th denotes the threshold value, and egs indicates
noise. The model search was terminated when the internal reward
was less than the threshold.®

7 Discount rate gamma = 0.99.
8 A fixed value of 500 was tentatively multiplied because the scales of the

internal reward in the ACT-R and ICM models were different.
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4.4 Simulation settings

4.4.1 Setting for ACT-R models

As parameters relevant to the general model of task
continuation (Figure 4), the simulation assigned the initial utility
values of the continue and stop productions to 10 and 5, respectively.
Additionally, we assigned the triggers of the negative reward (r =
0) to productions that recognized the end of the round, which was
either reaching the goal or recognizing that the time limit of each
round was elapsed. Conversely, the triggers of the positive reward
were assigned to productions that included pattern matching,
which corresponded to intellectual curiosity. We manipulated the
intensity of the model’s intellectual curiosity by sampling the
positive reward at five equal intervals, ranging from 2 to 18. For
parameters not directly related to our proposed mechanism, we
adopted values from previous studies. Following Anderson et al.
(2004), the activation noise level (ANS), which represents the noise
in memory recall, was set to 0.4, and the production noise level
(EGS), which reflects the noise in comparing utilities for continuing
or terminating productions, was set to 0.5.

To enable the above setting of rewarding by pattern matching,
we made small modifications to the original source code of ACT-
R (Ver. 7.21). We first modified the source code of ACT-R to
assign the reward trigger at any time point after the production
compilation occurred. Subsequently, we modified the code to
not inherit those triggers after the compilation. In the original
ACT-R source code, the compiled production inherits the reward
triggers from the original production. We redefined this function
to represent boredom caused by the lack of new production
compilation.

Simulations based on these settings were run 10 times for each
map and each positive reward setting. The limits in the ACT-R
simulation time for each round and run were set to 180 and 3,600
s, respectively.

4.4.2 Setting for ICM model

The ICM model was implemented using PyTorch (ver. 1.9.0),
with parameters set to match those of the ACT-R, wherein the
simulations were run on 30 maps and the proportion of the internal
reward (1) for each run was divided into five samples with equal
intervals, ranging from 0.1 to 0.9. We compared the sum of the
internal reward (r;) and the noise (egs) with the threshold (th = 5)
in Equation 7 to determine whether the task was continued or
terminated. Furthermore, we set 156 and 3,130 steps as the limit
of the action in each round and run, respectively. These steps were
set to be equivalent to the time limit set at the ACT-R models. One
step of the ICM model was equivalent to the rule transition time of
1.15 s in the default random model. The ICM model was run 100
times for each reward setting as it could run faster than the ACT-R
models.

4.5 Simulation results

Figures 8, 9 illustrate the simulation results as a function of the
internal reward for each of the indicators discussed in Section 4.1.

Frontiersin Artificial Intelligence

10.3389/frai.2024.1397860

Each graph depicts the average value, which was n = 100 (10 times
x 10 maps) for the ACT-R models and n = 1,000 (100 times
x 10 maps) for the ICM model, aggregated for each internal and
external environment condition with respect to the map size. The
influence of the maps of the external environment was examined by
comparing the three series in each graph, whereas the influence of
the internal environment (random, DFS, DFS + IBL) of the model
was analyzed based on the difference between the graphs aligned
in the horizontal direction. The subsequent sections discuss the
obtained results based on the three questions posed as objectives
of the simulation.

4.5.1 Environment that stimulates intellectual
curiosity

In Section 4.1, the first question posed was “What type of
environment stimulates intellectual curiosity?” To address this
question, we focused on the up-time ratio (Figure 8A) and
number of rounds (Figure 8B) as the behavior indicators of
intellectual curiosity. These indicators increased continuously with
the increase in the strength of intellectual curiosity for every series
(map size) in every graph (levels of thinking) of Figure 8. This
general trend suggested that the implemented intellectual curiosity
actually enhanced the motivation for the task and ensured task
continuation.

In terms of the difference in the external environment, the up-
time ratio (Figure 8A) increased as the map became more complex
9 x9 > 7x7 > 5 x 5). However, the number of rounds
(Figure 8B) presented a reverse trend, wherein the simpler external
environment increased the number of rounds (9 x 9 < 7 x 7 <
5 x 5), except for the DFS model (Figure 8B2). The discrepancy
between the two indices of motivation was caused by the time limit
of the simulation (3,600 s). The model could complete the simple
map faster, resulting in a greater number of rounds within the time
limit (Figure 8B). However, as indicated by Figure 8A, the simple
map enabled the model to terminate the task early owing to the lack
of new patterns for production compilation. This result implies that
the complex external environment stimulates intellectual curiosity.

Furthermore, we determined the difference between the
internal environment, which was not expected in advance. When
comparing the three horizontally aligned ACT-R models, we
observed that the models with high levels of thinking (DFS + IBL
and DFS) had smaller indicators of motivation than the random
model. The reason for this difference could be the advantage of the
random model with less thinking time and more trials and errors.
In this condition without physical constraints, the random model
had a better chance of receiving positive rewards by identifying
novel paths than the other models.

4.5.2 Effect of task continuation on model
learning

The second question posed was “How does stimulated
intellectual curiosity affect task learning?” Figure 9 presents the
three learning indices, namely, the changes in behavior (Figure 9C:
entropy), the learning outcome (Figure 9D: goal rate), and the
changes in internal state (Figure 9E: the number of productions).
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Simulation results. The numbers in the horizontal line distinguish the models (1-3: adaptive control of thought-rational (ACT-R) models; 4: intrinsic
curiosity module (ICM) model), and the vertical alphabet differentiates the indicators (C: Entropy; D: Goal rate; E: Number of productions). The error

bars in each graph indicate the mean value (n = 10) of the standard deviations (ACT-R: n = 10, ICM: n = 100) obtained for each map when multiplied
by 1/10.

Based on the analysis of Figure8, we confirmed that all  that the effect of intellectual curiosity on task learning differs
depending on the internal environment. The intensity of

intellectual curiosity affected positively for higher levels of thinking.

conditions of the internal and external environments were
stimulated by intellectual curiosity. However, Figure 9 indicates
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In the highest level of thinking (the DFS + IBL model), all learning
indices (Figures 9C1, DI, El) increased with the intensity of
intellectual curiosity. In the middle level (the DFS model) increased
the number of productions (Figure 9C2) while maintaining the
entropy (Figure 9C2) and goal rate (Figure 9D2). In the case of the
lowest level (the random model), the intrinsic motivation decreased
all indices (Figures 9C3, D3, E3). These trends indicated that the
DFS + IBL model exhibited a goal-oriented behavior because of
the learning effect of the IBL strategy, whereas the behavior of
the DFS model had to search the entire map. Furthermore, the
random model did not lead to the goal; this was because the model
reinforced unfavorable behavior by repeatedly visiting the same
location without expanding the search.

In terms of the effect of the challenge of the task (task difficulty),
the entropy (Figure 9C) and the goal rate (Figure 9D) were greater
on the small map, whereas the number of productions was higher
on the large map. These differences may be attributed to the
fact that the small map was easier to explore, which in turn
increased the entropy and the goal rate. Conversely, the large map
exhibited more pattern-matching opportunities, leading to more
accumulated knowledge by frequent compilation.

In summary, intellectual curiosity promoted learning in the
DFS + IBL model, which exhibited the highest level of thinking.
By contrast, learning in the DFS and random models was
not promoted by intellectual curiosity. Moreover, the effect of
intellectual curiosity negatively impacted the learning environment
in the random model.

4.5.3 ACT-R curiosity vs. ICM curiosity

Finally, we compared the ICM and ACT-R models in Figures 8,
9. Similar to all ACT-R models, the ICM model was stimulated
by stronger intellectual curiosity (Figure 8). However, the effect
of intellectual curiosity for task learning was specifically similar
to the random ACT-R model that exhibited decreasing trends of
the entropy (Figure 9C4) and the goal rate (Figure 9D4) with the
increase in the strength of intellectual curiosity. With respect to the
effect of the external environment, the ICM model was also similar
to the random ACT-R model; the up-time ratio (Figure 8A4) and
the number of rounds (Figure 8B4) were greater for larger maps,
whereas the entropy (Figure 9C4) and the goal rate (Figure 9D4)
were greater for smaller maps.

This comparison confirmed commonalities and differences
between the developed ACT-R curiosity model and the existing
curiosity model in deep reinforcement learning. The proposed
ACT-R curiosity mechanism can represent similar learning to
the existing model by including a simple internal environment
(random search strategy). At the same time, it can incorporate goal-
directed behavior by including “explicit use of success memory.”
Such an explicit nature of the proposed mechanism also leads to a
direct examination of the model’s internal learning. The analysis of
Figure 9E clearly shows this advantage of interpretability made by
the proposed approach.

4.5.4 Cases of paths discovered by the models
To compare detailed behaviors between models, Figure 10
illustrates example paths in a 5 x 5 map. The map depicts start and
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goal positions at the top left and bottom right corners respectively.
The circles’ colors and line thickness represent visit frequencies
during runs. The random model exhibited diagonal movement and
movement through walls, a result of compiling multiple movement
rules. To gather these examples, we conducted 10 runs for each
model across three levels of intrinsic rewards, selecting the runs
with the lowest and highest performance for analysis.

These figures reveal distinct behavioral characteristics of each
model. The random model predominantly exhibits localized
movements within specific areas, often distant from the goal. On
the other hand, the DFS model explores the map evenly but does
not necessarily move directly toward the goal. In contrast, the DES
+ IBL model demonstrates deliberate behaviors aimed at reaching
the goal, particularly under high-reward conditions. In terms of
localized movement patterns, the ICM model was more similar to
the random and DFS models than the DFS + IBL model. Thus, the
results suggested that the DFS + IBL model had a greater effect on
curiosity strength than the other models regarding directionality
toward the goal. These observations support the findings observed
in the quantitative results shown in Figures 8, 9.

5 Conclusions

The objective of this study was to develop a mechanism for
intrinsic motivation based on pattern discovery by combining basic
modules of ACT-R. This section summarizes the significance of
the proposed mechanism and presents the potential future lines of
investigation.

5.1 Summary and implications

The proposed mechanism was based on the assumption that
pattern discovery is associated with the feeling of fun and is
the source of intellectual curiosity. Additionally, its attenuation
was expressed by the learning mechanism incorporated in ACT-
R. To support this proposal, we implemented multiple external
environments (challenges in the task) and strategies for exploring
the external environment (levels of thinking) and examined the
role of intellectual curiosity in each situation. The simulation
results indicated that the rewards associated with pattern discovery
exhibited different effects on models at different levels of thinking.
The model with the lowest level of thinking (random) and that
with the middle level of thinking (DFS) had negative and neutral
effects of intellectual curiosity on performance, respectively. The
only model that benefited from intellectual curiosity was the one
with the highest level of thinking (DFS + IBL), which comprised a
function that enabled it to remember previous experiences that led
to the goal.

These results are partially consistent with the past arguments
made for human intrinsic motivation. Particularly, the effectiveness
of intrinsic motivation in the DFS + IBL model is consistent
with a discussion, in which intrinsic motivation operates well with

» «

deliberative thinking, which requires “autonomy,” “mastery,” and
“purpose” (Pink, 2011). Furthermore, consistent with our negative
results in the random model, several reports exist on behavioral

addictions caused by the negative effects of intrinsic motivation
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(Alter, 2017). For instance, people often forget their goals and
become engrossed in exploratory tasks, such as browsing the
internet, resulting in poor performance. This irrational behavior
might also relate to computational psychiatry (Huys et al., 2016).

In addition to the above discussion on the internal
environment, we identified a connection with a previous discussion
on the external environment. Consistent with the discussion on
“challenge” (Malone, 1981), we determined that the up-time ratio
in larger maps was greater than that in the smaller maps. This
result indicates that a complex external environment stimulates
intellectual curiosity. However, we also determined that difficult
challenges generate ineffective learning on a wide map (Figure 9).
The aforementioned positive and negative effects of the task
difficulty indicate the optimal level of challenge (Csikszentmihalyi,
1990; Yerkes and Dodson, 1908).

Furthermore, this study successfully corresponded with past
studies on intrinsic motivation in reinforcement learning. The
comparisons with the ICM model (Pathak et al., 2017) confirmed
that the developed ACT-R model, specifically the random model,
is a succession of existing studies. Although we cannot claim its
superiority as a learning algorithm based on the current simulation
alone, the model with the higher level of thinking (DFS + IBL)
exhibited characteristic behavior toward the ICM model. Future
analysis of more extensively manipulating parameters, such as the
balancing of r; and r, in Equation 4 and designing the external
environment stimulating curiosity (Burda et al., 2018), could
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reveal further correspondence between the ACT-R model and
reinforcement learning framework.

We believe that the comparisons of the previous model of
reinforcement learning reveal the methodological advantage of
using cognitive architecture. An integrated cognitive architecture,
such as ACT-R, provides criteria to set numerical parameters (e.g.,
time limits and utilities) based on previous studies. Furthermore,
ACT-R comprises neuroscientific modules that correspond to basic
cognitive functions, such as declarative and procedural knowledge.
Based on this relation, arguments associated with human intrinsic
motivation can be developed. Therefore, this study contributes to
the understanding of intrinsic motivation in a wide context of
the relationship between human evolution and the development
of civilization by mapping the discovery of patterns to intrinsic
motivation (Baron-Cohen, 2020).

5.2 Future work

The proposed mechanism of intellectual curiosity has the
potential for several future studies. The primary focus among them
is human experiments that manipulate the internal and external
environments as in the simulation. A simulation study without data
is nothing more than a demonstration derived deductively from
theory. Therefore, the model’s value must be proven by applying
it to human scenarios.
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One of the obstacles to conducting human experiments
for the proposed mechanism is setting tasks to stimulate
human curiosity. In this study, we adopted the maze task
because several previous researchers based on ACT-R have
constructed models for this task. However, setting experimental
situations with human participants to exhibit intrinsic motivation
for solving such simple tasks may be difficult. Therefore,
in the future, we intend to explore tasks that both humans
and developed models can execute with proper intrinsic
motivation.

Other future work will focus on modeling the curiosity and
motivation that was not explained in the current study. As
we discussed in Section 3.1, this study targeted on intellectual
curiosity relating “a desire to bring better form to one’s knowledge
structures” (Malone, 1981) or “intrinsic desire to build a better
model for the world” (Schmidhuber, 2010). Therefore, we have
not yet explained the sensory curiosity that drives us to acquire
new knowledge from the world. These two types of curiosity
are considered complementary, similar to the explore-exploit
trade-off in reinforcement learning. Without including sensory
curjosity in the model, we cannot explain how declarative
knowledge is acquired for intellectual curiosity, nor how the
initial utility settings of continuing the task exceed those of
stopping.

The above future study possibly leads to a deeper exploration of
levels of thinking. Conway-Smith et al. (2023) recently summarized
the relationship between metacognition and levels of thinking,
arguing that compilation of existing knowledge reduces the effort
involved in metacognition, making it more automatic. Building on
this, we can suggest that achieving such a metacognitive state as
a result of higher-level thinking enabled with enough intellectual
curiosity, exemplified by the DFS + IBL model.

On the contrary, we can assume the exploratory role of the
lower level of thinking. As shown in Figure 9, the random model
showed a higher goal ratio with larger learning products in some
conditions. These results suggest links between low-level thinking
and sensory curiosity, leading to exploration of the environment.
Our recent work (Nagashima and Morita, 2024) provides
support for the above interpretation. In the experiment, human
participants observed the behaviors generated by the models in
the current study and rated the random model as having the most
curious features.

The final direction for future research is the generalization
of the ideas presented in this paper to other tasks in real-world
settings. We believe such tasks are linked to the earlier discussion
on the civilization of society (Baron-Cohen, 2020). As suggested
by Toya and Hashimoto (2018), tool-making requires recursive
compilation of intermediate products. Integrating this multi-agent
simulation with the mechanisms proposed in the current study
could offer a detailed explanation of the driving forces behind the
evolution of civilization.
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1 Introduction

Algorithmic platforms, as a form of intelligent digital infrastructure underpinned by
algorithms, have fundamentally transformed how individuals connect and interact with
one another (Yin and Lin, 2023). The integration of emotional intelligence into these
algorithms further deepens the relational connections between users and platforms. By
enhancing the algorithm’s affective capabilities—such as emotion perception and feedback
(Wu et al, 2022; Bie and Zeng, 2024; Peng, 2024)—the attributes of user-platform
relationships undergo qualitative changes within the affective dimension. Consequently,
the model of human-computer interaction (HCI) evolves toward a trend of humanization,
as articulated by Paul (2017). To some extent, this not only realizes the technical possibility
of platform personification but also addresses modern individuals’ emotional needs within
Cyborg space. This evolution fosters and sustains potential connections in the emotional
dimension between users and platforms (Lai, 2023; Hong and Huang, 2024). As a result,
emotions have emerged as a significant focus in research concerning interactions between
users and algorithmic platforms.

Going back in history, Marvin Minsky, regarded as the father of artificial intelligence
(AI), proposed the groundbreaking idea that “Al should possess emotions” as early as 1985
(Marvin, 2006). Subsequently, Rosalind Picard, in her seminal work Affective Computing,
further elucidated the technical possibilities of endowing computers with emotional
capabilities (Rosalind, 1997). Numerous studies in media psychology have demonstrated
that individuals often mindlessly equate virtual media featuring anthropomorphic cues
with real-life experiences (Reeves and Nass, 1996), leading to para-social interactions and
relationships with these entities (Rubin et al., 1985; Bickmore and Picard, 2005). However,
at that time, this conclusion was constrained by limitations within computer science and
artificial intelligence fields regarding affective computing technology. Consequently, it
primarily existed at the level of academic experiments and discussions without widespread
empirical evidence in real-world contexts. In recent years, however, the rapid advancement
and extensive application of emotional AI have transcended these academic boundaries.
This evolution has led to para-social relationships becoming increasingly normalized
within society—an occurrence that is now garnering significant attention from a diverse
array of scholars across the humanities and social sciences.
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Unlike scholars in the field of affective computing, who
primarily focus on experimental research involving HCI, those
in the humanities and social sciences tend to emphasize the
exploration of the social and ethical risks associated with these
technologies from philosophical and sociological perspectives. For
instance, Marx famously asserted that the essence of humanity is
“the sum of all social relations” (Marx Engels, 2009). Consequently,
understanding what it means to be human necessitates an
examination of the relationships between individuals and others.
Building upon this foundation, some scholars have suggested
that within the current dynamics of user-platform interactions,
integrating emotional intelligence into the development of human-
like AI (such as algorithms) may give rise to a phenomenon
termed “human alienation.” This occurs when Al—a product
of human creation—poses a threat to the evolution of human
subjectivity across three dimensions: communication, cognition,
and labor (Xie and Liu, 2023). Thus, they call for society at large
to recognize the developmental limits of AI and advocate for
creating controllable, safe, and reliable AI systems while promoting
a collaborative evolution between human-machine societies and
general AI (Huang and Lv, 2023).

Against this backdrop, I found that, despite the existence of
numerous studies exploring the emotional interactions between
humans and computers (Rosalind, 1997; Reeves and Nass, 1996;
McStay, 2018; Marcos-Pablos and Garcia-Penalvo, 2022; Peng,
2024; Lai, 2023; Gan and Wang, 2024; Zhao and Li, 2023), as well
as the ethical issues arising from the development of emotional
AT (Gossett, 2023; Tretter, 2024; Nyholm and Frank, 2019; Xiao
and Zhang, 2024; Yin and Liu, 2021; Zhang, 2024), so far, there
has been no research that approached the issue from a theoretical
and speculative standpoint, focusing on the definition of the
dynamic emotional interaction relationship between users and Al
platforms with the development of emotional Al, and further
explores how it impacts human interaction paradigms. Specifically,
there is a lack of theoretical discussion on the profound changes in
existing societal paradigms brought about by the advancement of
emotional AL

My goal is to fill this gap and to argue that, when algorithms
integrate emotional intelligence, a new type of relationship—
pseudo-intimacy—emerges between users and platforms, serving
as a new paradigm of human interaction that coexists with
face-to-face relationships in the real world. In this pseudo-
intimacy relationship, on the one hand, users and platforms
achieve instantaneous emotional interaction, partially satisfying
the human’s desire for intimacy. However, it is also restricted
by the limited development of emotional AI and human
irrationality, making the human social environment more full of
contradictions and tension. Consequently, the advancement of
emotional AI should not only focus on technological innovation
and subjective human experiences but also fully consider its
impact on human social interaction paradigms. Yet, if appropriate
measures are taken to address these ethical risks, I argue,
nothing can fundamentally stand in the way of the progress of
emotional AL

To elaborate on my thesis, I will first focus on how the
pseudo-intimacy relationship emerges and develops, and provide
a realistic explanation of its definition. Then, I will conduct a
summary discussion on the relevant ethical risks, and express my
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attitude and recommendations toward the future development of
emotional AL

2 The pseudo-intimacy relationship of
user-platform becomes a new
paradigm for human interaction

The human-computer society could not exist without emotions
assuming the role of the glue (Gan and Wang, 2024). However,
although emotions in HCI have received attention from scholars
of affective computing, such as Rosalind Pickard, since the end of
the last century, and “para-social relationship” has been discussed
in media studies for decades, yet emotions have been marginalized
in the study of user-platform relationships in the field of sociology
for a long time. This is mainly due to the stereotype of “emotion-
rationality” dichotomy among some scholars (Yuan, 2021). In
recent years, research within social robotics has made significant
strides in enhancing robots” emotional capabilities to improve their
capacity for empathy and social engagement with humans (Marcos-
Pablos and Garcia-Penalvo, 2022). Sociological theorists are
increasingly recognizing that, along with the algorithmic platform’s
anthropomorphic development (Wu et al, 2022; Zhao and Li,
2023), the most distinct boundary between HCI and interpersonal
social interaction—the authenticity of the interaction object (Giles,
2002)—has been broken. The user-platform relationship has
beyond the “para-social relationship” defined by HCI scholars,
resulting in a “pseudo-intimacy relationship” between humans
and humanlike entities. This is evident in current HCI, where
users anthropomorphize and idealize computers based on their
emotional intelligence, forming social relationships that are more
satisfying than face-to-face ones.

2.1 The user-platform emotional
relationship is thoroughly elucidated in the
context of immediate interaction, and
partially satisfying the human need for
intimacy

Anthropocentrism posits that humans have an inherent
tendency to anthropomorphize non-human entities, driven by a
desire to engage and connect with society (Epley et al., 2007).
In Alone Together, Sherry Turkle, a professor of sociology at
the Massachusetts Institute of Technology (MIT), examined the
psychological phenomenon whereby individuals forge intimate
connections with computers. She argues that humans can develop
emotional relationships with computers, even may regard them
as significant others akin to family and friends (Sherry, 2014).
This human-computer relationship established on this premise—
particularly in the context of social media—mimics emotional
bonds found among humans. However, it lacks the depth and
complexity characteristic of genuine human interactions, which is
somewhat constrained by the technological advancements available
at that time. Since then, scholars have increasingly suggested
that individuals may integrate computers into their interpersonal
networks and become emotionally reliant on their presence
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(Thomas and Julia, 2018; Wang, 2023; Wang et al., 2024; Gan and
Wang, 2024).

With the rapid advancement of AI's emotional capabilities
and the widespread adoption of intelligent algorithmic platforms,
this perspective is increasingly validated. Algorithmic technologies
endowed with emotional intelligence facilitate instantaneous
bidirectional interactions between users and platforms within
the realm of emotional communication (Ke and Song, 2021;
Hong and Huang, 2024). Based on the emotional purpose of
human communication, this paper characterizes it as “pseudo-
intimacy relationship.” In this relationship, due to the lack of non-
verbal social cues in face-to-face interactions, instant emotional
interactions between users and platforms mediated by affective
AT may lead users to overinterpret limited information (Walther
et al., 2015), thereby leading to an unhealthy development of the
relationship between the two.
interaction, the enhancement

In terms of emotional

of algorithmic emotional intelligence not only made
algorithmic platforms novel objects of human interaction
but also awakened and partially satisfied the latent human
need for intimacy. Some researchers have noted that this
enhancement facilitates the mobilization of human emotions
for immediate user-platform emotional interactions (Bie, 2023).
With emotional intelligence, users display strong conscious
or unconscious emotions
Neft, 2015),

engage while also eliciting immediate emotional feedback

during interactions (Nagy and

and continuously motivating themselves to
from the platform, thereby accelerating the emotional flow
between them.

In addition, from the point of view of the “mirror me” theory
put forward by American sociologist Charles Horton Cooley, the
essence of user-platform emotional interaction is an extension of
human emotion projection and the construction of the ideal self in
social interaction (Gan and Wang, 2024). In the dynamic interplay
of human emotional projection and computer affective computing,
a recursive effect akin to an “infinite mirror” emerges between
the two entities (Panaite and Bogdanffy, 2019), wherein emotions
are continuously iterated and refined. This process fosters the
evolution of user-platform communication forms and experiences,
with pseudo-intimacy becoming a defining characteristic of the
user-platform relationship. This further deepens the emotional
exchange between users and platforms, potentially elevating
it to a cultural level and generating consensus on granting
platforms the status of “interaction subjects” in society, and even
envisioning a future where user-platform emotional exchanges
are equalized.

However, it must be pointed out that, in contrast to
the technological object essence of emotional AI, only human
beings are truly emotional animals. Emotions, as a reflection
of collective human intentions, are expressed through and
rationalize human behavior (Swallow, 2009). As a result, regarding
the evolution of user-platform relationship attributes, emotional
intelligence in AI systems is an external factor, while the
human need for intimacy is the initial driving force that
promotes pseudo-intimacy relationship to be a new paradigm of
human interaction.
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2.2 User-platform emotional interactions
have become more real and tangible, while
the human social environment
characterized by heightened
contradictions and tensions

From the perspective of social relationships, before algorithmic
emotional capabilities were developed, the user-platform
relationship was fundamentally an HCI. Even with emotional
undertones, it remains a one-sided contribution from wusers,
who receive no emotional response from platforms and only
feedback on usage and satisfaction—referred to as “user stickiness”
(Periaiya and Nandukrishna, 2024). In contemporary times, with
further developments in emotional AI technology, algorithmic
platforms are now endowed with emotional capabilities. The
anthropomorphic affective attributes within the user-platform
relationship have become more pronounced in communicative
contexts (Zhejiang Lab and Deloitte, 2023). This evolution has
introduced a degree of warmth into these interactions, leading
to the emergence and implementation of conversational and
companionable AL

However, akin to two sides of the same coin, the development
of emotional intelligence in AI systems has also introduced a range
of associated risks and sparked extensive discussions regarding
their ethical implications within studies (McStay, 2018; Greene,
2020; Gremsl and Hodl, 2022; Gossett, 2023; Tretter, 2024).
These discussions highlight the potential benefits of emotionally
capable AT systems while simultaneously addressing the challenges
posed by the technological uncontrollability of AI companions
and human irrationality in emotional ineractions with intelligent
systems (Yang and Wu, 2024; Chen and Tang, 2024). Scholars
contend that as long as emotional Al technologies can influence
human emotions, they possess the potential to serve as instruments
of emotional deception (Bertolini and Arian, 2020). In light of these
concerns, many researchers advocate for implementing protective
measures across various fields such as education, healthcare,
and justice to regulate AI systems capable of interpreting and
responding to human emotions while preventing their irrational
use (McStay, 2020; Vagisha and Harendra, 2023; Crawford, 2021).

In the context of the user-platform relationship that this
article examines, the advancement of emotional AI technology has
also exacerbated ethical concerns related to private data security,
algorithmic bias leading to discrimination, and information
cocooning (Mei, 2024; Yan et al., 2024). This is because, as the
user-platform relationship becomes increasingly emotional, the
relational attributes between a given platform and its different
users may differ significantly. For platforms to sustain stable
user-platform relationships, they must collect extensive data on
users’ emotional preferences and privacy information (Lu et al.,
2022). However, current legislative frameworks regarding data
protection in several countries with advanced platform technology
development—such as China and the United States—remain
incomplete. There are no uniform norms or standards governing
how interest groups backing algorithmic platforms can protect or
utilize such data. Grounded in media literacy, this situation has
prompted a degree of self-reflexivity among users, leading them
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to develop concerns about risks associated with self-information
security and emotional manipulation—commonly referred to as
algorithmic anxiety (Cha et al., 2022).

In addition, from the perspective of the overall social
environment, the current user-platform relationship can be
characterized as a pseudo-intimacy relationship that does not
exist in a seamless enclosure devoid or isolated space solely
created by algorithmic platforms, Al and other emotional agents.
Instead, it coexists with genuine interpersonal socialization
within real society, collectively forming a social environment
rife with contradictions and tensions for individuals. Therefore,
while the user-platform pseudo-intimacy relationship may
enrich an individual’s social life and alleviate loneliness to
some extent (Yuan et al, 2024), it also impacts users’ real-life
interpersonal relationships. This influence can even adversely
affect  their skills
their understanding of interpersonal
significance,

social and attitudes, thereby hindering
and  their

for establishing more

emotions
reducing opportunities
meaningful interactions (Sharkey and Sharkey, 2011; Nyholm
and Frank, 2019). This negative impact arises because algorithmic
platforms despite being programmed to understand and react
to human emotions, it still lack the same innate capacity
for empathy inherent in human beings (Morgante et al,
2024). Furthermore, the natural divide between humans and
computers also leads users to perceive algorithmic platforms
as a “quasi-other” (Mu and Wu, 2024). In this context,
true reciprocal emotional communication between users and
platforms has yet to be realized. The equalization of emotional
communication between the two will continue to be a lengthy
and challenging endeavor, hindered by both technical and
ethical constraints.

3 Conclusions and future research

In summary, I argue that as emotional AI continues to
develop, the user-algorithm platform relationship has shifted
from a traditional HCI to a negotiating pseudo-intimacy between
humans and humanlike entities. This is not only an imaginative,
anthropomorphic, and social feature that emotional AI has
bestowed upon HCI, but also an important supplement to human
existing interaction paradigms. In addition, the emergence and
development of pseudo-intimacy relationships partially satisfy
human needs for intimacy in modern society; however, due to
limitations about technological development and other factors,
it is not entirely beneficial and raises ethical issues like privacy
data security, increasing contradictions, and tension in the human
social environment.

Therefore, we should agree that the advancement of emotional
AT must focus not only on technological innovation but also
on ethical constraints imposed by existing social norms, such as
privacy security. Technological progress that violates ethical norms
is always unacceptable. Also, in the face of the increasing emotional
capabilities of algorithms, we should abandon the binary thinking
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of technology vs. humanity, rationality vs. emotion, and explore
the harmonious coexistence of humanistic spirit and technological
rationality in the future (Peng, 2021).

The discussion in this paper also has some limitations.
Research on integrating emotional intelligence into algorithms,
exploring the development of emotional functions within AI
systems through methods such as human-computer experiments
holds more significant practical application value. However, due to
constraints related to genre, this paper primarily summarizes and
examines these concepts at a theoretical level without engaging in
large-scale experimental studies. Furthermore, as previously noted,
the discourse surrounding ethical issues tacitly approve that we
ought to allocate ethical responsibilities to Al technologies that
are integrated with emotional intelligence. The reality, however, is
that the questions of whether and how to continue to refine these
technologies, whether and how to assign ethical responsibilities
to them, and how humans should respond to the humanlike
qualities of these technologies when interacting with them, are still
under development and heated discussion. The answers need to be
synthesized through data, theory, and other explorations by future
researchers in computing science, humanities, social sciences, and
other fields. Of course, it is also possible that there will not be
a definite answer for a long period, which is also the charm of
academic research.
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