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Editorial on the Research Topic 


Towards an expansion of sustainable global marine aquaculture


Aquaculture is the fastest-growing food-producing sector, currently supplying 52 % of the aquatic animals consumed globally by humans (Misund et al., 2024). Yet, it is facing multiple challenges such as environmental impact, disease management, and economic sustainability. Innovative methods, technologies and new production systems are needed to reduce environmental footprints, increase climate resilience, and ensure the long-term viability of aquaculture while providing ecosystem services.




Engineering advances for offshore aquaculture

Nearshore aquaculture areas are facing multiple challenges such as limited water exchange, high parasite risk (e.g., sea lice), and competition with other coastal users. Moving aquaculture to more exposed sites or offshore can mitigate these pressures. However, offshore aquaculture also brings significant challenges and requires carefully designed technological, biological, and regulatory solutions. Niu et al. studies the dynamic motion response of large-scale steel aquaculture cages during towing, an important but underexplored aspect of offshore logistics. The study shows that towing speed, towline length, and towing configuration can significantly affect cage stability and towline tension. Such engineering insights are crucial for ensuring the safe and efficient transport of large aquaculture infrastructure in challenging conditions.

Similarly, Overrein et al. highlights the role of automation and computer vision in kelp aquaculture. By using underwater imaging and computer vision algorithms, the study provides robust, real-time biomass estimation of cultivated kelp. This enables cost-effective monitoring and yield prediction for large scale production. Such automation monitoring tools have the potential to promote the seaweed industry and will be useful for future offshore operations.






Health, welfare, and monitoring

Fish health and welfare remain major challenges to sustainable aquaculture expansion. (Merca et al., a; b) develop dynamic linear models (DLM) for monitoring monthly mortality of Atlantic salmon at multiple levels in Scotland, using open-source salmon production data. This is useful for various stakeholders as part of a monitoring system, offering insights into mortality trends at national, regional, and sites levels that may benefit from strategic resource management.

At the molecular level, Sandbakken et al. investigates the effect of partially replacing fishmeal with salmon protein hydrolysates on the intestinal gene expression and microbiota. Gene expressions of pyloric caeca (PC), midgut (MG) and hindgut (HG) revealed a downregulation of immunological genes involved in inflammation in the intestine of salmon fed with 18% salmon hydrolysate compared to those fed the control diet. Such dietary strategies improve welfare while reducing the reliance on fishmeal. Similarly, (Yang et al.) studies the regulation of melanogenesis in Plectropomus leopardus, indicating that ERK1/2 was involved in the regulation of melanogenesis through the regulation of MITF in P. leopardus. This provides a new perspective for exploring the variable skin colouration of coral reef fish.





Sustainable feeds

A majority of greenhouse gas emissions from aquaculture is accounted for by feed (Skavang and Strand). Innovation in feed is crucial for sustainable development of aquaculture. Buttle et al. explored the potential of using single-cell proteins (SCP) as feed ingredient, demonstrating high protein digestibility, balanced amino acid profiles, and fish health benefits in rainbow trout. Although cost and scalability remain challenges, SCP shows a promising avenue for sustainable aquafeeds.

Carr et al. explored the optimal levels of eicosapentaenoic acid + docosahexaenoic acid for farmed Atlantic salmon. Through large-scale trials in Chile and big-data analysis in Norway, the study shows that using algal oil-supplemented feed resulted in improved health responses and better fillet quality. The EPA + DHA levels > 8% reduce mortality variability by 21%, improve economic feed conversion ratio by 11%, and increase the likelihood of superior harvests by 27%, demonstrating productivity benefits.





Diversification of aquaculture species and systems

Diversification of aquaculture species and systems is important to meet growing consumer demand while ensuring environmental sustainability, economic viability, and food security.

Portuguese oyster (Crassostrea angulata), are highly valued for their nutritional and flavor qualities, making them important in global aquaculture. Chen et al. studies the flavor differences between triploid and diploid oysters, using metabolomics approach. Their findings show significant upregulation of inosine, guanosine, L-aspartic acid, and taurine in triploids which enhanced their flavor. This highlights the advantages of triploid oysters in aquaculture for improved flavor and nutrition, supporting their potential for year-round production.

Ghosh et al. evaluated the potential of the high-value marine fish (Protonibea diacanthus) in polyculture with Indian pompano, revealing superior growth of P. diacanthus and is a viable candidate species with significant potential for polyculture systems. Li et al. analyzed the nutritional composition of artificially fertilized eggs from Japanese eel (Anguilla japonica) and transcriptome of samples from fry to better understand nutrients requirements. Their findings will facilitate future studies on the nutrition of A. japonica larvae and other biological traits for reproductive research.

Seaweed aquaculture has gained increasing interest in recent years, especially in Europe. Vieira et al. examined the functional traits of Gracilaria dura from two intertidal populations in Gujarat, India, to understand their adaptations and potential for cultivation. The findings suggest that submerged cultivation maximizes biomass yield whereas exposure reduces yield but increases valuable bioactive compounds. Guo et al. developed an asexual tissue culture method for Sargassum fusiforme to maintain superior traits. The optimal condition was using holdfasts or stem tips on solid medium with 3 μM uniconazole for 17 days, followed by transfer to liquid medium. This resulted in 100% regeneration with high growth rates and enhanced photosynthesis. The technique enables continuous juvenile production, offering a reliable approach for preserving and expanding algal stocks.





Conclusion

This Research Topic demonstrates the breadth and dynamism of research in shaping the future sustainable marine aquaculture. From offshore aquaculture systems to seaweed genetics, from fish mortality models to alternative feed ingredients, demonstrating that sustainable expansion is possible through innovation, diversification, and systemic integration. Marine aquaculture has the potential to feed the increasing population and support climate-resilient food systems. Achieving this requires innovation, cross-sector collaboration, and global engagement in sustainability.
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Seaweed farming is the fastest-growing aquaculture sector worldwide. As farms continue to expand, automated methods for monitoring growth and biomass become increasingly important. Imaging techniques, such as Computer Vision (CV), which allow automatic object detection and segmentation can be used for rapid estimation of underwater kelp size. Here, we segmented in situ underwater RGB images of cultivated Saccharina latissima using CV techniques and explored pixel area as a tool for biomass estimations. Sampling consisted of underwater imaging of S. latissima hanging vertically from a cultivation line using a mini-ROV. In situ chlorophyll a concentrations and turbidity (proxies for phytoplankton and particle concentrations) were monitored for water visibility. We first compared manual length estimations of kelp individuals obtained from the images (through manual annotation using ImageJ software). Then, we applied CV methods to segment and calculate kelp area and investigated these measurements as a robust proxy for wet weight biomass. A strong positive linear correlation (r2 = 0.959) between length estimates from underwater image frames and manual measurements from the harvested kelp was observed. Using unsupervised learning algorithms, such as mean shift clustering, colour segmentation and adaptive thresholding from the OpenCV package in Python, kelp area was segmented and the number of individual pixels in the contour area was counted. A positive power relationship was found between length from manual measurements with CV-derived area (r2 = 0.808) estimated from underwater images. Likewise, CV-derived area had a positive power relationship with wet weight biomass (r² = 0.887). When removing data where visibility was poor due to high turbidity levels (mid-June), the power relationship was stronger between CV-derived area estimates and the field measurements (r² = 0.976 for wet weight biomass and r² = 0.979 for length). These results show that robust estimates of cultivated kelp biomass in situ are possible through kelp colour segmentation. However, we demonstrate that the quality of CV post-processing and accuracy of the model are highly dependent of environmental conditions (e.g. turbidity and chlorophyll a concentrations). The establishment of these technologies has the potential to offer scalability of production, efficient real-time monitoring of sea cultivation and improved yield predictions.




Keywords: kelp farm monitoring, underwater marine robotics, biomass estimation, seaweed production, computer vision




1 Introduction

Cultivated seaweed is the fastest-growing aquaculture sector worldwide (~6% y-1) and a multibillion-dollar industry, comprising half of global mariculture production (Duarte et al., 2021). Seaweed farming has the potential to provide a sustainable, low trophic source of food (and feed) for a world approaching 10 billion by 2050 and can potentially be used as a nature-based solution for climate change mitigation and nutrient remediation (Duarte et al., 2021; van Dijk et al., 2021). The positive impact of seaweed aquaculture can help society to achieve many of the United Nations Sustainable Development Goals (UNSDGs) – from eliminating hunger and climate change mitigation, to economic growth, and improvement of life under water (Duarte et al., 2021; Hossain et al., 2021; Alleway, 2023).

While seaweed aquaculture has a long history in Asia (over a thousand years) (Hwang et al., 2019), which is responsible for 99% of worldwide production, sea cultivation of kelp has only recently become established in Europe (last 5-15 years). Norway, with its long coastline and favourable seaweed growing conditions, has the potential to be a major player as the European industry develops. In Norway alone, the number of licenses for seaweed cultivation has increased from 54 in 2014 to 511 in 2020, revealing the increased interest in seaweed farming (Albrecht, 2023). Predictions suggest the expansion of seaweed cultivation up to 2 × 107 tonnes per year by 2050 (Olafsen et al., 2012; Skjermo et al., 2014; Broch et al., 2017), although there are some discussion about how realistic these projections are (Albrecht, 2023).

Although market demand for seaweed is generally increasing in Europe, Norwegian seaweed aquaculture is not yet profitable. One major reason for this is a lack of automation regarding seedling production, farm operations, monitoring, harvesting and processing of biomass at a large scale. Thus, as seaweed producers scale-up, it is important that they are able to maximise their yields at sea, while minimising production costs. To achieve this goal, a holistic understanding of the environmental conditions influencing macroalgal growth and the onset of biofouling is necessary to achieve biomass of consistent quality and yield. Accurately predicting the total biomass at harvest is also vital for planning the processing of the biomass. To date, kelp biomass measurements, biofouling inspections and environmental monitoring are still largely done by hand, which is time-consuming, labour intensive and cannot easily build up a holistic picture that is representative of the whole farm. Automation of kelp farm monitoring has the potential to revolutionize this aspect of the industry. The more automated and frequent monitoring is, the faster the pace of knowledge acquisition for optimising growth at sea, predicting yield and planning harvest and processing logistics.

Cost-effective monitoring of wild kelp has been performed in pilot studies using Red-Green-Blue (RGB) cameras (Bewley et al., 2012) or hyperspectral imaging by air using aerial drones/airplanes Volent et al. (2007) and from underwater platforms using remotely operated underwater vehicle (ROVs) (Summers et al. (2022). However, very little research has been done using underwater robot monitoring (autonomous underwater vehicles, AUVs, and ROVs) in kelp farms. Biomass growth has been assessed using AUVs with a split-beam acoustic echosounder (Fischell et al., 2019) and a sideward scanner to monitor the macroalgae growth in a kelp farm (Stenius et al., 2022). However, they are more appropriate for seaweed species that possess pneumatocysts (e.g. Macrocystis pyrifera), due to enhanced acoustic returns, and not for commercial species from Norway (mostly Saccharina latissima and Alaria esculenta) (Bell et al., 2020). Visual inspections are still necessary, though, for monitoring the kelp health and for robust estimation of biomass measurements, given that strong currents can underestimate these values by changing the direction of the kelp in the water (Bell et al., 2020). Moreover, AUVs cannot operate everywhere. They are less suited to areas that are heavily populated (near the shore) due to acoustic interference, and have a high collision and entanglement risk, which can lead to damage of the farm. They are also very expensive and require technical personnel for operation. Due to the tight space between kelp lines (maximum of a few meters), small and light underwater robots, such as portable drones (uncrewed surface vehicles, USV) (Zolich et al., 2022) and manually controlled mini-ROVs can offer a low risk assessment of the environmental conditions within the farm. The small, portable, mini-ROV Blueye model X3 (Blueye Robotics, Norway) was chosen in this study because of its user-friendly operability, making it manoeuvrable enough for easy operation in the tight spaces of a kelp farm, while at the same time providing sufficient power to operate in coastal conditions. It is also affordable (~ US$ 12k for the Blueye X3 drone + basic kit), making it an easily available option for seaweed farmers.

The aim of this study was to provide a proof-of-concept for in situ biomass estimation of cultivated S. latissima derived from underwater RGB imaging and computer vision (CV) techniques. For that, we compared manual length estimations to the ones obtained from images through human supervision, then, we applied CV methods to estimate kelp area and used these measurements as a proxy for wet weight biomass. To our knowledge, this is the first attempt where in situ biomass estimations from images are validated against field-measured, harvested biomass data. We show that robust estimates of cultivated kelp biomass in situ are possible through lamina colour segmentation, although we demonstrate that the quality of CV post-processing and accuracy of the model are highly dependent of environmental conditions, such as the colour of the water, turbidity, natural illumination and current velocities. The establishment of these technologies will offer scalability of production, efficient real-time monitoring of farm cultivation and improved yield predictions.




2 Methods



2.1 Study area and sampling methods

Fieldwork was carried out at the Seaweed Solutions kelp farm, Måsskjæra, in Frøya, an island located off the coast of mid-Norway (Trøndelag region) (63°44.62’N 8°52.76’E) (Figure 1). Frøya island is a biodiversity-rich area with strong water mixing due to internal waves, strong winds and tidal currents (Fragoso et al., 2021). The hydrography of the region is characterized by two different currents: the Norwegian Coastal Current (NCC) located above the Norwegian Atlantic Current (NAC). NCC is a result of freshwater runoff from Norwegian fjords comprising several rivers outflow in each fjord (Skagseth et al., 2011), while the NAC is a warm nutrient-rich water mass located below the NCC that occasionally intrudes to the surface in spring and summer (Skagseth et al., 2011) (Figure 1A). Because of the influence of the NAC, the area is highly productive regarding fisheries and aquaculture activities, with high economical revenue to Norway (Tiller et al., 2015; Ervik et al., 2018).

[image: Map showing the geographic location in Norway, including Frøya and Hitra islands. Panel (a) is an overview map. Panel (b) details depth in meters with color coding from two to six hundred meters. Stars mark locations named Måsskjæra and Sula. Panel (c) shows a grid overlay near Måsskjæra.]
Figure 1 | Map showing (A) Norway, and the coast of Trøndelag (mid-Norway, square) and (B) the island of Frøya and the location of Måsskjæra seaweed farm, and Sula meteorological station (where wind data were collected). (C) Illustration of the Måsskjæra seaweed farm, showing the collection site (star symbol).

Måsskjæra is a semi-exposed farm location sheltered from westerly and southerly wind directions and exposed to north-eastly winds (Førde et al., 2016) (Figure 1). Due to the shelter protection provided by the mainland and surrounding islands, wave height does not exceed 2 meters. The depth where the farm is located ranges from 10 - 35 m. The farm size is approximately 400 × 400 m and is based on a horizontal longline system that is divided into approximately 16 cultivation squares. S. latissima was cultivated on 100 m long substrate lines (14 mm diameter) that were seeded by wrapping them with cultivation twine (2 mm twisted polyester). The cultivation depth was between 2 and 5 m and was achieved by placing buoyancy in the middle of the 100 m substrate lines. Lines were cultivated with a spacing of approximately 1 m distance.

Sampling consisted of underwater imaging of a single kelp (S. latissima) cultivation line (~25 m in length) located at the edge of the farm and at ~ 2-5 m depth (Figures 1B, C). The monitored seaweed line was deployed in November 2021. Sampling occurred every 2 - 4 weeks within the later stages of the main growing season (from March to June 2022, 7 sampling times in total, Table 1). This allowed imaging and sampling during distinct development stages of S. latissima, from young sporophytes in March to ‘bushy canopy” in June, to test the method on kelp lines with a range of sizes and growth densities. Sampling was, where possible, carried out at low tide (slack water) to minimise current speeds in order to obtain images of S. latissima specimens oriented as vertical as possible. Sampling during high tide could also have been an option but, due to logistical reasons (boat and personnel availability), low tide was chosen in order to maintain consistency. In practice, however, ideal conditions for video recording (low tides) were not possible on all sampling days due to the logistical difficulties of arriving and deploying the ROV during the exact time of slack water (e.g. weather conditions and boat logistics) (Table 1).

Table 1 | Date, local Norwegian time, tidal conditions (cm), average and maximum wind speed (from Sula meteorological station, see methods) and cloud cover (Ørland meteorological station) for each video recording and sampling day at Måsskjæra.


[image: Table detailing field day observations, including date, local time, tide height and trend, maximum wind strength, and weather conditions. Dates range from March 22 to June 15, 2022. Tides vary from low to rising, wind strength varies, with weather described as partially sunny, sunny, cloudy, or rainy. Sources for tides and weather data are kartverket.no and yr.no.]
Prior to recording underwater video, an aluminium-based hand-made checkerboard plate (30 × 20 cm) was placed at the start of the cultivation line for size reference. The plate was weighted in an attempt to keep it vertical during underwater videos. Additionally, red plastic strips were attached to the same line at 1-meter intervals to mark one meter replicate samples. For each sampling day (total of 7), triplicate 1-meter samples (adjacent to each other) from the cultivation line were selected for image analysis and validation (manual or field-based wet weight biomass and average length estimations collected in the field). Underwater images of marked 1-meter replicates were then captured under natural light conditions by driving the mini-ROV Blueye X3 (Blueye Robotics, Norway) sideways along the cultivation line. To achieve this, the internal camera of the ROV was pointed in the direction of the kelp and at a sufficient distance to ensure that the whole length of the kelp and width of the 1-meter mark was captured in the frame. After video recording, the videos were uploaded for later image post-processing in the lab (Figure 2). The internal camera of the ROV was used as the optical sensor for the image sampling: a digital RGB camera equipped with 30° tilt (up and down), which can collect imagery with Full High-Definition (FHD) resolution (1920 × 1080 25/30 frame per second) and 115° field of view (FOV). For more specifications, see Blueye website (https://support.blueye.no/hc/en-us/articles/4402566916626-X3-technical-specifications)

[image: Diagram of an underwater seaweed farm with yellow plants arranged in two horizontal rows, anchored by ropes. A boat is on the surface above. A black and white checkered pattern serves as a reference target for an underwater camera monitoring the seaweed growth. A smaller inset image shows a closer view of the seaweed with the checkered pattern submerged in water.]
Figure 2 | Schematic of the image sampling method, where a checkerboard was placed at the edge of the long line and used for size reference. Plastic cable ties indicated 1-meter replicates of kelp samples. A mini-ROV with internal RGB camera was used to collect videos along the longline.

After video recording, sporophytes of S. latissima from each 1 m replicate were sampled for wet weight biomass (presented as field-measured weight per meter) and length measurements (field-measured lamina + stipe + holdfast length, herein referred as lamina length) for validation. For the field-measured weight, the whole wet weight biomass of the 1 m cultivation line was considered. For field-measured length, 10 randomly selected S. latissima sporophyte specimens from each 1-meter replicate line were measured for lamina, as well as lamina width at the widest point. Only 10 sporophytes within each 1-meter replicate were chosen because it would be too time consuming to measure the length of each individual specimen (densities can reach many hundreds of individuals per meter). This is also a common methodology used by seaweed farmers when carrying out field monitoring. The same method was repeated on each field day, meaning that the sampling is destructive – the seaweed was permanently removed from the cultivation line for biomass and length measurements.

To investigate the influence of environmental variables, such as particles (phytoplankton and detritus), irradiance and wind speed, on water visibility and image quality for post-processing, additional environmental data were collected. A submersible fluorometer sensor (C3, Turner Designs, USA) was attached at the edge of the farm and placed at 3 m depth (Figure 1C). The sensor measured temperature (°C), chlorophyll a fluorescence (calibrated later to concentration [Chl a] in mg m-3) and turbidity (Relative Fluorescence Unit - calibrated later to Formazin Turbidity Unit (FTU)) every 10 minutes from mid-February to mid-June. The C3 submersible was also equipped with an antifouling copper plate and a mechanical wiper that rotates and cleans the optical sensor before each measurement (every 10 min). Data on wind speed (m s-1) from February until mid-June was obtained hourly from Sula meteorological station (located west of Frøya, Figure 1) and retrieved from the Norwegian Weather Service Center (https://seklima.met.no/).




2.2 Image processing



2.2.1 ImageJ-derived measurements

To ascertain whether reliable measurements (in this case length) were possible using underwater imaging, preliminary estimates derived from the image frames were compared to the manual measurements obtained from the kelp harvested in the field. For that, comparisons were made between the average length of randomly selected “imaged” fronds (see more below) and the average length of 10 harvested fronds measured in the field (explained in section 2.1). The reason we decided to do this initial step was to ascertain whether, on average, sporophyte length measured manually from an underwater image had comparable results with manual measurements in the field before applying CV (OpenCV package in python) techniques. To achieve this, image frames that included the checkerboard for scaling were selected and uploaded to ImageJ (Image Processing and Analysis in Java) (Figure 3). The checkerboard in the frame was used as a size reference to set a scale for the number of pixels per centimetre (pixels cm-1) for the corresponding frame (Figure 3). Then, 10 kelp specimens in each frame were randomly selected, and their length in centimetres (cm) were measured by drawing a line from the tip to the holdfast of the specimen, using the “line” and “measure” tools in ImageJ (Figure 3). A total of 6 frames for each 1-meter replicate were selected based on checkerboard visibility, and with different distances and positions of the kelp. It was decided that 6 frames were sufficiently representative to capture some variability in the image data, while also being manageable for manual processing. For each frame, 10 sporophyte lengths were measured accounting for a total of 60 measurements per day (10 sporophytes × 6 frames). The pipeline was repeated using image data from each field day (10 sporophytes × 6 frames × 7 sampling days).

[image: Three-panel image showing steps to measure kelp. The first panel, labeled "1) Frame extraction," depicts kelp underwater with a scale pattern. The second panel, labeled "2) Set scale," shows a tool interface for setting pixel distance and scale. The third panel, labeled "3) Draw and measure lines," shows kelp with superimposed measurement lines.]
Figure 3 | Pipeline for manual annotation of length performed using ImageJ. Extraction of image frames from videos. Using a checkerboard to set scale of pixels per centimetre (pixels cm-1). Drawing and measuring length from tip to holdfast (indicated by yellow lines) of ten randomly selected kelp specimens.




2.2.2 Open CV-derived measurements

Kelp area estimates from 1-meter replicates were performed using the Python library OpenCV. The pipeline started with extraction of six frames of the first kelp replicate from the video collected by the mini-ROV camera (Figure 4). The six frames selected were the same frames used for the ImageJ-derived estimates. The region of interest (ROI) in the frame, defined as the width of the 1-meter replicate and height, was cropped from the original frame to sufficiently capture the full length of the kelp within 1-meter replicate (Figure 4).

[image: Image showing a six-step process for seaweed analysis. 1) Frame extraction: original photo of seaweed underwater. 2) ROI extraction focuses on the seaweed area. 3) Meanshift clustering simplifies colors. 4) Color segmentation highlights seaweed. 5) Adaptive thresholding creates a binary image. 6) Contour detection outlines seaweed for pixel count.]
Figure 4 | Pipeline for the computer vision (CV) area estimation performed with OpenCV. Extraction of frames from image data. Extraction of region of interest (ROI) from frame. Mean shift clustering of pixel values. Segmentation of object of interest (OOI) based on colour. Masking out OOI from the background using adaptive thresholding. Detection of the contour of the OOI and counting of area pixels, converted to square decimetres (dm2 m-1) using known pixel width and real-world width (one meter) of the frame as size reference, resulting in CV-derived area.

Before segmenting the kelp from the images, a type of unsupervised learning algorithm known as ‘mean shift clustering’ was applied to distinguish foreground kelp, background and sea water as separate features. First introduced by Fukunaga and Hostetler (1975) and reintroduced by Comaniciu and Meer (2002) as a general-purpose algorithm for image segmentation and filtering, the algorithm used here deconstructs the original image into several homogeneous, unstructured segments based on the similarity of colour space representation of neighbouring pixels (Figure 4). Colour segmentation was then applied to distinguish the kelp as the object of interest (OOI) from the surrounding background in the frame (Figure 4). Next, adaptive thresholding (Yang et al., 1994) was applied to mask out the OOI from the background, allowing detection of the contour of the OOI (Figure 4). Lastly, the number of individual pixels in the contour area was counted. The pixel count was converted to square decimetres (dm2 m-1) by using the 1-meter width of the ROI as a scale and is defined herein as CV-derived area per meter. The pipeline was repeated using image data from each field day.





2.3 Statistical analyses

Statistical analyses were performed using NumPy, SciPy, scikit-learn and Matplotlib, libraries for data analysis and visualization in Python and Matlab. Relationships between field-measured length and weight versus ImageJ length and CV-derived area were investigated by applying regressions and evaluated by their coefficient of determination (r2).





3 Results



3.1 Environmental parameters

Average wind speed varied from February until mid-June, reflecting the dynamic weather in the Frøya region, and was particularly strong (up to 20 m s-1) during March and early April (Figure 5A). Weakening of wind speed (< 10 m s-1) observed from mid- to late April likely contributed to the shoaling of the mixing layer depth and phytoplankton bloom formation. Environmental variables, such as Chl a and turbidity levels varied during the field season (Figure 5B). Several peaks in [Chl a] were observed from February to June (5b), with a short peak in late March (~2.5 mg m-3), a long peak around mid-April (up to 5.7 mg m-3) and variable values from late May until mid-June (< 4 mg m-3). The overall trend was towards higher concentrations in the second half of the field campaign. The [Chl a] served as a proxy for phytoplankton biomass and, thus, indicated when phytoplankton blooms ([Chl a] >~ 3 mg m-3) occurred. Turbidity showed significant variability throughout the field season (Figure 5B). A relatively similar trend compared to [Chl a] until late May was observed, with a long peak in turbidity levels in mid-to-late April (> 0.2 FTU). A short turbidity peak was observed in mid-June (> 0.2 FTU) (Figure 5B). Seawater temperature showed a gradual increase from February until the end of June, varying from 5.6°C to 9.4°C (Figure 5C).

[image: Three graphs depict environmental data over time. Graph A shows average wind speed (meters per second) from February to July, with fluctuations noted throughout. Graph B shows chlorophyll concentration (milligrams per cubic meter) and turbidity (Formazin Turbidity Units), with notable increases around April and variations in June. Graph C shows seawater temperature (degrees Celsius), increasing steadily from February and peaking in June. Marked vertical lines highlight specific dates across the months.]
Figure 5 | (A) Average wind speed (m s-1) at Sula meteorological station, and (B) chlorophyll a concentrations (red, mg m-3) and turbidity (black, FTU) and (C) seawater temperature (°C) at Måsskjæra farm from February 16th to June 15th, 2022. Lines indicate the sampling dates.




3.2 Image quality

Differences in the image quality of the videos/frames used for processing were observed between different sampling days (Figure 6). For example, early in the season (22nd March and 5th April), the image quality was very high, indicating good water visibility. During the period of the spring phytoplankton bloom (first peak 20th April, later peaks on May 27th and June 3rd), the observed image quality decreased, indicating bad water visibility due to particles present in the water and the absorption of light from phytoplankton. The visibility of the images slightly improved on May 4th (a period between phytoplankton bloom peaks). On the last sampling day, June 15th, the observed image quality was poor, coinciding with a high concentration of phytoplankton and other particles (indicated by a high peak in Chl a and turbidity concentrations Figure 5B). Image quality due to poor visibility decreased towards the end of the cultivation period due to the high abundance of phytoplankton and other particles in the water.

[image: A series of seven underwater images showing the growth of seaweed attached to a rope with a checkerboard for scale. Each image is dated from March 22, 2022, to June 15, 2022, demonstrating the progression and increase in seaweed density over time. The water appears murky, and lighting conditions vary across the images.]
Figure 6 | Example of image frames collected during each sampling day. Note the variability in water colour, clarity, and the positioning of the kelp (vertical or diagonal) in the cultivation line.




3.3 Calibration and validation

Field-measured verification of kelp length and biomass had a positive power relationship (r2 = 0.941, biomass = 5.197e-06 length3.037, p<0.05) (Figure 7A). On June 15 (latest day in the season), sporophytes were smaller (average= 65.9 cm) than specimens from late May and early June (> 80 cm in May 27th and June 3rd) (Figure 7A). Similarly, imageJ-derived length estimations had a positive strong correlation with field-measured biomass (r2 = 0.977, biomass = 3.713e-06 ImageJ-length3.083, p<0.05) (Supplementary Figure S1, Supplementary Material). The relationship between length (field-measured and derived from ImageJ) and biomass is best approximated by an isometric function (exponent b=3).

[image: Six scatter plots labeled A to F, each showing relationships with linear regression lines and different dates indicated by colored markers. Plots A, C, and E compare field-measured length and biomass to ImageJ and Computer Vision metrics. Plots B, D, and F focus on length, area, and biomass correlations with r-squared values of 0.941, 0.959, 0.808, 0.979, 0.887, and 0.976, respectively. Error bars are visible for each data point.]
Figure 7 | Relationships between S. latissima (A) field-measured lamina length (cm) and field-measured wet weight (kg m-1), (B) field-measured length (cm) and ImageJ-derived length (cm), (C) field-measured length (cm) and computer vision (CV)-derived area per meter (dm2 m-1) with and (D) without the outlier (June 15th), (E) CV-derived area per meter (dm2 m-1) and field-measured wet weight (kg m-1) with and (F) without the outlier (June 15th). Error bars show the standard deviation of ground-truth length (n=10 sporophytes in 1-meter line), ground-truth weight (n=1 in triplicate 1-meter line), ImageJ length (n=6 image frames, 10 sporophyte per frame in 1-meter line).

ImageJ-derived length (ranging from 33.9 cm to 95.7 cm) had a positive correlation with field-measured length (ranging from 37.4 cm to 93.5 cm) for the 10 randomly selected sporophytes (images and field measurements) (r2 = 0.959, ImageJ-length = 1.208 field-measured length – 13.817, p < 0.05, Figure 7B). Variability was larger in field-measured length (standard deviation ranged from 12.4 cm to 19.5 cm) compared to variability from ImageJ-derived measurements (standard deviation ranging from 2.8 cm to 14.0 cm) (Figure 7B).

A strong positive power relationship (r2 = 0.808, CV area = 0.7327 length1.026, p < 0.05) was observed between field-measured length and image CV-derived kelp area (Figure 7C). Both CV-derived area and field-measured length showed large variation between sampling timepoints. CV-derived area ranged from 32.2 dm2 m-1 to 79.3 dm2 m-1 (Figure 7C). Measurements from the last sampling day (June 15th) had CV-derived area (35.6 dm2 m-1) notably below the power trend. When removing the June 15th data from the analysis, an even stronger significant power relationship (r2 = 0.979, CV area = 0.988 length0.9694, p <0.01) was observed (Figure 7D). The area-length relationship with an exponent being equal to 1 indicates a linear relationship between these two variables, where the increase in area is directly proportional to the increase in length.

A wide range in field-measured weight was observed between sampling timepoints, ranging from 0.24 kg to 4.97 kg per meter (Figure 7E). When comparing area measurements (CV-derived) with biomass (wet weight), a strong positive power relationship was observed (biomass = 2.204e-05 CV area2.81, r² =0.887) (Figure 7E). Similar to the relationship between CV-derived area and field-measured length, measurements from June 15th had a lower CV-derived area (35.6 dm2 m-1) compared to the trend, and if removed, the relationship becomes stronger (r2 = 0.976, biomass = 1.231e-06 CV area3.472, p < 0.01) (Figure 7F).





4 Discussion



4.1 Effect of environmental factors on image quality

The image quality varied widely in this study as a function of the inherent optical properties (IOPs) of the water, including coloured dissolved organic matter (CDOM) and particle concentrations, such as phytoplankton and detritus. The IOPs, such as phytoplankton cells (light absorption and scattering), non-algal particles (NAP, e.g. detritus and sediments, mainly light scattering) and CDOM (absorbing), will tend to absorb (through pigments) or scatter light through deflection (Werdell et al., 2018), reducing the amount of light reflected from the kelp to the camera. The influence of IOPs varies with the water type and depends on where the seaweed is cultivated, making underwater imaging more suitable for clear, open offshore waters (Broch et al., 2019) and more challenging in turbid and brackish coastal seawater.

Besides IOPs, the apparent optical properties (AOPs) of the water, meaning the angular distribution and intensity of the ambient light-field, can also impact the quality of the images taken under natural light conditions (Johnsen et al., 2009). Measurements of underwater light conditions were not conducted in our study; however, according to our observations, the ambient irradiance impacted water quality image. In this study, incident light would, in some cases, improve water column visibility and detection of kelp from the surrounding water, while in other cases, it could overexpose the images, reducing contrast and corresponding loss of colour information. Kelp self-shading from incident light, which was more prominent as the kelp became bigger, impacted negatively the algorithms for area detection, particularly towards the later stages of the cultivated kelp (early summer). Kjerstad (2014) showed that light attenuation between the camera and the object limits the range at which pictures of organisms can be taken, since spatial and colour (spectral) resolution becomes distorted in underwater images as the distance to an OOI increases. Artificial light might be a solution, although, in waters with a lot of particles (plankton, sediments and marine snow/detritus), direct light can intensively illuminate those particles, creating bright spots of scattered light and causing image degradation (Boffety and Galland, 2012). Choice of camera, field of view, spectral resolution and positioning of the external light sources are important pre-image processing factors that should be considered before video recording, in order to optimize post-processing time and image quality.

Waters around Frøya are known to be highly productive, where phytoplankton blooms can start from late March and persist until June-July (Fragoso et al., 2021). Moreover, CDOM concentrations are known to increase from spring and peak in summer as freshwater input from rivers is accumulated in the NCC, the main current along the coastal of Norway (Nima et al., 2016). In this study, CDOM was not measured; however, the other IOPs, such as [Chl a] for a proxy of phytoplankton biomass and turbidity, for particle concentration, clearly impacted the quality of the image. The combination of high turbidity and [Chl a]- suggesting not only that a bloom is occurring but that it is composed of large cells, colonies and aggregates - makes the water visibility worse, particularly in mid-June. Such conditions become even more detrimental as the kelp gets bigger and the camera needs to move further away to increase the FOV, allowing light to be more attenuated between the camera and the OOI. Chain-forming diatom blooms dominated by the genera Chaetoceros, Skeletonema and Thalassiosira are common during spring in Frøya (Fragoso et al., 2019, Fragoso et al., 2021), as well as many other coastal northern regions (Throndsen et al., 2007), making visibility a challenge for ROV video recording at seaweed farms. Water quality improved on 4th May, after the decline of the first bloom and potentially because of a storm that diluted the particle density throughout the mixed layer depth. Marine snow, as well as zooplankton abundance, which are high in Frøya waters (Fragoso et al., 2019) and other coastal productive regions of Norway, would increase the turbidity signal after bloom conditions, being an additional challenge for water visibility and kelp size inspection.

Underwater imaging enhancement (UIE), such as white balance, dehazing algorithms and histogram equalization are modern tools to improve the contrast of objects from ocean RGB imagery, allowing more accurate segmentation and identification of the OOI (Mathur and Goel, 2022). Mohamed et al. (2020) used the Multi-Scale Retinex (MSR) algorithm for image correction and the YOLO algorithm to enhance fish detection and tracking in tanks, increasing underwater detection of fish specimens by three times. UIE in seaweed and fish farms could be a potential tool to reduce the optical effects of particles in the water, improving the accuracy of our model, particularly for conditions later in the season due to increased turbidity. Another possibility could be to monitor phytoplankton concentrations and turbidity levels using sensors at the kelp farm and adapt the time of video recording to periods with lower turbidity levels and between phytoplankton blooms, in order to collect higher quality imagery.

Strong currents were also another issue that impacted the quality of data. In our studies, slack tides (particularly low tide) were the best periods to video record the kelp lamina hanging vertically from the ropes. This allowed the best positioning of the kelp to be able to better extract area information. According to most of our images, the kelp was aligned vertically from the cultivation rope, except for June 15th, which contributed to the lower rendering of CV-derived area estimations. This suggests that the environmental conditions, possibly obtained from instruments such as acoustic doppler current profilers (ADCPs) and optical instruments for IOPs measurements, need to be taken into consideration before underwater video recording/digital imaging. Awareness of the impact of environmental variables on the reliability of remote sensing results (e.g. seagrass beds, Nahirnick et al. (2019)) has been raised and similar approaches could be implemented for seaweed farms. Pre-analyses of the environmental conditions (irradiance, turbidity and current velocities) from sensors attached to kelp farm infrastructure can help improve decisions about the optimum conditions for underwater farm inspection (Bell et al., 2020).




4.2 Kelp length and area estimations from underwater RGB imagery

Our work indicates that it is possible to detect and derive kelp size from RGB camera images. Through human supervision, length measurements of 10 randomly selected sporophytes extracted from the frames using imageJ (Figure 3) demonstrated strong relationships with measurements done by hand in the field (also 10 randomly selected sporophytes from 1m of cultivation line). Variability in the data is likely related to the fact that these two 1m sections (for image and field measurements) were not the same. Human annotation of traits (length, area, point count, segmentation) is a useful tool in underwater biological image analysis (Gomes-Pereira et al., 2016), which, when combined with CV, has the potential to simplify in situ size estimation of underwater organisms.

Automated size estimation, as well as species identification and animal tracking, via CV techniques, are modern tools in ecology. Estimation of individual biomass of marine organism from dimensions derived from images is possible because of the strong isometric/allometric biomass-size relationships expected in many organisms, including macroalgae and seagrasses (Scrosati, 2006; Scrosati et al., 2020). In S. latissima, allometric models (where the organism does not maintain its shape as it grows) have been shown to explain a substantial portion of thallus fresh weight (Campbell and Starko, 2021). However, these relationships have previously been studied in individual specimens. In our study, kelp area and biomass estimations were retrieved from a 1-meter line (rather than individuals), while lengths were retrieved from individuals. This makes it complicated to compare our results to these growth models, and it is the reason that we do not observe an isometric/allometric growth function when comparing individual lengths to CV-derived area. Despite this, we observed an isometric relationship between average lamina length and total biomass within 1m line, suggesting that the “canopy” maintains its shape as it grows (conceptually, it can perhaps be thought of as an expanding “cylinder”, horizontally oriented in the water column).

Our findings indicate that it is likely possible to derive robust size information about kelp by applying CV techniques to underwater RGB imagery. This technique is commonly applied in agriculture and aquaculture. For example, above ground biomass has been successfully estimated in wheat crops using airborne laser scanning for 3D point cloud reconstruction when comparing estimated volume and ground-truth biomass (Walter et al., 2018). The plant height of summer barley has also been suggested as a good proxy for fresh and dry biomass using an RGB camera on a small unmanned aerial vehicle (UAV) (Bendig et al., 2015). Comparisons between seaweed biomass and area coverage from intertidal zones derived from UAV multispectral images revealed a positive correlation (r2 = 0.8, 0.73 and 0.59, respectively for Ulva pertusa, Sargassum thunbergii and Sargassum fusiforme), although accuracy decreased in highly dense beds due to mutual masking of seaweed (Chen et al., 2022). For fish farm applications, CV-derived image area of grey mullet, carp and St. Peter’s fish were well correlated to mass (r2 = 0.954, 0.986, 0.986, respectively) (Zion et al., 1999), while shape and weight exhibited only a 3% error rate in prediction accuracy with machine learning algorithms (Odone et al., 2001). Side view imaging (2D CV) of Scortum barcoo showed that shape is a good predictor (r2 = 0.99) for measuring fish weight outside tanks (Viazzi et al., 2015). The fact that area estimates showed a positive relationship with length and weight in our studies indicates the feasibility of using area as a proxy for biomass under suitable conditions (vertically aligned kelp). Consequently, our results indicate that a model using area estimates as a proxy for biomass can be further developed and eventually applied to accurately predict kelp biomass in situ throughout the cultivation season.

These predictions will likely become even more common as machine learning techniques improve and become more mainstream (Weinstein, 2018). During the last decade, machine/deep learning techniques have been increasingly applied to classify distinct functional groups/species in macroalgae and aquatic vegetation (e.g. seagrass beds) from remote sensing imaging derived from drones (Duffy et al., 2018; Chen et al., 2022; Tahara et al., 2022). For seaweed cultivation, however, emerging technologies and methodologies for remote sensing and precision farming, are in their infancy, although they show great promise. Bell et al. (2020), for instance, used underwater colour images from mini-ROVs and side scan sonar of kelp farm longlines, combined with deep learning models, to classify juvenile kelp from the images and acoustic returns before and after pneumatocyst (gas bladders) formation. These acoustic approaches can be a potential way to quantify biomass in species with gas bladders since total gas volume from pneumatocyst increases as kelp laminas grow (Bell et al., 2020). Stenius et al. (2022) also explored the use of side-scan sonar for detection of ropes and buoys at a kelp farm, which could be successfully implemented for biomass estimations of seaweed that possesses pneumatocysts. However, it is unclear whether this methodology would be as successful for other cultivated kelp species that lack pneumatocysts. From RGB imagery, machine learning algorithms successfully classified kelp underwater background, in spite of water motion, although these authors emphasized that water clarity is a requirement for the best visibility and suitability of the model (Bell et al., 2020).

In this study, we showed that a robust relationship between CV-derived area and ground-truth biomass and length. However, post-processing segmentation was time consuming, since we had to manually tune the algorithms for distinct environmental conditions (low versus high turbidity, changes in irradiance, colour hue and contrasts, etc). By combining similar detection algorithms developed by Bell et al. (2020) and others (Duffy et al., 2018; Chen et al., 2022), with the methodology developed in our study, further segmentation for kelp density and automated kelp area estimation for biomass prediction could be feasible. For maintaining the simplicity of this method, density effects (i.e. sporophytes per m) on biomass were not considered and quantified. CV-derived area, by its nature, should capture density more effectively than image derived length. The nature of this relationship (biomass-density) should be explored in detail, however, to verify if cultivation lines with very high densities are likely to have their biomass underestimated due to the inability to capture the third growth dimension (essentially the “thickness” or “bushiness” of the canopy). The relationship between biomass and density, however, is not simplistic as phenomena such as “self-thinning” at high densities, and intra-specific “dynamic thinning” in response to abiotic factors, can occur (see review by Scrosati (2005)).

In order to upscale this method, larger sample datasets can be used as calibration and validation data, as to reduce the statistical uncertainty and provide cross-validation of the results (Bendig et al., 2015). The ultimate goal would be an universally applicable model for different kelp species. However, it is possible that location-specific models will be required. Campbell and Starko (2021) demonstrated that allometric models, for predicting thallus weight from length, were broadly applicable at sites with similar environmental conditions, but suggested the need for region-specific models between substantially different locations. It should be examined if this finding holds true for estimating biomass on cultivation lines from canopy area. If region-specific models need to be constructed, that would still likely be worth the relatively small time invested by the farmer(s) in order to later automate the process of biomass estimation from images.




4.3 Future perspectives for biomass estimation of cultivated kelp

The use of mini-ROVs has been applied in many studies for short-distance inspection and monitoring of several habitats, including benthos (Nevstad, 2022), kelp forests (Summers et al., 2022) and coral reefs (Raoult et al., 2020). In this study we demonstrate that the use of a mini-ROV, equipped with an RGB camera, can reliably estimate kelp biomass using underwater imaging and CV techniques.

Our preliminary results focused on a small section of a farm, which is most likely not representative of the whole farm and has considerable constraints, such as the need for human operation, limited battery time and tether length (Sørensen et al., 2020). Consequently, the use of the ROV can only be applied in sub-sections of the farm to give an idea of how heterogeneously seaweed grow in space and time. In this study we tested our method at the edge of the farm for simplicity (accessibility and so as not to interfere with farm operations). Performing this task inside the farm (e.g. between cultivation lines) is likely to raise issues relating to maneuverability within confined spaces. For further estimations at a “whole farm” scale, other types of observation platforms equipped with cameras and additional sensors could be used, but this will likely depend on the exact farm design and location (e.g. vertical or horizontal cultivation lines, inshore or offshore, low or high energy environment). As farms scale up in size, there will be an increasing need for kelp farm monitoring at different scales, and combinations of platforms, such as satellites (Jin et al., 2023), UAVs (Bell et al., 2020), AUVs (Stenius et al., 2022) and ROVs.

Here, we anticipate that our concept can be used as the foundation to upscale imagery as a reliable tool for biomass estimation of kelp. For example, Stenius et al. (2022) developed a methodology where they deployed an AUV to monitor a whole kelp-farm autonomously and continuously. In their small-scale scheme, an AUV followed pre-programmed or self-detected sampling patterns based on the outline of the farm and, thus, enabled high resolution monitoring of an entire kelp-farm throughout the cultivation season. Other possibilities could be moving the cameras along strategically structured cables throughout the farm, removing the need for underwater vehicles. Perhaps the cameras do not need to move around at all, but rather placed in fixed positions where they can capture enough image data to build up a representative picture of the total farmed kelp biomass. Ultimately, the goal of the technology and method should be to optimize accuracy of biomass estimation, providing sufficient monitoring, while at the same time minimizing operational risks and costs.





5 Conclusion

Our proof-of-concept results indicate that CV-derived area estimation can serve as a robust proxy for biomass estimation of cultivated kelp. However, accuracy of the data is strongly related to the visibility of the water and current speed. Although there was still a strong relationship when water visibility was reduced, the relationship improved when outliers (with poor water visibility) were removed.

As technology advances and machine learning algorithms for object detection improve, kelp biomass estimation in situ with camera systems, perhaps combined with other methods (e.g. acoustics), can be a viable option for large scale farm monitoring. We see this work as an important step towards that goal, where we also envisage autonomous data collection and real-time processing.
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The feed legislation allows the use of fish protein hydrolysates in feed for the same species in which it came from, since enzymatic hydrolysis degrades the proteins and eliminates potential prions, which have caused disease in mammals, but not in fish. In this trial, we investigated the effects of partially replacing dietary fishmeal (FM) with salmon protein hydrolysate (FPH) on the intestinal gene expression and microbiota. Atlantic salmon post smolts were either fed a control diet containing 30% fishmeal (FM), a 20% FM diet with 9% salmon hydrolysate (FPH-09) or a 10% FM diet with 18% salmon hydrolysate (FPH-18), until doubling of weight. Gene expression analysis by RNA sequencing of pyloric caeca (PC), midgut (MG) and hindgut (HG) revealed a downregulation of immunological genes involved in inflammation in the intestine of FPH-18 fed salmon compared to salmon fed the FM control. The gene expression of paralogous peptide transporters (PepT) was analyzed by real time quantitative PCR in PC, anterior midgut (AMG), posterior midgut (PMG) and HG of salmon fed all the three diets. The PepT1b paralog had highest relative expression levels in PC and AMG, suggesting that PepT1b is most important for peptide uptake in the anterior intestine. PepT1a was also mainly expressed in the PC and AMG, but at lower levels than PepT1b and PepT2b in the AMG. The PepT2b paralog had high levels of expression in AMG, PMG and HG indicating that it contributed significantly to peptide uptake in the posterior part of the gastrointestinal tract. The gut microbiota in the mucosa and digesta of the MG and HG, were dominated by the phyla Cyanobacteria and Proteobacteria, but also Firmicutes were present. The only dietary effect on the microbiota was the higher prevalence of the phyla Spirochaetes in the mucosa of FPH-18 fed salmon compared to the FM fed salmon. In conclusion, replacing FM with salmon hydrolysate reduced the expression of inflammatory markers in the Atlantic salmon intestine suggesting improved health benefits. The reduced inflammation may be related to the reduced FM content, potentially bioactive peptides in the hydrolysate and/or the altered gut microbial composition.
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1 Introduction

The need for novel and sustainable feed ingredients for cultivated fish and land animals is increasing with the growing human population. By-products from marine food production are sustainable alternatives for production of feed ingredients (Rustad et al., 2011; Almås et al., 2020). In Norway a significant biomass of by-products is produced from farmed Atlantic salmon amounting to > 0.5 million tons in 2021 (Myhre et al., 2022). However, the feed legislation prohibits the reuse of proteins from Atlantic salmon into feed of the same species, unless it is hydrolyzed. Complete processing by enzymatic hydrolysis will degrade potential prions and is therefore an exception from the transmissible spongiform encephalopathy (TSE)-legislation (Regulation (EC) No 999/2001; Commission Regulation (EU) No 142/2011; Sandbakken et al., 2023).

Novel feed ingredients should be nutritious, palatable, digestible, and not have any negative impact on the immune response and health of the animal (Glencross, 2020). Protein hydrolysates are mixtures of peptides and free amino acids, which are nutritious, highly digestible and known to be palatable (Kristinsson and Rasco, 2000; Kousoulaki et al., 2013; Khosravi et al., 2015). Hydrolysates may also contain bioactive peptides (Zamora-Sillero et al., 2018; Gao et al., 2021; Siddik et al., 2021). Marine peptides in fish protein hydrolysates (FPH) have shown beneficial effects including antimicrobial, anti-inflammatory and immunomodulatory activities when consumed in vivo (Kang et al., 2019). Dietary inclusion of FPH in aquaculture has induced growth performance, digestibility and altered the immune response (Zheng et al., 2014; Siddik et al., 2018).

Optimized diets can improve the general health and immune functions of fish, thereby reduce losses due to diseases, as well as improving recovery after diseases in aquaculture (Waagbø, 1994; Dawood, 2020). Therefore, nutritional status has a major impact on the ability of fish to resist pathogens and cope with stress (Martin et al., 2016). Some feed additives have immunomodulatory properties, which either activates the immune system or downregulates immunological genes. Activating the innate immune system can be beneficial when the fish experiences pathogenic threats, but a general activation can be energy consuming and have negative impact on other processes like growth (Tacchi et al., 2011). A downregulation of genes related to inflammation saves energy for the organism to grow and thrive.

Intestinal protein absorption is performed by different transporters in the brush border membrane of absorptive epithelial cells (Evans and Claiborne, 2006; Kiela and Ghishan, 2016). Peptide transporters (PepT) provide a more efficient uptake mechanism for protein building blocks than amino acid transporters since they transport di- and tripeptides instead of single amino acids (Wang et al., 2017). Due to the whole genome duplication event, Atlantic salmon has at least 4 genes encoding paralogous PepT which are part of the solute carrier 15a (Slc15a) family of transporter molecules. These 4 transporters are slc15a1a, slc15a1b, slc15a2a and slc15a2b, also known as PepT1a, PepT1b, PepT2a and PepT2b, respectively. PepT1 paralogs are low affinity/high-capacity transporters that serve a key role in peptide absorption, mainly in the proximal part of the intestine (Verri et al., 2003; Rønnestad et al., 2007; Ostaszewska et al., 2010; Wang et al., 2017). Most research available is on the PepT1b paralog, since PepT1a was identified and characterized in Atlantic salmon (Salmo salar) quite recently by Gomes et al. (2020). PepT2 paralogs are high affinity/low-capacity transporters which recently were characterized in Atlantic salmon by Vacca et al. (2022). Whereas PepT2b mainly is expressed in the kidney and midgut (MG) to hindgut (HG) (Del Vecchio et al., 2021; Vacca et al., 2022), PepT2a is more abundant in brain and gills, and appears to have a minor role in peptide uptake along the gastrointestinal tract (Del Vecchio et al., 2021). There is however little information on how the expression of peptide transporters is regulated by dietary proteins, and especially available peptides and free amino acids in Atlantic salmon.

Intestinal microbiota composition depends on the diet, environmental factors, and host selection. The microbiota affects the nutrient absorption, immune system, and disease resistance of the host (Luan et al., 2023). Mucosal microbiota is colonizing the mucus layer on the intestinal epithelial cells and is more stable and less affected by diet than the microbiota found in the digesta (feces) (Gajardo et al., 2016). This was clearly shown in Atlantic salmon fed diets with and without insect meal (Li et al., 2021), where the digesta-associated microbiota also showed the highest microbial richness and diversity. Dietary protein can affect the intestinal microbiota composition and function, and interactions between proteins and microbiota can impact the host health (Bartlett and Kleiner, 2022). Furthermore, if the protein fraction is absorbed much faster than in normal diets, it is possible that remaining bacteria in midgut and hindgut sections will rely more on utilization of feed components reaching there in larger amounts such as fiber and carbohydrates. Such changes in available nutrients for the microbiota can have profound effect on fermentation patterns altering profiles of short chain fatty acids and other products of fermentation (Bartlett and Kleiner, 2022), and on production of inflammatory/anti-inflammatory components.

The current study aimed at assessing the effects of replacing 2/3 of the fishmeal (FM) in a standard diet, with salmon protein hydrolysate (FPH) on intestinal microbiota and health parameters by RNA sequencing analysis. Furthermore, we also report on the response of intestinal peptide transporter expression when the salmon were fed diets with 1/3 and 2/3 of the FM protein replaced with salmon hydrolysate.




2 Materials and methods



2.1 Feed and fish husbandry

A detailed description of the feed composition, experimental design and fish facilities have been reported in Sandbakken et al. (2023). In brief, Atlantic salmon (Salmo salar) post smolts were fed one of three diets with spray dried salmon hydrolysate (Nutrimar AS) replacing parts of the fish meal: a control diet with 30% fish meal (FM), a 9% hydrolysate diet with 20% fish meal (FPH-09) and a 18% hydrolysate diet with 10% fish meal (FPH-18) (Supplementary Table 1). The diets were designed to be iso-energetic, iso-nitrogenous, iso-lipidic as well as having the same amount of EPA, DHA and phospholipids. Salmon (mean start weight 141.5 ± 23.6 g (standard deviation)) were PIT-tagged and randomly distributed into 9 tanks (24 fish/tank, ~ 300 L, 10-14 L min-1 water flow, > 80% O2 saturation in the outlet water, 8.2-8.8°C seawater, continuous light) and fed for 2 h twice a day until satiety. After 9 weeks of feeding, the mean salmon weight was 313.8 ± 50 g at sampling. The feeding trial was approved by the Norwegian Food Safety Authority (FOTS ID:23021) and was conducted at NTNU Sealab (Department of Biology, Trondheim, Norway).




2.2 Sampling procedures

Final samples were taken 60 and 62 days after the experimental start, giving RNA samples and microbiota samples, respectively. Before the first sampling day, the fish were not fed for 48 hours to ensure empty intestines for RNA analysis. Five fish from each tank were randomly sampled and euthanized in seawater with Finquel, MS-222 (800 mg/l). Weight, length and PIT-ID was registered before the 5 fish were put on ice and processed immediately. The sampling was performed one tank at a time.

The fish abdomen was opened, and fish were sexed by looking at the gonads. For each fish, 5 intestinal samples were collected for RNA analysis, by cutting ~2 mm of pyloric caeca, 3 segments of the midgut (anterior, mid, and posterior) and a middle segment of the hindgut (HG). Tissue samples for RNA analysis were put in 1 ml cold RNA later (RNA stabilization solution, Ambion Inc.), and stored for 24 h at 4°C before the samples were transferred to -20°C.

The remaining fish (19 per tank) were fed five 2-hour meals over the next 42 hours, before the next sampling two days later. Five random fish from the tanks fed FM control and FPH-18 were euthanized (MS-222) to collect microbiota from midgut (MG) and hindgut (HG) digesta and mucosa. The fish were sexed followed by aseptic removal of the intestine from the abdominal cavity. Sampling equipment was sterilized between each sample by burning 96% ethanol from the metal. The intestine was opened longitudinally with scissors, followed by digesta collection in cryotubes that were snap-frozen on dry ice. The remaining intestine was washed 3 times in cold sterile Phosphate Buffered Saline (PBS, P3813, Sigma-Aldrich) to remove traces of remaining digesta. Some of the intestinal mucosa was scratched off with the backside of a scalpel and snap frozen on dry ice. The same procedure was performed aseptically on both the MG and HG, resulting in four microbiota samples from each fish that were stored at -80°C until analysis.

An overview of analysis performed on the different intestinal segments from fish fed different diets is shown in Table 1.

Table 1 | Overview of analysis performed on the different intestinal segments in fish fed different diets: control diet with 30% fish meal (FM), 9% salmon hydrolysate diet with 20% fish meal (FPH-09) and 18% salmon hydrolysate with 10% fish meal (FPH-18).


[image: Table displaying different analyses across various intestinal segments. Under RNA sequencing, FM and FPH-18 are recorded for Pyloric caeca and Posterior midgut. RT-qPCR results show FM, FPH-09, and FPH-18 for Anterior midgut and Pyloric caeca. Microbiota analysis lists FM and FPH-18 for Pyloric caeca and Hindgut.]



2.3 RNA extraction and quantification

Intestinal samples were thawed on ice, dried off on a clean piece of paper and weighed (averagely 32 mg) in an Eppendorf tube (1.5 ml). Samples were added 1 ml of an RLT Lysis buffer (RNeasy Mini kit) mixed with β-mercaptoethanol (1% in RLT) before homogenization using a rotor-stator homogenizator (Polytron Kinematica PT3000) for up to 10 seconds at max speed (28 100 rpm). All samples were kept on ice between homogenization, and frozen at -80°C before further processing. RNA was isolated as described in the RNeasy Mini kit (Qiagen) including a DNase treatment step with RNase-Free DNase set (ID:79256, Qiagen). RNA concentration was measured with Nanodrop 2000c Spectrophotometer (Thermo Scientific) and RNA quality was evaluated by 2100 Bioanalyzer using RNA 6000 Nano Kit (both from Agilent Technologies) following the manufacturer’s protocol. All samples with RNA integrity number (RIN) of ≥ 7 were accepted for further use. RNA was kept at -80°C between analysis.




2.4 RNA sequencing and assembly

Extracted RNA samples (6 from each intestinal segment and diet, 36 in total) from pyloric caeca (PC), MG and HG from fish fed FM and FPH-18 diets were sent to The Beijing Genomics Institute (BGI, Beijing, China) for sequencing. RNA quality control, library construction and sequencing were done by BGI, including (i) mRNA enrichment and purification by using Oligo dT beads to enrich mRNA with a polyA tail, (ii) RNA fragment and reverse transcription by random N6-primed reverse transcription, followed by the second-strand cDNA synthesis, (iii) end repair of cDNA fragments, 3’ adenylation and adaptor ligation, (iv) PCR amplification to enrich the purified cDNA template, (v) cyclization by heating PCR product, oligos and DNA ligase, (vi) DNA nanoball synthesis, and (vii) sequencing on DNBSeq Technology platform.

Firstly, reads mapped to rRNAs and low-quality reads (where > 20% of the bases had qualities < 10 in base quality score) were removed. Secondly, reads with adaptors and/or with unknown bases (N bases more than 5%) were filtered. Clean reads were mapped onto the reference genome assembly Ssal_v3.1 (GCF_905237065.1), followed by novel gene prediction. After novel transcript detection, coding transcripts were merged with reference transcripts to get complete reference, then clean reads were mapped to it using STAR (Dobin et al., 2013), then gene expression level was calculated for each sample with RSEM (Li and Dewey, 2011). RSEM is a software package for estimating gene and isoform expression levels from RNA-Seq data. Pearson correlation between all samples was calculated using cor. Hierarchical clustering between all samples was performed using hclust. PCA analysis with all samples was performed using princomp, and the diagrams were drawn with ggplot2 in R. Circos software package (version 1.2.12.) was used to visualize data (Krzywinski et al., 2009). The clustering results were displayed with javaTreeview (Saldanha, 2004) using cluster (Eisen et al., 1998; De Hoon et al., 2004) software to analyze the expression genes and sample scheme at the same time by using the Euclidean distance matrix as the matrix formula.

In order to reflect the gene expression correlation between samples, all the samples were hierarchical clustered by the expression level of all genes, which can directly reflect the relationship between each two samples. Sample variation was visualized by a principal component analysis (PCA) plot (Supplementary Figure 1A), which shows that all samples were divided into three parts according to intestinal segments, indicating the reliability of the sequenced samples. Differentially expression genes (DEGs) were detected between groups based on gene expression levels using DEseq2 algorithms. Summary of DEGs is shown in Supplementary Figure 1B. DEGs were detected including an average of 105 up-regulated genes and on average 61 down-regulated DEGs in the three intestinal segments.

Differentially expressed genes (DEGs) between the FM and FPH-18 group (log fold change ≥ 1 and adjusted p-value ≤ 0.05), were detected based on gene expression levels using DEseq2 algorithms. Clustering analysis and functional annotations including Gene Ontology (GO) (http://www.geneontology.org) and Kyoto Encyclopedia of Genes and Genomes (KEGG) (http://www.genome.jp/kegg/) enrichment were performed. The raw data has been uploaded to NCBI SRA database with BioProject No. PRJNA1072556.




2.5 Reverse transcription and real-time quantitative PCR

Reverse transcription was performed using LunaScript RT SuperMix Kit (New England BioLabs) with 1 µg RNA per 20 µl reaction volume, following the manufacturers protocol. A control without reverse transcriptase (no-RT) was added to each plate (Thermo Scientific, cat. No. AB0600) to evaluate the presence of genomic DNA in a sample. The plate was centrifuged (1 min, 900 rpm, Sigma 2-6 Compact Centrifuge) before incubation in a thermal cycler (Bio-Rad T100) for 2 min at 25°C for primer annealing, followed by cDNA synthesis at 55°C for 10 min and finally heat inactivation at 95°C for 1 min. The cDNA plates were stored at -20°C.

Primers were screened for specificity in silico by using BLAST (Ye et al., 2012) and this tool was also used to create new primers when the BLAST results of published primers were insufficient. The primers used for the analysis are listed in Table 2 (Sigma Aldrich). The primer efficiencies were tested by preparing dilution curves of the pooled samples and running a qPCR analysis as described below.

Table 2 | Primers for RT-qPCR analysis of paralogous peptide transporters (PepT1a, -1b, -2a and -2b) and elongation factor 1 alpha (ELF1a).
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Quantitative real-time PCR (qPCR) was performed by using the LightCycler 480 SYBR Green I Master Kit (Life Science Roche, Cat. No. 04887352001) containing FastStart Taq DNA Polymerase. Primer specific master mixes were made by mixing SYBR Green (10 µl), primers (10 µM, 1 µl each) and nuclease free water (3 µl), multiplying the volumes with sample number and distributing 15 µl per well into 96 well qPCR plates (VWR, Cat. No. 732-1463). Diluted cDNA (1:6, 5 µl) from each sample, no-RT control from the cDNA reaction, no template control (NTC) and pooled cDNA samples of PC, MG and HG (all with the same dilution 1:6) were manually transferred into single wells in a plate and mixed by pipetting. The pooled samples were used as internal calibrators for the reference gene and gene of interest on each plate to facilitate comparisons between different plates. The plate was run in the Lightcycler 480 qPCR instrument (Roche) with these cycling parameters: 1) Preincubation at 95°C for 10 min (1 cycle), 2a) denaturation at 95°C for 15 s, 2b) annealing at 60°C for 15 s, 2c) elongation at 72°C for 15 s (40 cycles of 2a-2c), followed by melt curve 3a) 95°C for 1 min, 3b) 65°C for 30 s, 3c) 97°C for 1 s and finally cooling at 37°C for 30 s.

The ΔCt (Ctgene – Ctref.) values per sample were plotted by diet and intestinal segment in R (version 4.3.1) to reveal outliers, which were removed if they were deviating more than 1.5 interquartile ranges (IQR) above the 75% quartile or below the 25% quartile. After outlier removal, we had 8-15 (averagely 13.6) biological replicates per diet and intestinal segment. The NTC and no-RT controls showed Ct values ranges between 32.03-36.87 and 31.67-35.07, respectively. The choice of elongation factor 1α (ELF1a) as reference gene was based on little variation in Ct values when testing effects of diets and different intestinal segments (Olsvik et al., 2005).




2.6 Bacterial microbiota analysis

DNA of mucosa and feces from MG and HG were extracted using QIAamp Fast DNA Stool Mini Kit (Qiagen, Switzerland). For bacterial microbiota analysis, DNA samples were sequenced at BGI (China), using 16S rRNA gene amplicon sequencing.

DNA template (30 ng) and the 16S rRNA fusion primers (V3-V4 region) were added for PCR. All PCR products were purified by Agencourt AMPure XP beads, dissolved in elution buffer and eventually labeled to finish library construction. Library size and concentration were detected by Agilent 2100 Bioanalyzer. Qualified libraries were sequenced on HiSeq platform according to their insert size.

Raw data were filtered to obtain high-quality clean data, and overlapping clean reads were merged to tags and further clustered to operational taxonomic units (OTU). Taxonomic classifications were assigned to OTU representative sequence using Ribosomal Project Database. Analysis like alpha diversity, beta diversity, differential species analysis, network and model prediction were carried out on the OTU profile table and taxonomic annotation results. Taxonomic analysis of OTU representative sequences was carried out by RDP classifier Bayesian algorithm to identify the composition of microbial structure. Abundances of species on seven levels (Phylum, Class, Order, Family, Genus, Species) was calculated after annotation (Cole et al., 2014). In the present study, only phylum level is presented.




2.7 Statistical analysis

Statistical analysis of RT-qPCR results was performed in R Studio (version R-4.3.1) (R Core Team, 2023). Homogeneity of variance in the residuals after removing outliers was tested using Levene’s test. Normal distribution of the residuals was tested by using Q-Q plot and Shapiro-Wilk’s normality test. Dietary effects were tested by One-way ANOVA of ΔCt (Ctgene – Ctref.) values for each gene and intestinal segment separately. In cases where ANOVA revealed significant difference of diet, Tukey’s Honest Significant Difference (HSD) post hoc test was used to find where the differences were. The significance level was set to p < 0.05.





3 Results



3.1 Fish performance

The specific growth rate, digestibility and intestinal histology results from this specific trial have been presented elsewhere (Sandbakken et al., 2023). In summary, salmon fed the hydrolysate diets showed significantly higher specific growth rate over the first 25 feeding days, which may indicate feed stimulatory properties of the hydrolysate. The FPH-18 diet had significantly higher protein and amino acid digestibility than the other diets, and the ash digestibility increased linearly with the FPH content, indicating increased mineral uptake from the hydrolysate diets. Histological analysis of midgut (MG) and hindgut (HG) of the FM and FPH-18 diets did not reveal any significant differences, and the intestines appeared normal and healthy.




3.2 RNA sequencing

Gene expression analysis by RNA sequencing in pyloric caeca (PC), midgut (MG) and hindgut (HG) generally revealed few differentially expressed genes (DEGs) between the salmon fed FM and FPH-18 diets (Supplementary Figure 1B). Gene ontology (GO) enrichments and KEGG (Kyoto Encyclopedia of Genes and Genomes) enriched pathways mostly grouped the downregulated genes, even though more upregulated DEGs (69-129), than downregulated DEGs (44-78) were detected in all intestinal segments of salmon fed FPH-18 compared to FM (Supplementary Figure 1B).

GO biological process enrichment revealed a downregulation of antimicrobial and antiviral immunity in PC, MG and HG of salmon fed the FPH-18 diet compared to the FM diet (Figure 1). In the PC, a downregulation of several immune-related GO biological processes was seen (Figure 1A), like interferon stimulated gene (ISG)15- protein conjugation (GO:0032020), cellular defense response (GO:0006968), positive regulation of T cell cytokine production (GO:0002726) and positive regulation of cytokine production involved in immune response (GO:0002720), which are part of cellular responses to viral and bacterial infections. In the MG, few downregulated GO biological processes were found, and they were linked to triglyceride biosynthetic process (GO:0019432) and superoxide metabolic process (GO:0006801), which are related to lipid metabolism and prevention of oxidative damage (Figure 1B).
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Figure 1 | FPH-18 reduces inflammatory responses in salmon intestinal segments. Gene ontology (GO) enrichments of differentially expressed genes (DEGs) in 18% salmon protein hydrolysate diet (FPH-18) compared to the fishmeal control diet (FM). GO biological process enrichment of down-regulated DEGs in pyloric caeca (PC), midgut (MG) and hindgut (HG) are shown in (A–C) respectively. Only DEGs ≥ 5 genes are displayed, and the color intensity represents fold enrichment.

In the HG, a downregulation of several GO biological processes related to viral immune response was prominent in salmon fed FPH-18 compared to FM (Figure 1C). The processes ISG15-protein conjugation (GO:0032020), type I interferon-mediated signaling pathway (GO:0060337), cellular response to type I interferon (GO:0071357), viral genome replication (GO:0019079), regulation of defense response to virus (GO:0050688), positive regulation of pattern recognition receptor signaling pathway (GO:0062208), negative regulation of response to biotic stimulus (GO:0002832) and regulation of response to cytokine stimulus (GO:0060759) are related to pathogen recognition and antimicrobial immunity. This indicates that the immune system did not identify any threats and could therefore downregulate expression of immune-response genes to save energy.

GO molecular function enrichment showed that some downregulated DEGs were related to molecular binding, such as protein tag activity (GO:0031386) in the PC and HG, dynein heavy chain binding (GO:0045504), nuclear androgen receptor binding (GO:0050681) and protein self-association (GO:0043621) in HG (Figure 2). This indicates that the salmon hydrolysate diet (FPH-18) may reduce molecular interactions and protein binding compared to the FM diet.
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Figure 2 | Gene ontology (GO) molecular function enrichments of downregulated differentially expressed genes (DEGs) in pyloric caeca (PC), midgut (MG) and hindgut (HG), shown in (A-C) respectively. Only DEGs ≥ 5 genes are displayed, and the color intensity represents fold enrichment.

The comparison between FPH-18 and FM fed salmon had 5 KEGG enriched pathways, where 4 were downregulated and 1 upregulated (Table 3). The downregulated pathways in the PC are related to viral, microbial and pathogen sensing and include the RIG-I-like receptor, NOD-like receptor and toll-like receptor signaling pathways as well as the cytosolic DNA sensing pathway.

Table 3 | Results from KEGG enrichment of RNA sequencing data of intestinal samples from salmon fed FPH-18 compared to FM fed salmon.
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3.3 Expression of specifically interesting genes

Some specifically interesting genes were picked for in depth analysis of immune response and ion transport. Heatmap of gene expression in the three intestinal segments related to immune response (Figure 3A) and ion transporters (Figure 3B) shows the differences between the diets by FPKM (Fragments Per Kilobase of transcript per Million mapped reads). Molecules related to immune responses, such as TLR3 (toll-like receptor 3) and Mx (myxovirus resistance protein), seems to have higher expression in the hydrolysate diet (FPH-18), but the variation among the samples were large (Figure 3A). Guanylin is involved in regulating ion transport, and showed highest expression in MG, while the solute carrier 15 (Slc15) family of transporter molecules showed highest expression in PC (Figure 3B). Slc15 is a group of nutrient transporters that mediate the transport of nutrients across the cellular membrane. Peptide transporters (PepT) are in this group (Slc15a), and we looked specifically at 4 paralogous peptide transporters with RT-qPCR.
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Figure 3 | Heatmap of gene expression (FPKM) of interesting genes in different intestinal segments: pyloric caeca (PC), midgut (MG) and hindgut (HG) of salmon fed FM or FPH-18 diets. Genes related to immune responses (A) (without genes with average FPKM<0.5 in all groups) and ion transporters (without genes with average FPKM<10 in all groups) (B). Darker color shows higher FPKM.




3.4 Intestinal gene expression by RT-qPCR

Transcriptomic analysis by RT-qPCR was performed on paralogous peptide transporters (PepT, Slc15a) to evaluate the dietary effects in different intestinal segments. Relative expression of the four paralogous peptide transporters PepT1a, PepT1b, PepT2a and PepT2b differed among each other and between intestinal segments. Delta cycle threshold (ΔCt) between the gene of interest and reference gene was plotted for each diet in different intestinal segments to visualize which peptide transporter that mainly contributed to peptide uptake in that specific segment, and how the relative differences change along the gastrointestinal tract (Figure 4).
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Figure 4 | Boxplots of relative gene expression ratio as – Δ(Ctgene – Ctref) for each peptide transporter gene in the different intestinal segments of fish fed fishmeal control diet (FM), 9% and 18% salmon hydrolysate (FPH-09 and FPH-18, respectively). This shows the relative expression levels in the different intestinal segments, comparing which peptide transporters contribute the most to peptide uptake. Significantly different relative expression between diets are marked with *(p < 0.05) and **(p < 0.01).

Generally, there were few dietary effects on PepT expression. The most notable finding was that the PepTs appeared to be differently expressed along the intestinal tract. In PC, PepT1b had the highest mRNA level, followed by PepT1a and PepT2b, which both had about 4 times (2-2) lower mRNA levels. Pept2a generally showed very low expression levels throughout the intestine, with significantly lower expression in fish fed the FPH-18 diet compared to the FM and FPH-09 diets in the anterior midgut (AMG). In the AMG, PepT1b and PepT2b seem to contribute equally to peptide uptake, due to similar relative expressions to the reference gene.

The relative amount of PepT1b mRNA tended to decrease along the intestine, while the opposite was seen for PepT2b mRNA, which contributed the most to peptide uptake from posterior midgut (PMG) to HG. Significantly less PepT2b mRNA was found in the FPH-18 diet compared to FM control in the HG. The relative expression of PepT2b in the HG was 500 times (29) higher than any of the other paralogous PepT in this intestinal segment.




3.5 Bacterial microbiota

In the present study, numerous bacterial phyla were identified. Figure 5 shows the relative abundance of the predominant gut phyla levels in mucosa (A) and digesta (B) from MG and HG of salmon fed a FM or FPH-18 diet. At the phylum level, Cyanobacteria, Proteobacteria, Firmicutes, Spirochaetes and Actinobacteria were predominant in mucosa from MG and HG of salmon fed the two diets, but some dietary effects were noticed (Figure 5A; Supplementary Table 2). The relative abundance of Cyanobacteria, Proteobacteria and Firmicutes in HG mucosa decreased by FPH-18 feeding, in contrast to the relative abundance of Spirochaetes which increased. In the MG, the relative abundance of Cyanobacteria and Spirochaetes increased in the mucosa of salmon fed FPH-18. The relative abundance of Actinobacteria decreased while Firmicutes were unaffected by dietary treatment. The only dietary effect seen in mucosa was the increase in Spirochaetes in the MG and especially the HG of salmon fed FPH-18. Preliminary results on genus level, revealed a high abundance of Brevinema, and especially Brevinema andersonii on a species level, in mucosa of fed fish FPH-18 in contrast to the FM fed fish.
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Figure 5 | The composition of bacterial gut microbiota at phylum level in mucosa (A) and digesta (B) from midgut (MG) and hindgut (HG) of salmon fed the fishmeal (FM) diets or 18% salmon hydrolysate (FPH-18) diet (n = 6).

In the digesta, the relative abundance of phyla was predominated by Cyanobacteria, Proteobacteria, Firmicutes, Spirochaetes, Actinobacteria and Bacteroides (Figure 5B; Supplementary Table 3). The highest relative abundance of Cyanobacteria (43.4%) was noticed in HG digesta from fish fed the FPH-18 diet, and Proteobacteria (44.4%) in MG digesta from fish fed FM. Firmicutes abundance was relatively stable (values between 9.7-15.3%) in digesta samples, while the abundance of Spirochaetes (19.6%) was highest in the digesta from fish fed the FPH-18 diet. The only clear dietary effect in digesta composition was the higher abundance of Spirochaetes in MG of FPH-18 fed salmon.





4 Discussion



4.1 Gene expression by RNA sequencing

The results from GO and KEGG clearly shows that replacing fishmeal with salmon hydrolysate reduced the inflammatory load as viewed by the reduction of pro-inflammatory markers in the intestinal tissue, particularly towards pathogens like viruses. Along with the downregulation of RIG-I-like receptors, NOD-like receptors and toll-like receptors, which are intracellular pattern recognition receptors involved in the recognition of pathogen-associated molecular patterns (PAMPs) by the innate immune system (Barton and Medzhitov, 2003; Kanneganti et al., 2007; Loo and Gale, 2011). It therefore appears likely that the immune system does not sense immediate threats when salmon hydrolysate is partially replaced by FM in the diet. This could suggest that there are components in FM that cause a general upregulation of inflammatory and immune pathways, and that reduction of these would reduce the need to mount a response. Downregulation of genes associated with the immune system has also been seen in the liver of Atlantic salmon that were starved for 28 days. It was also interesting to note that when these fish were challenged with a pathogen, they showed a higher upregulation of immune genes than the non-starved fish (Martin et al., 2010), thus having a potentially better response to a real threat. Downregulation of the immune-related genes is beneficial for saving energy and may still be activated as necessary upon pathogenic threats. It can be speculated that the improved growth response during early phases of the feeding trial these fishes were analyzed from (Sandbakken et al., 2023) can be related to reduced need for energy to mount a continuous low-level inflammatory response.

Another possibility for the downregulation of immune parameters, may lie in a direct effect of protein hydrolysates containing potentially bioactive peptides. Some hydrolysates have been shown to have immunomodulatory functions, which may activate or downregulate the immune system, depending on the hydrolysate source and composition (Kiewiet et al., 2018). Bioactive peptides have been found in salmon protein hydrolysates made by enzymatic hydrolysis of salmon rest raw materials (Opheim et al., 2015). A peptide fraction from salmon hydrolysate showed anti-inflammatory activity in vitro by reducing the expression level of pro-inflammatory interleukins in macrophage cells upon lipopolysaccharide (LPS) stimulation (Ahn et al., 2012). Feeding 5% bioactive peptides from farmed Atlantic salmon to European sea bass also downregulated inflammatory responses in the intestine, but the anti-inflammatory effect was not seen at a 10% dietary inclusion level (Parma et al., 2023). Protein hydrolysates from shrimp and tilapia fed to European sea bass also showed a down-regulation of interferon-related genes (Leduc et al., 2018) as seen in this study with salmon hydrolysate. Interferons are signaling molecules produced by immune cells during viral infections, and a down-regulation of these indicate a reduction in viral threats (Ellis, 2001). Furthermore, Leduc et al. (2018) detected positive effects on immune responses and gut health by including 5% hydrolysate from shrimp, tilapia, or a mix of those to a 5% FM diet, and the European sea bass showed similar growth performance as the positive control fed a 20% FM diet. This indicates that also low inclusion levels of hydrolysates can have beneficial effects in restoring immune function and gut health of fish fed low FM diets, without compromising the growth. In this trial, we only compared the FPH-18 diet with the FM control which had positive effects on growth, digestibility, and gut health (Sandbakken et al., 2023). However, it would be interesting to explore a possible dose-response relationship of salmon hydrolysate to find the optimal inclusion level for maintaining a functional immune system and a good general gut health.

Peptides can also exert immunomodulatory effects by directly stimulating receptors, or by interfering with inflammatory signaling pathways after cellular uptake via a peptide transporter or via endocytosis (Kiewiet et al., 2018). There is also an interesting connection to PepT1 where studies have shown that PepT1 is upregulated in the colon during intestinal inflammation in mammals, and that specific soy peptides transported through PepT1 reduce the inflammatory response in vitro. After transport of peptides through PepT1 to the cytosol, some bioactive peptides resist degradation by peptidases and may inhibit the main inflammatory signaling pathways in human intestinal Caco2 cells (Dalmasso et al., 2008; Kovacs-Nolan et al., 2012; Kiewiet et al., 2018).

Some marine peptides have also shown antimicrobial effects (Kang et al., 2019), which may affect the mucosal microbiota. Thus, the immunomodulatory effects of hydrolysates may be due to a direct effect by bioactive peptides, an indirect effect through modulation of the bacterial microbiota or a combination of these.




4.2 Intestinal expression of peptide transporter genes

Based on previous literature from vertebrates (Chen et al., 2005; Gilbert et al., 2008; Bakke et al., 2010), our initial hypothesis was that high dietary peptide content would increase expression of intestinal peptide transporter (PepT) in the anterior part of the intestine, and perhaps reduce the expression in posterior regions since these components are readily absorbed in the anterior part. However, the only significant differences were a slight reduction of PepT2a in the anterior midgut and PepT2b in the hindgut (HG) of FPH-18 fed fish. The difference in the HG could be explained by rapid absorption of the hydrolysate peptides and free amino acids in the proximal part of the intestine, while the FM proteins had to be enzymatically degraded before absorption. The small differences observed may be due to the same protein content in all experimental diets and efficient protein degradation by endogenous enzymes in the digestive tract of Atlantic salmon.

In this trial, the fish were not fed for 48 hours prior to collection of RNA samples. Luminal content can affect PepT expression, but 4 days of fasting had minimal effect on expression of PepT paralogs in intestinal segments of Atlantic salmon (Del Vecchio et al., 2021).

The relative expression of PepT1b was highest in the anterior part of the intestine, followed by a decreasing expression level further down the gastrointestinal tract as previously observed in zebrafish (Verri et al., 2003), Atlantic cod (Rønnestad et al., 2007), European sea bass (Terova et al., 2009) and Atlantic salmon (Gomes et al., 2020). PepT1b had about 4 times (2-2) higher expression levels than PepT1a in PC and AMG, which is in line with what was reported by (Gomes et al., 2020). The relative expression of PepT1b and PepT2b was similar in the anterior midgut (AMG), while PepT2b had the highest mRNA concentration of all paralogs in posterior midgut (PMG) and HG. These results are comparable to previous data on Atlantic salmon (Del Vecchio et al., 2021). Expression of PepT2a was generally negligibly low in all intestinal segments, and 500-1000x lower than PepT2b in PMG and HG, as previously reported (Del Vecchio et al., 2021; Vacca et al., 2022).

In this trial, intestinal expression of PepT paralogs were comparable to previous data in Atlantic salmon, and minimal effects of increased level of dietary peptide were observed. PepT1b showed highest expression levels in the anterior part of the intestine, while PepT2b was most highly expressed in the posterior part of the intestine, thus they both contribute to intestinal peptide absorption in different parts of the gastrointestinal (GI) tract.




4.3 Bacterial microbiota

The present study revealed dietary effect on phyla level of the gut microbiota, an effect well known in fish (Cahill, 1990; Ringø et al., 1995; Egerton et al., 2018; 2020; Kokou et al., 2022; Luan et al., 2023). In addition, the bacterial microbiota in the digesta differed to some extent from the mucosal microbiota (Ringø et al., 2016; Li et al., 2021; Nyholm et al., 2022). The present study investigated the mucosal gut microbiota, but most fish studies have focused only on the digesta microbiota. Since the mucosal microbiota might influence fish health, more focus should be directed towards the mucosal community and furthermore on the importance of the gut microbiota on lipid-, carbohydrate-, protein- and amino acid metabolism of aquatic animals (Ringø et al., 2022).

Different segments of the teleost GI tract must be investigated separately, as the colonization patterns between beneficial bacteria and pathogens may vary along the intestine (Ringø et al., 2003). The difference in colonization of mucosal phyla between MG and HG of Atlantic salmon fed the two diets in the present study was revealed, and the findings are in accordance with the results described in previous studies evaluating the gut microbiota (Ringø et al., 1995; Gajardo et al., 2016). As evaluation of gut microbiota is relatively new, it is important to analyze the different GI tract segments to fully see the relationship between these communities. Furthermore, outcompeting beneficial intestinal microorganisms may lead to dysbiosis and increased gut permeability (Zhang et al., 2020).

The gut microbiota of marine fish of economic interest for aquaculture are being dominated by the phyla Proteobacteria (Egerton et al., 2018) and the results of the present study agrees with the above mentioned studies. Regarding Cyanobacteria, the phyla is seldomly reported as a part of the fish gut microbiota and not at the relative abundance level as revealed in the present study. The reason for this observation is not known, and merits further investigations.

Spirochaetes, Gram negative bacteria with long corkscrew or spiraled morphology are reported to be a part of the intestinal microbiota in several fish species (Egerton et al., 2020; Iwatsuki et al., 2021; Li et al., 2021). A dietary effect was noticed on the relative high abundance of Spirochaetes in mucosa of MG (6%) and HG (23%) of FPH-18 fed Atlantic salmon, while Egerton et al. (2020) revealed significantly lower abundance of intestinal Spirochaetes in Atlantic salmon fed 80% plant protein. The abundance of Spirochaetes in the mucosa of FPH-18 fed salmon were however considerably lower than the 50 and 70% Spirochaetes found in the hindgut mucosa of Atlantic salmon fed a commercial and insect meal diet, respectively (Li et al., 2021). The Spirochaetes detected in this trial were dominated by the genera Brevinema, more specifically the species Brevinema andersonii, but the prevalence varied between the individual fish. Among the Phyla Spirochaetes, the species B. andersonii has been associated with altered expression of pro- and anti-inflammatory genes, and Spirochaetaceae with genes related to intestinal barrier function, when found in the hindgut mucosa (Li et al., 2021). High abundance of Spirochaetes including B. andersonii has also been detected in the hindgut mucosa of Atlantic salmon fed a prebiotic alginate oligosaccharide derived from brown macroalgae (Gupta et al., 2019). The Spirochaete B. andersonii has genes associated with butyrate production, which is favorable for the gut health, since butyrate is one of the main short chain fatty acids (SCFAs) that provide energy for enterocytes and maintain mucosal integrity and immune homeostasis (O’Keefe, 2016). Based on our results, the downregulation of immune responses seen in the present study could be linked to the mucosa associated bacteria, especially Spirochaetes, and their fermentation products. However, as the interactions between immune system and intestinal bacteria are more investigated in mammals than in fish (Maynard et al., 2012; Daniel et al., 2021; Schlechte et al., 2022), so this topic merits further research. It is important to increase the knowledge on how dietary composition influences the immunity and health of farmed aquaculture species.





5 Conclusion

The first paper from this trial (Sandbakken et al., 2023) clearly showed that salmon protein hydrolysate can partially replace fishmeal in diets for Atlantic salmon giving good growth, increased digestibility of protein and ash and good intestinal health as viewed by histology. Intestinal gene expression analysis of the current manuscript showed a downregulation of several inflammatory pathways particularly towards virus and to some extent bacteria when salmon post-smolts were fed 18% salmon hydrolysate compared to a FM control diet. This could reduce energy expenditure by the immune system and free energy available for improved growth. The cause for this downregulation is not known at present but is being studied further. On one hand, it is possible that FM contain molecules that activates the immune system. On the other hand, the salmon hydrolysate with its high load of potentially bioactive peptides may have modulated the immune response through several possible pathways. It is also possible that bacteria selected by salmon hydrolysate could have contributed to reduce the presence of potential pathogens. The gut microbiota in the digesta and mucosa of the MG and HG, were dominated by the phyla Cyanobacteria and Proteobacteria in both diets. However, the phyla Spirochaetes were more prevalent in the mucosa of FPH-18 fed salmon, compared to the FM fed salmon. This dietary difference on mucosal microbiota and the microbial fermentation products may have influenced the inflammatory responses as seen in the gene expression analysis. Further research is needed to fully understand the relationship between fish nutrition, intestinal microbiome, and the immune system. Furthermore, it is well known that dietary manipulation modulates the intestinal microbiota which may improve the resistance towards bacterial infection, this topic must be investigated in future studies when evaluating the effect of salmon protein hydrolysate.

Peptide transporter gene expression was minimally affected by different dietary peptide content, and mostly varied between the intestinal segments. PepT1b contributed most to peptide uptake in the PC, while in AMG PepT1b and PepT2b showed similar relative expression levels. From PMG to HG, PepT2b showed the highest relative expression levels, indicating that PepT2b contributed the most to peptide uptake in the posterior part of the gastrointestinal tract.
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The total production of Norwegian Atlantic salmon is expected to increase considerably in the years to come. A majority of greenhouse gas emissions from aquaculture is accounted for by feed. To investigate and assess the sustainability and robustness of the feed system, a holistic perspective on the system is needed. We aim to conceptualize the current value chains of feed in Norway using the Food Systems Approach, existing literature, and stakeholder inputs. The Sustainable Development Goals include no specific mention of feed. Still, many Norwegian feed and animal producers link their sustainability work to these goals. This paper summarizes the sustainability perspectives of feed and animal producers in the aquaculture sector, as well as relevant background, regulations, and environmental and socio-economic drivers.
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1 Introduction

Atlantic salmon (Salmo Salar) is one of the most important export commodities in Norway, and future growth in the industry is expected (PwC, 2023). A majority of the carbon footprint of the salmon from farm to harvest is accounted for by the feed (Ziegler et al., 2021). Feed for salmon produced in Norway has global and complex supply chains, and in 2020, 92% of the feed ingredients were imported (Aas et al., 2022). These supply chains can be vulnerable to political shifts, epidemics as well as climate change, which has been observed more often in the last years (Free and Hecimovic, 2021). To reduce the dependency of imports and vulnerable supply chains, Norway has developed a goal to increase the self-sufficiency (Regjeringen, 2021), and domestic production of sustainable feed resources for fish feed can contribute to this.

To investigate and assess the sustainability and robustness of the feed system, a holistic perspective on the system is needed. The aim of this work is to conceptualize the current value chain for feed for Norwegian produced salmon. This is performed by creating a conceptual model of the Norwegian feed system following the Food Systems Approach (FSA) (Van Berkum et al., 2018). FSA is a conceptual, interdisciplinary framework based on systems thinking. This method enables us to have a better understanding of the feed system with focus on salmon aquaculture and identify current challenges and opportunities in a shift towards new and Norwegian produced feed ingredients.




2 Methodology

Based on the FSA framework (Van Berkum et al., 2018), the main elements and drivers of the Norwegian feed system for the grow-out phase for Norwegian salmon aquaculture are identified through existing literature, including journal articles, research reports, company reports and web pages. The components of the Norwegian feed system activities include the supply chain, enabling environment (e.g., regulations, policies etc.), customer characteristics, service industries, environmental and socio-economic drivers and how these interact with each other. A conceptual model was created based on the FSA, shown in Figure 1.

[image: Diagram showing feed system activities. The left column details the feed supply chain: production and processing (green), and distribution (gray). The right column includes service industries, customer characteristics, and enabling environment. Environmental and socio-economic drivers are interconnected with circular arrows.]
Figure 1 | A conceptual model of the feed system activities and affecting drivers, based on the food systems approach (Van Berkum et al., 2018).

An FSA has several benefits as a framework to assess the food system (Van Berkum et al., 2018). The approach provides a checklist of topics to address when assessing the system that enables the user to identify relationships, root causes and feedback loops in the system. Also, it can help understand and map the environmental and socio-economic impacts as well as determine limiting factors for achieving food security. The framework shows where main interactions and feedback of subsystems are occurring. This can lead to insights on how to use natural resources more efficiently, what potential trade-offs exist, and the implications of the food system on food security, society and environment (United Nations Environment Programme, I. R. P, 2016). Using the FSA also enables comparison between different food systems, such as different types of animal production, or for salmon production in other countries such as Chile, Scotland and Canada, compared to Norway.

Within customer characteristics, the focus is on two links of the supply chain: feed producers and salmon farming companies. To assess this, literature and company reports are reviewed to identify what feed and salmon producers highlight in terms of sustainability. Within enabling environment, the Norwegian regulations regarding feed, and policies are mapped using reviews of document of statutory requirements for feed. Environmental and socio-economic drivers are summarized as examples of relevant impact factors for the relevant value chain. End consumers habits and perception towards consuming seafood are also mapped, based on national surveys and available literature.

As part of mapping the supply chain, the material flows of feed for grow-out production of salmon until edible product are quantified for 2020. The feed composition is based on Aas et al. (2022). Total amounts of feed used and production volume are taken from the Directorate of Fisheries (Fiskeridirektoratet 2023c, 2023a). It is estimated that the edible part of salmon is 53% based on round weight (Carvajal et al., 2021). Round weight is approximately 93.7% of the live weight of salmon (Fiskeridirektoratet, 2023b). The round weight is the weight of salmon after it is starved before slaughter and after the blood is removed (Norsk standard, 2012). 47% of the round weight is regarded as rest raw materials (RRM). RRM refer to the parts that do not go to human consumption, such as head, blood, bones, viscera etc (Myhre et al., 2023). However, this is specific for the Norwegian market, as consumers in other countries might have a higher or lower degree of utilization, e.g. in Norway it is not common to eat fish heads, but this is common in other markets. The quantification is visualized with Sankey diagrams using the Plotly package in Python (Plotly Graphing Libraries, n.d).




3 Feed supply chain of salmon aquaculture production in Norway

This section addresses the supply chain of feed in Norway and describes the composition of feed as well as origins of the feed ingredients. We further investigate the production of salmon and shares of edible parts and RRM. The feed use and salmon production has been quantified and is presented in Figure 2.

[image: Sankey diagram illustrating the composition of salmon feed. Inputs include soy protein concentrate, wheat gluten, rapeseed oil, fish meal, and carbohydrates. These flow into salmon feed, leading to fish production. Output includes edible parts and RRM post-slaughter.]
Figure 2 | Material flows of salmon in 2020, from feed to edible product and rest raw materials (RRM). The figure is based on data extracted from Aas et al. (2022); Fiskeridirektoratet (2023c) and Carvajal et al. (2021). Total feed used for grow-out fish production in 2020 was 1.87 million tons, and 1.39 million tons round weight salmon. This resulted, theoretically, in around 736 000 tons edible product and around 653 000 tons RRM.

Total feed used for grow-out fish production was 1.87 million tons in 2020 (Fiskeridirektoratet, 2023a). The feed composition in 2020 consisted of about 22% marine ingredients, 73% plant based and includes 0.4% of insects, microalgae, single cell protein and fermented products (Aas et al., 2022). In total, 92% of the ingredients were imported, including all volumes of plant-based ingredients mainly originating from Europe and Brazil. Only 8% was domestically produced and came from Norwegian fisheries or aquaculture. Another study by Johansen et al. (2022a), report that 38% of the marine oils came from the Northeast Atlantic, 27% from the US, 13% from South America and 0.7% from African sources. 48% of the fish meal sources were also mostly from the Northeast Atlantic. About 30% of fish oils and 33% of fish meal were sourced from off-cuts, while the remaining volume originated from whole fish. Of the plant-based ingredients, soy protein is the dominating ingredient. Johansen et al. (2022a), states that about 81% of the soy protein is sourced from South America, and 19% from Europe and Russia. Rapeseed oil is the most important vegetable oil, with imports from European countries accounting for about 59%, followed by about 25% from Russia or Belarus. The composition of salmon feed has changed significantly in the last 30 years from having mostly marine based ingredients to consisting of mainly plant based ingredients (Aas et al., 2019). This is mostly due to decline in the availability of fish oil and meal (Tacon and Metian, 2008; Shepherd and Jackson, 2013; Naylor et al., 2021). The shift to a diet dominated by plant-based oils has also led to a drop in omega-3 content in Norwegian farmed Atlantic salmon (Sissener, 2018).

The marine protein is sourced from wild fish harvested at sea, through extraction of oil at the reduction plant. The remaining mass is dried, milled and processed into fish meal. Off-cuts and by-catch from Norwegian fisheries and aquaculture are also processed into fish meal and oil, commonly used for fish and animal feed. In salmon feed production, the marine and plant-based ingredients are mixed into a company-specific nutritional formula, which varies dependent on the supply of raw materials and the demands of the salmon farmers (Thakur et al., 2020). The feed is then extruded into pellets of a size specific to the development stage of the salmon. According to Thakur et al., 97% of the feed is nationally processed, from ingredients to pellets, and only 3% is imported. Depending on the scale of the customer, the available technology and automation level, the feed is delivered in bulk packaging or pumped in autonomous systems.

In 2022, 1.56 million tons (round weight) of salmon were produced (Fiskeridirektoratet, 2023c). Most of the salmon produced in Norway is being exported as whole fish (head on, gutted). In 2022, about 1.25 million tons of salmon (product weight) were exported, and of this about 995 000 tons were exported as whole, fresh cooled fish (Norwegian Seafood Council, 2023).

In 2022, the amount of available RRM from salmonid aquaculture, including Atlantic salmon and Rainbow trout (Oncorhynchus mykiss), amounted to 546 000 tons (Myhre et al., 2023). This includes heads, blood, viscera, skin, slough, bones etc. A lot of the RRM is not available, since the majority of the fish is exported whole. Except for the blood, which accounts for 2% of the total weight of the salmon, all the available RRM was used for extraction of salmon oil to feed, fish protein hydrolysate, fish meal or fish protein concentrate, according to Myhre et al. (2023). About 67% or 218 000 tons of all utilized and processed RRM from fisheries and aquaculture was used for feed applications, with fish feed accounting for the majority.




4 Enabling environment

Norwegian policies and strategies are set in place for the coming years to implement measures to work towards, and achieve, sustainability goals. Even though the United Nations Sustainable Development Goals (SDGs) do not explicitly include feed, feed is an essential part of sustainable development and implemented measures can contribute to achieving several of the SDGs. As stated by Troell et al. (2023), this can create an iterative feedback process where the contributions made to the SDGs in turn influence decision-making and the conditions of the sector. The focus on feed and sustainability has eminently increased recently. In 2022, the Norwegian government announced two new missions to invest in, one of them being sustainable feed (Forskningsrådet, 2023).

There are several Norwegian regulations concerning requirements for feed, from feed materials to production and import. These regulations greatly impact the feed value chain, as the regulations facilitate or disallow the use of different raw materials, countries of origin or processing methods for use in feed. In particular, animal material for use in feed ingredients is covered by specific regulations such as the legislations regarding the use of by-products not intended for human consumption and export of animal by-products to countries outside the European Economic Area (Landbruks- og matdepartementet and Nærings- og fiskeridepartementet, 2016; Helse- og omsorgsdepartementet et al., 2020). For instance, by-products from animals are covered by regulations which divide the material into categories based on the risk they pose, and with stricter requirements for food-producing animals. The use of animal material for feed is also limited by the cannibalism ban, which prohibits feeding a species using processed animal protein from the same species. Using fish meal from wild fish to feed farmed fish of the same species is excepted from this ban (Mattilsynet, 2013), and so are hydrolyzed proteins, which may be used as a feed ingredient for fish feed within the same species (Mattilsynet, 2023).




5 Customer characteristics

Sustainability has become increasingly important in businesses along the entire value chain. The Norwegian regulations cover raw materials allowed for different types of feed and import of feed materials. However, no regulations are set regarding sustainability in the choices made for raw materials in feed mixes. Nevertheless, consumers are becoming more aware of the impact of the everyday choices they make, which encourages companies to operate sustainable in order to be competitive. Still, companies differ in their approach when it comes to dissemination of sustainability work and focus externally. To assess this, websites and reports that are available online are reviewed, to identify what feed and salmon producers highlight in terms of sustainability, and to map the information that is available to the general consumer. The information gathered is therefore not based on reportable information, but rather the information the companies themselves have chosen to share in simplified ways and in open reports to reach a different target group - the general consumer who may be interested in the company’s sustainability work. However, in the coming years, more companies will be subject to the European Union Corporate Sustainability Reporting Directive, requiring companies to disclose specific information on the impact of their activities (European Commission, n.d). How this will affect the findings below should be explored further in the years to come.



5.1 Feed producers

Feed is the largest emission contributor when it comes to fish farming in Norway. Thus, it is perhaps not surprising that the feed producing companies have the most thorough sustainability information disseminated through their channels. In addition, demands may be set by the aquaculture companies which lead to the feed companies having such a high focus on the sustainability of feed ingredients, and on communicating this. We have looked at six companies producing feed or feed ingredients for farmed fish, where some are large-scale feed producers, and some are small-scale producers of ingredients to be used in the feed. The larger producers are considered first, and the smaller ones in the last paragraph.

Several of the feed producing companies have separate sustainability reports which focus on important matters from a sustainability perspective. The SDGs appear clearly and consistently in all reports, with a thorough explanation of why each of them is important. Several companies list key performance indicators (KPIs) for various topics with the percentage change from previous years as well as what the target is within a given time. The companies also have focus areas with specific sub KPIs that are measurable. Typical KPIs that are reflected among the companies are water use, energy use, greenhouse gas emissions, and waste management, as well as the use of certified soy and palm oil.

The reports are generally perceived as clear and transparent, and it is easy to find the information you are looking for as well as to see overall what the most important goals and the progress of the companies within a number of topics are. There are, however, some companies that have changed the format of their reports over the years, and have removed several good, clear, and informative solutions in the latest reports, making them more difficult to interpret. The companies are all part of greater initiatives, such as SeaBOS (Seafood Business for Ocean Stewardship), Global Salmon Initiative, Sustainable Fisheries Partnership and ProTerra, where sustainability is a main focus. Several of these initiatives are common among the companies.

Some smaller companies producing ingredients for fish feed have also been looked into. These companies do not have reports but simpler websites containing sections about sustainability, what it means to them and why they contribute to sustainable feed. This also shows how important it is, even for smaller companies, to communicate a clear sustainability focus. Regardless of the company size, all feed producing companies we have looked into use the SDGs as indicators, such as SDG 2 Zero hunger, 12 Responsible consumption and production, 14 Life below water and 15 Life on land.




5.2 Aquaculture producers

We have looked at six aquaculture producers. In similarity to the feed producing companies, the aquaculture companies also have a general sustainability focus which is easy to find in websites and reports. Less often than the feed producers do the aquaculture companies have separate sustainability reports. However, the annual reports have sustainability as central and overarching topics. To find specific information, more navigation through websites and reports is required. Some of the websites have many separate web pages with sustainability information of different and overlapping topics, lacking appropriate search options. In these cases, the information is perceived as unavailable to the consumer, as it is hard to get an overview of the given information, and significantly more work is required than searching for what you are looking for in a single report.

There is little difference among the production companies in the information they provide. Some of the information, however, even in the annual reports, is time consuming to locate. The reports are often substantial, and less graphics are used compared to the reports of feed producers. When searching for specific key words, there are not always (relevant) results, and the key words to look up to find relevant information are not always obvious. All companies refer to the SDGs throughout the documentation they provide and elaborate on key focus areas and targets and how these are achieved. This gives an overview of the available information and a pointer to what topics are considered especially important. Some of the companies also provide specific target values and information of achievement from the last few years for their set indicators, which appears transparent and informative to the reader.

Several KPIs of sustainability work are repeated among the relevant companies, and in particular we have looked at what the companies say regarding sustainable feed. There is a great focus on reducing the environmental footprint from feed. More specifically, the companies aim to do this by introducing new marine ingredients and species, as well as local novel ingredients, in the feed. In addition, increased efficiency of feed consumption and economic feed conversion are mentioned by some as a specific measure to reduce overall footprint of the feed. Despite the goal to source locally, no information was found with any of the individual companies regarding the proportion of Norwegian raw materials in their feed. On the other hand, Aas et al. (2022) reported that the proportion of Norwegian raw material in feed for Norwegian produced salmon in 2020 was only 8%. As the proportion of Norwegian ingredients in the feed is so low, this may be one of the reasons why the companies do not report accurate figures on this in publicly available channels.




5.3 End consumers

The consumption of fish and seafood was between 31-37 kg round weight per person per year between 2003 and 2021 (Helsedirektoratet, 2022). This number includes all species. For fillets, this equals to 13-15 kg per person. The Norwegian Seafood Council has estimated that Norwegians consumed on average 5.63 kg salmon round weight in 2021 (Jensen, 2022).

Most studies on consumer perspectives focus on the end product, the food product consumed, but controversies and critique towards the use of soy in salmon feed and the impact of deforestation of the rain forest in Brazil have been an important factor in making several feed and salmon producers only purchase soy from certified producers (Saue, 2021). Due to both NGOs and consumers becoming more aware of sustainability aspects, it is important to map if consumers will accept novel feed ingredients and even be willing to pay more if they are considered more sustainable. Eidem and Ruud (2022) point out a tendency to eat less of an animal with increased wealth. This means that the RRM ratio increases and less of the animal is used for human consumption, which ultimately reduces the overall resource use efficiency.

Farmed salmon as a source of omega-3 fatty acids has long been an important sales argument (Sprague et al., 2016). As previously noted, the replacement of fish oils to marine oils, has reduced the concentration of omega-3 fatty acids, and increased the levels on omega-6 fatty acids (Sprague et al., 2016; Sissener, 2018), which could overall reduce the health benefits of consuming farmed salmon. On the other hand, a decrease in marine ingredients in the salmon feed has also resulted in lower levels of contaminants such as mercury, arsenic, dioxins, dioxins-like PCBs (Polychlorinated biphenyl) and DDT (Dichlorodiphenyltrichloroethane) in farmed Norwegian salmon between 1999 and 2011 (Nøstbakken et al., 2015). Another study by Lundebye et al. (2017) state that farmed salmon has lower levels of persistent organic pollutants than wild salmon. The levels of omega-3 fatty acids are comparable, but levels of omega-6 fatty acids are higher in farmed salmon. The authors also recommend that the omega-3/omega-6 ratio should not be further decreased as the health benefits of consuming salmon may prevail.





6 Environmental drivers

The FSA divides environmental drivers into six categories, minerals, climate, water, biodiversity, land and soils, and fossil fuels (Van Berkum et al., 2018). These drivers are both impacted by the feed supply chain and vice versa. Life Cycle Assessment has emerged as a common tool to assess the environmental impacts of salmon feed and salmon production (Cashion et al., 2016; Bohnes and Laurent, 2019). Environmental impacts include global warming potential (kg CO2-eq.), eutrophication potential (kg N or kg P), acidification potential (kg SO2-eq.). There have been no recent studies assessing all impacts of Norwegian salmon production or salmon feed. However, there has been a series of reports and papers quantifying the carbon footprint of Norwegian salmon (Ziegler et al., 2013; Ziegler et al., 2021; Johansen et al., 2022a).

In 2020, the carbon footprint of salmon at farmgate was approximately 3.8 kg CO2e/kg live weight (Johansen et al., 2022a). This result includes the impacts from land use change which accounted for 0.8 kg CO2e/kg live weight salmon. Feed accounted for 75% of the total carbon footprint of the salmon at farmgate including impacts from land use change. The findings of the report state that the use of soy has decreased since 2017 and is sourced from other regions than South America. Soy from Europe and the US have a smaller carbon footprint than soy from South America due to less changes in land use.

Newton and Little (2018) found that for Atlantic Salmon farmed in Scotland in 2018, 90% of all impacts except eutrophication potential was accounted for by the feed, when assessing the impact categories global warming potential, eutrophication potential, ozone depletion potential, acidification potential, water use, land use and photochemical oxidation potential. Eutrophication potential was highest in the farming stage due to nitrogen emissions. Similar results can be expected for salmon produced in Norway, where most of the salmon is farmed in traditional aquaculture production in open net pens, there is usually no collection of sludge, and nutrients and other substances are released directly into the oceans. In 2021 the estimated emissions of phosphorus from aquaculture in Norway was around 15 600 tons (Pandit et al., 2023). A key action to reduce phosphorus emissions from aquaculture is to reduce the phosphorus concentration in the feed using the enzyme phytase, making phosphorus in vegetable sources more digestible for the salmon. The emissions of nitrogen are calculated to be 66 400 tons in 2019 by Broch and Ellingsen (2020). Nitrogen emissions can also be reduced by manipulating the feed composition, and most importantly, avoid feeding the salmon an excess of amino acids (Bureau and Hua, 2010).




7 Socio-economic drivers

The FSA divides socio-economic drivers into five categories, market, policies, science and technology, social organizations and individual factors (Van Berkum et al., 2018). Toussaint et al. (2022) state that social sustainability, in terms of human and labor rights, living conditions and life quality, among other things, are essential to achieve a sustainable food system. Thus, socio-economic drivers can influence, and at the same time be influenced by, the food system as a whole or specific value chains.

The aquaculture sector is economically important in Norway. In 2021, this sector created over 45 000 person-years of employment in the country. Over the last decade, there have been great increases in production value, value creation contribution as well as number of employees in the aquaculture-based supply chain, according to a report from SINTEF (Johansen et al., 2022b).

Resource rent tax on aquaculture has recently been introduced (as of January 1st, 2023) by the government. The tax is on income from the use of natural resources belonging to the state, to ensure the community receives a share of the income created by exploitation of the common resources along the coast. Companies have to pay this as a result of the extra income they get when they are allowed to use a limited resource. This means companies farming salmon, trout, and rainbow trout, and with an income over a certain limit, are taxed at a rate of 40% (Thomassen et al., 2009).

Supply chains and international trade can be vulnerable to global conflicts and events. Sunflower oil and soy are examples of ingredients used salmon feed, and which are imported to Norway (Winther et al., 2020). The soy industry has been reported to cause deforestation, displacement of local peoples and to violate labor rights (Rainforest Foundation Norway and Future in Our Hands, 2018; WWF, n.d). As of September 2023, the ongoing war in Ukraine has greatly affected the world economy. Ukraine and Russia account for 53% of the global production of sunflower oil and seeds. The situation causes reduced trade and increased prices on a number of resources, thus influencing supply chains (Landbruks- og matdepartementet, 2022; Leigland, 2022; NHO, n.d).




8 Conclusion

The Norwegian feed system for aquaculture is a part of a global food system, with significant imports of feed ingredients (92%) and large amounts of exports of salmon. The current feed system and its supply chain are vulnerable to war, conflicts, climate change, extreme weather events and more. Future growth in the industry and reaching the Norwegian government’s ambitions to increase the share of Norwegian produced ingredients, will rely on a shift towards new feed ingredients. To ensure the success of new feed ingredients and their sustainability, a thorough understanding of the feed system is required. This paper has highlighted the current status of the feed system, in terms of volumes and composition of feed used, and the produced volumes of salmon. The regulatory environment as well as the characteristics of feed producers, salmon producers and consumers have been mapped.

The composition of salmon feed has undergone great developments from being mostly based on marine ingredients, towards being dominated by plant-based ingredients. This shift has impacted the nutritional composition of the salmon, where levels of omega-3 fatty acids have decreased. This may reduce the overall health benefits of farmed salmon, or at least the reputation of farmed salmon as a source of omega-3 fatty acids. Simultaneously, levels of contaminants have dropped and are currently lower than in wild salmon species.

Differences were observed between the extent of the sustainability focus in producer websites and reports and its attribution among impact categories. Both feed producers and aquaculture companies communicated their sustainability work thoroughly. However, the feed producers were perceived as somewhat more transparent in their dissemination. The research shows that there are variations between the categories along the supply chain when it comes to the sustainability focus. They communicate through websites and reports which are available to the consumer. However, some of the information is not easily accessible and requires extensive searching by the consumer, which could be perceived as less transparent. Nevertheless, there is an increasing focus among companies along the value chains, and many set ambitious goals for the operations going forward, in order to contribute to the mission of increased sustainability. With an increased focus on the topic from regulatory bodies the contributions could be even greater.
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The traditional method of sexual reproduction in Sargassum fusiforme can lead to difficulties in maintaining the stable inheritance of superior traits. However, technology for asexual proliferation of seedlings in seaweed tissue culture is not well-developed. Therefore, we established a tissue culture method to study, the effects of different parts of S. fusiforme, uniconazole (UIZ) concentrations, and culture methods on the regeneration of tissue-derived juveniles of S. fusiforme. The results showed that the optimal culture conditions were solid medium with modified Provassoli’s enriched seawater containing 3 μM UIZ for at least 17 days followed by transfer to liquid medium to induce rapid cell proliferation. These optimal conditions resulted in a callus-like/adventitious bud induction rate of 100%, callus-like/adventitious bud number per explant of 27.43 ± 4.57, and relative growth rate of 3.05 ± 0.27. The best plant parts for tissue culture were the filamentous holdfasts followed by the stem tip. In addition, UIZ treatment increased photosynthesis, resulting in soluble sugar and soluble protein contents of 30.47 mg·g-1 and 1.39 mg·g-1 of in the regenerated juveniles. Based on our results, S. fusiforme can be cultured using a tissue culture technique in which UIZ is added to a solid medium, followed by culture in liquid medium for proliferation. Sargassum fusiforme juveniles obtained using this technique can be cultured continuously until the next culture season and grow normally, providing a technical reference for indoor preservation and expansion of algal species.
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1 Introduction

Sargassum fusiforme (Harvey) Okamura (Sargassaceae, Phaeophyta) is a brown macroalga with high economic and nutritional value that grows in warm temperate and subtropical regions (Mantri et al., 2022; Pang et al., 2023). Sargassum fusiforme and other seaweeds are widely distributed in eastern China, Korea, and Japan, among other locations, and provide egg-laying and seedling resource sites for various marine organisms (Uji et al., 2015; Hwang et al., 2020; White and White, 2020). This algae is rich in polyunsaturated fatty acids, fucoidans, polysaccharides, and polyphenols, and exerts anti-obesity, anti-inflammatory, antioxidant, anti-tumor, and antiviral properties, making it applicable in the fields of nutraceuticals, pharmaceuticals and cosmetics (Akremi et al., 2017; Garcia-Poza et al., 2020; Kelly et al., 2020; Ali et al., 2021). The global annual production of S. fusiforme has increased from 109,597t in 2003 to 303,797 t in 2020; therefore, the seaweed aquaculture industry shows high development prospects (Tian et al., 2023).

Sargassum fusiforme has been traditionally cultivated in two ways; sexual propagation by fertilizing the male and female receptacles to form a zygote, which regenerates the holdfasts, and asexual propagation by artificially retaining the holdfasts of S. fusiforme during the harvest of the mature algal mass, followed by culturing the holdfasts in the following year (Xu et al., 2022b). However, the traditional method of seedling cultivation leads to the growth of weed algae, which compete with seedlings for nutrients and space, and it is challenging to control the temperature, pH, and light. Even during sexual reproduction, it is difficult to stabilize the inheritance of some heat- and cold-tolerant strains because of crossbreeding (Chen and Zou, 2014; Chen et al., 2019; Luo et al., 2023). Traditional seedling culture conditions are complicated and time-consuming, and the maintenance and replacement of cultivation equipment during cultivation can cause a serious economic burden (Largo et al., 2020; Collins et al., 2022; Arbaiza et al., 2023). Additionally, cultivation of seaweed in marine areas can alter the ecological structure, abundance, and diversity of phytoplankton, thereby adversely affecting ecosystems, organisms and the surrounding environment (Kelly et al., 2020; Eggertsen and Halling, 2021; Tian et al., 2023). Therefore, improved cultivation methods for S. fusiforme must be explored.

Tissue culture is the most common method of cultivation and broadly refers to use of the plant itself, such as isolated organs, tissues, cells, protoplasts, and mutants. This approach has the advantages of simple operation, easy cultivation in large quantities, short cultivation time, easy control of cultivation conditions, and a low mutation rate of cells (Custodio et al., 2022; Yan et al., 2022). Nutritional propagation is an effective means of tissue culture. According to the morphological changes that occur during tissue culture, propagation can be divided into direct regeneration and indirect regeneration (including callus culture and protoplast culture) to generate virus-free and fast-growing resistant algal strains (Avila-Peltroche et al., 2022; Jiksing et al., 2022). However, there are some limitations to tissue culture, such as the lack of development of tissue culture methods for different seaweeds, susceptibility to bacterial contamination during the culture process, uncertainty in the optimal composition of the culture medium, and difficulty in controlling the culture results (Baweja et al., 2009; Yong et al., 2014; Muhamad et al., 2018).

Tissue culture techniques can be used to induce the production of calluses, budding, and plant development by adding plant growth regulators, which are synthetic (or extracted from microorganisms), along with an organic compound similar to natural plant hormones that regulate the growth and development of biological organisms (Rademacher, 2015; Luo et al., 2023). Uniconazole (UIZ), known as a triazole-type cytochrome P450 enzyme inhibitor, is a plant growth regulator. Most studies of UIZ application were conducted in soybean, corn, and wheat to evaluate resistance to high salt, drought and low temperatures, and to induce germination and emergence, and its effects on the photosynthetic characteristics, antioxidant activity, and morphological parameters of plants. However, the application of UIZ to economic seaweeds has not been widely examined (Keshavarz and Khodabin, 2019; de Araújo Amatuzzi et al., 2020; Aghaei et al., 2021; Zhou et al., 2021; Hu et al., 2022).

Tissue culture technology has the advantages of simple operation, easy control of growth conditions, short cultivation time, high yield, and low cost. In this study, we utilized tissue culture technology for seedling propagation of S. fusiforme to investigate the effects of different parts, UIZ concentrations and culture methods on juvenile regeneration, growth, development, and nutrient accumulation. We developed a method for juvenile regeneration of S. fusiforme tissue, and provide technical support for seedling propagation and expansion of this algae.




2 Materials and methods



2.1 Sample collection and experimental design

Sargassum fusiforme was collected from Dongtou, Zhejiang province, during the harvesting season and brought to the laboratory within 2 h in a 4°C cryopreservation box. The surface of S. fusiforme was cleaned with brushes and tweezers to remove attached stray algae and plankton, rinsed with filtered and sterilized natural seawater. Healthy and uniformly sized algal organisms were selected for temporary incubation in a light-illuminated incubator (light incubator, Yanghui, Ningbo, China) for 7 days. The experimental conditions were as follows: temperature was 19°C, light intensity was 90 µmol photons·m-2 ·s-1, light:dark photoperiod (L:D) was 12 h:12 h, salinity of the culture solution was 26‰, and the culture medium was supplemented with 200 µmol·L-1 NaNO3 and 20 µmol·L-1 NaH2PO4. The culture solution was aerated continuously using an air pump (ACO-9730, Haili, Guangzhou, China).

After 7 days of domestication, healthy stem tips (2–4 cm in length), the lower end of the stem base (4–5 cm from the base), and filamentous holdfasts of S. fusiforme were selected and rinsed three times in sterile seawater. The seaweed was treated with a solution of 0.38% NaClO and 0.5% KI in a 1:1 volume ratio for 2 min, sterilized with sterile water, and rinsed. The samples were then cut into approximately 1.5 cm segments using a scalpel and cultured on modified Provassoli’s enriched seawater (PES) solid medium with different concentrations of UIZ (Macklin, Guangzhou, China). The tissue was cultivated at a temperature of 19°C, with a light intensity of 60 μmol photons·m-2 ·s-1 and L:D = 12 h:12 h. The solid medium was changed every month to prevent browning of the tissue (Kerrison et al., 2015; Uji et al., 2015; Muhamad et al., 2018; Xu et al., 2022a).

The experiment comprised of two phases. During the first phase, S. fusiforme explants were cultured in solid medium containing UIZ. A cross-design was used to divide the culture samples into 12 groups based on the source site of the explants (proximal stem tip, proximal stem base, and filamentous holdfasts) and concentration of UIZ (0, 3, 5, and 7 μM). The culture samples were exposed to a light intensity of 90 μmol photons ·m-2 ·s-1. During the second stage of culture, the S. fusiforme segments were transferred into modified PES liquid medium on days 14 (first batch), 17 (second batch), 20 (third batch), and 52 (fourth batch) after the first stage of culture. The callus-like/adventitious bud induction rate, callus-like/adventitious bud numbers per explant, relative growth rate (RGR), photosynthetic activity and morphology of S. fusiforme tissue culture were recorded. The liquid PES medium was replaced every three days during incubation.




2.2 Morphological changes of S. fusiforme under different treatments

Morphological changes in S. fusiforme explants were documented using a Sony camera (SONY a6000, Tokyo, Japan) after each medium change. The numbers of callus-like or adventitious buds in each explant segment were recorded. The morphology and cellular structure of the characteristic explants were observed at every 3 days using a stereomicroscope (Leica M80, Wetzlar, Germany) and an orthostatic microscope (Leica DM2700 P, Wetzlar, Germany).




2.3 Determination of callus-like/adventitious bud induction rate, callus-like/adventitious bud numbers per explant

The callus-like/adventitious bud induction rate and callus-like/adventitious bud numbers per explant of S. fusiforme were counted every 3 days during the incubation period. The specific formulas were as follows:

[image: Formula for calculating callus-like or adventitious buds induction rate, expressed as a percentage. It is the ratio of callus-like or adventitious buds sprouting segments to the total number of explant segments, multiplied by one hundred.]	

[image: Callus-like or adventitious buds number per explant is calculated by dividing the total number of callus-like or adventitious buds sprouting by the total number of explant segments.]	




2.4 Determination of relative growth rate

The RGR was calculated by determining the weight of the explants and regenerated juveniles at the time of medium change, using the following formula:

[image: Equation for relative growth rate (RGR) in percentage per day: RGR (% d⁻¹) equals the natural logarithm of the final weight (W₁) over the initial weight (W₀), divided by time (t), multiplied by one hundred.]	

where W0 is the initial weight of the explant (g), Wt is the weight of the explant and regenerated juveniles on day t (g), and t is the number of culture (days).




2.5 Determination of photosynthetic activity

The physiological state of regenerating S. fusiforme juveniles was determined by measuring their maximum quantum yield (Fv/Fm) and maximum relative electron transfer rate (rETRm) using Junior-Pam (Walz, Effeltrich, Germany). S. fusiforme explants together with regenerated juveniles were dark-adapted for 30 min, and the Fv/Fm and rETRm in the range of 0 – 820 μmol photons m-2 ·s-1 were determined, where Fv = Fm-F0, Fv is the variable fluorescence, Fm is the maximum fluorescence after dark-adaptation, and F0 is the minimum fluorescence after dark-adaptation. The rapid light curve was fitted according to the formula described by Platt et al. (1980):

[image: Equation for relative electron transport rate (rETR) showing variables and constants. rETR is calculated as rETRm times the difference of one minus the exponential of negative alpha times PAR divided by rETRm, multiplied by the exponential of negative beta times PAR divided by rETRm. Units are micromoles of electrons per square meter per second.]	




2.6 Determination of soluble carbohydrates, soluble proteins, and mannitol contents

The soluble carbohydrate (SC) content was determined using the anthrone method developed by Ershadi et al. (2015). Approximately 0.1 g of tissue culture from S. fusiforme juveniles was crushed in liquid nitrogen; 1 mL of distilled water was added during the crushing process, and then 2 mL of MgCO3 suspension was added. The samples were fixed to 10 mL with distilled water and centrifuged in a freezing centrifuge at 10277×g for 10 min. The supernatant (1 mL) was transferred into a test tube and mixed with 2 mL of distilled water, followed by addition of 10 mL of anthrone reagent. The mixture was shaken continuously until gas escaped and then heated in a boiling water bath at 100°C for 5 min. After the mixture cooled, the absorbance was measured at 620 nm using a UV spectrophotometer with distilled water as a reference. The SC content was calculated from the standard curve of absorbance values(mg·g-1).

The soluble protein (SP) content was determined using Coomassie Brilliant Blue G-250 dye as described by Bradford (1976). Approximately 0.1 g of S. fusiforme juveniles was ground in liquid nitrogen in a mortar, suspended in 10 mL 0.1 mol/L phosphate buffer (pH = 6.8) and centrifuged at 10277×g for 10 min for 10 min at 4°C in an ultra-high-speed freezer centrifuge. The supernatant (1 mL) was collected and mixed with 4 mL of Coomassie Brilliant blue G-250 staining solution. The mixture was allowed stand for 3 min at 25°C and the absorbance measured at 595 nm. For the control group, 1 mL of PBS was mixed with 4 mL of Coomassie Brilliant Blue G-250 staining solution. The mixture was incubated at 25°C for 3 min before absorbance was recorded using a UV spectrophotometer. The SP content was calculated using a bovine serum protein standard curve (mg·g-1).

The mannitol content was determined as described by Chen et al. (2020). A dried juvenile S. fusiforme sample (0.1 g) was collected from a tissue culture source. The sample was milled using liquid nitrogen, and 30mL of HCl with a mass fraction of 1% was added. After the mixture was stirred for 4 min in a 100°C water bath, the supernatant was collected and diluted 100 times. The diluted solution (1 mL) was added to a centrifuge tube. Sodium periodate (1mL) of was then added, mixed well, then it was placed at 25°C for 15 min. 2mL of 0.1% rhamnose was added, mixed thoroughly, and left to wait for 1 min. Nash reagent (4.0 mL) was added and mixed thoroughly. The mixture was heated in a constant temperature water bath at 53°C for 15 min and cooled to room temperature after the mixture changed color. Finally, the absorbance of mannitol was measured at 413 nm using distilled water as a blank. The standard curve of mannitol was drawn using the absorbance a value as the vertical coordinate and the concentration as the horizontal coordinate(mg·g-1).




2.7 Data analysis

All data were preliminarily processed using Excel (Microsoft, Redmond, WA, USA) and subjected to analysis of variance chi-square (F-test), one-way analysis of variance, and two-way analysis of variance using SPSS 25.0 software (SPSS, Inc., Chicago, IL, USA), with the significance level set at P<0.05. Graphs were drawn using origin 2023 (OriginLab, Northampton, MA, USA), and experimental results are expressed as the mean ± standard deviation.





3 Results



3.1 Effect of different culture conditions on the morphology of S. fusiforme

Figure 1 shows the morphological changes that occurred during the regeneration of different parts of S. fusiforme on days 34 and 62 under various batch and UIZ concentration treatments. When using a shorter time to induce callus-like tissues/adventitious buds on solid medium, and higher concentrations of UIZ, S. fusiforme was less likely to germinate and sprout compared with low concentration group. In the first bath culture, regenerating buds were induced from S. fusiforme filamentous holdfasts, and a few stem tips were produced; production occurred only under conditions of low UIZ content in the medium (0, 3, and 5 UIZ). As the induction time in solid medium was increased, S. fusiforme filamentous holdfasts, stem tips and stem bases were induced with different degrees of callus-like tissues or adventitious buds. The most pronounced morphological changes in S. fusiforme explants were observed in the 3 μM UIZ-cultured filamentous holdfasts, in which a large number of leaves, cylindrical protuberances and a few holdfasts were induced, whereas only cylindrical protuberances were induced at the stem tip and stem base. Most filamentous holdfasts and a few stem tips appeared as callus-like tissues/adventitious buds in the first stage of culture for approximately 9 days, whereas the stem base appeared after at least 30 days of cultivation in solid medium. Furthermore, in this method, adventitious buds continued to regenerate into gas vesicles or leaves after isolation (Figure 1). After initial morphological optimization screening, we cultured the tissue-derived 3 μM UIZ-activated S. fusiforme germlines for a longer period and continued this culture until the next breeding season (Figure 2).

[image: Images of various explants, divided by group and source, showing growth stages at 34th and 62nd days across four batches. Samples include stem tips, stem bases, and holdfasts treated with 0, 3, 5, and 7 micromolar uniconazole. Visual differences in growth are noted across concentrations and timeframes.]
Figure 1 | Morphological changes in regeneration of various parts of S. fusiforme at 34 and 62 days under different batch and UIZ concentration treatments.

[image: Growth stages of Sargassum fusiforme over a culture period. Sequence from A to I shows progression from holdfasts to juvenile form. Key phases include filamentous texture after 237 days (C), transition to cylindrical protuberances and leaves by day 309 (F), and a fully developed form with branches after 347 days (G). Graph (H) indicates growth rate over time. Each stage is marked with red arrows and time intervals, with scale bars for size reference.]
Figure 2 | Induction of S. fusiforme into seedling by prolonged cultivation (A) complete holdfast (B) filaments holdfasts of S. fusiforme before regeneration (C) formation of yellowish/transparent filamentous textures; (D) morphology of c under the microscope (E) filamentous textures begin to diverge for colouring (F) formation of cylindrical protuberances and leaf (G) formation of S. fusiforme juveniles (H) change in the fresh weight of S. fusiforme seedling in f over time (I) growth of single S. fusiforme branch into an adult juveniles.

Changes in the explant cells were periodically observed during the culture period using a stereomicroscope and a Leica microscope. Explants treated with UIZ exhibited four distinct morphological structures, whereas regenerating buds formed directly from explants that were not treated with UIZ. The four types involves irregularly structured fragile mulberry embryo-like tissue (Figures 3A–C), hard spherical protuberances (Figures 3D–F), a colorless or light-yellow filamentous texture (Figures 3G–I), and direct regeneration of adventitious buds through the tips or cuts of the S. fusiforme filamentous holdfasts (Figures 3J–L). Depending on the site of explant germination and its structure, callus-like tissue can form a hyaline or yellowish bulge or callus through the medullary region at the center of the S. fusiforme holdfast (Figure 3C), or regenerative tissue can form through epidermal cells (Figures 3E, F).

[image: Microscopic images showing different stages of plant regeneration. The first row illustrates a fragile callus with progression from formation to growth. The second row shows spherical callus development. The third row depicts filamentous callus formation. The final row focuses on the direct regeneration of adventitious buds, from initiation to more developed structures. Each row represents a distinct type of regeneration process.]
Figure 3 | Types of regeneration in S. fusiforme tissue culture. (A–C) friable mulberry-like tissue cells; (D–F) hard spherical or cylindrical protuberances; (G-I) colorless or transparent filamentous texture; (J–L) directly regenerated into leaves.

The cross-sectional structure of S. fusiforme holdfast cells was arranged from outside to inside as follows: epidermis, subepidermis, exodermis, endodermis, and medulla in the middle. The epidermal cells were small, whereas the cortical cells increased in size from the outermost to the innermost layer. Medullary cells were the smallest, and the intercellular boundaries were well-defined (Figure 4). The outer epidermal cells of S. fusiforme holdfasts showed a polygonal outline and were darkest in color, as they are rich in pigments and starch grains. The pith, which has denser cells and fewer starch grains than other regions of S. fusiforme, exhibited an intermediate morphology. In contrast, the medullary zone of S. fusiforme adventitious buds were not necessarily located at the mid-end of the morphology. Morphogenesis was induced in the epidermis and subepidermis of earlier tissues (Figures 4B, D, F). The diameter of the nascent buds cells was smaller than that of the filamentous holdfasts of mature S. fusiforme (Figure 4).

[image: Microscopic images show plant tissue sections under different concentrations of UIZ (0, 3, 5, and 7 micromolar) with holdfast and adventitious bud features. Sections A, C, E, and G display holdfast structures while B, D, and F feature adventitious buds. At 7 micromolar, the adventitious bud is not detected.]
Figure 4 | Frozen sections of S. fusiforme cells at different UIZ concentrations (A) cross-sectional view of 0 μM UIZ-treated filamentous holdfasts; (B) cross-sectional view of 0 μM UIZ-treated adventitious buds; (C) cross-sectional view of 3 μM UIZ-treated filamentous holdfasts; (D) cross-sectional view of 3 μM UIZ-treated adventitious buds; (E) cross-sectional view of 5 μM UIZ-treated filamentous holdsfasts; (F) cross-sectional view of 5 μM UIZ-treated adventitious buds; (G) cross-sectional view of 7 μM UIZ-treated filamentous holdfasts. (H) not detected.




3.2 Effect of callus-like/adventitious bud induction rate and callus-like/adventitious bud numbers per explant of S. fusiforme

In both stages of culture, the callus-like/adventitious bud induction rate and callus-like/adventitious buds numbers per explant were significantly affected by the UIZ concentration at the S. fusiforme explant site (p< 0.05, Figure 5). Addition of low concentrations of UIZ significantly increased the callus-like/adventitious bud numbers per explant and induction rate of S. fusiforme near the stem tips. The induction rate of filamentous holdfasts treated with 3 μM UIZ was 100%. Additionally, 27.43 ± 4.58 callus-like/adventitious buds were produced per explant segment (p< 0.05, Figure 5). The number of callus-like or adventitious buds per explant was higher in all parts of the explant under the 3 μM UIZ treatment condition compared to that observed under other UIZ concentrations (Figure 6B). Furthermore, there was a significant difference in the number of callus-like/adventitious bud per explant between the first batch of the earliest liquid medium transfer and the second, third, and fourth batches of the culture(p< 0.05, Figure 6D).This result suggests that a minimum of 17 days of cultivation in solid medium is necessary. Batch 4 produced 7.19 ± 3.13 adventitious shoots/callus-like tissues per branch segment (p< 0.05, Figure 6D). Batch 4 as the group treated with 3 μM UIZ and with the longest solid induction time showed the highest germination rate, indicating that solid medium was beneficial for inducing adventitious buds/callus-like tissues (Figure 6).

[image: Four bar graphs labeled A, B, C, and D display callus-like or adventitious bud induction rates and numbers per explant, with different UIZ (Uniconazole) concentrations: 0, 3, 5, and 7 micromolar. Each graph has three colored bars for stem tip, stem base, and holdfast. Graph A shows the induction rate percentages, Graph B shows numbers per explant, Graph C depicts induction rates with higher values, and Graph D shows higher numbers per explant. Error bars and statistical significance markers (letters) are included. Each graph has a legend and similar axis titles.]
Figure 5 | Effects of callus-like/adventitious buds induction rate and callus-like/adventitious buds numbers per explant at different culture stages. (A) callus-like/adventitious buds induction rate at solid culture stage; (B) callus-like/adventitious buds numbers per explant at solid culture stage; (C) callus-like/adventitious buds induction rate at batch culture stage; (D) callus-like/adventitious buds numbers per explant at batch culture stage. Values are expressed as mean ± standard deviation (n = 3). Different letters indicate significant differences between culture conditions (p< 0.05).

[image: Bar charts depicting the effect of UIZ concentration and culture batch on callus-like or adventitious buds. Chart A shows induction rate percentages across different UIZ concentrations. Chart B illustrates the number of buds per explant for the same concentrations. Chart C displays induction rates for different culture batches, while Chart D shows buds per explant for these batches. Each bar is color-coded according to legend categories and includes error bars.]
Figure 6 | Effects of UIZ concentration and culture batch on callus-like/adventitious buds induction rate and callus-like/adventitious buds numbers per explant of S. fusiforme. (A) callus-like/adventitious buds induction rate of different UIZ concentration treatments; (B) callus-like/adventitious buds numbers per explant of different UIZ concentration treatments; (C) callus-like/adventitious buds induction rate of different batches of culture; (D) callus-like/adventitious buds numbers per explant of different batches of culture. Values are expressed as mean ± standard deviation (n = 3). Different letters indicate significant differences between different culture conditions (p< 0.05).




3.3 Effect of length and RGR

Changes in the length of S. fusiforme were significantly affected by different concentrations of UIZ (Figure 7). The greatest effect was observed at 3 μM UIZ (p< 0.001, Figure 7B). The length of regenerated juveniles varied among the different explant sites of S. fusiforme. Additionally, changes in S. fusiforme’s filamentous holdfasts were greater than those in the stem tips (p< 0.05). The 3 μM UIZ treated filamentous holdfasts provided lengths of up to 3.43 ± 0.39 cm (p< 0.05).

[image: Graphs labeled A, B, C, and D show plant growth measurements over seventy days. Each graph tracks the length of stem tip, stem base, and holdfast in centimeters, indicated by different symbols and colors. Data points reflect an upward trend in measurements over time, with variations in each graph.]
Figure 7 | Variation in culture length of S. fusiforme treated with different concentrations of UIZ. (A) length change for 0 μM UIZ treatment; (B) length change for 3 μM UIZ treatment; (C) length change for 5 μM UIZ treatment; (D) length change for 7 μM UIZ treatment. Values are expressed as mean ± standard deviation (n = 3). Different letters indicate significant differences between different culture conditions (p< 0.05).

We observed significant differences in the RGR of S. fusiforme based on variations in the culture site, UIZ concentration, and transfer medium (p< 0.05, Figure 8). A longer induction time in solid culture resulted in a higher RGR. However, it is necessary to culture the sample in liquid medium for 17days to achieve proliferative culture (Figure 8). Significant variations in the RGR were observed among different parts of S. fusiforme explants. Filamentous holdfasts exhibited the highest RGR of approximately 3.05% when cultured in 3μM UIZ (p< 0.05). The RGR trend in batch 4 of cultured S. fusiforme explants differed from that of the first three batches because the last batch had a long induction time in solid medium and insufficient time for the proliferation of regenerating buds in liquid medium (Figure 9).

[image: Bar charts labeled A, B, C, and D compare the relative growth rates (RGR) of different seaweed parts: stem tip, stem base, and holdfast, across various UIZ concentrations (0, 3, 5, and 7 µM). Each chart shows varying growth responses, with notable peaks and declines indicated by letters, representing statistically significant differences.]
Figure 8 | Effect of UIZ concentration and S. fusiforme parts on RGR of regenerated juveniles under batch culture stage. (A) RGR of the first batch of culture; (B) RGR of the second batch of culture; (C) RGR of the third batch of culture; (D) RGR of the fourth batch of culture. values are expressed as mean ± standard deviation (n = 3). Different letters indicate significant differences between different culture conditions (p< 0.05).

[image: Bar chart showing Relative Growth Rate (RGR) percentages of four culture batches. The first batch is light yellow at about 0.45%, the second batch is orange at around 0.9%, the third batch is darker orange at roughly 0.75%, and the fourth batch is green at approximately 0.25%. Error bars are present, and different letters indicate statistical significance.]
Figure 9 | Effect of batch culture on changes in RGR of regenerated juveniles of S. fusiforme. Values are expressed as mean ± standard deviation (n = 3). Different letters indicate significant differences between different culture conditions (p< 0.05).




3.4 Changes in photochemical activity of S. fusiforme under different treatments

Different batches, explant locations, and UIZ concentrations played influenced the Fv/Fm, rETRm and fast light curves of S. fusiforme juveniles. The effect of the S. fusiforme explant site and UIZ concentration in culture batches 1 and 2 did not significantly affect Fv/Fm (P > 0.05, Figure 10A), whereas the effect on rETRm was significant up to a maximum of 39.82 ± 3.86 (P< 0.05, Figures 10D, E). The Fv/Fm, rETRm and rapid light curve disparity of S. fusiforme varied significantly in batch 4 according to the explant location and UIZ concentration, with the lowest Fv/Fm was 0.356 ± 0.04 and lowest rETRm was 8.98 ± 0.79 at the stem tip of S. fusiforme in the presence of UIZ compared to in the absence of UIZ (P< 0.05, Figure 10).

[image: Graphs labeled A to I display various photophysiological parameters across stem tip, stem base, and holdfast regions at different treatment levels. Bar graphs (A-F) show Fv/Fm and ETR on the y-axis with treatments 0µM to 7µM UIZ on the x-axis. Line graphs (G-I) illustrate rETR against PAR, differentiated by tissue type and treatment level, with multiple colored lines indicating diverse conditions. Error bars indicate variability.]
Figure 10 | Effects of S. fusiforme explant parts and UIZ concentration on maximum quantum yield (Fv/Fm) and maximum electron transfer rate (rETRm) of PSII in batch culture. (A–C) Fv/Fm of batch 1, 2, and 4 cultures in batch culture; (D–F) rETRm of batch 1, 2, and 4 cultures in batch culture; (G–I) RLC of batch 1, 2, and 4 cultures in batch culture. Values are expressed as mean ± standard deviation (n = 3). Different letters indicate significant differences between different culture conditions (p< 0.05).




3.5 Determination results of SC and SP contents

During the culture process, the concentration of UIZ significantly affected the SC and SP, which increased with increasing UIZ concentrations, The SC contents in the 3, 5 and 7 μM UIZ treatment groups were 105%, 115% and 163% of the control, respectively, with the highest SC content observed in culture containing 7 μM UIZ (P< 0.05, Figure 11A). The SP contents in the 3, 5, and 7 μM UIZ groups were 124%, 179%, and 276.2% of the control, respectively. The SP content was significantly affected by 5 and 7 μM UIZ treatment (P< 0.05, Figure 11B). As the concentration of UIZ was increased, the mannitol content was 59%, 65%, and 70% of the control. Exogenously added UIZ significantly reduced the mannitol content compared to that in the control group. However, there were no significant differences among the samples treated with different concentrations of UIZ. The most significant change in the mannitol content of S. fusiforme tissue culture-derived juveniles was observed under the treatment with 3 μM UIZ (P< 0.05, Figure 11C).

[image: Three bar graphs labeled A, B, and C compare the effects of different UIZ concentrations (0, 3, 5, 7 micromolars) on various parameters. Graph A shows SC content increasing with higher UIZ, peaking at 7 micromolars. Graph B displays SP content rising similarly, with the highest at 7 micromolars. Graph C reveals that mannitol content is highest at 0 micromolars, decreasing at 3 and 5 micromolars, and slightly rising at 7 micromolars. Error bars indicate variability, and statistical significance letters a, b, c indicate differences between treatments.]
Figure 11 | Effects of UIZ concentration on the content of soluble carbohydrates, soluble proteins, and mannitol in regenerated juveniles of S. fusiforme. (A) soluble carbohydrate content; (B) soluble protein content; (C) mannitol content. Values are expressed as mean ± standard deviation (n = 4). Different letters indicate significant differences between different culture conditions (p< 0.05).





4 Discussion

We observed that the callus-like/adventitious bud induction rate and number of bud per explant varied widely among explants from different parts of S. fusiforme after tissue culture. The holdfasts and stems of S. fusiforme can serve as primary materials for tissue culture (Luo et al., 2023). Different parts of the stems were cultivated in groups, with adventitious buds more easily induced near the upper stem tip than near the stem base, possibly because S. fusiforme is polarized, similar to other macroalgae. Moreover, the holdfast structures of S. fusiforme contain a higher proportion of fibrous components in their cell walls, making them more resilient to high temperatures and nutrient-poor conditions (Endo et al., 2021). Finally, the regenerative capacity of the tissues may be related to their differentiation capacity. Tissues with low differentiation capacity often exhibit a higher regenerative capacity. Recovery from plant trauma may be influenced by key signaling factors involved in this process (Kavale et al., 2021; Liang et al., 2023). Thus, we showed that S. fusiforme filamentous holdfasts are the optimal material for asexual propagation and that stem tips have a greater regenerative capacity than do previously grown stem bases.

The regenerating tissues of S. fusiforme can form bumps in the epidermal, cortical, and medullary tissue zones. The regeneration process occurs mainly in the outer epidermal pigmentation zone, leading to the growth of adventitious buds and callus-like tissues. Most S. fusiforme cell appeared as round or oval in the transverse view, and most cells of the nascent buds were smaller than those of the mature filamentous holdfasts; the medullary tissue area of mature tissues was located in the center, whereas the medullary tissue area of nascent buds regenerated and grew from the side. This may be because of the greater totipotency of plant cells that are more pigmented compared with that of cells that are less pigmented (Kumar et al., 2006; Lin et al., 2021). In addition, after trauma caused by segmentation, trauma-induced wound regeneration may occur when reactive oxygen species induce cellular reconstruction by triggering transduction of wound signals and regulating cell cycle proteins and related genes, leading to the spreading and division of cells inward from the edge of the wound, and finally inducing tissue regeneration (Guan et al., 2022).

We utilized staged culture to induce changes in temperature and culture condition in accordance with different time periods during algae growth state. For instance, S. fusiforme was first cultured in nutrient-rich solid medium at low temperature and light intensity to facilitate better germination and generation of adventitious buds. The explants were then transferred to liquid medium to provide sufficient light, space, and nutrient salts for rapid proliferation. During algal growth, the density of the culture and its light intensity influence subsequent growth, photosynthesis, and substance accumulation (Chen et al., 2019; Cao et al., 2022). Kavale et al. (2023) induced bud germination using staged temperature and light controls. Most studies have been limited to laboratory culture conditions or single investigations of large-scale valve cultures, without combining the two factors (Obando et al., 2022; Tirtawijaya et al., 2022). Culturing pre- and post-seedlings at different stages may enhance the efficiency and effectiveness of continuous algal culture.

PES medium was used as the basal medium with regulated components throughout the cultivation process. Solid medium was used to induce the formation of callus-like tissue/adventitious buds, and liquid medium was used to ensure rapid proliferation. The optimal conditions for culture of S. fusiforme explants callus-like/adventitious buds led to an induction rate of up to 100%, callus-like/adventitious bud numbers per explant of 27.43 ± 4.58, and RGR of up to 3.05 ± 0.28. Thus, the concentration of the medium is critical. A nutrient concentration that is too high can lead to the formation of micro-organisms, weed algae, and other unwanted growth factors that compete with the desired algae. However, a nutrient concentration that is too low is not sufficient to support the daily growth and development of algae. Therefore, it is important to adjust the nutrient composition during the cultivation process to meet the needs of algae and promote optimal growth (Sampath-Wiley et al., 2008; Xu et al., 2022b). Previous studies showed that solid medium is more effective in inducing callus tissue formation, whereas liquid PES culture did not result in callus tissue formation (Li et al., 2015).

Endogenous plant hormones undergo dynamic regulation throughout the algal growth stages in response to various stimuli (Pang et al., 2023). External plant growth regulators are essential for achieving the desired effect; however, using regulator concentrations that are too high can be toxic to the plant and affect its future development, whereas concentrations that are too low will not produce the desired effect. UIZ is a plant growth retardant that is commonly used to preserve plant growth (Zhang et al., 2020; Lv et al., 2022). We demonstrated that appropriate concentrations of UIZ were beneficial for determining number of callus-like/adventitious buds per explant and induction rate of callus-like/adventitious buds. The highest induction rate was observed at lower concentrations in the short term. Low concentrations of UIZ had little retardation effect, allowing for rapid germination and sprouting. However, as the culture time increased, the plants adapted to a high concentration of UIZ, resulting in the sprouting and emergence of buds. High concentrations of foreign stimulants can delay or inhibit growth but may induce bud the formation (Carmo et al., 2020). The results demonstrate that explants treated with UIZ produced a significantly higher number of buds than did untreated seaweed. Uji et al. (2015) reported that UIZ treatment promoted germination, likely by regulating healing tissue proliferation and bud differentiation through modulation of endogenous auxin and abscisic acid levels. We found that the most suitable site for tissue culture was the filamentous holdfast, followed by the stem tip and stem base. The number of callus-like buds per explant greatly increased in the batch stage of culture, indicating that solid medium is favorable for inducing the germination of adventitious/adventitious buds and that liquid medium is favorable for the regeneration and proliferation of buds. Callus-like tissues can be induced when the stem tip is transferred to liquid culture conditions for a sufficient number of explants. Therefore, switching to liquid-culture conditions is recommended.

Furthermore, UIZ treatment impacted photosynthesis. Specifically, 3 μM UIZ had a significant effect on rETRm, and varying concentrations of UIZ resulted in an increase or decrease in its relative electron transfer rate. This may be because the UIZ regulates photosynthesis in S. fusiforme similarly to its effects in soybean and wheat. Excessive reactive oxygen species can be inhibited by controlling relevant photosynthetic genes, regulating photosynthetic antenna proteins, and enhancing the antioxidant capacity, ultimately leading to increased photosynthesis (Jiang et al., 2021; Hu et al., 2022; Yu et al., 2022).

Our results revealed that the concentration of UIZ was positively correlated with the SC and SP contents of S. fusiforme. These effects may be attributed to the ability of UIZ to enhance the antioxidant system and reduce mitochondrial damage, resulting in increased contents of SC and SP (Keshavarz and Khodabin, 2019; Zhou et al., 2021). The mannitol content in the UIZ-treated group was significantly lower than that in the control group. This effect decreased with increasing of UIZ concentrations, possibly because the low concentration of UIZ promoted the production of more adventitious buds, which consumed mannitol stored inside the alga. In contrast, high concentrations of UIZ had a growth slowing effect, which inhibited some regenerating buds. As a result, the mannitol content in the body was higher than that in the low concentration UIZ group.




5 Conclusion

Filamentous holdfasts of S. fusiforme can be used as primary sites for tissue culture. The stem tip, stem base and filamentous holdfasts of S. fusiforme were cultured in solid PES medium with 60 μmol photons·m-2 ·s-1 light at 19°C, salinity is 27–28‰, L:D = 12 h:12 h, and 3 μM UIZ added for at least 17 days of induction culture before culture in liquid PES medium with 90 μmol photons·m-2 ·s-1 light. This method can be used to regenerate S. fusiforme juveniles from tissue culture. Tissue cultures of the stem tip of S. fusiforme produce fine, dense air vesicles and secondary branches. Finally, UIZ significantly increased the number of callus-like/adventitious buds per explant of regenerated juveniles of S. fusiforme, and photosynthesis, SC, and SP. The results showed that this culture method was economical, easy to operate, and did not cause any damage to the ecosystem. Thus, the method can be used for tissue culture and germplasm expansion of S. fusiforme in industry.
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The shift from fish oil to vegetable oil (VO) sources has lowered eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA) levels in salmon aquafeeds. VOs are high in omega-6 and low in omega-3 essential fatty acids like EPA and DHA, crucial for fish metabolism and immunity. Algal oil (AO), with high EPA + DHA and lower omega-6 levels supports fish health and growth, but transferring lab-controlled conditions to real-world commercial farming remains a challenge. This study explored the benefits of high dietary EPA + DHA levels through a commercial farm (CF) study in Chile and a Big Data (BD) study in Norway. The CF study, involving 625,000 Atlantic salmon, compared standard feed with AO-supplemented feed. The latter resulted in improved health responses and better fillet quality. The BD study analyzed real data from 232.6 million fish, revealing that EPA + DHA levels > 8% reduce mortality variability by 21%, improve economic feed conversion ratio by 11%, and increase the likelihood of superior harvests by 27%, demonstrating productivity benefits. Both studies emphasize the advantages of feeds with EPA + DHA levels above typical industry practices, enhancing growth, health, and nutritional quality. Importantly, the BD study complements the CF study, bridging the gap between science and aquafarms, and providing evidence that diets with EPA + DHA > 8% offer biological performance benefits for farmers, regardless of farming environments.




Keywords: Atlantic salmon, EPA, DHA, omega-3, commercial trial, big data, quality, health




1 Introduction

The production and market value of aquatic foods have been achieving all-time records driven mainly by the increased demand for such products, which are recognized as essential to global food security and nutrition (FAO, 2022). However, to sustain this growth, operators must encompass changes in farming practices, from feed ingredients’ source selection to management and investment policies, without compromising the farm productivity and business sustainability, which ultimately depend upon fish zootechnical and health performance. For instance, increasing the level of vegetable oils (VOs) in aquafeeds for the partial or total replacement of fish oil (FO) has helped to grow aquaculture production without increasing pressure on marine stocks but has negatively impacted the health and wellbeing of fish by leading to unbalanced essential fatty acid (EFA) profiles (Sprague et al., 2016; Roques et al., 2020). This is because VOs have particularly high content of omega-6 EFAs and relatively low content of omega-3 EFAs, such as eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA), both playing key metabolic and immune roles in fish (Tocher, 2015).

To tackle this issue, few studies have lately focused on better understanding the EPA and DHA requirements of farmed fish species at the different production stages, to which levels should EPA and DHA be increased, and how to supply nutrients using alternative sources such as genetically modified seed oil, algae biomasses, and algal oil (AO). The latter has received particular attention because it contains a combination of EPA, DHA, and arachidonic acid, low levels of omega-6 EFAs, improved food safety, is easy to incorporate in aquafeed formulations, and supports optimal fish health and growth (Santigosa et al., 2023). Inclusion of AO as a source of omega-3 EFAs also helps reducing the marine footprint of the feed, as indicated by a lower forage fish dependency ratio (FFDR). The added value of AO on providing high levels of EPA + DHA, as well as on maintaining the ratio of these omega-3 EFAs (the optimum omega nutrition concept), includes better health and welfare and better fillet quality, which has been extensively documented for Atlantic salmon in scientific lab-scale trials (Santigosa et al., 2018, 2020, 2023). Fillet quality has further repercussions in human health because Atlantic salmon is considered the most valuable source of EPA and DHA for humans (Horn et al., 2019; Carr et al., 2023; Santigosa et al., 2023) and low EPA+DHA levels lead to low fish fillet quality (Oliva-Teles et al., 2015). Indeed, recent studies have shown that the EPA + DHA levels of commercialized Atlantic salmon fillets have been reduced by more than half in recent decades (Sprague et al., 2016, 2020).

However, transferring the science-backed knowledge from the lab to commercial farms has been challenging primarily due to the difficulty in recreating all risks and variables fish are exposed to in the commercial farm environment, although the costs of farm trials and business priorities also play an important role. All these factors hinder farmers’ identification of a solid business case for changing EPA + DHA specifications in the feed they provide to their fish, as well as the business case for the feed industry to alter the sources and/or levels of EPA + DHA, particularly if this represents an extra cost. Moreover, commercial-scale studies are often performed on a single farm and using few cages, and significant differences between cages can arise due to many factors, including disease outbreaks. This was the case for a large commercial-scale study on the effects of reducing long-chain fatty acid levels in Atlantic salmon feed, where a pancreatic disease outbreak arose (Sissener et al., 2016) or the 15-month-long study evaluating the effect of increasing dietary levels of EPA + DHA up to 3.5% on the growth, welfare, and fillet quality of Atlantic salmon in sea cages, where a cardiomyopathy syndrome outbreak arose (Lutfi et al., 2022). Such challenges do not allow to attribute the differences found between group growth and health performances, if any, to the levels and ratios of EPA + DHA provided nor the generalization of the results to other farms and/or fish species. Furthermore, results are challenged by farmers as the trial conditions do not match that of their farms.

Big data (BD) is a relatively new approach that retrieves patterns and trend values from large datasets through advanced software programs (Sadiku et al., 2020). The use of BD in research papers on food science has grown by nearly 300% every five years since 2010 (Tao et al., 2021), and it may also help narrow the lab-to-commercial-scale gap in aquaculture. By aggregating real production data from many farms and extracting information related to feed composition and fish growth performance, health, and nutritional value, BD can find relationships between these variables that may then be used to confirm the effects observed at lab or single-farm scales.

In the present paper, we aim to highlight how providing below or above-average EPA + DHA levels can impact Atlantic salmon growth, health, and nutritional quality. The results presented here showcase two trials, one performed at a commercial scale and another using the BD approach, to ultimately demonstrate how the aquaculture industry can quantify the benefits of providing optimal levels and ratios of EPA + DHA to farmed Atlantic salmon.




2 Methods

To demonstrate the benefits of adequate EPA + DHA levels in farmed Atlantic salmon, the authors took two approaches. The methods used for each are described below.



2.1 Commercial farm study

For the CF study, a trial was conducted by Veramaris® (Delft, The Netherlands) in collaboration with Skretting (Stavanger, Norway) at a commercial salmon farm site in Chile’s Region XII. In this study, 208,000 Atlantic salmon (Control fish; initial body weight, IBW, ~3.0 kg)) were allocated to three cages and fed a Skretting Atlantic salmon feed (crude protein: 38.8 ± 0.14; crude lipid: 36.9 ± 0.28). In addition, 417,000 Atlantic salmon were allocated to six cages and fed a Skretting Atlantic salmon feed supplemented with Veramaris AO [OON fish; IBW, ~3.0 kg; (crude protein: 38.1 ± 0.14; crude lipid: 37.1 ± 0.78)]. Full fatty acid profile of the diets can be found in Supplementary Table 1. Commercial diet formulations cannot be disclosed. All efforts were made to minimize unintended variations between the diets.

Both Control and OON fish were fed for 114 days (June to October). Control and OON diets differed in their EPA+DHA content (6% and 10%, respectively) and EPA: DHA ratio (>1.5:1 and 1:1, respectively), achieved with the inclusion of the AO in the feed formulation.

At the end of the feeding period, biological and economic feed conversion ratios (bFCR and eFCR, respectively) were calculated to evaluate growth performance. Health and welfare responses, as well as the status of the mucosal barriers of gills, skin, and gut were sampled and determined for Control and OON fish sampled in June and October (n = 90 samples), and processed through an automated software developed by Quantidoc AS (https://www.quantidoc.no; n = 1452 relevant points at the time of analysis) for the stereological image analysis of the mucosa (Veribarr™). For the Quantidoc analysis, all samples of OON fish came from the same cage at the end of the trial. Fillets’ nutritional and physical quality were evaluated by calculating the total level of EPA + DHA per 100 grams of fillet (SGS SA, Chile) based on the Official Method 991.39 (AOAC, 2012) and the percentage of fish scoring 24 or above on the SalmoFan™ color measurement scale (dsm-firmenich AG, Kaiseraugst, Switzerland), respectively. The marine footprint was evaluated based on the forage fish dependency ratio for fish oil (FFDRoil), calculated following the ASC Salmon Standard (https://www.asc-aqua.org/).

The experimental unit for all endpoints was the cage. Differences across group means were investigated with a t-stest for pairwise comparisons (JMP 17.0 software; https://www.jmp.com). The accepted significance level was p <0.05. Means in tabulated data are given with standard deviations, SD.




2.2 Big data study

In the BD study, conducted by Veramaris and Manolin AS. (Bergen, Norway), the performance outcomes of utilizing feeds at three different EPA + DHA levels (< 7%, 7%–8%, and > 8%; Table 1) were evaluated based on real production data. The authors focused on mapping the variations in EPA+ DHA levels between categories. Other possible variations in dietary composition have not been taken into consideration and this is a potential limitation of the study. Feed products provided to 232.6 million smolts in 99 active Atlantic salmon farms along the Norwegian coastline between 2013 and 2022 were tagged with their batch-specific median EPA + DHA levels, which were then averaged per generation. This allowed distinguishing the three categories of EPA+DHA inclusion used in the study (Above Average, Average, and Below Average; Table 1) and the number of generations to which they were provided (Table 1). Atlantic salmon mortality (%), eFCR, and superior harvest quality (%) were then calculated for each category.

Table 1 | The three categories considered in this study, their corresponding EPA + DHA levels, and the total number of generations to which they were provided.


[image: Table showing EPA and DHA categories and their corresponding levels and total generations. "Above Average" is greater than 8.0% with 79 generations, "Average" is 7.0% to 8.0% with 110 generations, and "Below Average" is less than 7.0% with 75 generations.]
A One-Way ANOVA test was utilized to see if the differences between the groups were significant. SciPy Statistical Library (https://scipy.org; BD study) was used. Values displayed are group means ± standard deviation (SD).





3 Results



3.1 Commercial farm study

Results indicated that fish gained 1.5 kg on average, corresponding to a 50% weight gain irrespective of treatment. This was below the expected 100% weight gain at this production stage, but the feeding period was 114 days (due to operational reasons) instead of the planned 184 days grow-out period. Although bFCR and eFCR were slightly higher for OON fish than for Control fish, the variability within the OON group was much higher than that within the Control group (Figure 1A). This was maybe due to predators on the OON cages, a factor that was not controlled for. Nevertheless, statistical testing revealed no significant differences between the two treatments.

[image: Chart A shows a bar graph comparing FCR for Control and OON groups at bFCR and eFCR stages, with Control lower at both stages. Chart B is a scatter plot displaying defense activity against mucus cell size for Control and OON in June and October, with clustered data points and overlapping confidence ellipses.]
Figure 1 | Growth (A) and health (B) performance of Atlantic salmon fed on the control and algal oil-supplemented diets (Control and OON groups, respectively). (A) The biological and economic feed conversion ratio (bFCR and eFCR) calculated for fish in both groups at the end of the trial is shown. Values indicated on each bar correspond to group means and the error bars to standard deviation. (B) Comparison of Atlantic salmon gill lamellar mucosal measures of mean mucous cell size and mean defense activity (including volumetric density) versus the Quantidoc database of the saltwater subset of salmon gill values in sea-based cages, recirculating water systems, and saltwater flow through systems (n =1452). Triangles = OON diet, circles = Control diet. X = mean for seven wild adult salmon. Green ellipse [30% confidence interval (CI)] is common for farmed salmon, yellow ellipse (70% CI) indicates transition to vulnerability or responding to threat, and red ellipse (95% CI) indicates active response to challenge or exhaustion; white area = 5% CI. Gills of healthy salmon have small and few mucous cells and increases in mucous cell size and abundance indicate a response to stress, water quality, particles, and pathogens.

At the beginning of the trial, the gill mucosa of fish in both groups (Figure 1B) were similar but much higher than that of wild adult Atlantic salmon gill cells (marked with X), indicating the activation of an immune response and therefore some degree of activated mucosal protection in the farmed fish. Throughout the trial, a slight improvement in OON fish compared to Control fish was observed, as both the activity and size of mucous cells clearly increased in Control fish throughout the trial but increased only slightly in OON fish. As a result, Control fish distanced more from the common, central zone (green circle) and moved into the red zone (vulnerable or responding), while OON fish remained in the amber zone of the database. This effect was particularly evident in the gills and foregut but not in the skin. In general, skin mucosa has a healthy shield from plentiful mucous cells, whereas gills in healthy circumstances have very few and small mucous cells thus granting easy passage of gasses through the lamellae.

At the beginning of the trial, the EPA + DHA level in 100 g of Atlantic salmon fillet was 0.80 g in Control fish and 0.75 g in OON fish; however, at end of the trial, the nutritional quality of Atlantic salmon fillets was significantly higher in OON fish than in Control fish (Figure 2A) as the EPA + DHA level almost doubled. This increase was even more meaningful as the feeding trial lasted only 114 days instead of the planned 184 days, i.e., the entire grow-out period. Regarding fillet physical quality, 27% more fish scored at least 24 in the SalmoFan color measurement scale in the OON group than in the control group (Figure 2B), indicating an improvement in pigmentation. Notably, these results were obtained using a feed with a higher total level of EPA + DHA (10% in OON vs. 6% in control) but with only a slightly higher FFDRoil (1.75 in OON and 1.68 in control), i.e., without any substantial increase in the marine footprint.

[image: Chart A shows the levels of EPA and DHA in grams per one hundred grams for Control and OON groups. OON has higher levels. Chart B represents the percentage of fish with color below and above 24, showing more fish above 24 in both groups, with OON having a higher percentage.]
Figure 2 | Nutritional (A) and physical (B) quality of Atlantic salmon fillets at the end of the commercial farm trial for fish fed on the control and algal oil-supplemented diets (Control and OON groups, respectively). Nutritional quality was measured as the level of EPA + DHA (g/100 g of fillet) and physical quality as the percentage of fish scoring at least 24 in the SalmoFan™ color measurement scale.




3.2 Big data study

In the BD study, the three EPA + DHA categories (i.e., groups) showed high variability (large SD) in mortality (Figure 3A), eFCR (Figure 3B), and superior harvest quality (Figure 3C). However, this variability was always smaller in the group with Above Average EPA + DHA level. The same trend was found for the interquartile range, indicating a higher predictability of the results obtained when providing EPA + DHA levels > 8%. Furthermore, this group showed the lowest mean mortality and eFCR and the highest mean superior harvest quality. Although the mortality mean was < 20% in all three groups, and no statistical differences were found among them, the interquartile range for the Above Average group was about half of that observed for the Below Average group (Figure 3A). Significant improvements were found in the eFCR and superior harvest quality of the Above Average group, with mean values decreasing to 1.29 and increasing to 90%, respectively (Figures 3B, C).

[image: Box plots in three panels showing data distribution by categories: above average, average, and below average. Panel A depicts mortality rates; Panel B shows eFCR values; Panel C represents superior harvest percentages. Each panel includes data points and whiskers indicating variability. Yellow denotes above average, blue for average, and teal for below average.]
Figure 3 | Mortality (%, A), economic feed conversion ratio (eFCR, B), and superior harvest percentage (%, C) in the three EPA + DHA categories (groups) examined in the present study, based on data obtained from 291 Atlantic salmon generations between 2013 and 2022 in 99 farms along the Norwegian coast.

In summary, the BD study revealed several important insights that can help feed managers to quantify the benefits of higher EPA + DHA levels in farmed Atlantic salmon diets. A key finding was that generations of fish supplied with EPA + DHA levels > 8% showed 21% less variability in the total mortality and an 11% improvement in the eFCR. For farmers, this translated into a 27% higher chance of obtaining a superior harvest quality higher than 90%. Overall, these results allow Atlantic salmon farmers to quantify the benefits of adding higher levels of EPA + DHA to their feed as an improved return on investment (ROI) without a major risk, as the effects observed in this study reflect real data from millions of fish.





4 Discussion

The aquaculture industry is currently facing the important challenge of increasing production, growth rates, and nutritional quality, without compromising fish health and welfare or increasing its environmental impact, thereby ultimately improving the industry’s productivity and sustainability. However, salmon feed formulations have changed considerably due to the limited availability of traditionally used marine ingredients, their high costs, and high environmental impact of exploiting such sources. Fish oil in Atlantic salmon feeds has been progressively replaced with vegetable alternatives, mostly rapeseed oil (20.1%) (Aas et al., 2022). This transition had a significant and immediate effect on EPA + DHA levels, which nearly halved in the flesh of Atlantic salmon farmed between 2006 and 2015 (~12% to ~5% of total lipids) (Sprague et al., 2016).

The deleterious effects of low dietary EPA + DHA levels on the growth, survival, health, wellbeing, and nutritional quality have been a concern in the Atlantic salmon industry, and therefore a plethora of studies using different amounts and ratios of EPA + DHA from different sources has been conducted (Katan et al., 2020; Mock et al., 2020; Huyben et al., 2021; Løvmo et al., 2021; Hatlen et al., 2022; Lutfi et al., 2022; Ruyter et al., 2022; Santigosa et al., 2023). Although a recent study found that Atlantic salmon in the freshwater phase can require an EPA + DHA level in feed as low as 3% of TFA because fish at this life stage can bioconvert α-linolenic acid to DHA at ~25% (Qian et al., 2020), EPA + DHA requirements depend on the growing phase and are likely to increase under challenging conditions (Sissener et al., 2016; Bou et al., 2017b; Lutfi et al., 2022). However, results have not always been consistent among studies and this has contributed to delays in the adoption of feeds with higher than required EPA + DHA levels by the farmers as there is no widely recognized model to calculate the ROI for optimum nutrition in aquaculture. Because of this uncertainty, feed producers and farmers currently have differing views on the optimum specifications for EPA + DHA in salmon feed; however, operators are transitioning towards higher specifications in feed as alternative ingredient sources, such as AO, have become commercially available.

Although some of these limitations could be at least partially overcome by collaborations between the feed and supplement industries and fish farms (Mock et al., 2020), to determine the optimal composition of feed for a particular species in a given environment that results in the best ROI and lowest waste, a large volume of diverse datasets need to be collected for the feed, the fish, and the farm (Neethirajan, 2020). However, this is not possible to achieve in commercial-scale trials, which are usually conducted at a single farm during a single production cycle. Furthermore, the few trials performed at commercial-scale and under the farm conditions generally revealed no significant differences in fish growth and bFCR among the groups fed different EPA + DHA levels at least during one production stage (e.g., Hatlen et al., 2022; Lutfi et al., 2022; Ytrestøyl et al., 2023), as was the case of the CF study presented here. However, eFCR results revealed two different and opposing trends in the CF and BD studies. While in the BD study, Atlantic salmon fed diets with EPA + DHA levels > 8% had a significantly lower and less variable eFCR than those fed EPA + DHA < 8%, in the CF study fish fed the 10% EPA + DHA diet showed a slightly higher eFCR, perhaps due to predator events. This contradiction between the two studies reflects the importance of using large sample sizes (several generations; 10-year dataset) to evaluate the consequences of providing different levels of EPA + DHA on the long term, as pointed out in the scientific literature (Mock et al., 2020; Lutfi et al., 2022). According to the latest data of The Marine Ingredients Organisation (IFFO), the eFCR of salmonids has decreased from 1.54 in 2000 to 1.27 in 2020 (https://www.iffo.com/efcr-data), a level that is in agreement with the 1.29 mean value found for Atlantic salmon fed on diets containing EPA + DHA > 8% in the BD study, suggesting that increased levels of these EFAs lead to better nutrient utilization and thus to improved sustainability. This is corroborated by the FFDRoil values obtained in the CF study, where increasing the level of EPA + DHA in feed by 60% resulted in only a 4% increase in the FFDRoil value.

The results of both studies presented here also support that estimating EPA + DHA requirements based primarily (or solely) on growth and survival is not feasible, in agreement with previous studies (Bou et al., 2017a; Qian et al., 2020; Lutfi et al., 2022), as several fish health and fillet quality impacts are connected with lower EPA + DHA levels. In the CF study, Atlantic salmon fed the diet with 10% EPA + DHA showed defense cells’ size and activity much closer to the norm than Atlantic salmon fed the control diet, particularly in the gills. The late stage of life at which this trial was conducted suggests that all the gills have likely been repeatedly exposed to a multitude of challenges. The small but positive effect of the OON diet on gills found in the CF study may be by promoting cell differentiation and cell viability (van Beelen et al., 2007). This improvement of defense mechanisms under challenging conditions, such as those in the farm environment, when consuming higher EPA + DHA levels is in agreement with previous findings (Arnemo et al., 2017; Bou et al., 2017b; Løvmo et al., 2021). Higher levels of EPA + DHA in the feed also resulted in significantly higher levels of these EFAs in the fillet throughout the CF study, indicating high retention of these EFAs in the muscle, as found in previous studies (e.g (Santigosa et al., 2021; Lutfi et al., 2022; Ruyter et al., 2022; Ytrestøyl et al., 2023). In the BD study, results indicate that feeds containing EPA + DHA levels > 8% result in Atlantic salmon fillets of better nutritional quality, which has a positive impact on the value of this species as a source of these omega-3 EFAs for humans. In the CF study, the better nutritional quality of Atlantic salmon fillets when the fish were fed a 10% EPA + DHA diet was accompanied by an improvement in fillet color, as shown by the significantly higher percentage of fillets with a score of at least 24 in the SalmoFan color scale. This positive relationship between EPA + DHA levels and increased SalmoFan scores is in agreement with the recent reported results for Atlantic salmon grown in sea cages in Norway (Lutfi et al., 2022; Ytrestøyl et al., 2023).

Overall, the results presented here indicate that BD can be used to describe, analyze, cluster, segment, score, and predict the effects of nutritional intervention (e.g., new feed ingredients) on improved feed efficiency, fish health, and survival to address the limitations of commercial farm tests, and ultimately help farmers on their decision-making (Roy, 2019). To the best of our knowledge, this paper presents the first approach to using BD to present proof that optimum nutrition, in this case EPA + DHA levels > 8%, leads to improved eFCR, mortality rate, and superior harvest quality. More fish of higher quality and with better feed conversion ability reaching the harvest size will clearly result in an improved biological performance and therefore a better ROI. Although this was demonstrated here for EPA + DHA levels, the BD approach could be utilized for other feed ingredients and functional additives, as well as other zootechnical and wellbeing indices. Moreover, as sensors and smart technologies expand to acquire more data related to the farm environment, feed quality, and productivity, more routes will open to model and forecast patterns related to growth, survival, and FCR, which are the most essential factors in aquaculture (Benjelloun et al., 2022), using BD technology and mathematical models. Such analytical methods based on expanded datasets also have the advantage of profiling and clustering farms according to their unique environmental (site, temperature, location) and operational (feed type and size, animal genetics) features to design the best ROI model. Hence, future BD analysis should integrate data from Atlantic salmon farms not only in Norway but from different world regions (e.g., Chile) that might help strengthen the findings reported here and reveal new patterns.

Both studies show that there are some unique limitations involved with transferring lab-controlled conditions to real-world commercial farming. These include limitations for the transparency of commercial diet formulations, difficulty in separating out potentially confounding factors that may also impact biological performance observations, and the reduced number of replicates to strengthen statistical analysis of data. However whilst recognizing these possible limitations, the results of the studies offer some important insights that can help the salmon farming industry to quantify the benefits of EPA+DHA in farmed Atlantic salmon diets.

In conclusion, the data provided here, are valuable insights to feed managers helping them to formulate a business case for transitioning from least cost formulations to optimum formulations for the fish and for farm productivity, which is based on including higher (> 8%) levels of EPA + DHA in the feed. This is conducive to optimum farm productivity, as demonstrated by reduced fish mortality, better FCR, and improved fish growth and harvest quality. Moreover, if the EPA and DHA originate from a sustainable alternative source and with high bioavailability for fish, as is the case of AO, the sustainability of the industry can be further improved, allowing it to keep on growing to feed the demands of the human population for nutritious and safe food, aligning with the United Nations Sustainable Development Goals 2 (zero hunger), 3 (good health and wellbeing), 12 (responsible consumption and production), 13 (climate action), and 14 (life below water). Although the current example shows the benefits of a sustainable alternative omega-3 oil source for salmon farming, using a BD approach on real farm data to complement lab-scale and farm trials may therefore be the most upfront pathway to demonstrate the benefits of nutritional interventions for the business, for the people, and for the planet.
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Seaweed functional traits provide insights on natural populations, their adaptations to the local environment, which can be utilized for commercial exploitation. Here, we analyzed the functional traits of Gracilaria dura from two intertidal populations in Veraval and Adri, from the coast of Gujarat, India, over a period of three months. Functional traits were measured by analyzing growth rates, respiration, primary production, antioxidant activity and the content of plant growth hormones. The weight-to-length allometric exponent ≈3 indicated that G. dura grew almost isometrically. Furthermore, frond shape was not significantly different. Fronds in Veraval, resting submerged, grew faster than the fronds in Adri, which, lay exposed in the flat bare rock during low tide. Accordingly, the simultaneous increase in antioxidant activity, O2 production and chlorophyll content in fronds from Adri suggests that stress from desiccation and UV led to the detrimental accumulation of Reactive Oxygen Species, leading to decreased growth and decreased production of growth hormones. The increased Chl-a may indicate enhanced non-photochemical quenching (NPQ) for the dissipation of excess absorbed light. These results aid in establishing the best practices for maximizing biomass yield or the yield of specific molecules. For maximized biomass yield, fronds should not be subject to emersion nor cultivated on the sea-surface. On the other hand, fronds grown subject to emersion or at the sea-surface yield less biomass but more content on molecules such as antioxidants (flavonoids, phenolics, enzymes), that fight stress from desiccation high temperatures and UV. In this case, stress should still be avoided during the initial growth, at the onset of the growth season, in order to not disrupt the production of growth hormones. The increased O2 production at Adri was initially mistakenly perceived as enhanced Net Primary Production. Only a posterior holistic perspective over the whole data allowed to conclude that it was likely the stress-induced detrimental accumulation of Reactive Oxygen Species. More robust experiments are required to establish if the differences observed between locations have led to the evolution of genetic strains specific to each habitat that may show different performances and yields when cultivated in similar environments.




Keywords: aquaculture, functional traits, plant growth hormones, morphology, Rhodophyta




1 Introduction

Seaweeds are the most efficient primary producers on the planet, surpassing plants in their ability to concentrate biomass per unit area (Creed et al., 2019). Therefore, seaweed farming has great potential to contribute to the ever-increasing human demand for food and raw materials. Seaweed applications are no novelty, and society has long cultivated seaweeds using traditional methods (McHugh, 2003; Valero et al., 2017; Cai et al., 2021). Red algae are the most harvested seaweeds, both from natural and farmed populations, for uses other than as a food source (McHugh, 2003; Cai et al., 2021). Their major uses are the extraction of agar and carrageenans, mostly from Gelidiales and Gracilariales. Harvesting of wild Gelidiales severely declined in Europe during the latter decades, mainly due to over exploitation. Gracilariales, yielding better-quality agarose, became its predominant source (McHugh, 2003). Most of the Gracilariales production is harvested in Asia, although there is also a fair amount of harvesting in South America (McHugh, 2003; Alemañ et al., 2019). For the extraction of hydrocolloids, there is no natural alternative to the cultivation of red seaweeds yielding agarose and carrageenans, given that the cultivation of brown seaweeds is too expensive and inefficient for the industrial production of alginate (McHugh, 2003). Hence, worldwide, Gracilariales play a pivotal role in supplying feedstock to local agarose production units. Time is due to optimize cultivation practices for Gracilariales as well as adapt them according to local needs and constraints.

Domestic agar (including agarose) demand in India is 400 ton·year-1, of which only 10–20% has been supplied through the indigenous supply chain. Gracilaria dura from India has been found to produce commercial-grade agarose. The technique employed for this process was a specially-developed surfactant-induced coagulation technology (Meena et al., 2014). Further commercially lucrative products from G. dura such as pigments, lipids, agar, agriculturally important nutrient-rich liquids, and energy-dense cellulose have been produced through a green processing route (Reddy et al., 2018). The farming of this species has thus been initiated at two coastal villages, namely Simar and Rajpara, along the north-west coast of India (Shah et al., 2022). About 10–12 tons of fresh biomass have been produced in pre-commercial trials at these locations.

Gracilaria dura (C. Agardh) J. Agardh is an intertidal red alga present in the Mediterranean, Arabian Sea and Indian Ocean. Along the north-west coast of India, the growth season goes from January to March. During this period (slightly extending from December to April) both gametophytic and sporophytic thalli coexist. Beyond this season, we never observed G. dura thalli, leading us to assume that bare holdfasts and dormant spores are most likely the only remnants, lying on the rocky surface until the next growth season arrives. This strong seasonality and scarcity of biomass in the wild (Mantri et al., 2009) drove the research and development of farming methods, namely, the floating bamboo raft, polypropylene net, net bag, hanging rope, monoline, net pouch and tube net (Veeragurunathan et al., 2015; Mantri et al., 2020; Shah et al., 2021). Among these, the floating bamboo raft, monoline and tube net methods have been used by commercial seaweed farmers (Kavale et al., 2021).

The seasonal occurrence of G. dura and the limited availability of natural biomass, even during the favorable season, were initially perceived as impediments to large-scale commercial aquaculture. However, new knowledge and improved practices enabled a year-round seedling production (see Saminathan et al., 2015; Vignesh et al., 2020; Shah et al., 2022). Commercial exploitation for aquaculture purposes has only been undertaken with the germplasm collected from Veraval, in the province of Gujarat, India. A tight control of the germplasm is fundamental for selecting and preserving the best strains for specific purposes or environments (Valero et al., 2017). However, for the G. dura in Gujarat, continuous and repeated farming from the same germplasm has resulted in declining growth rates due to aging or senescence. For most domesticated algal species, the best practice is to select and preserve strains through asexual cultivation (Valero et al., 2017). Whether from spores or through vegetative propagation, G. dura cultivation in Gujarat still requires determining which strains are the best to cultivate. This leads to the urgent need for a greater and more in-depth understanding of the variation in functional traits such as morphology, growth, pigments, antioxidant activity, plant growth regulators and net productivity. These traits have been demonstrated essential in the determination of growth, survival and production of molecules of commercial relevance (Gupta et al., 2015; Sambhwani et al., 2020, 2022; Dawange et al., 2023a, b).

Farmed species have evolved specific functional traits related to reproduction, growth and survival. Consequently, highly specific local aquaculture practices have led to the involuntary selection of traits with economic importance (Valero et al., 2017; Usandizaga et al., 2019; Sambhwani et al., 2020, 2022). In natural populations of G. dura, such traits also showed considerable seasonal variation (Sambhwani et al., 2020, 2022). Here, we analyzed functional traits, namely morphology, growth, pigments, antioxidant activity, plant growth regulators, productivity and respiration, for G. dura sampled during the growth season from two locations with distinct environmental conditions. The present study provides practical and novel information for the optimization of the commercial cultivation of G. dura selecting specimens retrieved from natural populations. To the best of our knowledge, this is the first study investigating spatial and temporal patterns of variation in six different functional traits crucial for the growth and survival of G. dura.




2 Material and methods



2.1 Gracilaria dura in Gujarat

Gracilaria dura is an intertidal red alga with the isomorphic byphasic life cycle typical of rhodophytes - also known as the haploid-diploid life cycle - alternating isomorphic free living tetrasporophytes (diploid) and gametophytes (haploid) (Guillemin et al., 2014; Vieira et al., 2018a, b, 2021, 2022). Individuals are fixed to the rocky bottom by a holdfast. Along the north-west coast of India, G. dura has only been reported in Adri, Okha, and Veraval (Jha et al., 2009), where it is found occasionally in a few restricted locations (Mantri et al., 2009). In Veraval, fronds can be found permanently submerged within intertidal rockpools, whereas in Adri, fronds lie on the flat bare rock exposed to desiccation during low tide. The environmental conditions observed at Adri and Veraval during the growth season are presented in Table 1.

Table 1 | Environmental conditions in Veraval and Adri during the growth season.


[image: Table comparing environmental parameters between Veraval and Adri. Parameters include atmospheric temperature, surface water temperature, salinity, pH, dissolved oxygen, nitrite, phosphate levels, and depth during high tide, with specific values and standard deviations for each location.]



2.2 Sampling

Healthy vegetative thalli of Gracilaria dura were collected from the coasts at Veraval (20.910404°N, 70.351273°E) and Adri (20.961213°N, 70.277051°E). Because reproductive fronds were not collected and biochemical tracers of the ploidy phase were not tested, it is not known whether each thallus was a male or female gametophyte (haploid) or a tetrasporophyte (diploid). Ecological differences have been reported between phases and sexes in various Gracilaria species, e.g., G. gracilis (Engel et al., 2001), G. tenuistipitata (Skriptsova and Nabivailo, 2009), Gracilaria caudata (Faria et al., 2017) and G. chilense [former Agarophyton chilensis] (Vieira et al., 2022). Here, we assumed that whatever the proportions among life-cycle phases, these were not significantly different among treatments of the experimental design (i.e., the Adri and Veraval populations and the three months) and thus did not bias the analysis. In this case, the different proportions of life-cycle phases would be accounted for by the homoscedastic within-group variances and would not affect the results relative to sites and seasons. Three sampling episodes took place, namely in January, February and March of 2021. This is the natural growth season for G. dura in India. Samples were collected during low tide at distances of 50, 100, 150, 200, and 250 m from the high tide limit. Based on these distances, samples were named V50, V100, V150, V200, and V250, and A50, A100, A150, A200, and A250, respectively, for Veraval and Adri. Each sample consisted of 5 G. dura thalli (having 5 – 10 fronds, but no discs) with lengths of 5–18 cm. Samples were placed in seawater and cool conditions, and immediately transported to the CSIR-CSMCRI laboratory, where they were cleaned with filtered seawater to remove calcareous and extraneous adhering detritus materials. To estimate daily growth rate (DGR), respiration and productivity, 5 fronds (one from each thallus) were selected from each sample and acclimatized in the laboratory for 5 days in filtered seawater at 12:12 h photoperiod, 25°C, 35 ppt salinity and 40 µmol photons m -2 s-1 light. To estimate the fresh weight (FW) to dry weight (DW) calibration, 15 frond fragments of various sizes were randomly collected. Dry weights were determined after 48 h at 60°C. For analyzing pigments, antioxidant capacity and plant growth hormones, the remaining thalli were surface dried with blotting paper to remove extra seawater, frozen in liquid N2 and stored at -80°C. Later, 5 fragments were taken from each site × month × distance combination and subjected to the procedures described below for the estimation of each variable. The final reading was the average of the five fragments. Sampling for the morphological analysis followed a different protocol described below.




2.3 Morphology

The morphological characterization of G. dura relied on total length (L), diameter (D), fresh weight (W) and count of primary branches (B) measured on 50 single fronds collected each month (January, February and March of 2021) from the coasts of Veraval and Adri. The weight-to-length allometric exponent was estimated. In isometric growth, individuals grow proportionally in all 3 spatial dimensions, thus keeping their shape. Consequently, biomass = a×L3.




2.4 Growth rate

Five fronds (= 5 replicates) were selected from each site at each census. For each replicate, 10 fragments approx. 2 cm in length were excised and placed in a 500-ml flask containing Erdschreiber seawater (ESS) culture medium (Suto, 1959) with 35 ppt salinity, at 25°C, 7.8 pH, 40 µmol photons m -2 s-1 light and a 12:12 h photoperiod. Media was replenished every 5 days and fragments were cleaned with a soft brush to reduce fouling. After 15 days, all fragments were weighed and the daily growth rate (DGR) was estimated using the formula DGR (day -1) = ln [(W2/W1)/t], where W1 is the initial weight, W2 is the final weight and t is the number of days (see Dawes et al., 1993).




2.5 Antioxidant capacity

To prepare the extract, 100 mg of frozen algal material was ground to powder in the pre-chilled mortar and pestle using liquid nitrogen. Sequential extraction was performed in two steps: first, to the crushed sample was added 1 ml of distilled water, incubated overnight at 4°C and thereafter centrifuged at 11384g (Eppendorf Centrifuge – 5424-R, Germany) for 15 min at 4°C. Then, the supernatant was collected and stored to be mixed later with the second extract, 1 ml of 70% methanol was added to the pellet, and the mix was incubated overnight at 4°C followed by centrifugation at 11384g for 15 min at 4°C. Both supernatants were pooled and the extract was used for the analysis of total antioxidant capacity (TAC) and CUPric Reducing Antioxidant Capacity (CUPRAC).

A TAC assay was implemented according to the method of Prieto et al. (1999). Briefly, 100 µl of the above extract were mixed with 1 ml of mixed reagent (28 mM sodium phosphate, 4 mM ammonium molybdate and 0.6 M sulfuric acid) and incubated for 1 h at 100°C. After cooling to room temperature, absorbance was recorded at 695 nm (detection limits 200–999nm) using a UV-Vis spectrophotometer (EPOCH/2 Biotek). Using a calibration curve, TAC (mg·g-1) was standardized to the ascorbic acid equivalent antioxidant capacity (AAEAC) (Gonzales et al., 2021).

The CUPRAC spectrophotometric method was used for determining antioxidant capacity (Apak et al., 2004). To 100 µl of the extract mentioned above were added 50 µl of 10 mM copper chloride, 50 µl of ammonium acetate buffer (pH 7) and 50 ml of 7.5 mM neocuproine, followed by 1 h incubation at room temperature. Absorbance was recorded at 450 nm (detection limits 200–999nm). Using a calibration curve, CUPRAC (mg·g-1) was standardized to the ascorbic acid equivalent antioxidant capacity (AAEAC) (Gonzales et al., 2021).




2.6 Photosynthetic pigments

A 100-mg sample of each of the 5 fragments was taken and crushed to powder, and homogenized in a mortar and pestle using liquid nitrogen. To determine R-Phycoerythrin (PE) and R-Phycocyanin (PC) content, 0.8 ml of 0.1 M phosphate buffer (6.8 pH) was added to the homogenate and incubated overnight at 4°C. Samples were then vortexed and centrifuged at 15900g for 10 min at 4°C (Eppendorf Centrifuge – 5424-R, Germany). The supernatant was collected and 0.2 ml of phosphate buffer was added to the pellet for re-extraction. The chemicals used in the experiments were all analytical grade (Sigma Aldrich Pvt. Ltd.). The absorbances at 564 nm (A564), 618 nm (A618) and 730 nm (A730) were recorded on a dual beam UV-Vis spectrophotometer (EPOCH BIOTEK) with detection limits 200–999nm (Sampath-Wiley and Neefus, 2007). A similar process was implemented for the extraction of Chlorophyll-a (Chl-a) using 90%acetone as a solvent and absorbance was recorded at 664 nm (A664) and 647 nm (A647) (Jeffrey and Humphrey, 1975). The R-PE (µg·g-1) and R-PC (µg·g-1) content was estimated from Equations 1, 2, respectively:

[image: Formula for calculating R-phycoerythrin concentration: R-PE (mg·mL⁻¹) equals 0.1247 times (A₅₆₄ minus A₅₉₅) minus 0.4583 times (A₆₁₈ minus A₇₃₰₎.]

[image: Equation for R-phycoerythrin concentration in milligrams per milliliter equals 0.154 times the difference between absorbance at 618 nanometers and absorbance at 730 nanometers. Equation labeled as number two.]

Chl-a (µg·g-1) content was estimated following Equation 3:

[image: Formula for chlorophyll-a concentration: Chlorophyll-a (micrograms per milliliter) equals eleven point nine three times absorbance at six hundred sixty-four nanometers minus one point nine three times absorbance at six hundred forty-seven nanometers. Equation labeled as three.]




2.7 Primary production and respiration

Net primary productivity (NPP) (mg O2·gDW-1·h-1) and respiration (R) (mg O2·gDW-1·h-1) were measured using the light and dark bottle method (Guillemin et al., 2014). Five frond fragments of approximately 0.3 g were placed in 100-ml glass bottles filled with autoclaved filtered seawater (salinity 35) and kept at 25°C, 40 µmole photons m -2 s-1 light for 12 h (the “Light” bottles). Another 5 frond fragments of approximately 0.3 g were placed in 100-ml glass bottles filled with autoclaved filtered seawater (salinity 35), kept at 25°C and covered with black plastic sheets (the “Dark” bottles). The 12-h time intervals mimicked the diel pattern as well as the 5-day acclimatization photoperiod. Initial and final dissolved oxygen (O2) concentrations were recorded using a HACH HQ30D DO probe, USA. As established in previous studies, there was no O2 saturation after 12 h (Sambhwani et al., 2022). Respiration (R), net primary productivity (NPP), and gross primary productivity (GPP) were calculated by using Equations 4–6 respectively.

[image: Equation displaying a respiration rate (R) in milligrams of oxygen per gram dry weight per hour, subtracting final dissolved oxygen (DO) in dark conditions from initial DO in dark conditions.]

[image: Equation showing net primary productivity (NPP) as a function of dissolved oxygen (DO): NPP in milligrams of oxygen per gram dry weight per hour equals the final DO in light minus the initial DO in light.]

[image: Equation showing "GPP (milligrams of oxygen per gram dry weight per hour) equals respiration plus net primary productivity."]




2.8 Extraction of plant growth hormones

The extractions were implemented separately for auxin (µg·g-1), cytokinin (µg·g-1) and gibberellic acid (µg·g-1). Each frond fragment (1 g) was homogenized in a mortar and pestle and collected in a 50-ml tube. Distilled water (5 ml) was added and stirred overnight on the tabletop stirrer. The supernatant was collected upon centrifugation at 7500g for 15 min at 4°C (Eppendorf Centrifuge – 5430-R, Germany). Auxin, cytokinin and gibberellic acid were extracted using diethyl ether (DEE), n-butanol and ethyl acetate (EA), respectively (Prasad et al., 2010; Sambhwani et al., 2022).



2.8.1 Extraction of auxin

For estimating auxin (µg·g-1), the pH of the above extract was adjusted to 3 with 1N hydrochloric acid (HCl). Extraction was implemented with equal volumes of di-ethyl ether (DEE) and repeated thrice. Equal volumes of 5% sodium bicarbonate were added to the DEE layer. The bicarbonate layer was then collected in another fresh tube and its pH was adjusted to 3.0 by dropwise addition of 1N HCl. This was extracted with equal volumes of DEE and repeated thrice for maximum extraction. Both the DEE layers were pooled and washed with distilled water. The solvents were then evaporated and the residue was dissolved in 1 ml of HPLC-grade methanol.




2.8.2 Extraction of cytokinin

To estimate cytokinin (µg·g-1), the pH of the extract from Section 2.8 was adjusted to pH 3 by dropwise addition of 1N HCl. Equal volumes of dichloromethane (DCM) were used thrice for extraction and collected in a separate tube. The pH of the aqueous layer was adjusted to 8 with 1N NaOH. For the second extraction, equal volumes of n-butanol were used thrice. Both DCM and n-butanol layers were pooled and then evaporated. The residue was dissolved in 1 ml of HPLC-grade methanol.




2.8.3 Extraction of gibberellic acid

To estimate gibberellic acid (µg g-1), the pH of the extract from Section 2.8 was adjusted to 2.5 by 3.2 N HCl, followed by extraction with equal volumes of ethyl acetate (EA) three times. The pH of the aqueous layer was adjusted to 11.0 with 3.75 M NaOH. This was hydrolyzed at 60°C for 1 h in a water bath. The pH was then readjusted to 2.5, followed by re-extraction with EA. Both the EA layers were combined and an equal volume of NaHCO3 was added. The combined EA layer was transferred to a fresh tube. The pH of the NaHCO3 layer was adjusted to 2.5. For maximum extraction, the EA extraction was repeated and all EA samples were pooled. The solvent was evaporated and the residue was dissolved in 1 ml of HPLC-grade methanol.




2.8.4 HPLC analysis and quantification of plant growth hormones

The growth hormone content was quantified by High Performance Liquid Chromatography (HPLC). First, the extracted residue (see explanation above) was dissolved in methanol and passed through a 0.22-µm syringe filter. Standards of 25 ppm were prepared for all three growth hormones as follows: for auxin — indole-3-acetic acid Batch No: 2283040 of Sisco Research Laboratories; for cytokinin — zeatin Batch:0000008065 of Sigma Aldrich, and for gibberellins — gibberellic acid (GA3) Batch No:8962367 of Sisco Research Laboratories. Samples were analyzed in HPLC for the estimation of concentration with respect to the standards. The retention times were 14.7, 12.8 and 3.6 min for the standard IAA, GA3 and trans-zeatin, respectively. Prominence model of M/s. Shimadzu, Japan, including a Rheodyne injector, was used for HPLC analysis. The C18 stainless steel column of M/s. Thermo Scientific with specifications of 250 mm x 4.6 mm (i.d.) Nucleosil (5 μm particle size, 300 A° pore size) was used at a constant temperature of 37°C. The binary elution system of separation was carried out using mobile phases A (water with 0.1% formic acid) and B (methanol with 0.1% formic acid). A constant flow rate of 1 ml min-1 was maintained. Further, UV detection was attempted at 254 nm. The detector was an SPD M20A with wavelength range from 190 nm to 900 nm and operated at 25°C. The elution was achieved through a linear gradient as follows: 70% A and 30% B at 0 min, 70% A and 30% B (2 min), 0% A and 100% B (20 min), 0% A and 100% B (22 min), 70% A and 30% B (25 min) and 70% A and 30% B (30 min). The detection of the eluted plant growth regulators was performed at 254 nm and the identification of different PGRs measured against standards was based on HPLC peak areas.





2.9 Statistical analysis

The morphological growth dynamic (isometric vs. allometric) of G. dura fronds was inferred from the log10DW-to-log10L fit. Several model I and model II regression methods were tested, including Ordinary Least Squares (OLS), Reduced Major Axis (RMA) Principal Components Analysis (PCA), Quantile Regression (QR), among others. Differences in morphological growth between fronds from Adri or Veraval were tested by ANCOVA. The significance of these differences was estimated by permutation tests (Vieira and Creed, 2013a, b).

The morphometry data set, comprising 300 sampling units (2 sites × 3 months × 50 thalli), was subject to a Principal Components Analysis (PCA) to search for consistent associations between variables. The PCA was performed on the correlation matrix. The significances of the associations (described by the principal components – pc) and of the variables contributing to them (described by the respective loadings) were estimated by permutation tests following the protocol and software by Vieira (2012). Meaningful pcs replaced the original variables significantly contributing to them. Hence, each sampling unit had the original measurements replaced by the z-score estimated from the corresponding pc. To test for significant differences among sites (fixed effects) and/or months (fixed effects), 2-way permutation tests (also known as Permanova) were implemented using either the z-scores or uncorrelated original variables as the dependent variable.

The hormones, pigments, respiration and primary production data set comprising 30 sampling units (2 sites × 3 months × 5 distances from shore) were subject to a Principal Components Analysis (PCA) performed on the correlation matrix, as above. To test for significant differences among sites (fixed effects), months (fixed effects) or distances from shore (random effects), 3-way permutation tests were implemented using either the z-scores or uncorrelated original variables as the dependent variable.





3 Results

The best log10DW fit to log10L (Figure 1) was obtained by Reduced Major Axis (RMA, a model II linear regression), leading to the allometric relation DW=0.0003·L2.87. The allometric exponent close to 3 indicates that G. dura growth is almost isometric. This almost isometric growth was not significantly different between G. dura fronds from Veraval and from Adri (p=0.08), as determined by an ANCOVA procedure.

[image: Scatter plot showing log-transformed dry weight versus log-transformed length. Red circles and blue squares represent data from Adri and Veraval locations, respectively. A solid black line indicates the RMA fit. The data points exhibit a positive correlation.]
Figure 1 | Scatter plot of length vs weight of fronds of Gracilaria dura from Adri and Veraval. The morphometric relation between frond length and dry weight was tested by Reduced Major Axis (RMA) for G. dura collected from Adri and Veraval coasts. An ANCOVA showed that this relation was isometric and not significantly different between fronds from the two sites.

The PCA upon all the morphometric variables was meaningful (p<0.0001). Only the first (largest) principal component (pc1) extracted was meaningful (p<0.0001). This component was a weighted average of all morphometric variables under the form zi=0.54·log10Li+0.57·log10DWi+0.42·Di+0.44·Bi, where the subscript i stands for the ith frond. When selecting the variables significantly contributing to this component, the IL metric (see Vieira, 2012) selected all variables, in which case the pc represents 55.9% of the total normalized variation. On the other hand, the Correlation Index (see Vieira, 2012) selected only log10L and log10DW, in which case pc1 represents 34,8% of the total normalized variation. We chose the latter pc1 version with only the L and DW association as the subsequent analysis provided a clearer picture of the morphometric growth dynamics (Figure 2). Frond size, as represented by pc1, was significantly different among sites (p<0.0001) as well as among months (p<0.0001). At the start of the monitoring experiment, G. dura fronds were already larger at Veraval than at Adri and, as the growth season progressed, this pattern enhanced, leading G. dura fronds to end the growth season on average 2.3 times larger in Veraval than in Adri (Figure 2A). The larger divergence in the morphological growth dynamics occurred from February to March, when fronds enhanced growth in Veraval but stopped growing in Adri. During the monitoring experiment, G. dura fronds did not increase their diameter (Figure 2B), as shown by the non-significant differences among months (p=0.129). Nevertheless, G. dura branches were consistently thicker at Veraval than at Adri (p<0.0001) (Figure 2B). During the monitoring experiment, G. dura fronds slightly increased their number of primary branches (Figure 2C), as shown by the significant differences among months (p<0.0005). Furthermore, G. dura fronds were bushier at Veraval than at Adri (p=0.0114) (Figure 2C).

[image: Three graphs labeled A, B, and C compare growth metrics from January to March for two groups, Veraval and Adri. Graph A shows Z values, length, and dry weight with Veraval generally higher. Graph B shows diameter, with similar trends. Graph C presents primary branch count, where Veraval is also generally higher. Error bars indicate variability.]
Figure 2 | Gracilaria dura morphometry (length, dry weight, diameter and number of primary branches) during the growth season. (A) Principal component 1 (z in the left vertical axis) combining Length (L in cm, in the right vertical axis) and Dry Weight (DW in g, in the right vertical axis) into z=0.54·log10L+0.57·log10DW. PCA was performed using the correlation matrix, which implied that log10L and log10DW were normalized to zero mean and unit variance. (B) Diameter (D in mm) of the primary branches. (C) Number of primary branches in each frond. This data was log transformed for statistical inference. Error bars are standard deviations (n=50).

The PCA of the molecular, respiration and primary production data set generated a significant result (p<0.0001). However, each of the variables respiration, NPP, GPP, cytokinin and chlorophyll was uncorrelated with any other variable. Hence, a new PCA was performed with only the remaining correlated variables, namely DGR, TAC, CUPRAC, PE, PC, auxin and gibberellins. The two largest principal components extracted were significant (p<0.0001 for pc1 and p<0.0001 for pc2). Pc1 was a weighted contrast between growth and antioxidant activity given by z1i=0.53·DGRi-0.56·TACi-0.53·CUPRACi (Supplementary Figure S1), and explaining 31.9% of the total normalized variation. The 3-way Permanova was applied using z1 as the response (dependent) variable (Figure 3). Differences between months (fixed factor) were significant (p=0.0037), but only January and March were significantly different from each other (p<0.0137). Differences between sites (fixed factor) were significant (p=0.0008). Differences between distances from shore (random factor) were not significant (p=0.9241). There were no interactions (always p>0.7994). Pc2 was a weighted average of PE and growth hormones, given by z2i=0.42·PEi+0.44·PCi+0.5·Auxini+0.52·Gibberelinsi (Supplementary Figure S2), and explaining 27.8% of the total normalized variation. The 3-way Permanova was applied using z2 as the response (dependent) variable (Figure 3). Differences between months (fixed factor) were not significant (p=0.1895), as were differences between sites (fixed factor; p=0.2448), and differences between distances from shore (random factor; p=0.8775). There were interactions between month and site (p<0.0408), with z2 being significantly larger at Veraval during January.

[image: Two scatter plots display data over three months: January, February, and March. The left plot shows variable z1, and the right plot shows z2. Data points are represented by various colored shapes: blue for V50 to V250 and red for A50 to A250. The legend on the right identifies each shape and color combination.]
Figure 3 | Principal Components Analysis (PCA) of the growth, molecular composition, respiration and primary production data set of Gracilaria dura. The largest principal component (z1 in the left panel vertical axis) corresponds to z1i=0.53·Growthi-0.56·TACi-0.53·CUPRACi. The second largest principal component (z2 in the right panel vertical axis) corresponds to z2i=0.42·PEi+0.0.44·PCi+0.5·Auxini+0.52·Gibberelinsi. Both z1 and z2 were tested for their relation with month, site, and distance from shoreline. Months were January (Jan), February (Feb) and March (Mar). Sites were Adri (A) and Veraval (V). Distances from shoreline were 50, 100, 150, 200 and 250m. Markers identify sampling locations (A50) Adri, 50m, (A100) Adri, 100m, (A150) Adri, 150m, (A200) Adri, 200m, (A250) Adri, 250m, (V50) Veraval, 50m, (V100) Veraval, 100m, (V150) Veraval, 150m, (V200) Veraval, 200m and (V250) Veraval, 250m. PCA calculated using correlation matrix in which original variables were normalized to zero mean and unit variance.

Since the remaining variables Chlorophyll-a (Chl-a), Cytokinin, Respiration, Gross Primary Production (GPP) and Net Primary Production (NPP) were not significantly correlated among themselves or with any other variable, they were analyzed separately (Figure 4). The 3-way Permanova using Chl-a as response variable yielded significant differences between sites (p<0.0001). Fronds from Adri had significantly more Chl-a than fronds from Veraval. Differences between months and between distances from shore were not significant (p=0.643 and 0.622, respectively), and there were no interactions (always p>0.508). In a similar manner, the 3-way Permanova using NPP as response variable yield significant differences between sites (p=0.0019). Because NPP was measured by the O2 method, this meant that fronds from Adri produced significantly more O2 than fronds from Veraval. Differences between months were significant (p=0.037), with February showing significantly less NPP than January (p=0.044). Differences between distances from shore were not significant (p=0.5439). There were no interactions (always p>0.455). This pattern is close to the pattern above described by pc1. In fact, the PCA results yield Chl-a and NPP almost significantly associated with (or contributing to) pc1. The reason they were not so well correlated with growth, TAC and CUPRAC is because they do not match the time series evolution. While the association between growth, TAC and CUPRAC evolves consistently with time (Figure 3), Chl-a and NPP do not evolve consistently with time (Figure 4). Nevertheless, the key finding is the differentiation between sites shared by all these variables. The 3-way Permanova using Cytokinin as a response variable yields non-significant differences between sites (p=0.718). Differences between months were not significant (p=0.108). However, differences between distances from shore were significant (p=0.0008), with fronds collected 100m away having significantly more Cytokinin than the fronds collected anywhere else. We question whether this was simply a coincidence. There were no interactions (always p>0.242). The 3-way Permanova using respiration (R) as response variable yield non-significant differences between sites (p=0.643). Differences between months were significant (p=00025). Respiration was significantly less during January than during February (p=0.0003) or during March (p=0.0025). Differences between distances from shore were not significant (p=0.654). There were no interactions (always p>0.187). The 3-way Permanova using Gross Primary Production (GPP) as response variable yield significant differences between sites (p=0.001). Fronds from Adri had significantly more GPP than fronds from Veraval. Differences between months were not significant (p=0.217). Differences between distances from shore were not significant (p=0.729). There were no interactions (always p>0.24).

[image: Six scatter plots showing data from January to March, depicting Chi-a, Cytokinin, Respiration (R), Gross Primary Production (GPP), and Net Primary Production (NPP) with different colored and shaped markers. Legend on the right indicates categories V50 to V250 in blue, and A50 to A250 in red.]
Figure 4 | Chlorophyll-a (Chl a), cytokinin, respiration, gross primary production (GPP) and net primary production (NPP) of Gracilaria dura in different months, sites (A, Adri; V, Veraval), and distances from the shoreline (m). Distances from shoreline were 50, 100, 150, 200 and 250m. Markers identify sampling locations (A50) Adri, 50m, (A100) Adri, 100m, (A150) Adri, 150m, (A200) Adri, 200m, (A250) Adri, 250m, (V50) Veraval, 50m, (V100) Veraval, 100m, (V150) Veraval, 150m, (V200) Veraval, 200m and (V250) Veraval, 250m.




4 Discussion

The weight-to-length exponent indicates whether or not individuals preserve their shape while growing. Fronds that do preserve their shape (i.e., isometric growth) have exponents ≈ 3. Fronds that do not preserve their shape (i.e., allometric growth) have exponents smaller than 3. Exponents larger than 3 indicate that something more happened besides fronds elongating along the three spatial dimensions; which could be increased branching or branch thickness. Scrosati et al. (2020) present examples of seaweeds corresponding to all these cases. The G. dura weight-to-length allometric exponent of 2.87 indicates that it grows almost isometrically (i.e., equally along the three spatial dimensions) (Figure 1). Thus, the fronds grew preserving their shape. However, while growing, G. dura barely increased the number of its primary branches (Figure 2C) or thickened them (Figure 2B), which goes in accordance with the isometric exponent ≈ 3. In conclusion, G. dura growth is basically a process of frond elongation along the three spatial dimensions. The same happens with the Kelp Saccharina latissima cultivated in longlines in Norway, showing an isometric exponent = 3.03 (r2 = 0.941) (Overrein et al., 2024). Despite G. dura growth being basically a process of frond elongation along the three spatial dimensions, fronds where bushier and branches were thicker at Veraval than at Adri, which also contributed to the larger biomass yield in Veraval. This differentiation was present and constant since the beginning of the growing season, and not something that evolved with time; raising the question about whether this was strictly forced by the environment or is there a genetic differentiation between Veraval and Adri strains. Supporting a strictly environmental justification, the environment should have been particularly stressful at Adri, leading to the reduced production of growth hormones at the onset of the growing season (Figure 3.right panel – z1) and the reduced growth coupled with the enhanced antioxidant activity during the entire growth season (Figure 3.left panel – z2). Notice that the major differentiation between Veraval and Adri for frond branching was during January, at the onset of the growing season (Figure 2C), which exactly matched the Veraval and Adri differentiation in growth hormones (Figure 3.right panel).

Gracilaria dura grew much larger at Veraval than at Adri. This was demonstrated both by the morphometric data (Figures 1, 2) and by the growth rate data (pc1\z1 in Figure 3). The principal component contrasting growth with antioxidant activity (pc1) suggested the reason for this differentiation between Veraval and Adri was growth inhibition by stress. The cause of stress was desiccation during low tide, which is debated in detail in a paragraph below. Presently, we highlight that stress from UV, excessive temperature and excessive light leads photoautotrophs (plants and seaweeds) to the detrimental uncontrolled accumulation of reactive oxygen species (ROS) that negatively impact metabolism, deter growth, oxidize tissue, and ultimately lead to cell death (Cruces et al., 2018; Savchenko and Tikhonov, 2021). To avoid such effects, photoautotrophs evolved countermeasures including increased antioxidative activity (Kusvuran et al., 2016; Cruces et al., 2018; Khaleghi et al., 2019; Kowalczewski et al., 2020; Savchenko and Tikhonov, 2021), here demonstrated by increased TAC and CUPRAC. Corroborating the hypothesis that ROS stress played an important part in the decreased frond growth and size observed in Adri, were the concomitant increases in O2 production and Chl-a content. Oxidative stress in photoautotrophs commonly results from the saturation of the photosynthetic electron transport chain, leading to the increased production of ROS, including O2 (Tietz et al., 2017; Savchenko and Tikhonov, 2021). This may explain the increased O2 production by fronds from Adri, which was initially mistakenly perceived as an increase in NPP. The saturation of the photosynthetic electron transport chain is promoted by excessive illumination or a reduced rate of CO2 fixation (Savchenko and Tikhonov, 2021). The increased Chl-a content may represent an adaptation to the saturating light environment by enhancing the Non-photochemical quenching (NPQ). This is a process for the harmless dissipation of excess absorbed light energy, most often as heat, although other forms of energy dissipation are possible (Demmig-Adams et al., 2014; Ruban, 2016; Tietz et al., 2017). NPQ prevents the harmful build-up of excess energy that could damage the antenna, the pigments and ultimately lead to cell death. This process (and molecular adaptation), taking place in the antenna and requiring photosynthetic pigments for energy transfers, is considered the most efficient and fastest response of the photosynthetic membrane to excess light (Demmig-Adams et al., 2014; Ruban, 2016; Tietz et al., 2017). Chl-a has a fundamental role in NPQ (Papageorgiou and Govindjee, 2014).

Fighting stress - from desiccation as well as other sources - demands allocating significant amounts of resources (nutrients and energy) that become unavailable for growth. In the case of antioxidant activity, this is generally performed by phenolic compounds (Cruces et al., 2018; Marinho et al., 2019; Kowalczewski et al., 2020), flavonoid compounds (Marinho et al., 2019) and enzymes (Kusvuran et al., 2016; Khaleghi et al., 2019). Furthermore, seaweeds also produce other costly metabolites to protect themselves directly from UV radiation (Gómez et al., 2005; Jiang et al., 2008; Kumar et al., 2011; Cruces et al., 2018). For fronds in Adri, the direct detrimental effects of desiccation and ROS stress may have been added to the cost of allocating resources to fight them, with these resources having become unavailable for growth. The strongest evidence suggesting that such was the case came from the content of costly metabolites (namely, R-phycoerythrin, R-phycocyanin, auxin and gibberellic acid) being lower in Adri than in Veraval (pc2\z2 in Figure 3). Auxins and gibberellins in particular have been found responsible for the induction of frond elongation, apical dominance, and tissue differentiation (Tarakhovskaya et al., 2007; Sambhwani et al., 2022). These hormones were found in much higher quantities in the fronds from Veraval than in the fronds from Adri, as demonstrated by pc2. However, this only occurred during the early growth season (i.e., during January, when growth hormones peaked at Veraval) and for the remaining monitorization, these hormones remained similarly lower at both sites. This suggests that the environment was so stressful at Adri at the onset of the growth season, demanding so much resource allocation for antioxidant activity, that the fronds in there lacked resources to produce growth hormones and photosynthetic pigments in larger quantities. Later on, during February and March, either the environment became more favorable and this bias tended to dissipate, or the posterior reduction in the content of growth hormones is a natural process in the biology of G. dura. Either way, growth had already been triggered in January with the discrepancies between Veraval and Adri.

The different stress levels experienced by G. dura fronds growing at Veraval or Adri likely resulted from the type of substrate. In both cases, the locations were intertidal. However, while fronds in Veraval occupied rockpools enabling them to stay submerged during low tide, fronds in Adri laid in the flat bare rocks, thus desiccating during low tide. This was exactly the same that happened to Gracilaria chilensis (also named Agarophyton chilensis) fronds in the Valdivia River estuary. In this case, the fronds occupying Niebla intertidal rock pools outperformed the fronds laying (and desiccating) in the Corral intertidal flat bare rocks. This outperformance was evident in adult survival (Vieira et al., 2018a), growth (Vieira et al., 2021), fertility and sporeling survival (Vieira et al., 2018b), ultimately leading to more vigorous and productive sub-populations that occupied the niche more efficiently (Vieira et al., 2022). Intertidal seaweed stands subject to desiccation and excessive light due to emersion during low tide suffer from decreased photosynthesis and growth, bleaching and mortality (Figueroa and Gómez, 2001; Hays, 2007; Zheng and Gao, 2009; Miller et al., 2011; Mueller et al., 2015). For algae occupying these habitats, forming denser turfs mitigates these stresses and their consequences, while also decreasing the energetic costs of copping with them (Hay, 1981; Scrosati and Dewreede, 1998; Kamiya et al., 2021).

The first conclusion that can be drawn is that G. dura fronds cultivated permanently submerged could grow faster and larger. Thus, this should be the protocol to maximize biomass production. However, for the specific production of antioxidative molecules of commercial interest, it is better to cultivate fronds with some degree of stress from emersion, provided that this stress is initially avoided (i.e., avoided for G. dura germlings and young fronds). Hence, the optimization of G. dura production on floating structures (as described in the methods) requires that these are always submerged, and thus never placed in intertidal locations. Furthermore, the fronds placed on top (i.e., closer to, or even on, the sea-surface) will be richer in antioxidative compounds. On the other hand, the optimized exploration of natural G. dura stands in Gujarat should harvest in Veraval for maximum biomass yield and in Adri for antioxidative compounds. Furthermore, for the specific objective of producing antioxidative compounds, after the onset of the growth season, some G. dura fronds in rockpools may be relocated to more exposed substrates. These relocated fronds shall not lack for biomass production as, according to the sell-thinning theory (see Creed et al., 2019 and references therein), competition in crowded rockpools would induce mortality in some of these fronds, anyway (Vieira et al., 2018a, 2022). Then, it becomes a matter of determining how crowded the rockpools get and how many fronds may be relocated without impacting biomass yield.

Gracilaria spp. from the Indo-Pacific are commonly adapted to high temperatures and irradiances (Raikar et al., 2001), and such is also the case for G. dura. A previous study suggests that marked phenotypical differentiation should not be expected in G. dura in Gujarat (Dawange et al., 2023b). Still, the differentiation between Veraval and Adri in the light environment, temperature and desiccation led G. dura individuals from either location to show marked differences in ecophysiology, metabolism and growth. Subject to more stress, G. dura in Adri clearly underperformed. This is common in rhodophytes (see, as examples, Duarte and Ferreira, 1995; Mueller et al., 2015; Vieira et al., 2018a, b, 2021, 2022). The question arose about whether the differences between environmental conditions observed in Veraval and Adri led to the evolution of genetic strains specific to either habitat that may show different performances and yields when cultivated in similar environments. A marked phenotypical differentiation, whether of a genetic origin or acquired during development (photo-acclimatation), in response to these stressors can be observed at spatial resolution as thin as among individuals occupying different bands (i.e., heights) of the same intertidal population or among individuals occupying the same habitat during different seasons (Smith and Berry, 1986; Matta and Chapman, 1991; Britting and Chapman, 1993; Figueroa and Gómez, 2001; Wright et al., 2004; Williams and Dethier, 2005; Hays, 2007; Miller et al., 2011). For these differences to be driven from genetics, they need to be observed among individuals cultivated for a long time in similar conditions. However, in our study some variables were measured from fronds subject to only 5-day acclimatization while other variables were measured from fronds subject to no acclimatization at all. Therefore, our work does not allow us to determine whether the observed phenotypic differences resulted from genetic differentiation or acquired memory of recent ecological history (i.e., preserved adaptations to recent ecological conditions).

A word of caution about the estimation of NPP and GPP for intertidal photoautotrophs. We think that the results of enhanced NPP were false and that the likeliest explanation is the application of the O2 method in situations where stress from desiccation, excess temperature and excess light lead photoautotrophs to an uncontrolled accumulation of reactive oxygen species (ROS), including O2. Because the estimation of GPP depends on the NPP input (GPP=R–NPP), we also have no confidence in the GPP readings. Respiration seems not to have been affected by the challenging environmental conditions at Veraval.




5 Conclusions

The differences between the two locations studied, namely Veraval and Adri, were preserved even when the frond fragments were acclimatized and grown under the same conditions. Therefore, we infer that either there is a genetic differentiation or G. dura fronds preserve a phenotypic memory of their recent ecological past. Veraval is better for biomass production, although it is uncertain whether this is exclusively due to the environmental conditions of the site or a site-specific strain has also evolved. On the other hand, the intertidal fronds of G. dura desiccating in Adri’s flat bare rock during low tide, despite growing less (possibly due to the stress from the detrimental uncontrolled accumulation of Reactive Oxygen Species), still have commercial value as they show increased accumulation of antioxidants.
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The starter diet for Japanese eel (Anguilla japonica) has always been a difficult problem for the realization of total artificial reproduction. Therefore, this research analyzed the nutritional composition of artificially fertilized eggs, and transcriptome of samples from early hatchlings of fry to better understand nutrients requirements. The composition of crude lipid and crude protein in fertilized eggs was 7.24% ± 0.32% and 10.56% ± 0.41%, respectively. Seven kinds of essential amino acids (EAA) were detected but took a comparable lower content (3.19%) than other marine fish eggs. We randomly assembled 265.74 million clean reads and identified 1751 differentially expressed genes (DEGs) (P < 0.01) from pre-leptocephalus larvae. A total of 23 KEGG pathways related to the digestive and metabolic system were detected. Genes related to the secretion pathway of saliva, pancreatic juice and other digestive juices were significantly changed. Transcriptome analysis showed that as larvae aged, glycolytic metabolism and the transcription level of hexokinase (HK) increased significantly (day 0 to 12). This study will facilitate future studies on the nutrition of A. japonica larvae and other biological traits to reproductive research.
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1 Introduction

Japanese eel (Anguilla japonica) is an important cultured species in East Asia with a mysterious life cycle that involving spawning in the ocean and migrating to freshwater (Tsukamoto, 1992; Tanaka, 2015; Kuan-Mei et al., 2018). However, its populations have suffered a severe reduction due to overfishing, habitat loss, and environmental deterioration (Matsushige et al., 2019; Pike et al., 2020). Eel farming, which relies on wild-caught glass eels, is also experiencing a sharp decrease in annual harvests (Dekker and Casselman, 2014; Koh et al., 2017; Feunteun and Prouzet, 2020). Although the complete life cycle of A. japonica was firstly closed in the lab in 2010 (Tanaka et al., 2001; Masuda et al., 2012), commercialization remains challenging due to the low survival rate of pre-leptocephalus larvae (Okamura et al., 2014).

The low survival rate of newly hatched larvae in lab is likely due to nutritional deficiencies in their artificial diets. Despite efforts to include shark egg yolk, Antarctic krill, and rotifer paste, additional nutritional improvements are still necessary (Tanaka et al., 2003; Okamura et al., 2013; Liu et al., 2017; Okamura et al., 2019). Pousão-Ferreira et al. (1999) successfully used gilthead seabream (Sparus aurata) eggs to feed S. aurata larvae, determining nutritional requirements during the larval rearing based on egg composition. Mourente and Rosa (1996) confirmed the fatty acids levels for unfed Senegal sole (Solea senegalensis) larvae. Ohkubo et al. (2008) highlighted the importance of understanding egg nutritional composition for developing starter diets by describing nutrient changes from fertilized eggs to yolk-sac larvae of A. japonica.

The digestive system function in fish larvae depends on both genetically pre-programmed and extrinsically influenced factors (Politis et al., 2018). The expression of several selected pancreatic enzyme genes indicated that A. japonica larvae acquire full function by the onset of exogenous feeding at 8-12 dph (Okamura et al., 2019). However, other digestive enzyme genes and nutrient transporters in A. japonica are not well studied, and few studies address food digestion and nutrient absorption during the preleptocephali stage. The advent of next-generation sequencing technology has advanced genome and transcriptome analysis in aquatic organisms, providing insight into gene expression during developmental stages (Kleppe et al., 2014). Changes in the quantity and quality of transcriptome data can reflect the expression status of related genes in specific circumstances, which can effectively improve the quality of basic research. RNA-Seq, in partic3ular, is a powerful tool for profiling and quantifying RNA transcripts, enhancing the quality of basic research (Wang et al., 2010). It provides fundamental insights into biological processes and applications such as gene expression levels in developmental stages, combining advantages of high throughput, low background noise and high sensitivity (Ozsolak and Milos, 2010; Churcher et al., 2015; Hsu et al., 2015).

With the aim to explore the dietary requirements for the preleptocephali of A. japonica during the critical early life history stage, the nutritional composition of eggs was determined and the RNA of both embryos and preleptocephali was sequenced. It is hope to reveal the molecular events that affect the nutrient digestion and absorption, and to provide a basis for the future research on nutrient requirements of artificially A. japonica hatchlings.




2 Materials and methods



2.1 Artificial reproduction and sampling

The wild-caught broodstock A. japonica were cultured in the experimental facility of the Marine and Fisheries Research Institute of Ningbo (China), where they were kept in 8 m × 4 m × 1.7 m pond and the natural seawater was maintained at 20 ± 4°C and adjusted to 31 ± 5 psu salinity using Red Sea® Salts. Fish were not fed during the experiment and around 75% of the pond area was shaded by the black net. At the onset of experiments, all experimental broodstock A. japonica were anaesthetized (MS-222) and then tagged with a passive integrated transponder.

The A. japonica were artificially induced to mature using the method detailed in Jiang et al. (2012). Five female broodstocks were euthanized after stripping to collect eggs, which were pooled at equal ratios before being stored at -80°C until nutritional analyses. Natural spawning happened around 12 h after the remaining females and males were put together, then fertilized eggs were collected and reared at 24°C in seawater (31 psu) in darkness. Hence, 50 fertilized eggs were collected as 0 d sample, and 30 pre-leptocephalus samples were taken every three days after hatching until the 12th day. All samples were preserved by RNAlater (Tiangen Biotech, Beijing, China) and then stored at -80°C until RNA extraction.




2.2 Nutritional analysis of eggs

The proximate composition analysis of eggs was performed using official methods of analysis of AOAC (1996). Moisture content was determined by drying 0.2g eggs’ sample in an oven at 110°C to a constant weight. Ash content of eggs was determined by heating 0.2g eggs’ sample in a muffle furnace for about 10-12 h at 550°C and weighting it after cooling. Crude protein content was measured by the Kjeldahl method (N content × 6.25) using a Kjeltech system (Kjeltec 2300, Foss, Sweden). The extraction of lipids from 0.2g eggs’ sample was carried out with a mixture of chloroform and methanol (2:1, v/v) containing 0.01% BHT and determination of crude lipids was performed according to Folch et al. (1957).

Fatty acid methyl esters (FAMEs) were esterified with 14% BF3 in methanol and the FAMEs extracted with hexane (Morrison and Smith, 1964). FAMEs were separated and detected by an Agilent 7890 gas chromatograph (Agilent Technologies, CA, USA) equipped with a flame ionization detector instrument. The 37-FAME Mix (Supelco, Bellefonte, PA, USA) was used to identify the FAMEs, and the fatty acid C19:0 (nonadecanoic acid, Sigma) was used as an internal standard for fatty acid quantification. All measurements were performed in triplicates, the fatty acids content was expressed as the percentage of each FA to the total FAs. The amino acid composition of the freeze-dried eggs digested with hydrochloric acid was determined with a HITACHI L-8900 amino acid automatic analyzer (Hitachi Limited, Tokyo, Japan), and the peak areas were recorded (Gilani and Peace, 2005). Standard curves were plotted with amino acid peak area as the ordinate and amino acid concentration as the abscissa.




2.3 Calculation of the theoretical demand of nutrients in the starter diets of larvae A. japonica

The theoretical demand of each nutrient was calculated according to previous research (Pousão-Ferreira et al., 1999; Li et al., 2016). The crude lipid and crude protein contents of the fresh weight base were converted into dry weight base, which was the theoretical requirement for fat and protein of larvae eels. The requirement of each amino acid can be converted according to the content of crude protein on the basis of dry weight. Since the amino acids in this study were tested on the basis of dry weight, the detected value is the theoretical requirement of amino acids in the feed of larvae eels. Similarly, according to the crude fat content based on dry weight, the theoretical requirement of fatty acids in the feed can be calculated.




2.4 RNA extraction, library construction and sequencing

The total RNA of the whole fish was extracted using TRIzol® reagent (Invitrogen, California, USA) according to the manufacturer’s instructions. Purified RNA was quantified by Agilent 2100 Bioanalyzer (Agilent Technologies, CA, USA). From each pooled sample, 5μg mRNA was isolated from total RNA using oligo (dT) magnetic beads (Invitrogen). Then five sequencing libraries, one for each time point, were constructed using Truseq™ RNA sample prep Kit (Illumina, San Diego, USA) according to the instruction. The mRNA was interrupted into~200 bp short fragments using the fragmentation buffer. It was then transcribed into the first-strand cDNA using reverse transcriptase and random hexamer primers, followed by second-strand cDNA synthesis. The double-stranded cDNA was subjected to end repair, phosphorylation, a-tailed and indexed adapters were ligated. Suitable fragments were selected and enriched by PCR to create the final cDNA library. The paired-end cDNA library was sequenced on an Illumina HiSeq™ 4000 platform (Majorbio Biotech Co., Ltd., Shanghai, China).




2.5 De novo assembly and functional annotation

The raw RNA-seq data were processed to discard the dirty reads that include reads with adaptors, reads with more than 10% Q<20 bases. The low complexity reads were removed by Seqprep and Sickle program. Clean and high-quality reads from the five samples were then assembled using the Trinity program, meanwhile, the counts of transcripts and the N50 were calculated. The assembled unigenes of five samples were used for BlastX search and annotation against the NR, Swissprot, COG (Clusters of Orthologous Groups of proteins), KEGG (Kyoto Encyclopedia of Genes and Genomes) and GO (Gene Ontology) databases with a cut-off E-value < 10−5. Based on Nr-matched unigenes, the annotation of GO was obtained by Web Gene Ontology Annotation Plot (WEGO; http://wego.genomics.org.cn/) program. The transcripts were also blasted against the Pfam database to identify specific protein domains and acquire GO annotations.




2.6 Comparative expression analysis

All clean sequence reads from each of the five libraries (0, 3, 6, 9, 12 days) were mapped to reference sequences (unigenes from the assembled transcriptome data) using Bowtie2 software with default setting (Langmead, 2012). Subsequently, RSEM (http://deweylab.biostat.wisc.edu/rsem/) was used to calculate the FPKM (Fragments per kilobase of transcripts per million fragments mapped values) of the assembled transcripts (Li and Dewey, 2011). Identifying differentially expressed genes (DEGs) among five groups was performed using the R package WGCNA (Robinson et al., 2010). Because we have a single sample from each time point, pair-wise comparisons between time points are not feasible. We decided to examine time-dependent transcriptional changes using a linear model where time points are the independent variable and expression levels are the dependent variable. The false discovery rate (FDR) method was introduced to determine the threshold P-value in multiple tests. If FDR was smaller than 0.05 and FPKM values showing at least twofold difference two groups, this unigene was considered as significant time-dependent DEGs. DEGs among the samples were further annotated by GO and KEGG pathway analysis.




2.7 Statistical analysis

In the experiment, the data of each group were presented as mean ± standard deviation (SD) and analyzed by Excel 2010 statistical software and SPSS version 17 (Michigan Avenue, Chicago, IL, USA). The original transcriptomic data were analyzed by a linear model implemented in the WGCNA package. With day-age as the independent variable and gene expression as the dependent variable, genes significantly changed with day-age were identified. We applied a WGCNA module significance filter of P< 0.01 and DEG FDR < 0.05 for the final DEG gene set.





3 Results



3.1 Nutrition composition of eggs

The published fatty acid composition of different marine fish eggs was summarized in Table 1. Proximate composition of unfertilized eggs is shown in Figure 1. The composition of crude lipid and crude protein was 7.24% ± 0.32% and 10.56% ± 0.41%, respectively. A total of nine saturated fatty acids (SFA) were detected in the eggs, together with 8 monounsaturated fatty acids (MUFA), and 10 polyunsaturated fatty acids (PUFA), which took 41.14% ± 1.61%, 18.19% ± 0.69%, and 40.69% ± 1.11% of total fatty acids. The n-3 PUFA takes up about 34.03% ± 0.50% of total fatty acids, while the n-6 PUFA took around 5.04% ± 0.48% in total. The EPA (C20:5n3) and DHA (C22:6n3) accounted for 4.27% ± 0.24% and 25.98% ± 0.49% of total fatty acids, respectively, in which EPA was lower than most marine fish, and DHA was higher than most marine fish (Figure 1 and Table 1). Moreover, the total EPA and DHA content is 30.25% is medium level, comparing to other marine fish. The SFA of A. japonica eggs accounted for 41.14% ± 1.61% of the total fatty acids, which was higher than most marine fishes listed in Table 1, among which the content of C16:0 was the highest. Simultaneously, compared to the contents of fatty acids in other marine fish eggs, it was found that eel eggs were rich in fatty acids, which provided a good foundation for the development of eel larvae (Table 1 and Figure 1). The theoretical fat demand of starter diet was 40.86% in the current study, that the demand of C16:0 and DHA was the highest (Table 2).

Table 1 | Analysis of fatty acid composition of different marine fish eggs (% total fatty acid).


[image: A table displays fatty acid compositions in various marine fish species, showing values for C16:0, C18:0, C16:1, C18:1n9c, C18:3n3, C20:5n3 (EPA), C22:6n3 (DHA), SFA, MUFA, PUFA, n-3 PUFA, and n-6 PUFA. Each column provides specific measurements for these acids across different fish species, including Gadus macrocephalus and Hemitripterus villosus. The table also references studies for each species.]
[image: Pie chart and table showing the composition of a substance. The pie chart indicates components: moisture (81.58%), crude protein (10.47%), crude lipid (7.18%), and ash (0.77%). The table lists percentages of various saturated fatty acids (SFA), monounsaturated fatty acids (MUFA), and polyunsaturated fatty acids (PUFA). Data includes specific fatty acids like C16:0, C18:2n6c, C20:5n3 (EPA), and C22:6n3 (DHA). Total sums and ratios of different fatty acids are also included.]
Figure 1 | The proximate composition (% wet weight basis) and fatty acid composition (% total FA) in unfertilized eggs of Anguilla japonica.

Table 2 | Theoretical requirements of nutrients of Anguilla japonica larvae (%, dry weight).


[image: Table showing theoretical requirements for various items. Left column includes: Protein 59.59, Glutamate 0.98, Cysteine 0.16, Leucine 0.69, Lysine 0.63, Alanine 0.82, Valine 0.42. Right column features: Fat 40.86, C16:0 12.89, C20:4n6 1.24, C20:5n3 1.87, C22:6n3 11.39, n-3 PUFA 14.91, n-6 PUFA 2.21.]
A total of 17 amino acids were detected, including 7 kinds of essential amino acids (EAA) and 10 nonessential amino acids (NEAA, Figure 2). Leucine (0.69%) took a higher percentage compare to other EAAs, and the glutamic acid was the highest (0.98%) among NEAAs. The ratio of EAA/NEAA was 65.37%, and the EAA made up about 39.53% of the total amino acids (Figure 2). Compared with other amino acids, the contents of glutamic acid (0.98%), alanine (0.82%), leucine (0.69%), and lysine (0.63%) in artificial breeding eel eggs are higher, and glutamate is the highest, which is similar to most marine fish. Still, the content of each amino acid is far lower than that of other marine fish eggs (Table 3). The theoretical demand for protein in the diet of the larvae was 59.59%, the theoretical demand for glutamate was the highest, and the theoretical demand for cysteine was the lowest (Table 2).

[image: Bar graph showing the composition percentages of essential and nonessential amino acids. Essential amino acids include Leucine, Lysine, and Valine, among others, with values around 0.6 to 0.4 percent. Nonessential amino acids like Glutamic acid and Alanine show higher values, peaking at about 1.0 percent. Error bars indicate measurement variability.]
Figure 2 | Composition of essential amino acids and nonessential amino acids in unfertilized eggs of Anguilla japonica. * This means essential amino acid.

Table 3 | Analysis of amino acid composition of different marine fish eggs (% dry weight basis).


[image: Table listing amino acid content in various marine fish species. Columns include fish species, concentrations of Glutamate, Alanine, Leucine, Lysine, and Cysteine, along with Total Amino Acids (TAA), Essential Amino Acids (EAA), Nonessential Amino Acids (NEAA), Delicious Amino Acids (DAA), and References. Data includes both published and unpublished values.]



3.2 Processing of sequencing data and de novo assembly

The RNA sequencing generated a total of 271,423,952 raw reads, and 265,743,784 (97.9%) clean reads were obtained after removing SeqPrep adapter and low-quality reads (Table 4). Thereafter, we got a total of 102941 unigenes with a Q20 percentage over 98%. The contig N50 was 1398 bps. The average length of it was 856.6 bps (Table 5). For the functional annotation, the unigenes were aligned with sequences from major databases including Pfam, Swiss-Prot, KEGG, GO and Nr. The statistics of overall functional annotations were shown in Table 6.

Table 4 | Read data of Anguilla japonica before and after processing.


[image: Table showing the number of raw and cleaned read pairs across five different day-ages: Day 0 has 49,215,850 raw pairs and 48,233,440 cleaned pairs (98.0%); Day 3 has 54,441,304 raw pairs and 53,379,346 cleaned pairs (98.0%); Day 6 has 58,638,172 raw pairs and 57,402,690 cleaned pairs (97.9%); Day 9 has 51,574,270 raw pairs and 50,400,978 cleaned pairs (97.7%); Day 12 has 57,554,356 raw pairs and 56,327,330 cleaned pairs (97.9%).]
Table 5 | Statistics of assembly of Anguilla japonica.


[image: Table displaying unigene sequence data. Total sequence number: 102,941. Total sequence base: 88,179,496. Percent GC: 54.92%. Largest length: 26,610 base pairs. Smallest length: 201 base pairs. Average length: 856.6 base pairs. N50: 1,398 base pairs.]
Table 6 | Statistics of unigene functional annotation.


[image: Table showing the number of annotated unigenes and their percentages in various databases: Pfam (30,993, 30.11%), KEGG (33,072, 32.13%), GO (25,245, 24.52%), Swiss-Prot (45,067, 43.78%), and Nr (56,574, 54.96%).]



3.3 Identification and analysis of the differently expressed genes

A summary of unigenes classified to each term at GO level 2 is shown in Figure 3. A total of 1664 terms in the biological process category were produced, the most dominant subcategories were cellular process (17087; 21.14%), single-organism process (12101; 14.97%), metabolic process (11794; 14.59%), biological regulation (7441; 9.21%), and regulation of biological process (6915; 8.56%). In cellular component functions, we got 774 terms. And there were 15712 (19.89%) of unigenes that were assigned to the cell, followed by cell part 15469 (19.58%), membrane 11852 (15.00%), organelle 9858 (12.48%), and macromolecular complex 5782 (7.32%). In the molecular function category, 422 terms were produced, and the five most dominant subcategories were binding (20754; 43.91%), catalytic activity (15442; 32.67%), transporter activity (2474; 5.23%), signal transducer activity (2054; 4.35%) and structural molecule activity (1971; 4.17%).

[image: Bar chart showing gene ontology classification for three categories: biological process (magenta), cellular component (green), and molecular function (red). Each category displays bars representing different functions or components, with data on percent of unigenes and number of unigenes provided. Biological process has the highest representation in cellular processes.]
Figure 3 | Functional annotation of assembled contigs associated with GO terms.

By running the WGCMA to perform a linear regression of time-dependent gene expression on the original transcriptome data, genes significantly changed with day-age were identified. A total of 1,751 genes were selected that changed significantly with age, contained in WGCNA module with P < 0.01 and gene DEG FDR < 0.05. By comparing and analyzing the screened genes with KEGG database, 23 pathways related to the digestive and metabolic system were detected. With the change of age, 120 genes showed a significant increase in gene expression, and 18 genes showed a significant decrease in gene expression. Among them, genes related to the secretion pathway of saliva, pancreatic juice and other digestive juices were significantly changed. The genes of carbohydrate metabolism, glycerolipid metabolism, glycerophospholipid metabolism, and other metabolic pathways were up-regulated significantly with age (Table 7).

Table 7 | Digestive and metabolism-related pathways in KEGG term.


[image: Table listing various metabolic pathways with details on the number of upregulated, downregulated, and total instances. Examples include pancreatic secretion with 12 up, 1 down, and a total of 13, and salivary secretion with 13 up, 1 down, and a total of 14. Other entries cover a range of digestive and metabolic processes with corresponding values.]
Statistical overrepresentation test was performed for genes whose gene expression significantly increased with age after screening. A total of 20 significantly enriched Go-slim molecular function pathways were detected. Through analysis, it is found that among the genes enriched in the transmembrane transporter activity pathway, the TRPC1 gene and CFTR gene are related to the secretion and transport of digestive enzymes such as saliva, pancreatic juice, and bile (Table 8).

Table 8 | Enrichment of genes significantly different with age in GO term.


[image: Table showing pathways with their identifiers, number of matched Gene Ontology (GO) terms, direction, and false discovery rate (FDR) values. Pathways include activities like calcium channel, metal ion transporter, and signaling receptor, with FDR values ranging from 0.000031 to 0.040200. All entries have a positive direction.]




4 Discussion

Studies have demonstrated that the knowledge of nutrient composition of fish eggs will not only provide key insights into requirements of nutrient, but also support formulating the starter diet (Pousão-Ferreira et al., 1999; Yang et al., 2014). Meanwhile, the transcriptomic analysis could reveal the changes of food digestion and nutrient absorption during the preleptocephali stage to eliminating the hurdle to complete full artificial reproduction.

Protein is essential for cell and tissues function, crucial for growth and life maintenance. The protein content data from eel eggs emphasize the nutritional requirements for first larval feeding (Pousão-Ferreira et al., 1999). The theoretical protein demand of starter diet of A. japonica was 59.59% that calculated depending on the crude protein composition (10.56%) of eel eggs in present study, aligning with previous findings (Xiong et al., 1996; de Souza Romaneli et al., 2021). However, the EAA content (3.19%) was significantly lower compared to other marine fish, potentially leading to malnutrition and high mortality before feeding.

Lysine, the first restrictive amino acid, enhances the utilization of other EAAs, prevents nitrogen loss, and promotes growth (Zhou et al., 2008). Therefore, a higher lysine content in fish egg is beneficial to both fish growth and survival. Although the content of lysine (0.69%) was one of the highest amino acid in the eel eggs of this study, a comparable lower rate to other marine fish eggs still implies that a limited lysine content could be another cause for the mass death in the artificial reproduction. Fatty acids are one of the main energy sources for fish (Cejas et al., 2004; Bennett et al., 2007). The analysis shows that the SFA of A. japonica eggs accounts for 41.14% of the total fatty acids, among which the content of C16:0 was the richest that is similar to Alosa sapidissima (Yanes-Roca et al., 2009), Sardina pilchardus (Liu et al., 2018), and Centropomus undecimalis (Guedes et al., 2020). PUFA has been proved to have a significant effect in promoting fish growth and development, as well as the fish immunity and survival rate (Xu et al., 2010). A 40.69% of the total fatty acids’ PUFA was detected in this study, and a similar high proportion was found in other marine fish eggs as well (Liu et al., 2018; Tang et al., 2020; Zheng et al., 2020).

In this study, the transcription levels of various digestive enzymes and carbohydrate metabolism in the larvae were comparably high with the changes of the larvae’s age. The metabolic capability for low molecular carbohydrate, especially in galactose, fructose, and sucrose metabolism pathways, showed increasing with the day-age growing. The hyaluronic acid, a disaccharide substance, is found to be the main body composition of leptocephali, highlights the importance of carbohydrates for growth (Pfeiler, 1999). The marine snow, a most likely starter diet of A. japonica, happens to be a collection of different carbohydrates also supports the demands of low molecular carbohydrate during the early life (Pfeiler, 1999). Okamura et al. (2020) found that dietary supplementation with chitin hydrolysates including mono-, di- and trimers of N-acetylglucosamine, supporting the growth and survival of eel larvae. It demonstrates that feeding low-molecular bait such as glucose sugar and maltose to larvae eel is beneficial to improve the survival time of larvae (Skoog et al., 2008; Jang et al., 2022), which is consistent with our experimental results. During the early stage of post-hatching, the larvae consume endogenous yolk protein to supply the growth needs (Nobuyuki et al., 2008). It implies that the consumption of yolk nutrient continued after the larvae hatch, and the body carbohydrates kept strengthen in order to meet the energy demand for its growth. Our previous study indicated that the teeth began to form on the 6th day of membrane emergence, and the oil globule completely disappeared from the day 8, which marked the transition from endogenous nutrition to exogenous nutrition of larvae eel (Liu et al., 2017).

Amino acids play essential role in fish metabolism. They act as signal molecules for physiological regulation and can be oxidized to provide energy through gluconeogenesis during hunger or malnutrition (Aragão et al., 2004; Hamidoghli et al., 2019). Transcriptome analysis revealed that lysine metabolism increased steadily with age. The relatively high lysine content in fish eggs supports early larval growth. As a key ketogenic amino acid, lysine contributes to ketone body and glucose metabolism, serving as a vital energy source when other energy supplies are insufficient (Huang et al., 2021).

Transcriptome analysis showed a significant increase in glycolytic metabolism in larvae as they aged, particularly in the transcription level of hexokinase (HK), a key enzyme in glycolysis (Table 7). This suggests that larvae convert glucose and other sugars into energy to meet their growth needs. Additionally, the transcription level of gluconeogenesis and the metabolism of glycerides and glycerophospholipids increased with age. The metabolism and transcription levels of glyceride and glycerophospholipid were enhanced. This indicates that larvae may convert non-carbohydrate substances into glucose or glycogen to supplement their energy requirements due to insufficient carbohydrate reserves.

A previous study presented that the growth rate of the farmed leptocephali (which feeds on shark eggs) is lower than that of the wild leptocephali (Ishikawa et al., 2001). As one of the commonly used artificial starter diet components, the Acanthias shark egg-based diet are composed with protein (26.3%), lipids (17.5%), carbohydrates (0.1%) and moisture (54.4%) (Okamura et al., 2014). Our results demonstrate an age-dependent increase in carbohydrate conversion in larvae, suggesting a potential correlation between the sluggish growth of cultured preleptocephali larvae and insufficient carbohydrate supplementation in the bait. Okamura et al. (2020) presented that dietary supplementation with high sugar content such as N-acetylglucosamine, glucose and maltose could significantly improve the growth rate of larvae. Furthermore, our study suggests that the egg itself provides sufficient fatty acids to meet the nutritional requirements of the preleptocephali stage. Consequently, optimizing the carbohydrate content and supplementing essential amino acids like lysine in the diet of artificially bred A. japonica larvae may enhance growth, although the specific mechanisms of digestion and metabolism necessitate further experimental validation. Notably, our analysis of significantly enriched GO-Slim pathways indicates a predominance of pathways associated with ion transport, suggesting potential implications for early nutrient metabolism and transport, possibly influenced by water salinity, warranting deeper investigation.




5 Conclusions

In present study, we examined the nutritional composition and transcriptome of the artificially fertilized eggs and pre-leptocephalus larvae of A. japonica. Seven kinds of essential amino acids (EAA) were detected, with A. japonica exhibiting lower levels compared to other marine fish eggs. Through random assembly of 265.74 million clean reads, we identified 1751 differentially expressed genes. Notably, genes associated with carbohydrate metabolism, glycerolipid metabolism and glycerophospholipid metabolism showed significant up-regulation with larval growth. These findings lay a foundation for future studies into the nutrient requirements and digestive functions of newly hatched A. japonica, thereby advancing the field of artificial reproduction of eels.
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The mortality of Atlantic salmon is one of the main challenges to achieving its sustainable production. This sector benefits from generating many data, some of which are collated in a standardized way, on a monthly basis at site level, and are accessible to the public. This continuously updated resource might provide opportunities to monitor mortality and prompt producers and inspectors to further investigate when mortality is higher than expected. This study aimed to use the available open-source data to develop production cycle level dynamic linear models (DLMs) for monitoring monthly mortality of maricultured Atlantic salmon in Scotland. To achieve this, several production cycle level DLMs were created: one univariate DLM that includes just mortality; and various multivariate DLMs that include mortality and different combinations of environmental variables. While environmental information is not collated in a standardized way across all sites, open-source remote-sensed satellite resources provide continuous, standardized estimates. By combining environmental and mortality data, we seek to investigate whether adding environmental variables enhanced the estimates of mortality, and if so, which variables were most informative in this respect. The multivariate model performed better than the univariate DLM (P = .004), with salinity as the only significant contributor out of 12 environmental variables. Both models exhibited uncertainty related to the mortality estimates. Warnings were generated when any observation fell above the 95% credible interval. Approximately 30% of production cycles and more than 50% of sites experienced at least one warning between 2015 and 2020. Occurrences of these warnings were non-uniformly distributed across space and time, with the majority happening in the summer and autumn months. Recommendations for model improvement include employing shorter time periods for data aggregation, such as weekly instead of on a monthly basis. Furthermore, developing a model that takes hierarchical relationships into account could offer a promising approach.
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1 Introduction

Over the past few decades, farmed Atlantic salmon has been a major contributor to the growth of international trade in fisheries and aquaculture products. It is an important global food source with a key role to play in food security and nutrition (FAO, 2022). Scotland is the third largest farmed salmon producer in the world with a production share of 7.6%, behind Norway (55.3%) and Chile (25.4%) (Iversen et al., 2020). Scottish salmon is amongst the top food export products of the UK (Department for Environment, Food & Rural Affairs, 2023), and the industry generates income in remote areas with few other opportunities (Murray et al., 2021).

The production of farmed salmon consists of two distinct phases: freshwater and seawater. To transition between these phases, salmon undergo a process called smoltification, during which they develop the ability to move from freshwater to seawater, becoming smolts (FAO, 2004). In this study, only the seawater phase was considered. Initially, salmon are raised in large tanks of freshwater for about 10 to 16 months and then moved to open net pens in seawater for about 14 to 22 months (Walde et al., 2023). There has been a tendency to keep smolts as long as possible in freshwater, where they face fewer challenges (Bjørndal and Tusvik, 2018; Hilmarsen et al., 2018). The farms in the open sea are usually referred to as sites and contain one generation of fish at a time, with the time between stocking and harvesting being one production cycle. A production cycle refers to a site-level period in which at least one pen on a site is occupied consecutively (Boerlage et al., 2017). It is recommended to fallow a site (entire site has no fish) for a minimum of 4 weeks before a new generation of salmon is introduced again (Scottish Salmon Producers Organisation, 2014). In 2022, around 55.2 million smolts were put to sea in Scotland, resulting in a total annual production of 169,194 tons (Munro, 2023).

Mortality rates are one of the main constraints to the sustainability of the industry. In Scotland, the mortality rates in the marine phase were approximately 24% in 2020, 26% in 2019 and 23% in 2018 (Munro, 2023). Mortality represents a significant economic loss to the producers and is considered an indicator of suboptimal fish welfare (Noble et al., 2018). Due to the open net-pen structures in which salmon are cultured, salmon are exposed to the natural environment that directly impacts their well-being. Salmon mortality can be influenced by several factors, including infectious and non-infectious agents. Examples of the most important infectious contributors are sea lice and sea lice treatments (Boerlage et al., 2024), and gill disease and cardiomyopathies (Mowi, 2022). Non-infectious agents are algal blooms, predators and the natural environmental conditions of the water (Sommerset et al., 2022). Optimal ranges have been determined for environmental variables, such as sea surface temperature, salinity, pH and dissolved oxygen requirements (Noble et al., 2018). Outside of these ranges, health and welfare of salmon may be impacted, resulting in increased mortalities.

Salmon aquaculture has become one of the most technologically advanced industries (FAO, 2022), with an increasing accumulation of data collected. Most producers have sensors that monitor the environment continuously. Additionally, all companies collect and store mortality data in their management programs. Some governments, such as in Scotland, collect and collate monthly mortality data from all aquaculture producers of all sites, in a standardized way, which is subsequently made publicly accessible. This valuable, continuously updated resource might provide an opportunity to develop an industry-wide monitoring model for mortality that does not require additional administrative complexities. Such a monitoring model could help identify events where mortality is higher than expected and prompt producers and inspectors to investigate the event further. Including environmental information into the monitoring model could enhance the predictions. Although salmon sites monitor and record many environmental variables, such information is not collated in a standardized way. A promising solution emerges from the widespread availability of open-source environmental data derived from satellites, which are standardized and publicly available (Thakur et al., 2018).

Using open-source databases collected by governments to model mortality of maricultured salmon has been done before. Recent studies have used different modelling methods, each with a different approach regarding the relevant variables to include. Moriarty et al. (2020) included only sea temperature and fish biomass, while others, such as Oliveira et al. (2021) and Tvete et al. (2022) included a wider range of variables such as sea temperature, sea salinity, fish weight at stocking, sea lice information or the occurrence of pancreas disease. These studies found sea temperature and salinity to be key drivers of farmed salmon mortality. However, these models assumed a fixed relationship between the response variable and the predictors, which may not hold over time as the underlying process changes.

Dynamic linear models (DLMs), a special case of state-space models, allow for time-varying parameters, which enables the model to adjust to changes in the underlying processes that generate the data over time (West and Harrison, 1997). DLMs can easily incorporate exogenous variables and it is possible to include terms to model trends and seasonality to improve the predictions. In addition, DLMs utilize a Bayesian framework where historical knowledge is combined with current data to detect changes within an observed process. This approach enables a more comprehensive understanding of the situation, facilitating well-informed decision-making (Kristensen et al., 2010). Thus, the use of DLMs is a promising approach to monitor farmed salmon mortality. In other farmed animal species, DLMs have been applied and proven effective in monitoring animal production (Dominiak et al., 2019a, 2019b; Jensen et al., 2016, 2017; Skjølstrup et al., 2022). To the farmed salmon industry, they have been applied only to a limited extent. One example of using such models for salmon aquaculture modelling is by Elghafghuf et al. (2020) who compared different state-space models in estimating the sea lice infestation pressure in salmon sites. Furthermore, a state-space monitoring model for salmon mortality and movement has been developed for wild Pacific salmon (Newman, 1998).

The purpose of this study was to use the available open-source mortality and environmental data to develop production cycle level DLMs for monitoring monthly mortality of maricultured Atlantic salmon in Scotland. We intended to assess if these already existing resources can give valuable information to be used in the surveillance of mortality for Scottish salmon aquaculture, by triggering warnings when mortality is higher than expected. This can inform producers, veterinarians and inspectors, alerting them to further investigate. More specifically, we had four objectives: (1) to create a univariate production cycle level DLM using mortality data from salmon sites in Scotland; (2) to create multivariate production cycle level DLMs combining both mortality and environmental data. With this combination, we investigated if adding environmental data improved the estimates of mortality; (3) to compare the univariate and multivariate models and select the best model for monitoring salmon mortality; (4) to create warnings when observed mortality exceeded the expected levels.




2 Materials and methods

Data cleaning, manipulation and modelling were performed using the statistical programming environment R (R Core Team, 2022) and RStudio (Posit team, 2022). The time-series analysis workflow is freely accessible (https://doi.org/10.5281/zenodo.10617901).



2.1 Data sources

We used two different types of data: salmon production data and environmental data.

Scotland’s Aquaculture website (https://aquaculture.scotland.gov.uk/; last accessed 9 February 2023) hosts an open access database containing various datasets with information on the aquaculture industry of Scotland. This study utilizes data from the “Fish Farm Monthly Biomass and Treatments” dataset owned by the Scottish Environment Protection Agency (SEPA). This dataset contains information about all fish species produced in Scotland and is submitted by all producers on a monthly basis. The salmon production data used in this study consists exclusively of data of Atlantic salmon (Salmo salar L.) from the period between 2002 and 2020 (entire period available at the time of extraction).

The environmental data used in this study is remotely sensed data from satellites. The environmental variables included were: temperature, salinity, concentration of phytoplankton, chlorophyll, dissolved oxygen, precipitation, concentration of dinoflagellates, diatoms, nanophytoplankton, picophytoplankton, pH and concentration of nitrate. Precipitation data (Huffman et al., 2019) was obtained from NASA’s Earthdata platform (https://urs.earthdata.nasa.gov; last accessed on 9 February 2023). The other variables were obtained from E.U. Copernicus Marine Service Information (Tonani et al., 2022a, 2022b) and downloaded through Copernicus Marine Environment Monitoring Service (https://marine.copernicus.eu/services-portfolio/access-to-products/; last accessed on 9 February 2023). All environmental data are open-source and reported daily. To match the production data, the time period downloaded was from 2002 to 2020.




2.2 Data cleaning and data manipulation

The descriptive statistics of the variables used throughout the study are shown in Table 1.

Table 1 | Descriptive statistics of the variables used in the study.


[image: Table displaying various environmental variables affecting salmon, with columns for type, unit or calculation, missing data, and median with interquartile range. Variables include mortality, biomass, feed intake, temperature, salinity, and others. Data for each variable is quantitatively tracked, mostly on a continuous daily scale.]


2.2.1 Production data

All active marine salmon sites in Scotland between 2002 and 2020 were part of the dataset. Not all sites were active during the entire study period, either because they started production after the beginning of the study period, or because they discontinued it during the study period. Therefore, some sites made a first appearance in the study after 2002 and others disappeared before 2020. It resulted in a total of 402 sites and 2138 production cycles.

Scotland is geographically divided into six regions: Highland, Argyll & Bute, Shetland Islands, Eilean Siar, Orkney Islands, and North Ayrshire (Figure 1). The region North Ayrshire only has one site, therefore, we grouped it with the nearest region (Argyll & Bute) and only the remaining five regions were considered.

[image: Map of Scotland displaying regions with color-coded markers. Regions include Argyll and Bute in orange, Eilean Siar in pink, Highland in blue, North Ayrshire in yellow, Orkney Islands in green, and Shetland Islands in brown.]
Figure 1 | Salmon sites distributed across the six regions of Scotland. Created using the leaflet R package (Cheng et al., 2024).

During the data cleaning process, some sites and production cycles were excluded from the study. First, production cycles for which it could not be guaranteed that they were in the dataset from stocking to harvesting were removed from the study. Production cycles with persistently missing or zero values for mortality (kg) or biomass (kg) throughout the entire production cycle were also excluded (92 production cycles). Records that did not meet the standard production cycle for commercial purposes, which we defined as between 6 and 36 months, were dropped (224 production cycles). Sites with less than 2 years of reported data (24 months) in the study period were also removed (24 sites). Finally, incoherent production cycles where information from some months was not reported were excluded from the study (33 production cycles).

The mortality reported corresponded to the number of kilograms of dead salmon per month per site (Table 1). We converted mortality to a proportion to take the production size into account, using the reported biomasses. Estimating biomasses at fish farming sites is based on management program algorithms and food intake data, typically periodically adjusted through sampling to determine the average fish weight. This average weight is then multiplied by the number of existing fish on the site, calculated as the initial number of fish put into the sea minus the countable dead fish (Costa et al., 2006). Mortality values for analysis were calculated as:

[image: Equation illustrating salmon mortality: Mortality equals the weight of dead salmon in kilograms divided by the total biomass in kilograms.] 

We regarded some mortality proportions as unrealistic. Reasons possibly included data entry mistakes; or stocking, harvesting or moving fish between sites in the middle of a month, which timing and quantity of fish moved were not available to us. This absence of movement data introduced a source of error in our proportion estimates, as the reported biomasses were a snapshot of the biomasses at the end of the month, while mortality accounts for the cumulative mortalities throughout the month. Moving fish from a site during the month leads to lower biomasses reported at the end of a month relative to the mortalities observed during the month, whereas introducing fish to a site during the month leads to higher reported biomasses relative to the observed mortalities. To reduce this source of error as much as possible, we identified unrealistic mortality proportions and we made them missing. For that, we defined biomasses lower than realistic as:

[image: Low biomass condition, according to equation two, is determined by the formula: Biomass in kilograms at time t minus Mortality in kilograms at time t, minus 0.2 times Biomass in kilograms at time t.] 

and biomasses higher than realistic as:

[image: High biomass is greater than or equal to the sum of 1.2 times biomass in kilograms at time t minus 1, and feed intake in kilograms at time t, all multiplied by 0.77.] 

where [image: A grayscale illustration of a cat standing with its back arched, appearing startled. The image has a sketched, artistic style with visible shading and texture details.]  corresponds to the current month and [image: A mathematical set notation displaying a JavaScript code snippet: `{ }`.]  to the previous month. As shown in Equations 2 and 3, we set limits of 20% deviation from expected biomasses, below and above which biomasses were considered abnormal. In Equation 3, additionally we used the feed intake reports to foresee how much the salmon where expected to grow in each month. Although the feed conversion ratio (FCR) for salmon fluctuates throughout a production cycle, for the sake of simplification, we adopted a reported FCR of 1.3 for salmon in the United Kingdom (Torrissen et al., 2011), meaning that 77% of feed intake is transformed in weight gain. Equations 2 and 3 were applied to all reported biomasses on the dataset. When the biomasses were considered lower or higher than realistic, these observations were replaced by missing values. Therefore, we restricted the analysis to only realistic biomasses, which were used to calculate mortality as defined in Equation 1.




2.2.2 Environmental data

The environmental data (2002-2020) have three dimensions: spatial, temporal and depth. These data were transformed into observations of 20 km around a site (spatial), monthly (temporal) and averaged of 0, 3, and 10 meters below the surface (depth; precipitation only at 0 meters). These transformations were accomplished using the R packages: tidyverse (Wickham et al., 2019), janitor (Firke et al., 2023), lubridate (Grolemund and Wickham, 2011), ncdf4 (Pierce, 2023), raster (Hijmans et al., 2023), sp (Pebesma et al., 2018) and sf (Pebesma et al., 2022).

Spatial coverage of environmental data from satellite images was not available for around 65% of the exact site locations for all environmental variables except for precipitation which was available for 100% of the locations. Because aquaculture sites are often next to the shore or in sea lochs, estimates for this data at the aquaculture site location are often missing. Reasons are the compromised pixel edge lengths and coastal effects, dissolved organic compounds of terrestrial origin, and weather patterns (Thakur et al., 2018). Dropping these sites would bias our study towards offshore sites and leave the study with too few observations. Therefore, we used buffer zones of 20 km around the aquaculture sites and averaged the values within that buffer as a proxy for site location. For 24 sites we could not obtain environmental data even with the 20 km buffer, as they were situated too close to the shore or far inside sea lochs. As a result, these sites were not part of the study.

Temporal coverage meant that daily environmental data obtained were aggregated into monthly data to have the same dimensions as the mortality data (Table 1). We aggregate the environmental data with the intention of looking at both extremes and variation. For extremes, we aggregated into monthly data by using the 1st and 9th deciles to best capture the amount of abnormal days with more extreme environmental factors needed to cause salmon mortality (Table 2). For the environmental variables where both increases and decreases can lead to salmon mortality, we used both deciles, while for variables where only increases were of interest, we applied only the 9th decile. The only exception is for precipitation, where we used the 9th decile even though only decreases might affect mortality. The reason is that relying solely on the 1st decile would often result in a value of 0, which would lose the impact of precipitation. Thus, we looked at its negative effect, when the 9th decile is lower than normal should lead to salmon mortality. To investigate the effect of relatively quick changes in environmental variables, i.e. their variation, we designed variables that portrayed the maximum daily variation out of a month for the variables where variability may affect mortality (Table 2). This was not the case for precipitation, nor for the phytoplankton and chlorophyll type variables (Phytoplankton, Chlorophyll, Dinoflagellates, Diatoms, Nanophytoplankton, Picophytoplankton) because they usually appear as blooms (a sudden increase of the concentration in seawater) (Brown et al., 2020). Therefore, the maximum daily variation on a month would be similar to what is given by the 9th decile.

Table 2 | Variables used as inputs on the DLMs.


[image: Table listing various environmental variables under categories like temperature, salinity, phytoplankton, and more. Each variable has specified transformations, such as logarithmic, aggregation methods like deciles, and corresponding variable names used for data representation.]
For depth coverage, we determined the depth level to be an average of values at 0, 3 and 10 meters depth. Salmon swim vertically to the depth that better meets their physiological needs, e.g. fish swim to deeper depths in the summer than in the winter to avoid the stronger surface light (Oppedal et al., 2007). Thus, using only one of the reported depths would not be an accurate measure of what salmon were exposed to.

After cleaning both environmental and mortality data, they were combined into one dataset. Our study population was reduced to 293 seawater Scottish salmon sites, corresponding to 1610 production cycles distributed in five regions of Scotland.




2.2.3 Transformation and standardization

The residuals of a DLM should follow a normal distribution (West and Harrison, 1997). To assess if this assumption was met, a univariate DLM was run for each input variable individually. For some variables, a logarithmic transformation was needed (Table 2). Two variables that were subject to logarithmic transformation included zeros. On those cases, the logarithmic transformation was conducted as: [image: Logarithm of the sum of x and alpha, written as log open parenthesis x plus alpha close parenthesis.]  where α ∈]0,1].

The variances of the different variables were adjusted to a similar scale by standardizing each variable individually. It was accomplished by subtracting the sample mean of the variable from all observations and then dividing them by the sample standard deviation.





2.3 Learning and test sets

The available data were split into a learning set (145 sites, distributed by five regions of Scotland, and 784 production cycles) for estimating parameters for the DLMs and a test set (the same 145 sites and 353 other production cycles) for validating the models.

This division was done by chronologically dividing the dataset into two parts, where the first three quarters of the data were used as a learning set, while the remaining quarter was used as the test set. A division at a specific date would cut production cycles, having parts of some production cycles in the learning set and other parts of the same production cycles in the test set. Instead, we used different cut-off dates at each site as close to the three quarters reference as possible, ensuring that production cycles would remain intact. Sites with less than two production cycles on the learning set were excluded.

For the expectation maximization (EM) algorithm, which was used in the training phase of the model, the learning set was again divided into a training set and validation set with a three quarters-one quarter split, in the same way described above. Sites where all mortality or environmental information was missing on the EM algorithm training set were excluded.

Only the sites which were present in all four sets - EM training set, EM validation set, DLM learning set and DLM test set - were included in this study. Therefore, all sets include the same sites.




2.4 Dynamic linear models

Dynamic linear models (DLMs) are generally used to estimate the true state of a given variable at each time t, by filtering the random noise. DLMs use a Bayesian framework to base their estimates on observed data, while incorporating any prior knowledge available prior to a given observation. Besides, DLMs do not follow the assumption that the estimates remain constant over time, allowing them to have systematic fluctuations and changes as time passes (West and Harrison, 1997).

A DLM is represented by a combination of two equations, namely the observation equation (Equation 4) and the system equation (Equation 5).

[image: Mathematical expression showing \( Y_t = F_t \theta_t + v_t \), where \( v_t \) follows a normal distribution with mean zero and variance \( V_t \), indicated by \( v_t \sim N(0, V_t) \). The expression is labeled as equation four.] 

[image: The image shows a mathematical equation: θₜ equals Gₜθₜ₋₁ plus wₜ, where wₜ follows a normal distribution with mean zero and variance Wₜ, as equation (5).] 

The observation equation (Equation 4) describes how the values of an observation vector (Yt) depend on underlying (unobservable) parameters (θt). The transposed design matrix [image: It seems there was an issue with the image upload. Please try uploading the image again or provide a link to it, and I will help generate the alternate text for you.] ) extracts the expected values of the observable variables from the parameter vector the system equation (Equation 5) is what makes the DLMs dynamic since it updates the values from time t – 1 to time t, through the system matrix (Gt). The observational variance-covariance matrix (Vt) is where the uncertainty about the observations is depicted. The systematic variance-covariance matrix (Wt) represents how uncertain we are about how much each element of the system will randomly change from one time step to another and how changes in one element affect changes in all other elements, and vice versa.

For a complete specification of the DLM, the matrices Ft, Gt, Vt and Wt must be given together with the initial distribution of [image: Expression depicting a conditional probability distribution: \((\theta_0 | D_0) \sim N(m_0, C_0)\), indicating that given data \(D_0\), \(\theta_0\) follows a normal distribution with mean \(m_0\) and covariance \(C_0\).] . The prior information/belief at time [image: Please provide an image or a URL so I can generate the alternate text for you.]  (before any observations are made) is presented as D0, which consists of the initial mean [image: It looks like there was an issue with displaying the image. Please try uploading the image again, and I would be happy to help generate the alternate text for it.]  and a variance-covariance matrix (C0).

In this study, the systematic variance-covariance matrix (Wt) was assumed constant, so that [image: Equation representing the equality of two variables: \( W_f = W \).] . The dimensions of the observational variance-covariance matrix (Vt) and the transposed design matrix [image: It seems there's an issue with the image upload or display. Please try uploading the image again or provide a URL. Including any additional context or a caption can also be helpful.] ) changed over time according to which variables had missing observations at a given time t. Thus, the missing observations at any given time step were ignored. The system matrix (Gt) was not constant for the variables that do not have a seasonal pattern. In those cases, Gt was updated at each month t.

Two types of production cycle level DLMs (univariate and multivariate) were created and are explained in detail in the following subsections. The term “production cycle level” indicates that the predictions will be made individually per production cycle based on prior information given at country level. Therefore, these models do not account for the potential relationships within the same sites or regions.



2.4.1 Univariate DLM

A univariate production cycle level DLM (West and Harrison, 1997) was used to monitor salmon mortality on a monthly basis (mortality defined as explained in Table 2).

In this case, Yt consisted of only one value (the observed mortality for month t). The parameter vector (θt) contained the level and a trend factor for the variable mortality at time t. The initial level of m0 was calculated by fitting a spline function to the mortality data available in the learning set (all sites), which was then used to predict the mortality value for t = 0 (initial level). The spline function was created using the default settings of the smooth.spline function available in stats R package (R Core Team, 2022). It was decided to use the default settings, as the role of the spline’s exact shape is less important here than in classical static models due to the dynamic model’s inherent capability to adapt over time. The trend factor was initially set to 1, indicating that before any observations are made, we expected the system to evolve exactly in accordance with the estimated spline function. A trend component greater than 1 would then correspond to a trend (positive or negative) being faster than the average, while a trend component less than 1 would correspond to a trend which is slower than the average.

The prior variance (C0) was determined by computing the covariance between the differences amid all two consecutive mortality observations for the first six observed mortality values of each production cycle on the learning set and the first six original observed mortality values.

The [image: The image shows a mathematical expression with the letter "F" followed by a subscript "𝑛" and a prime symbol indicating differentiation or a derivative.]  matrix was represented in the univariate case as:

[image: Formula displaying \( F_i' = \begin{pmatrix} 1 & 0 \end{pmatrix} \).]	

This structure serves to separate the level and the trend of [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] , when [image: The image shows the mathematical notation "F" with a subscript "i" and a prime symbol, often used to denote the derivative or a specific indexed function.  ]  is multiplied by [image: It seems like there was an error with the input provided for the image. Please upload the image file or provide a direct link to the image so I can generate appropriate alternate text for you.]  on the observation equation (Equation 4). The result was the predicted mortality value at each time t.

The Gt matrix for the univariate case was defined as:

[image: Matrix equation showing \( G_t = \begin{bmatrix} 1 & \delta_t \\ 0 & 1 \end{bmatrix} \).]	

with

[image: Mathematical expression showing delta sub t equals m hat sub t minus m hat sub t minus one.]	

where [image: A mathematical expression showing the letter "m" with a circumflex accent above it, followed by a comma.]  and [image: Mathematical notation showing a lowercase letter "m" with a circumflex accent above, followed by a subscript indicating an index or range represented by "[,-]."]  being the expected log-transformed mortality at times [image: A person standing in front of a microphone, wearing a long-sleeved shirt and speaking passionately. The background is blurred, suggesting an indoor setting with soft lighting.]  and [image: A mathematical symbol showing the minus sign enclosed within curly braces.] , respectively, given by the spline function. Thus [image: It looks like the image did not come through. Please upload the image file or provide a URL so I can assist you in generating the alternate text.]  is the expected rate of change in log-transformed mortality values from time [image: Mathematical equation showing a fraction with the variable 't' as the numerator and a dash (minus) symbol followed by '1' as the denominator.]  to time [image: A black lowercase italic letter "t" is depicted against a plain white background, showcasing a smooth and stylized font.] .

The observational variance-covariance matrix (V) expressed the uncertainty about the mortality observations. To make an initial estimate for V, which in the univariate case was a scalar (only one value), we calculated a two-sided moving average with a moving window equal to five months to each production cycle on the learning set individually. Then, the residuals between the observed and estimated values of each production cycle were combined. The variance of the combined residuals corresponds to the initial estimate for V.

Finally, [image: Please upload the image you would like described, and I will generate the alt text for you.]  matrix was defined as:

[image: Matrix equation showing \( W \) equals a two-by-two matrix with elements \( W_{1,1} \), \( W_{1,1,d} \) in the first row and \( W_{1d,1} \), \( W_{1d,1,d} \) in the second row.]	

where [image: The image shows the mathematical notation \( W_{1,1} \), where "W" is followed by a subscript of "1,1".]  expresses how uncertain we were about the evolution of the mortality level, [image: Mathematical expression depicting the variable W subscript id, id in italic font.]  expresses how uncertain we were about the evolution of the trend factor, and the off-diagonal elements [image: Mathematical notation showing the symbol "W" with a subscript of "one, i, d".]  & [image: Equation showing "W" with subscripts "1" and "d, 1".]  are equal and represent the systematic covariance between the evolution of mortality level and the evolution of the trend factor. The systematic variance-covariance matrix (W) was initially estimated by diving the prior variance, C0 by 10.

Afterwards, we optimized the values in V and W using the expectation maximization (EM) algorithm, as described in subsection 2.4.3.




2.4.2 Multivariate DLM

In multivariate models, more than one variable is modelled simultaneously. Here, all environmental variables (21) and mortality (all represented in Table 2) were given as inputs. Thus, the multivariate DLM forecasted the 22 variables expected values for each month. The hypothesis was that this multivariate model would learn from previous mortality and environmental data and work on associations between the variables to give an accurate prediction of mortality considering the environmental factors of that month.

Most environmental variables had a clear seasonal pattern (see for example Figure 2). This knowledge was included in the DLMs to improve the predictions by using a linear combination of trigonometric functions (sine and cosine, also known as harmonic waves), called the Fourier form representation (West and Harrison, 1997). For each variable, we assessed the sum of harmonic waves that better reflected its seasonality. To do so, we used a linear regression to get the relationship between the observations of each variable on the learning set and a trigonometric function representing a sum of a specific number of harmonic waves. Each of the harmonic waves has its own frequency ranging from 1 cycle per year to 6 cycles per year (the Nyquist harmonic). The Nyquist harmonic corresponds to the maximum number of waves allowed for a given period (West and Harrison, 1997). In this study, the Nyquist harmonic corresponded to the 6th harmonic wave [image: Mathematical expression displaying "twelve months divided by two" within parentheses.] . The harmonic with the lowest frequency represents the main annual pattern, whereas those with higher frequencies account for deviations from the overall pattern. For a graphical illustration of the method, reference is made to (Dominiak et al 2019a, Figure 7).

[image: Line graph titled "Temperature - seasonality" showing temperature fluctuation from 2000 to 2020. Temperature varies between 7.5°C and 15.0°C, exhibiting a regular cyclical pattern with peaks and troughs each year.]
Figure 2 | Seasonal pattern in daily temperature data from 2002 to 2020, utilizing a 20 km buffer and averaging across the three depths and all sites.

Next, we measured the fit of the trigonometric function to the data using the adjusted Coefficient of determination (R2). We successively tested several sums of harmonic waves and when the adjusted R2 stopped improving, the number of harmonic waves that had the highest adjusted R2 was selected as the optimal for that variable. The best number of harmonic waves for each variable is presented in Table 3. For some variables the best number of harmonic waves is 0, meaning that those variables did not have a seasonal pattern.

Table 3 | Number of harmonic waves used to model the seasonality of each variable.


[image: Table with two columns displaying variable names and their respective number of harmonic waves. Left column includes variables like "d1.temp," "log.d9.phyc," with varying wave counts. Right column includes variables like "log.d9.prep," "log.mortality," with corresponding wave counts. A key explains abbreviations such as "d1" for first decile and "sal" for salinity.]
In Supplementary Figure S1 is illustrated the expected patterns for each variable modelled with the respective sum of harmonic waves or with spline functions (for the variables without seasonal pattern). The data points shown are from one arbitrary site, but the waves and the splines were defined based on data from all sites. The x-axis for the variables with seasonal pattern correspond to the calendar months, whereas for the variables that did not show any seasonality correspond to the months of the production cycle since stocking.

The process of creating a multivariate DLM involves combining the univariate models required to represent each variable individually, as exemplified previously with mortality, while also considering the interdependencies between those variables.

Here, the Yt consisted on a vector with all observed values in month t for the 22 variables. Also, θt was a vector containing the underlying parameters for all variables in month t. A linear regression based on the best number of harmonic waves (Table 3) for a period of 12 months was created as previously explained for each seasonal variable individually, and its coefficient estimates were used in m0. The coefficient estimates values corresponded to the intercept and one sine and cosine wave for each harmonic wave needed. For example, for the variable d1.temp the best number of harmonic waves was 2 (Table 3) thus, 5 coefficient estimates were allocated to m0. For the variables that used all waves possible (including the Nyquist harmonic) the last sine wave could not be calculated. In those cases, only the available information (12 coefficient estimates) was added to m0. For the variables that did not show seasonal patterns, i.e. the variables related to mortality and salinity (Table 3), the levels were calculated with spline functions as explained on the univariate case and the trend factors were again defined as 1. Therefore, the unobservable parameter vector [image: Mathematical notation showing theta subscript t equals a vector containing elements from theta subscript t comma one to theta subscript t comma one hundred thirty-seven.]  had 137 elements.

To compute the prior variance (C0), firstly the vcov function available on stats R package (R Core Team, 2022) was applied to each linear regression previously created for each seasonal variable. This function returned a variance-covariance matrix of the main parameters of each regression model. For all the variables that do not have seasonality, the variance-covariance matrices were calculated as explained in the univariate model. Then, the final variance-covariance matrix (C0) was a combination of each variable individual variance-covariance matrix.

In the multivariate case, the system matrix (Gt) was also a combination of each variable’s individual G matrix. A system submatrix describing a single harmonic wave is defined as:

[image: Matrix \( G \) is depicted with elements: top row has \(\cos(a \omega)\) and \(\sin(a \omega)\); bottom row has \(-\sin(a \omega)\) and \(\cos(a \omega)\).]	

where [image: Mathematical expression showing omega equals two times pi divided by twelve.]  and [image: Lowercase letter "a" in a serif font, displayed in black on a white background.]  defines the frequency. If a = 1, the frequency is 1 full cycle per year. If a = 2, the frequency is 2 cycles per year, etc. The case a = 6 corresponds to 6 cycles per year (the Nyquist harmonic), which is a special case represented as:

[image: Text displaying a mathematical expression: G equals open parenthesis negative one close parenthesis.]	

For the variables without cyclical patterns, the G matrix was defined as explained for the univariate case. Therefore, the system matrix for the multivariate corresponded to a 137 × 137 matrix and was defined as:

[image: A matrix representation of a rotation group, displaying a pattern of trigonometric functions such as cosine and sine, with many zero entries. The matrix is mostly sparse with non-zero elements positioned to form a structured pattern.]	

where [image: The equation shows delta sub t equals m-hat sub t minus m-hat sub t minus one.]  (being [image: Lowercase letter "m" with a circumflex accent above it.]  the expected log-transformed mortality given by the spline function). Due to space constraints, it was not possible to present the complete Gt matrix. Thus, we decided to show the three different designs present in Gt: the system matrix with 2 harmonic waves for the variable d1.temp (upper left corner block), the Nyquist harmonic for log.d9.pico (middle block) and the system matrix for log.mortality (lower right corner block).

In the multivariate DLMs the transposed design matrix [image: It seems there's a technical rendering issue with the image. Could you please upload the image file again or provide a URL?]  has the same aim as in the univariate case: separate the observable values from the trend factor or harmonic waves (depending on the variable). Therefore, the [image: Lowercase letter "f" with a subscript lowercase letter "l" and a prime symbol.]  had repeated structures according to the number and the type of variables used (with or without seasonal patterns). The transposed design matrix in the multivariate case, when no observation was missing in month [image: A classic car in vibrant red is parked on a cobblestone street surrounded by historic European-style buildings. The car has chrome detailing, whitewall tires, and vintage design features, reflecting the setting's nostalgic atmosphere.] , corresponded to a 22 × 137 matrix depicted as:

[image: Matrix \( F'_{f} \) consists of five rows with a combination of ones and zeros. The rows include sequences of numbers like "1 1 0 1 0" and "1 0 1 0 1," interspersed with zeros. The final column and row end with "10".]	

Again, it was not possible to show the complete [image: Mathematical notation showing the symbol "F" with a subscript "t" and a prime symbol, commonly used to denote the derivative of a function F with respect to t.]  matrix due to space restrictions. Thus, we presented the designs corresponding to the same three variables shown on Gt: d1.temp (upper left corner block), log.d9.pico (middle block) and log.mortality (lower right corner block). When there was a missing observation for some variable in month t, the row corresponding to that variable on the [image: Mathematical expression showing the letter F subscripted with the letter t.]  matrix was excluded.

The observational variance-covariance matrix (Vt) was a quadratic matrix with the number of rows and columns being equal to the number of variables without missing observations in month [image: A man is holding a grey tabby cat, looking directly at the camera. The cat appears calm and the background is softly blurred, focusing attention on the man and the cat.] , being defined as:

[image: Matrix equation showing \( V_t \) equal to a labeled matrix. The matrix has elements \( V_{1,1} \), \( V_{1,n} \), \( V_{n,1} \), and \( V_{n,n} \), with ellipses indicating continuation in the rows and columns.]	

where the maximum value of [image: I can't view the image, but you can provide a description or context, and I'll help generate alt text based on that information.]  was 22 (total number of variables). If d1.temp is considered variable number 1 and log.mortality variable number 22, [image: The image shows a mathematical notation representing the element V sub one, one, typically used to denote a specific entry in a matrix or vector indexed by row one and column one.]  is the observational variance of d1.temp, [image: Mathematical notation showing the variable \( V \) with the subscript \( 22, 22 \).]  is the observational variance of log.mortality, and [image: The image shows a mathematical notation "V" with a subscript of "one, comma, twenty-two".]  and [image: The image shows the mathematical notation "V" with a subscript of "22,1".]  correspond to the observational covariance between d1.temp and log.mortality. An initial estimate of V was created by placing the individual observational variances of each variable along the diagonal, while the off-diagonal values were set to [image: It seems there was an error with the image upload. Please try uploading the image again, and I will help you generate the alternate text for it.] . The observational variances of the variables without seasonality were calculated as explained in the univariate DLM, while the observational variances for the variables with seasonal patterns were defined by computing the variance of each linear regression residuals formerly created.

The systematic variance-covariance matrix was initially determined by dividing the prior variance by 10 (as in the univariate case), being a [image: A placeholder image with dimensions 137 by 137 pixels, displaying the text "137 x 137".]  matrix.

As in the univariate case, the initial estimates of Vt and W were optimized using the EM algorithm as described in sub-section 2.4.3. The values located in the off-diagonal areas of Vt and W contribute with the additional information about how the different variables mutually affect each other.



2.4.2.1 Variables selection methodology

We initially developed a multivariate production cycle level DLM incorporating all available variables (21 environmental variables and mortality), as previously explained in subsection 2.4.2. However, our subsequent analysis revealed that utilizing all this information might not be the most efficient strategy. Some of the environmental variables may not influence mortality and including them could result in a more complex and computationally demanding model than required. Nevertheless, we have provided a thorough explanation of the most intricate model, thus creating other models with fewer variables is a simple matter of excluding from the initial specifications the irrelevant variables.

A systematic approach would entail the construction of individual multivariate production cycle DLMs for all possible variable combinations. This would result in over 2 million possibilities. Instead, we made a DLM per variable group, and then applied the stepwise forward selection method.

In the first step, seven multivariate production cycle level DLMs were created, each one using the variables included in each environmental variable group (Temperature, Salinity, Phytoplankton and Chlorophyll, Dissolved oxygen, Precipitation, Nitrate, pH) plus the variable mortality. To compare the performance of the seven multivariate DLMs, it was necessary to evaluate how different the mortality observations were from the predictions, represented as forecast errors. This evaluation was conducted by calculating the Root Mean Squared Error (RMSE) for the collective set of mortality forecast errors across all production cycles within each DLM. A lower RMSE signifies a higher level of model precision, allowing the comparative analysis of the models. Considering our aim of investigating if adding environmental variables improves the predictions of mortality, the RMSEs from the seven multivariate models were compared against the RMSE of the univariate model. If those RMSEs were lower than the RMSE of the univariate model, it was considered to improve the mortality predictions.

The second step was to build six multivariate DLMs each one with the variables that provided the best DLM on the first step and one other environmental variable group per model. In this way, we could understand if adding any other environmental group improved the estimates of mortality. The RMSEs were compared against the RMSE of the best performing multivariate DLM from the first step.

In the third step, we wanted to assess if all variables present on the best DLM from the second step were relevant to the model. In that sense, several multivariate DLMs consisting of all possible variables combinations were created. The RMSEs were compared against the RMSE of the best model from the second step.

To see if we could improve the best DLM so far, the fourth step involved employing the stepwise forward selection method. It consisted of building a multivariate DLM with the most promising selection of variables identified thus far and adding all other variables, one at a time. The model with the lowest RMSE was designated as the best.





2.4.3 Optimizing DLM variance components

The expectation maximization (EM) algorithm (West and Harrison, 1997) was used to optimize the systematic variance-covariance matrix (W) and the full version of the observational variance-covariance matrix (V) for both the univariate and the multivariate versions of the DLM.

The EM algorithm is a mathematical method that estimates unknown parameters by finding the most likely outcome based on observed data. It involves a series of iterations, which implies calculating the likelihood of the data given previous estimates, and then refining those estimates based on the new information (Dethlefsen, 2001).

Running the EM algorithm is usually computationally demanding, especially if working with large datasets or using several variables simultaneously. To tackle this challenge we ran the EM algorithm using an early stopping technique. For that, we started by dividing the learning set into a training set, consisting of the first three quarters of the data and a validation set, consisting of the last quarter, as previously explain in section 2.3. After each iteration of the EM algorithm, the DLM with the most recent set of variance components (W and V) was applied to the validation set, and the root mean squared error (RMSE) of the forecast errors was calculated. When the RMSE (rounded to 4 decimal places) stopped decreasing, the EM algorithm was terminated and the variance components which minimized the RMSE were returned.




2.4.4 Filtering and smoothing

Since the initial specifications needed were already calculated (m0, C0Ft, Gt, Vt and W) the next step was to update the models. The updating procedure for the DLMs was computed by utilizing the Kalman filter updating equations (filtering) as described by West and Harrison (1997). The values were forecast at each time step, relying on the current estimate of the mean and prior information about error and variance around both the system and the data. These values were subsequently “corrected” according to the new observation, where the predicted values by the model and the actual observed values were compared, and the forecast errors were used to improve the estimated value of the next time step. As a result of the Kalman filter, we got the monthly expected values (filtered mean and variance) and the forecasts for each variable (mortality in the univariate DLM and all 22 variables in the full multivariate DLM).

The parameter vectors θt are autocorrelated to each other through the system equation. In the Kalman filter, we only used the previous information to obtain the best estimate of θt. However, owing to the autocorrelation present between the parameter vectors, the subsequent observations have as much useful information to estimate the true values of θt as the past observations. Therefore, a retrospective analysis called smoothing can be employed, where data are analyzed from the latest update and working backwards to the initial point, as outlined by West and Harrison (1997). This retrospective analysis is useful because we obtain the best possible estimates for each variable, which are important since they can provide better knowledge about the effects of specific events, like disease outbreaks (Kristensen et al., 2010).





2.5 Generating warnings

Warnings were generated when the observed mortality values fell above the 95% credible intervals (CI). The 95% CI were calculated using the forecasted values (ft) produced by the Kalman filter, along with its respective variance Qt:

[image: Formula for a 95 percent confidence interval: \(f_t \pm 1.96 \times \sigma_t\).]	

where [image: Equation showing sigma sub t equals the square root of Q sub t.] . Whenever a warning was triggered, it indicated that the mortality was higher than expected for that time step on that production cycle and further investigation is required.





3 Results

The following results were obtained by applying the DLMs to the test set while using the initial specifications calculated based on the learning set. Every production cycle in the test set (a total of 353 production cycles across 145 sites) was subjected to both univariate and multivariate DLMs individually.



3.1 Univariate DLM

The outcomes of the univariate DLM for production cycle number 614 are illustrated in Figure 3. This production cycle was chosen because it has almost no missing data and no warnings were detected. Specifically, these outcomes are the filtered mean estimated by the prospective Kalman filter and the smoothed mean estimated by the retrospective smoothing (Figure 3A), and the forecasted values produced at each time step in the Kalman filter (Figure 3B). All outcomes are presented with their corresponding 95% credible interval, based on their respective variance components. The filtered mean can be interpreted as the best possible estimate of the true underlying mortality level given all previous information at each time step, while the smoothed mean can be interpreted as the best possible estimate of the true underlying mortality level given all available information prior to and after a given time step. Both means (filtered and smoothed) demonstrated a consistent alignment with the observations (Figure 3A). The 95% credible interval for the mortality forecasts (Figure 3B) was wider than the 95% credible intervals of both filtered and smoothed means (Figure 3A). This suggests that there is a higher level of uncertainty in the predictions (Figure 3B), with a RMSE value of [image: A close-up of the decimal number 0.86028 in clear, bold font against a plain background.] .

[image: Two line graphs show the log mortality over months, labeled A and B. Graph A includes three lines: observed data in black, a blue dashed line for "mts," and a green dashed line for "mt." Shaded areas depict the 95% confidence intervals. Graph B shows observed data in black and "ft" in red, with a shaded red area for the 95% confidence interval. Both graphs share similar trends.]
Figure 3 | Outcomes from the univariate DLM applied to production cycle number 614. Observations (obs) in black. (A) In green: Filtered mean (mt) and the respective 95% credible interval (CI); In blue: Smoothed mean (mts) and the respective 95% credible interval (CI). (B) In red: Forecasts (ft) and the respective 95% credible interval (CI).

Even though errors associated with the predictions existed, it was possible to detect warnings in several production cycles. Figure 4 illustrates the mortality forecasts for production cycle number 466 and it shows that the observations exceed the predictions 95% credible interval at month 11 after stocking.

[image: Line graph showing log mortality over months, with observed data in black and a fitted trend in red. The graph indicates a warning circle at month 12. The shaded red area represents the ninety-five percent confidence interval.]
Figure 4 | Outcomes from the univariate DLM applied to production cycle number 466. Observations (obs) in black and the forecasts (ft) and the respective 95% credible interval (CI) in red; Circle: warning.

Between 2015 and 2020, 109 out of the 353 production cycles exhibited at least one warning. Among these 109 cycles, 77% experienced a single warning during the cycle, 20% had two warnings, and 3% encountered three.

Out of the 145 sites, 86 experienced warnings, affecting all five regions. The region of Eilean Siar had the highest occurrence rate with 28 production cycles with at least one warning out of 63 production cycles (44%) and 36 warnings in total. The region Orkney Islands showed the lowest number of warnings, having 6 production cycles with at least one warning out of 55 production cycles (11%) and 8 warnings in total, as depicted in Table 4.

Table 4 | Warnings identified in the univariate and multivariate DLMs between 2015 and 2020: per region, month of the year and year.


[image: Table comparing univariate and multivariate warnings for regions: Highland, Argyll and Bute, Shetland Islands, Orkney Islands, and Eilean Siar. It includes data on warnings per region, month, and year from 2015 to 2020. The table shows variations in the number and percentage of warnings across different regions and times, with specific values for each category highlighted.]
Concerning the months of the year with more warnings (Table 4), the upward trend commenced in April with 12 warnings in 490 production cycle-months that took place during April (2.4%). July (3.7%), August (6.8%), September (5.1%), and October (4.3%) stood out as the months with the highest occurrences of warnings.

The year 2016 had the highest frequency of warnings with 42 occurrences within 903 production cycle-months (4.7%), followed by 2017 (2.9%) and 2018 (2.2%) (Table 4). In 2015, only three months of data were available, making direct comparisons not applicable.




3.2 Multivariate DLM

In the process of selecting the most relevant variables to be used on the multivariate production cycle level DLM, the first step was to create seven multivariate DLMs each one using the variables included in one environmental variable group, in addition to the mortality variable (Table 5). The RMSEs from the models were compared against the RMSE of the univariate model [image: Text displaying the number 0.86028 within parentheses.] . As shown in Table 5, the model including the salinity variables had a better performance (lowered the RMSE).

Table 5 | First step - Information about the multivariate DLMs created per variable group, in addition to the mortality variable.


[image: Table showing variable groups used in Distributed Lag Models (DLM) along with variable names, RMSE values, and whether they improved over a univariate model. Groups include Temperature, Salinity, Phytoplankton, Dissolved Oxygen, Precipitation, pH, and Nitrate, all combined with Mortality. Only Salinity showed improvement with an RMSE of 0.85862.]
For the second step, six multivariate DLMs were built, each one with the variables that provided the best DLM thus far (salinity related variables and mortality) and one other environmental variable group per model. The RMSEs were compared against the RMSE of the multivariate DLM that used the salinity variables and mortality [image: A digital rendering shows the mathematical expression 0.85862 in bold text against a white background.] . Supplementary Table S1 shows that the models’ performances did not improve by adding any of the other environmental groups.

For the third step, we generated seven DLMs consisting of all possible combinations using the salinity variables (Table 6). Two combinations improved the performances when compared to using all salinity variables. The best DLM used the variables log.d9.sal, log.max.daily.range.sal and log.mortality (lower RMSE).

Table 6 | Third step - Information about the multivariate DLMs created with all possible combinations using salinity variables, and mortality.


[image: Table showing variables, RMSE values, and improvement status. The variables include log transformations of salinity and mortality. RMSE values range from 0.85831 to 0.85985. The last two entries indicate improvement as "True", while others are "False". Note clarifies comparison basis with multivariate model using all variables.]
The fourth and last step consisted of applying the stepwise forward selection method. The results are illustrated in Supplementary Table S2, and demonstrate that the inclusion of additional variables did not lead to improved performances. Therefore, the best multivariate DLM in predicting the mortality estimates was the DLM that included the variables log.d9.sal, log.max.daily.range.sal and log.mortality, with a RMSE of [image: A mathematical expression is shown with the number zero point eight five eight six zero, consisting of digits zero, point, eight, five, eight, six, and zero.] .

The best multivariate DLM had a smaller RMSE than the univariate DLM ([image: A mathematical expression displaying the decimal number zero point eight five eight six zero.]  and [image: Text showing the number zero point eight six zero two eight.] , respectively). To determine whether this very small difference is statistically significant or not, a paired t-test was applied to the squared forecast errors of the univariate and best multivariate DLMs. T-tests are known to be useful in studies with large sample sizes and are robust even for skewed data (Fagerland, 2012). We intend to compare the variances; therefore, it is natural to square the forecast errors. The resulting p-value was [image: A digital rendering of the number 0.003714, displayed in a serif font with a slightly blurred effect.] , which indicated that both models are significantly different from each other. We concluded that the best multivariate DLM performed better than the univariate DLM.

The subsequent results are based on the best and final multivariate DLM, which is henceforth referred to simply as multivariate DLM. Figures 5–7 show the outcomes of the multivariate DLM for production cycle 614 (the same presented in the univariate DLM results section). Figures 5 and 6 illustrate the filtered and the smoothed mean (A), and the forecasts (B) for the logarithmic transformation of the 9th decile of salinity (log.d9.sal) and for the maximum daily range of salinity (log.max.daily.range.sal), respectively.

[image: Line graphs labeled A and B show 'log.g9.sal' against 'month' for dataset 614. In graph A, black, blue, and green lines represent observed, mts, and mt data with confidence intervals. In graph B, a black line shows observed data with a red line for ft data and a shaded 95% confidence interval.]
Figure 5 | Outcomes related to the variable log.d9.sal from the multivariate DLM applied to production cycle number 614. Observations (obs) in black. (A) In green: Filtered mean (mt) and the respective 95% credible interval (CI); In blue: Smoothed mean (mts) and the respective 95% credible interval (CI). (B) In red: Forecasts (ft) and the respective 95% credible interval (CI).

[image: Two line graphs labeled A and B display monthly data trends with confidence intervals for log max daily range sal, labeled 614. Graph A shows observed data in black, mts in blue with a green confidence interval, and mt in green with a blue confidence interval. Graph B depicts observed data in black and ft in red with a shaded red confidence interval. Both x-axes represent months, while y-axes show log values.]
Figure 6 | Outcomes related to the variable log.max.daily.range.sal from the multivariate DLM applied to production cycle number 614. Observations (obs) in black. (A) In green: Filtered mean (mt) and the respective 95% credible interval (CI); In blue: Smoothed mean (mts) and the respective 95% credible interval (CI). (B) In red: Forecasts (ft) and the respective 95% credible interval (CI).

[image: Line graphs A and B display log mortality over months. Graph A shows observed data with a black line and modeled data with dashed lines, including 95% confidence intervals. Graph B shows observed data in black and a fitted model in red with a shaded 95% confidence interval.]
Figure 7 | Outcomes related to the variable log.mortality from the multivariate DLM applied to production cycle number 614. Observations (obs) in black. (A) In green: Filtered mean (mt) and the respective 95% credible interval (CI); In blue: Smoothed mean (mts) and the respective 95% credible interval (CI). (B) In red: Forecasts (ft) and the respective 95% credible interval (CI).

Concerning the logarithmic transformation of mortality (log.mortality), Figure 7A shows that once again the filtered and smoothed means demonstrated a consistent alignment with the observations. The 95% credible interval of the forecasts (Figure 7B) was also wider than the 95% credible intervals of both filtered and smoothed means (Figure 7A). This shows that the uncertainty in the predictions on mortality continued after adding the environmental variables considered most relevant. The multivariate DLM was also capable of giving warnings in production cycle 466, as shown in Supplementary Figure S2.

Between 2015 and 2020, 99 out of 353 production cycles experienced at least one warning from the multivariate model. All these 99 production cycles also generated warnings in the univariate model. In line with the univariate DLM, 79% of the 99 production cycles had one warning, 19% had two warnings, and 2% had three.

Among the 145 sites, 79 generated warnings, all of which were also identified when using the univariate model. All regions generated warnings (Table 4). The region of Eilean Siar recorded the highest occurrence rate (40%) and the Orkney Islands the lowest (11%), consistent with what we found in the univariate DLM.

Regarding the seasonality of the warnings produced by the multivariate model, an increase was seen in April (2.4%), with July (3.7%), August (5.5%), September (4.6%) and October (3.4%) having the highest occurrence of warnings (Table 4), similar to the pattern seen with the univariate model.

In accordance with the univariate DLM, warnings occurred most frequently in the year 2016 (4.0%), followed by 2017 at 2.5% and 2018 at 2.0%, as seen in Table 4. Once again, the year 2015 is not applicable for comparisons due to the limited availability of data.





4 Discussion

One univariate and various multivariate production cycle level DLMs were developed using open-source data. The main goal was to investigate the value of these already collected data for monitoring monthly mortality of maricultured Atlantic salmon in Scotland. The best DLM consisted of mortality and salinity related variables. Both the univariate and the final multivariate DLMs exhibited a degree of uncertainty in the mortality predictions. Nevertheless, both models were capable of giving warnings about unexpected increases in mortality. If implemented in a near real-time surveillance system, these warnings can be used by stakeholders such as salmon producers to further investigate the observation and possibly detect (emerging) diseases. Therefore, we demonstrated that, despite the underlying data being of low resolution, the open-source data sources can be successfully used as part of a monitoring system. This has the potential to provide stakeholders with valuable information without requiring additional efforts such as more data collection or developing more data sharing agreements.

The uncertainty associated with the forecasts of mortality in both models led to wide 95% credible intervals. Many different factors have likely contributed to the uncertainty observed in the predictions of mortality. First, salmon mortality can be influenced by various factors that were not considered in this study. For example, an increase in mortality can be caused by non-infectious and infectious health challenges such as pathogens like sea lice (Noble et al., 2018), and a decrease can be caused by the mitigation measures carried out by health managers. Information on cause-specific high mortality is openly available and can be found in Salmon Scotland’s monthly mortality reports (https://www.salmonscotland.co.uk/reports; last accessed 5 January 2024), but these were unavailable during most of our study period. Incorporating these unaddressed factors into our models might have decreased the uncertainties about the predictions of mortality, but there are concerns that suboptimal validity of the cause-specific salmon mortality can lead to selection and misclassification bias when using this information to model mortality (Aunsmo et al., 2008). Second, the absence of movement data and, consequently, the indirect method used to detect the movements most likely did not capture all movements of fish. Therefore, the calculated mortality has itself associated uncertainty. Third, it would have been optimal to train the models with data where the mortality was known to be “normal” to ensure that the models learned the “normal” patterns, as was done by Jensen et al. (2016). The lack of health and welfare information about fish populations in the database made it impossible to determine what normal mortality was, and thus it was not possible to separate production cycles with only normal mortality for the learning set from those with abnormal mortality. That being said, other studies have successfully developed DLMs for monitoring purposes in the past without knowing the normal state of the animals (Bono et al., 2012, 2013, 2014; Dominiak et al., 2019a, 2019b).

Favorable environmental conditions are of paramount importance for the survival of salmon (Noble et al., 2018; Murray et al., 2022). Therefore, several multivariate DLMs including different environmental variables were made to better understand which environmental factors influence salmon mortality in Scotland. Our study demonstrated that including salinity related variables is relevant for predicting salmon mortality in Scotland. This is similar to the findings of Oliveira et al. (2021) and Tvete et al. (2022) who also described salinity as an important environmental factor. Temperature is commonly described as having significant influence in salmon mortality (Elliott and Elliott, 2010; Moriarty et al., 2020), but including it did not improve the mortality predictions further.

Uncertainty was also embedded in the environmental variables. We used buffer zones of 20 km around the aquaculture sites and averaged the environmental values within that buffer as a proxy for site location, to optimally use the satellite data. As a result, the values used did not exactly represent the environmental factors experienced by the salmon. Furthermore, we used the daily mean of three depths (0, 3, and 10 meters) to aggregate data on a monthly basis, rather than incorporating each depth in the models. While this approach saved computational time, the resulting values used in the models do not precisely correspond to the environmental conditions that salmon experienced. Despite exploration of many different types of aggregation of the environmental variables per month (e.g. different quartile levels), extremes that are known to be outside of comfort levels for salmon would always be under detected if durations were brief (less than 3 days using the 1st and 9th deciles). Moreover, suboptimal conditions may have no effect when salmon are healthy, but may affect health and welfare if salmon are stressed or have underlying conditions (Noble et al., 2018). Therefore, some important information may have been lost in the aggregations. These simplifications, such as buffer, depth and monthly aggregations could have contributed to the uncertainty seen in the mortality predictions, and could be the reason for the environmental variables considered most relevant in the literature had little effect on the predictions of mortality in this study.

Salmon farming sites monitor and record many environmental factors using sensors, which are typically more accurate and have greater resolution than satellite data (Thakur et al., 2018). However, there is a lack of standardization across all sites. Not all relevant environmental factors are measured at every site, protocols vary between sites (e.g. depths) and the data are not collected centrally from all sites at near real-time, as it is done for mortality data. Therefore, it is more suitable to use satellite data when creating models considering different sites. Sharing data between companies requires data-sharing agreements, which can be difficult. Using both satellite data and the open-source mortality dataset provided a chance to develop models without adding administrative complexities.

This study provided insights into the occurrence and distribution of warnings in Scotland. A warning indicated that salmon mortality was higher than expected. Access to raw mortality data alone does not clarify whether increased mortality is normal for the phase of the production cycle or merely a result of natural variation. With the warnings generated (using credible intervals), stakeholders are alerted to instances of increased mortality that are beyond natural variation and are higher than expected for the specific phase of the production cycle. When comparing the warnings generated by the univariate and multivariate models, it is noteworthy that both models exhibit similar results. However, the univariate model generated a greater number of warnings overall. Approximately 30% of the production cycles and more than 50% of the sites experienced at least one warning between 2015 and 2020. Considering the wide 95% credible interval of the models, the real values might be higher. Geographically, the generated warnings exhibited a non-uniform distribution across Scotland. The region of Eilean Siar had the highest warning rate and the Orkney Islands had the lowest. These findings were different from a previous study that applied a specific threshold to mortality events in Scotland between 2002 and 2009, and found that more warnings were generated on the Northern Islands (Orkney Islands and Shetland Islands) (Salama et al., 2016). In our study, most warnings happened between July and October, which is when the water temperature is higher. As temperature increases, salmon’s metabolic activity also rises, leading to a greater demand for oxygen. In addition, the amount of dissolved oxygen in the water decreases as the water temperature increases (Noble et al., 2018). Also, infectious agents, such as Neoparamoeba perurans, the causative agent of Amoebic Gill Disease (AGD), and sea lice proliferate at higher rates in warmer waters (Oldham et al., 2016; Brooker et al., 2018; Murray et al., 2022). Studies have shown that salmon mortality due to Pancreas disease is also higher in the summer months (Kilburn et al., 2012). Therefore, an increase in warnings during this period may be the result of a higher incidence of disease outbreaks and unfavorable conditions. Another interesting finding was the declining trend in the frequency of warnings from 2016 to 2020. The year 2016 had the highest prevalence of warnings in our study, while the year 2017 was reported as the one with highest total mortality between 2015 and 2020 (Munro, 2023). However, it should be noticed that the warnings generated by these models are related to unexpected changes in mortality, not necessarily to total mortality. It is unclear to us why the frequency of warnings decreased after 2016, although one of the reasons may be the establishment of gill disease that changed from emerging disease to being a consistent (and thus expected) constraint. Many other reasons could have contributed to this observation.

The warnings generated in this study were defined as any observation falling above the 95% credible interval. Nevertheless, other methods could have been used to generate warnings using the DLMs outputs. Examples of other methods include the Tabular Cumulative Sums and the V-mask (Antunes et al., 2017).

We utilized DLMs despite encountering non-normally distributed residuals in some of the original variables. To address this issue, we applied a logarithmic transformation to these variables prior to analysis and assessed whether the assumption of normality was satisfied. The practice of transforming data is frequently employed to conform to Gaussian assumptions, see for example Larsen et al. (2019). The selection of the DLM was based on its computational ease of use, allowing a more seamless execution on computer systems compared to other more complex models. The logarithmic transformation can be easily transformed back to the original values, ensuring that the interpretation of results can be conducted in terms of the original data scale.

With the available open-source data it was possible to design a monitoring model for mortality with a certain level of uncertainty. Suggestions for improvements of the models that may reduce uncertainty include using shorter time periods when aggregating the mortality data (e.g. weekly). Another approach might be to develop a novel structure that would integrate the monthly mortality data and the daily environmental data into a framework that could be utilized in the multivariate DLM. Furthermore, including reasons for mortality and movement data may improve the monitoring process. Some of these improvements require additional data collection efforts as they are not currently being collected from all producers.

The next step of this project is to develop a hierarchical DLM that will use the same mortality data used in this study. It is a more complex model in which the mutual interconnectedness between all sites in all regions are taken into account, with the sites in the same region being assumed to be more closely correlated than sites in different regions. Such a hierarchical framework has the potential to enhance the monitoring of salmon mortality, offering a more comprehensive and insightful perspective on the complex factors influencing salmon mortality.




5 Conclusion

The open-source Scottish salmon data can be used to monitor salmon mortality, allowing stakeholders to be informed when mortality is higher than expected. One key advantage of this dataset is that it has already been collated and does not require data sharing agreements. Nevertheless, a degree of uncertainty was found in the mortality predictions in both univariate and multivariate DLMs. This uncertainty may be reduced if mortality data collected on a shorter time period (such as weekly), additional data on relevant factors that influence salmon mortality and movement data are made publicly available in the future and are included in the models. Moreover, using salinity information from open-source environmental data improved the mortality predictions, even with the monthly aggregations carried out. This study presents a systematic and extensive framework for constructing univariate and multivariate DLMs, and the codes used are freely accessible. Future research will focus on creating a hierarchical DLM that considers site, regional, and country levels.
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Understanding the molecular mechanism of melanogenesis in Plectropomus leopardus is important for exploring the pattern of skin colour variation in grouper. The research team conducted a combined transcriptomic and proteomic analysis of P. leopardus skin tissues in red-skinned and black-skinned fish and found that the common differences were reflected in the melanogenesis pathway. Therefore, to further investigate the molecular mechanism of melanogenesis in P. leopardus, the full-length sequences of the erk1/2 and mitf genes were obtained in this study using the RACE technique. Through structure-function analysis and differential expression in different red-skinned and black-skinned P. leopardus tissues, it was found that the MAPK signalling pathway may be involved in skin colour changes in P. leopardus, and when erk1/2 expression was decreased in P. leopardus, mitf expression increased accordingly. On the one hand, through short-term in vivo injection of erk1/2-dsRNA, the optimal interference primer for experimented fish was found to be group D: F2R1(F2: TAATACGACTCACTATAGGGATCAACGACATTCTCAGGGC; R1: TAATACGACTCACTATAGGGTCCATGGAGAAAGTGAAGGG), the optimal injection site was the tail vein, the optimal interference concentration was 5 µg/g, and the duration of the interference effect was 5 days. The results of long-term interference showed that when erk1/2 expression was decreased in P. leopardus, the skin colour of the treats fish then darkened, which indicated that ERK1/2 was involved in the regulation of melanogenesis. On the other hand, in vitro Co-Immunoprecipitation (Co-IP) results showed that there was a direct or indirect interaction between MITF and ERK1/2 proteins. In conclusion, this is the first time that an interaction between ERK1/2 and MITF, which indicated that ERK1/2 was involved in the regulation of melanogenesis through the regulation of MITF in P. leopardus. These results further enrich our understanding of the theoretical basis of the changing pattern of skin colour in P. leopardus and provides a new perspective for exploring the variable skin colouration of coral reef fish.
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1 Introduction

Plectropomus leopardus, belonging to Perciformes, Epinephelinae (Sugianti and Mujiyanto, 2016), mainly lives in the tropical waters of the Pacific and Indian Oceans, and a small number of them also exist in the east coast and southern waters of Hainan (Yoseda et al., 2008). Because of its rich nutrition and bright colour, P. leopardus is popular among consumers and has broad market prospects (Wang et al., 2011; Sun et al., 2015). However, environmental factors such as changes in light intensity and human activities during artificial culture produced a stress response in P. leopardus, resulting in the gradual darkening or blackening of the skin colour, which directly affects the ornamental and economic value of P. leopardus (Zhao et al., 2016). Recent studies in wild P. leopardus have found the presence of melanomas (Sweet et al., 2012), indicating that P. leopardus can be used as a good model to study the molecular mechanism of melanin metabolic diseases in fish (Lerebours et al., 2016). Exploring the process of melanogenesis can not only enrich our basic understanding of P. leopardus and skin colour research but also has certain scientific value in ecological conservation applications.

The MAPK signalling pathway is involved in the metabolic activities of organisms and plays a crucial role in cell growth and development, migration, differentiation, and apoptosis (Wang et al., 2017). There are three main highly conserved signalling pathways in the MAPK family, namely, ERK1/2, JNK1, and p38MAPK, which function through a tertiary kinase cascade and are inactive in the nonphosphorylated state; the MAPK signalling pathway stays quiescent and is activated upon stimulation by stepwise phosphorylation of MAPK (Zheng et al., 2009). In addition, MITF (microphthalmia-associated transcription factor) is a tissue-specific MAPK substrate found in melanocytes (Wellbrock and Arozarena, 2015) and the level of MAPK pathway activation is critical for MITF abundance and function in melanocytes (Molina et al., 2005). Recently, the MAPK pathway was found to be involved in the biological activities of pigment cells during skin colour formation in fish. By comparing the transcriptome and microbiome of Carassius auratus and Oreochromis mossambicus, researchers found that the MAPK signalling pathway is one of the key pathways involved in the regulation of skin colour formation (Zhu et al., 2016). These transcriptional level and epigenetic studies have provided good insights, but the specific mechanism through which signalling pathways and skin colour variation are related has not been fully elucidated. In particular, the skin colour of P. leopardus is very sensitive to changes in environmental factors, and MAPK signalling may be closely related to the regulation of environmental stress (Jalmi and Sinha, 2015).

The MAPK signalling pathway has been extensively studied in mammalian melanin synthesis, which is involved in the regulation of survival of many pigmented mammalian cells. For example, lipopolysaccharide (LPS) induces melanin production in human melanocytes through activation of the p38MAPK signalling pathway. Meanwhile, it was demonstrated that p38MAPK activation mediated the expression of the mitf and tyrosinase (tyr) genes (Zhou et al., 2021), which in turn induced melanin production, after negative regulation by p38MAPK inhibitors (Ahn et al., 2008). The same results were confirmed in mouse studies, where inhibition of p38MAPK resulted in reduced melanin secretion by melanocytes (Kim et al., 2007). JNK1 was revealed to be primarily involved in the regulation of melanocyte resistance to adversity. Minocycline reduces cell death in cutaneous melanocytes by activating the JNK1 pathway against the threat posed by H2O2 (Song et al., 2008); similarly, endothelin-1 plays a role in protecting human cutaneous melanocytes from UV-induced DNA damage by activating the JNK1 and p38MAPK signalling pathways (von Koschembahr et al., 2015). Interestingly, in contrast to p38MAPK and JNK1, activation of ERK1/2 inhibits melanocyte melanin synthesis. Inhibition of ERK1/2 activity stimulates melanin synthesis (Kim et al., 2002). Abundant evidence suggests that ERK1/2 is closely linked to the vital activities of melanocytes and plays an important role in the melanogenic pathway in mammals, and that this role is closely linked to mitf, a key gene for melanogenesis. Some studies have confirmed that ERK1/2 can directly bind to Ser73, the phosphorylation site of MITF, phosphorylate MITF and thus regulate melanin synthesis (Figure 1) (Wu et al., 2000).
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Figure 1 | A schematic model of mitf-mediated regulation of melanogenesis by erk1/2.

Fish skin colour studies, using the comparative transcriptome approach, in red crucian carp (Zhang et al., 2017), Oreochromis mossambicus (Zhu et al., 2016; Wang et al., 2018)and P. leopardus (Dai et al., 2015) have identified the MAPK signalling pathway as potentially being involved in the regulation of skin colour in fishes. However, the molecular mechanism through which the MAPK signalling pathway regulates melanin synthesis in fish is still not elucidated. The research team conducted a combined transcriptomic and proteomic analysis of skin tissues from red-skinned and black-skinned P. leopardus and found that the differences were reflected in the melanogenesis pathway, which was closely related to the MAPK signalling pathway, and the activation levels of ERK1/2, which differed the most among experimental fish with different skin colours (Wen et al., 2022). Previous pre-experimental results showed that some fish turned black after 24h after RNAi interfered with erk1/2, This study will take these data as an entry point to explore the connection between ERK1/2, MITF and melanocyte differentiation and skin colour changes in P. leopardus by combining in vivo RNAi and in vitro Co-IP experiments as well as integrating these results with those of morphological observations, molecular biology, cell culture, in vivo injection, and protein interactions in our research. These results will open new perspectives for us to investigate the regulatory mechanism of skin colour change in P. leopardus and provide basic information for the in-depth understanding of how skin colour change occurs in coral reef fishes.




2 Materials and methods



2.1 Animals

The Plectropomus leopardus used in this experiment were placed in a recirculating aerated bucket of water at 28°C in a culture room with a controlled 12:12 h light:dark cycle. A Motic SMZ-168 body vision system was used to differentiate between individuals with different skin colours in the culture population (Wen et al., 2022). We also screened 300 red-coloured and 300 black-coloured individuals, each with a body length of 11 ± 0.5 cm and a body weight of 32 ± 0.5 g, from cultured fish with large variations in skin colour. All the sampling procedures were conducted according the standards and ethical guidelines established by the Animal Ethical Review Committee of Hainan University, Haikou, China.




2.2 Nucleic acid preparation and first-strand cDNA synthesis

The transcriptome data were searched for erk1/2 and mitf candidate sequences (Wen et al., 2022). To clone the intermediate fragments of these two genes, PCR primers for erk1/2 and mitf were designed (Supplementary Table S1), total RNA was extracted from P. leopardus skin tissue using TRIzol reagent (Invitrogen, Carlsbad, CA, USA), and genomic DNA was removed using a PrimeScriptTM RT kit (Takara, Japan) with gDNA Eraser. An RNA purification kit (Qiagen, Valencia, CA) was used to purify RNA. RNA was tested for integrity and concentration using agarose gel electrophoresis and a Thermo Scientific NanoDrop instrument (Thermo Scientific, USA), respectively. One microgram of total RNA was reverse transcribed into cDNA using the HiScript III RT SμperMix for qPCR kit (Vazyme, Nanjing, China), and the intermediate fragments of the two genes were amplified by polymerase chain reaction (PCR).




2.3 Rapid amplification of cDNA ends

To obtain the full-length cDNA sequences of erk1/2 and mitf, 3’ and 5’-RACE-ready cDNAs were prepared according to the instructions in the SMARTer® RACE 5’/3’ Kit (Clontech, USA). cDNA was prepared according to the SMARTer® RACE 5’/3’ Kit (Clontech, USA) instructions, and two pairs of RACE primers (Supplementary Table S1) were designed for nested PCR amplification. cDNAs were separated and purified by agarose gel electrophoresis, ligated into vectors, transformed and sequenced. After splicing the sequences, a pair of gene-specific primers (Supplementary Table S1) was designed based on the terminal sequence of the cDNA for full-length cDNA amplification, and the products were sequenced again to confirm the nucleotide sequence. Finally, the full-length cDNA sequences of erk1/2 and mitf were verified with high-fidelity PrimerSTAR HS DNA polymerase reagent (Takara, Japan).




2.4 Multiple sequence alignment and phylogenetic analysis

We retrieved ERK1/2 and MITF protein sequences of different species from GenBank and phylogenetically compared them with those of P. leopardus and aligned them multiple times using ClustalW2. We constructed a bootstrap neighbour-joining (NJ) phylogenetic tree using MEGA 5.0 software and tested branching reliability using bootstrap resampling with 1000 pseudoreplicates.




2.5 RT-qPCR analysis

Total RNA was extracted from skin tissues of red-coloured and black-coloured fish using TRIzol (Invitrogen, 15,596-025) according to the manufacturer’s instructions. Reverse transcription PCR was performed using HiScript® III RT SuperMix for qPCR (+gDNA wiper) (Vazyme™, R123-01). RT-qPCR was performed on a Roche LightCycler 384 real-time PCR system (Applied Roche, Basel, Switzerland) using ChamQ SYBR Color qPCR Master Mix (Vazyme Biotech Co., Piscataway, NJ, China) with the following steps: 40 cycles of initial denaturation at 95°C for 30 s, followed by 95°C for 5 s, 55°C for 30 s, 72°C for 30 s, and a 95°C to 65°C cycle. All reactions were performed in triplicate in a final reaction volume of 10 μL. RT-qPCR primers designed with Primer Express® software Primer5.0 are shown in Supplementary Table S2.




2.6 RNA interference

dsRNA for erk1/2 was synthesized in vitro using the TranscriptAid T7 High Yield Transcription Kit (Thermo Scientific, USA) according to the manufacturer’s instructions. We prepared templates for erk1/2 synthesis by amplifying skin tissue in P. leopardus cDNA with the design of four pairs of RNAi primers (Supplementary Tables S3, S4). We measured the concentration of dsRNA at 260 nm using a Thermo Scientific NanoDrop, dsRNA purity and integrity were detected by 1% agarose gel electrophoresis and then stored at -80°C for use.

Preliminary experiments showed that the interference effect was greatest with the group D (F2R1) interfering agent, a dose of 5 μg/g of body weight, and the injection site was tail vein injection. By taking samples on days 1, 2, 3, 4, 5, 6, 7, 9, 11, 13, and 15 after injection and then detecting erk1/2 mRNA expression, it was found that the interference effect was greatest on day 5 after injection. In this study, we randomly divided juvenile experimental fish with an initial body weight of 32 ± 0.5 g into eight groups with eight fish in each group for one, two, three, and four consecutive rounds of RNA interference and injected erk1/2-dsRNA into the tail vein at dose of 5 μg/g of body weight. The control group was injected with an equal volume (300 μL) of DEPC H2O. Twelve tissues were taken (dorsal skin (BSK), abdominal skin (ASK), liver (L), kidney (K), spleen (SP), gill (G), heart (H), intestine (I), eye (E), muscle (M), and brain (BR), and two samples were taken from each group. Microscopic observation of skin tissue was performed before sampling. After sampling, the samples were rapidly frozen in liquid nitrogen and stored at -80°C until use. One sample was used for RT-qPCR analysis of mRNA expression using the primers shown in Supplementary Table S5; the other biological sample was used for the related enzyme activity assay.




2.7 Enzyme activity assay

BSK and ASK skin tissues obtained from fish in the experiment were homogenized with PBS and then centrifuged at 2500 rpm/min for 10 min to obtain the supernatant. A fish tyrosinase (TYR) enzyme immunoassay kit (Abimat PharmaTech Shanghai Co., Ltd., AB-10122A) and a fish melanin (ML) content immunosorbent assay kit (Shanghai Enzymotec Biotech Co., Ltd., ml025778-96T) were used to determine to tyrosinase activity and the concentration of melanin in the samples, respectively. The tyrosinase activity and melanin content of the samples were calculated from the standard curve.




2.8 Microscopic observation of skin

The BSK of the experimented fish was observed microscopically with a Tipscope microscope (Kenwickis (Wuhan) Technology Co., Ltd., China), and five identical positions were selected at the observation interface for melanocyte counting. This observation occurred after anaesthesia with MS222 and before tissue sampling.




2.9 Coimmunoprecipitation

In this study, proteins interacting with ERK1/2 were identified by Co-IP. HEK 293T cells transfected with empty vector were used as the control group, while the ERK1/2 plasmid was transfected into the experimental group. Cells were lysed 24 h after transfection, and Western blotting was performed both before and after Co-IP. The differences in bound proteins in the experimental and control groups were later compared by silver staining. Specific binding was considered to have occurred if a protein-stained band appeared at the same position in the experimental group but not in the control group, while a band at the same position in the treated group and the control group was considered nonspecific binding. The input group was set up for electrophoresis and immunoblotting to determine whether the transfected plasmid was expressed in the cells. FLAG antibody detection before IP (MITF target protein size: 41.5 kD; DIAAN:2064); HIS antibody detection before IP (ERK1/2 target protein size 43.1 kD; CUSABIO: CSB-MA000159); GAPDH antibody detection (GAPDH target protein size 36kD; proteintech:60004-1-Ig).




2.10 Statistical analysis

The erk1/2 and mitf mRNA expression levels were calculated using the comparative CT (2−ΔΔCt) method (Livak and Schmittgen, 2001). All results are expressed as the mean ± standard error of three replicate experiments. The means and standard deviations of three replicate experiments were calculated to confirm homogeneity of variance, and comparisons between means were made using one-way ANOVA. Each data set was analysed using GraphPad Prism 5.0 software (GraphPad software Inc., CA, USA). Multiple comparisons between groups were performed using Tukey B and Duncan’s test, with p < 0.05 being considered a statistically significant difference. SPSS 17 (Chicago, IL, USA) was used for all statistical analyses.





3 Results



3.1 erk1/2 and mitf cDNA cloning and sequence analysis

The study results showed that the full-length sequence of P. leopardus erk1/2 was 1449 bp, and the ORF of erk1/2 was 1176 bp, encoding a protein molecule containing 391 amino acids. The length of the obtained 3’ RACE product was 105 bp, containing a typical polyA tail; the length of the obtained 5’ RACE product was 168 bp. The intermediate fragment of the P. leopardus erk1/2 gene, the 3’ RACE and the 5’ RACE base sequences were spliced together using DNAStar software (Supplementary Figure S1A). The gene sequence was uploaded to NCBI (ID: OM831230). DNAMAN multiple sequence comparison analysis revealed that ERK1/2 is a serine/threonine protein kinase that his highly conserved among various different species, and sequence comparison showed that P. leopardus and Epinephelus lanceoletus have up to 93.62% similarity (Supplementary Figure S2A).

The full-length sequence of P. leopardus mitf was 1802 bp, and the ORF of mitf was 1134 bp, encoding a protein molecule containing 377 amino acids. The length of the obtained 3’ RACE product was 560 bp, containing a typical polyA tail; the length of the obtained 5’ RACE product was 108 bp. The base sequences of the intermediate fragment of the P. leopardus mitf gene, the 3’ RACE and the 5’ RACE base sequences were spliced together using DNAStar software (Supplementary Figure S1B), and the gene sequences were uploaded to NCBI (ID: OM914601). DNAMAN multiple sequence comparison analysis revealed that the MITF proteins of P. leopardus and Epinephelus lanceoletus had up to 88.89% similarity (Supplementary Figure S2B).




3.2 Phylogenetic analysis of erk1/2 and mitf

Phylogenetic analysis of ERK1/2 from representative fish and mammals yielded an NJ phylogenetic tree indicating that ERK1/2 from P. leopardus was highly homologous to that from Epinephelus coioides and Siniperca chuatsi (Supplementary Figure S3A). Analysis of the ERK1/2 amino acid sequence using the signalP4.1 website revealed no signal peptide and indicated that the ERK1/2 protein may be intracellular. Additional analysis using the Compute pl/Mw website revealed that the isoelectric point of ERK1/2 was pH 6.19, and the predicted molecular weight was 44.304 kDa. The hydrophobicity of the ERK1/2 protein was analysed by using ProtScale online software, and the results showed that ERK1/2 is hydrophilic and is a soluble protein.

The NJ phylogenetic tree showed that the MITF of P. leopardus is highly homologous to that of E. lanceoletus (Supplementary Figure S3B). Analysis of the MITF amino acid sequence using the signalP4.1 website revealed no signal peptide and indicated that the MITF protein was probably intracellular. Additional analysis using the Compute pl/Mw website showed that the isoelectric point of MITF was pH 5.92, and the predicted molecular was 41.796 kDa. In addition, MITF protein has relatively good hydrophilicity and is considered to be a soluble protein.




3.3 Expression analysis of erk1/2 and mitf in tissues of P. leopardus with different skin colours

The expression of erk1/2 and mitf in 10 tissues of P. leopardus (skin, liver, spleen, head kidney, intestine, heart, fin, eye, muscle, brain) was examined using RT-qPCR, and the primers are shown in Table S2. Quantitative relative expression was plotted using real-time fluorescence as shown in Figure 2. The results showed that the erk1/2 and mitf genes were constitutively expressed in the skin, liver, spleen, head kidney, intestine, heart, fin, eye, muscle, and brain. The highest level of erk1/2 expression was observed in the fins of P. leopardus and the lowest expression was observed in the heart. mitf genes were most highly expressed in the eyes and the lowest expression was observed in the kidney.

[image: Bar graphs comparing relative mRNA expression levels of "erk1/2" and "mitf" across different tissues, labeled SK, L, SP, K, H, E, N, and BR. Black bars indicate one group, and red bars indicate another. Statistically significant differences are marked with asterisks. Panel A shows expression of "erk1/2," while Panel B shows "mitf" expression.]
Figure 2 | Relative expression of erk1/2 (A) and mitf (B) in tissue species in red-skin and black-skin P. leopardus. **, Indicates significant differences in the gene of tissues with red-skin and black-skin individuals. SK, skin; L, liver; SP, spleen; K, kidney; I, intestines; H, heart; F, fin; E, eye; G, gills; M, musle; BR, brain. Different letters indicate significant differences in gene expression between different experimental groups.




3.4 Determination of optimal injection conditions for P. leopardus



3.4.1 Determination of optimal primers

Whether the synthesized dsRNA can have a significant interference effect is determined by the quality of the primers. In this study, four pairs of specific primers were designed, and the T7 promoter was added to the primers. All four pairs of primers can synthesize dsRNA in vitro. As seen from the experimental results shown in Supplementary Figure S4, 24 hours after the injection of erk1/2-dsRNA, the four primer pairs have different degrees of erk1/2 RNA interference in all tissues of P. leopardus. Comparing the differences in erk1/2 mRNA expression in each tissue after injection, the primer pair in group D erk1/2-iF2R1 (743 bp) was selected for subsequent experiments.




3.4.2 Determination of optimal injection site

The injection site directly affects the interference efficiency of erk1/2-dsRNA. The sites at which fish underwent in vivo injections included the abdominal cavity, dorsal muscle and tail vein. From the experimental results shown in Supplementary Figure S5, it can be seen that the interference effect of abdominal cavity and dorsal muscle injection fluctuated greatly, while the interference effect was most obvious after tail vein injection, so this site was chosen for the subsequent experiments.




3.4.3 Determination of optimal injection dose

Based on the results of previous studies, five dose groups, 0, 1, 5, 10, and 15 μg/g, were designed. Among them, 0 μg/g was the control group, and animals in this group were injected with an equal volume(300μL) of DEPC water. The results shown in Figure 3 reveal that there was no death of experimental fish 24 h after injection, and analysis of erk1/2 mRNA expression in each tissue revealed that the 5 μg/g dose group had the greatest RNA interference effect. Therefore, 5 μg/g was chosen as the subsequent interference dose.

[image: Bar charts labeled A to L show relative mRNA expression levels for various erk1/2 genes across different time points (0, 1, 5, 10, 15). Each chart shows distinct patterns of expression, with annotations for statistical significance marked by letters such as a, b, c, indicating group comparisons. The charts are color-coded for clarity, highlighting variations in expression over time.]
Figure 3 | Effect of different doses of erk1/2-dsRNA injected into the tail vein on the relative expression of the erk1/2 gene in various P. leopardus tissues (n=8). 0, 1, 5, 10 and 15 indicate erk1/2 injection concentrations of 0 µg/g (DEPC water), 1 µg/g, 5 µg/g, 10 µg/g and 15 µg/g, respectively. BSK, back skin; ASK, abdominal; BR, brain; M, muscle; L, liver; H, heart; K, kidney; SP, spleen; E, eye; F, fin; G, gills I, intestines. Different letters indicate significant differences in gene expression between different experimental groups.




3.4.4 Determination of the duration of the interference effect

After P. leopardus was injected with erk1/2-dsRNA at a dose of 5 μg/g, erk1/2 mRNA expression decreased in all tissues of the experimental group by varying degrees from days 1 to 15, which indicated that the RNA interference was successful. The results of this experiment are shown in Figure 4. The expression of erk1/2 mRNA reached its lowest level on day 5 after injection of erk1/2-dsRNA. Therefore, in the subsequent long-term interference experiment, the injection was performed every 5 days for a total of 20 days.

[image: Twelve line graphs displaying relative mRNA expression levels over various time points, highlighting different patterns across the charts labeled erk1/2_BSK, erk1/2_ASK, erk1/2_BR, erk1/2_M, erk1/2_L, erk1/2_H, erk1/2_K, erk1/2_SP, erk1/2_E, erk1/2_F, erk1/2_G, and erk1/2_I. Each graph includes error bars.]
Figure 4 | Effect of injection of erk1/2-dsRNA from the tail vein at 5 µg/g for different times on the relative expression of the erk1/2 gene in various tissues of P. leopardus (n=8). 1d, 2d, 3d, 4d, 5d, 6d, 7d, 9d, 11d, 13d, 15d denote 1, 2, 3, 4, 5, 6, 7, 9, 11, 13, 15 days after injection. BSK, back skin; ASK, abdominal; BR, brain; M, muscle; L, liver; H, heart; K, kidney; SP, spleen; E, eye; F, fin; G, gills I, intestines.





3.5 Long-term disturbance of P. leopardus erk1/2



3.5.1 Differential expression of related genes after RNAi in P. leopardus

The experimental results in Figure 5A show that four consecutive injections of erk1/2-dsRNA resulted in changes in erk1/2 mRNA expression in all P. leopardus tissues, with an overall decreasing trend, suggesting successful interference with the expression of erk1/2 mRNA. In addition, Figure 5B shows that the expression of mitf and kitα mRNA (Nassar and Tan, 2020) (The mutational landscape of mucosal melanoma), which are related to melanogenesis, was elevated, while the expression of dopachrome tautomerase (dct) mRNA was decreased (Zhou et al., 2021)(Epigenetic regulation of melanogenesis).

[image: Bar charts comparing control and treated groups in multiple panels labeled A and B, depicting relative mRNA expression levels. Panel A features various genes including erk1/2_BSK, erk1/2_ASK, and others, with significant differences marked by asterisks and annotations. Panel B shows expression for mitf_BSK, kita_BSK, and dct_BSK, also with significance markers. Control bars are black, and treated are orange.]
Figure 5 | Effect of continuous injection of erk1/2-dsRNA on gene expression in P. leopardus. (A) The effect of continuous erk1/2-dsRNA injection on the erk1/2 gene in various tissues of P. leopardus; (B) The effect of continuous erk1/2-dsRNA injection on the expression of mitf, kitα, and dct genes in the dorsal skin of P. leopardus. 1, 2, 3, and 4 indicate the number of injections. BSK, back skin; ASK, abdominal; BR, brain; M, muscle; L, liver; H, heart; K, kidney; SP, spleen; E, eye; F, fin; G, gills I, intestines. **, Indicates significant differences in gene expression between different control and experimental groups. Different letters indicate significant differences in gene expression between different experimental groups.




3.5.2 Differential enzyme activity after RNAi in P. leopardus

The tyrosinase (TYR) activity and melanin content of the BSK and ASK of P. leopardus were increased after four consecutive injections of erk1/2-dsRNA, but the difference was not significant (Supplementary Figure S7). However, elevated TYR activity inclines the organism to the true melanogenesis pathway (Hoekstra et al., 2006; Ito and Wakamatsu, 2003). which is consistent with these findings.




3.5.3 Phenotypic differences in skin tissues after RNAi in P. leopardus

The experimental results show that observation of P. leopardus 24 h after the injection of erk1/2-dsRNA, reveals a significant change in the local skin colour at the injection site (Wen et al., 2022); Phenotypic observation of experimental fish after long-term RNAi revealed that the skin colour of treated fish was darker than control fish (Figure 6A), and the number of melanocytes in the experimental group was significantly higher than that in the control group under the same viewing angle (Figure 6B).

[image: Panel A shows two rows of fish, labeled as Control and Treated, each with three specimens. A ruler in centimeters is above the fish. Panel B is a bar graph comparing the number of melanocytes between Control and Treated groups. The Treated group shows a significantly higher number of melanocytes, indicated by the letter 'a', compared to the Control group marked with 'b'. Insets display enlarged sections of skin with melanocytes.]
Figure 6 | Effects of continuous erk1/2-dsRNA injection on phenotypes in P. leopardus (n=8). (A) Observation of variation in skin-colour after long-term RNAi; (B) Microscopic observation and statistics of variation in body-colour at the same viewing angle. The statistical area is the boxed portion of the figure, with 5 tails for each of the experimental and control groups counted separately. Different letters indicate significant differences in number of melanocytes between different experimental groups.





3.6 ERK1/2 and MITF protein interaction analysis

After silver staining the gel scanning map results showed that the target proteins were labelled according to their positional size (Figure 7). Before Co-IP, Figure 7A shows that the FLAG antibody could detect the MITF signal after normal type exposure for 2 min; the His antibody could detect the ERK1/2 target signal after ultrasensitive type exposure for 20 min; and the GADPH antibody could detect the internal reference signal, indicating that the MITF, ERK1/2, and GAPDH proteins can be normally expressed in HEK 293T cells. After Co-IP, Figure 7B shows that the MITF target signal was detected in the Co-IP group after exposure to FLAG antibody, and the ERK1/2 target signal was detected in the Co-IP group after exposure to HIS antibody for 10 min. The two target proteins were still detectable after Co-IP, which indicates that MITF and ERK1/2 have a mutual binding relationship in P. leopardus.

[image: Panel A shows three Western blot images, each with molecular weight markers labeled in kilodaltons (kDa) from 250 to 15. Lanes are marked as M, 1, and 2 with prominent dark bands around 40-50 kDa indicated by red arrows. Panel B contains three similar Western blot images. Lanes are labeled M, IgG, IP, and input, also displaying major bands around 50 kDa marked by red arrows.]
Figure 7 | Western blot detection before and after Co-IP. (A) Western blot detection before Co-IP; (B) Western blot detection after Co-IP. M, marker; 1, 293T cotransfected cells; 2, positive control. The target proteins are labelled according to their position and size in the figure.





4 Discussion

The relationship between the MAPK signalling pathway and colour has been abundantly studied in mammals and fish, but the mechanism of regulation in fish is not clear. In this study, the full-length P. leopardus erk1/2 gene sequence was cloned, and the erk1/2 gene does not exist as an isoform in this species. The complete cDNAs of erk1 and erk2 were cloned in the early 1990s (Boulton et al., 1990, 1991). After comparison, it was found that the ERK1 and ERK2 proteins share approximately 83% amino acid homology (Supplementary Figures SI, S2) (Boulton et al., 1990). The phylogenetic tree suggests that in P. leopardus ERK1/2 is a MAPK3 (Supplementary Figure S3), which has important implications for our understanding of the ERK pathway. RT-qPCR was used to investigate the differences in the tissue distribution of P. leopardus erk1/2 in red-skinned and black-skinned fish, and the results showed that erk1/2 showed a constitutive distribution in all of the examined tissues in all experimental fishes, with higher expression observed in skin, fins, muscle, and brain (Figure 2), and when erk1/2 expression was decreased in P. leopardus, mitf expression increased accordingly. This result is similar to the erk1/2 expression pattern in other vertebrates, but there is a significant difference in expression in other species, which is similar to the distribution of erk1/2 in mammals (Boulton et al., 1990), suggesting that erk1/2 may be widely involved in a variety of essential processes in organisms (Schmitt et al., 2019). ERK1/2 expression in skin tissues was significantly lower in experimental fish with black skin than that in fish with red skin. Related studies in mammals have confirmed that ERK1/2 directly binds to Ser73, the phosphorylation site of MITF, phosphorylates MITF and thus regulates melanin synthesis (Wu et al., 2000). In mammals, the ERK signalling pathway is one of the major regulators of a variety of biological activities, including cell differentiation and proliferation (Yang, 2020). The results of this study suggest that the ERK1/2 protein is a very conserved serine/threonine protein kinase, and the erk1/2 gene of P. leopardus may have a direct or indirect regulatory role in skin colour, which is a critical life process in pigment cells and ultimately exerts a role in the regulation of the number, migration, morphology, and function of pigment cells.

In addition, pigment cells in fish skin tissues develop by differentiation from pigmentoblasts in the neural crest, which are devoid of pigment precursors, and the role of the mitf gene in this process should not be underestimated; mitf is not only a prominent marker gene for melanin stem cells and is mainly involved in the regulation of melanocyte differentiation but also plays a role in regulating the differentiation of nonmelanocyte cells (Johnson et al., 2011). The current study shows that the expression of the mitf gene is relatively high in tissues with an abundant number of melanocytes. For example, Zhang et al. found that the skin colour of Carassius auratus was able to change from grey to red, and mitf mRNA expression was reduced accordingly (Zhang et al., 2017). Expression of the mitf gene was also significantly higher in skin tissues in black-white Cyprinus carpio than in golden, tricolour, and red-white Cyprinus carpio (Liu et al., 2015). This phenomenon is not unique to fish, and similar results have been observed in terrestrial vertebrates (Xin et al., 2018; Zhang et al., 2016). In the present study, the expression of the mitf gene in various tissues of P. leopardus was similar to the above findings. The mitf gene was highly expressed in the dorsal skin, eye and fin tissues of P. leopardus (Figure 2), and this result verifies that the mitf gene regulates melanin synthesis in the organism. When the mitf gene is expressed at high levels in an organism, it will favour melanin production in that individual (Steunou et al., 2013); if the gene is expressed at a low levels, it will inhibit or reduce melanin production in the organism (Wu et al., 2021). Combining the erk1/2 results from this study and those from related studies in mammals, we hypothesize that in P. leopardus, erk1/2 may be involved in the regulation of melanogenesis through the regulation of mitf.

The erk1/2 gene plays an important role in the formation of skin colour in mammals and fish (Luo et al., 2013), but there are still few studies on erk1/2 loss-of-function in fish. In RNAi experiments, the dsRNAs synthesized with different primer sequences had different in effects. In this study, group D (erk1/2iF2R1, 743 bp) had the best RNA interference effect (Supplementary Figure S4), indicating that the nucleic acid sequence of erk1/2-dsRNA (group D) was an efficient RNAi target, which was consistent with the findings of the researchers (Wang et al., 2013). Then, equal doses of erk1/2-dsRNA were injected into three different sites, namely, the abdominal cavity, the back muscle, and the tail vein, and analysis of erk1/2 mRNA expression in each tissue of the experimental fish showed that tail vein injection had the best interference effect (Supplementary Figure S5). This is likely because it is possible to transport the injected interference sequence throughout the body through the fish blood circulation system allowing the sequence to produce its full RNA interfering effect (Bu, 2019). Therefore, based on the results of this experiment and the specifications of the experimented fish, tail vein injection is proposed for subsequent experiments. In addition to the specific dsRNA sequence used, and the injection site both directly affecting the efficacy of RNAi, the dsRNA injection dose also has an effect (Ge et al., 2020; Tan et al., 2020). The results of this study showed that the experimental fish injected with 5 μg/g dsRNA had the best interference effect (Figure 3), and the erk1/2 RNA interference effect was not completely positively correlated with the dsRNA injection dose. In recent years, an interference dose of 4-5 μg/g has mostly been used for RNAi in crustaceans, and the interference effect is obvious at this dose. After one injection of erk1/2-dsRNA (5 μg/g), the expression of erk1/2 mRNA decreased and reached the lowest level 5 days post-injection in most tissues, and the interference effect was most stable at this time point (Figure 4). In addition, fish skin colour is coregulated by many genes, and some researchers found that the mRNA expression of the slc7a11 gene was decreased after siRNA treatment, resulting in a significant downregulation of the expression of genes related to melanin formation, such as mitf in rabbit skin fibroblasts (Yang et al., 2018). In this study, we found that the expression level of erk1/2 mRNA in experimental fish could be significantly reduced by injecting erk1/2-dsRNA after long-term interference was completed, and the expression levels of mitf and kitα mRNA in dorsal skin tissues were significantly increased following erk1/2 interference (Figure 6), suggesting that erk1/2 has a negative regulatory effect on mitf and other genes related to skin colour formation in fish. Previous findings suggest that erk1/2 has a regulatory role in fish melanogenesis, which is possibly related to the synthesis of tyrosine proteases. In melanosomes, tyrosinase acts as a catalyst in the first two stages of the melanogenesis mechanism, and overexpression of tyrosinase leads to overproduction of melanin and pathological disorders such as hyperpigmentation (Hearing and Jiménez, 1987). Measurements of tyrosinase activity and melanin content in the DSK and ASK of P. leopardus in this study showed that erk1/2 expression was suppressed, and melanin content increased along with the TYR activity involved in melanin synthesis (Supplementary Figure S6), which promoted melanogenesis (Chung et al., 2019). It has also been shown that long-term RNA interference can lead to significant phenotypic changes in tissues or organs (Tan et al., 2020; Ventura et al., 2009), and it is clear that fewer injections can reduce the damage caused to experimental fish. In the present study, the number of melanocytes in the skin of P. leopardus increased significantly after several consecutive injections, and the fish skin darkened significantly (Figure 7). In conclusion, the results of gene expression, enzyme activity and phenotypic observation suggest that ERK1/2 may be involved in melanogenesis in P. leopardus through the regulation of MITF, but the specific mechanism through which these proteins interact still needs further study.

Studies in vertebrates suggest that ERK1/2 may interact with MITF, and activation of MITF promotes melanogenesis by increasing the expression of melanin-related enzymes (Jimenez-Cervantes et al., 1994; Tsukamoto et al., 1992). Studies have shown that MAPK family proteins, including p38MAPK, ERK1/2, and JNK1, are activated by numerous extracellular stimuli and play key roles in melanin synthesis (Peng et al., 2014). For example, phosphorylated ERK inhibits MITF expression and thus reduces melanin synthesis, while phosphorylation of p38MAPK and JNK1 can increase melanin synthesis by activating MITF (Kang et al., 2015). Kim et al. found that UV-B induced apoptosis in human melanocytes, which correspondingly increased the phosphorylation levels of JNK1 and p38MAPK but transiently inactivated ERK1/2 kinases (Kim et al., 2007). These studies suggest that the three members of the MAPK pathway, JNK1, p38MAPK, and ERK1/2, are mediated through the regulation of key genes for melanin synthesis, which in turn participate in the life process of melanocytes, ultimately exerting regulatory effects on melanocyte number, migration, morphology, and function. The results of the preliminary study showed that erk1/2 was significantly expressed in the brains of P. leopardus with different skin colours, suggesting that erk1/2 may have a direct or indirect regulatory role in skin colour, participate in the life process of pigment cells, and ultimately play a role in the regulation of the number, migration, morphology, and function of pigment cells. Currently, the mechanism of interaction between the different proteins in the process of pigment cell formation is poorly understood and needs to be investigated more fully. In this study, the results of immunoprecipitation indicate that P. leopardus ERK1/2 and MITF proteins are normally expressed in HEK 293T cells (Figure 7A). Moreover, MITF and ERK1/2 target proteins could still be detected after Co-IP (Figure 7B), indicating that the two proteins can bind to each other in P. leopardus. Wu et al. found that ERK1/2 can bind to Ser73, the phosphorylation site of MITF, which phosphorylates MITF and then regulates melanin synthesis (Wu et al., 2000), which is consistent with the results of this study, suggesting that MITF and ERK1/2 bind to each other and are involved in the regulation of melanogenesis in P. leopardus (Figure 1). In addition, the reciprocal relationship between ERK1/2 and MITF was confirmed for the first time in coral reef fishes, which provides technical and theoretical support for more in-depth investigation of the mechanism of skin colour formation in fishes, but further studies are still needed to reveal the reasons for the variation in skin colour in fishes.




5 Conclusion

In summary, the full-length erk1/2 and mitf genes were cloned and it was found that these genes were differentially expressed in with red-skinned and black-skinned P. leopardus fish, suggesting that erk1/2 and mitf may be involved in melanogenesis. Injection in vivo experiments revealed that ERK1/2 can be involved in regulating melanogenesis in P. leopardus. Co-IP in vitro shows that there was a direct or indirect interaction between MITF and ERK1/2 proteins. Therefore, this study the study demonstrates that ERK1/2 regulates melanogenesis through the mediation of MITF in P. leopardus. Which is the first study showing that ERK1/2 interacts with MITF to regulate melanin synthesis in coral reef fishes. The results of this study further enrich our understanding of the changing pattern of skin colour in P. leopardus and provide a new perspective for exploring the variable skin colour of coral reef fishes.
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The sustainability of the salmon farming industry is being challenged by increased mortality rates. Scotland’s open-source salmon production data provides the possibility of developing an industry-wide mortality monitoring model, valuable for identifying and addressing unexpected increases in mortality without needing data sharing agreements across different companies. This study aimed to utilize these data to develop a hierarchical dynamic linear model (DLM) for monitoring monthly mortality of maricultured Atlantic salmon in Scotland. We evaluated whether considering the hierarchical structure present in the data (country, region, and site) would improve mortality predictions when compared to the production cycle level DLMs developed in a previous study. Our findings demonstrated that the hierarchical DLM outperformed the production cycle level DLMs, confirming the value of this more complex modelling approach. Nevertheless, the hierarchical model, like the production cycle level DLMs, exhibited some uncertainty in the mortality predictions. When mortality is higher than expected, site level warnings are generated, which can encourage producers and inspectors to further investigate the cause. Between 2015 and 2020, approximately 25% of the production cycles and 50% of the sites encountered at least one warning, with most warnings happening in the summer and autumn months. Additionally, the hierarchical model enabled monitoring mortality at multiple levels. This information is useful for various stakeholders as part of a monitoring system, offering insights into mortality trends at national, regional, and sites levels that may benefit from strategic resource management. Recommendations for model improvements include utilizing shorter data aggregation periods, such as weekly, which are not currently available as open-source data.
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1 Introduction

Farmed salmon are a significant contributor to the aquaculture trade, playing an increasingly important role in providing food and nourishment worldwide (FAO, 2022). Scotland stands as the third-largest producer of farmed salmon globally (Iversen et al., 2020). Within the UK, farmed salmon is one of the top food exports (Department for Environment, Food & Rural Affairs, 2023). Despite these achievements, the industry faces sustainability concerns particularly with mortality rates exceeding 20% of the production in the last years in Scotland (Munro, 2023), a trend also observed in Norway (Sommerset et al., 2024). This mortality translates into economic losses and suboptimal fish welfare and is one of the main challenges to the industry’s sustainable growth (Noble et al., 2018).

Salmon aquaculture is a highly technologically advanced industry (FAO, 2022), which collects an increasing amount of data. In Scotland, the government systematically collects and collates monthly mortality data from all producers, making it publicly accessible in a standardized format across all sites. This continuously updated resource holds the potential for the development of an industry-wide mortality monitoring model, eliminating the need for complex data sharing agreements.

In a previous study, these Scottish open-source mortality data were used to create dynamic linear models (DLMs) at production cycle level (Merca et al., 2024). A univariate production cycle level DLM was created using exclusively mortality data. Additionally, several multivariate production cycle level DLMs were developed using mortality data with different combinations of environmental variables. The best multivariate model was the one that incorporated mortality and salinity related variables. Despite the presence of uncertainty in mortality predictions, the Scottish open-source mortality data enabled monitoring salmon mortality. Indeed, it was possible to trigger warnings when mortality was higher than expected, enabling further investigation of the cases if implemented in real-time. Nevertheless, the authors hypothesized that a hierarchical framework, where multiple units (in this case: sites, regions, and country) organized in a stratified structure are monitored simultaneously, could potentially improve the monitoring of salmon mortality. For instance, the hierarchical model can take into account that the sites within the same region are more closely correlated than sites in different regions (Dohoo et al., 2014). Besides, hierarchical modelling would enable monitoring mortality at multiple levels. Such information can be valuable for different stakeholders, by providing insights about mortality trends at regional and national levels, and by allowing comparisons of mortality across different regions.

In animal production, hierarchical DLMs are proven effective in capturing complex relationships and dynamics across multiple organizational levels, facilitating informed decision-making. For instance, in pig production, a hierarchical DLM was successfully employed to analyze drinking patterns across pen, section, and herd levels (Dominiak et al., 2019b, a). In another study in pig herds, conducted by Bono et al. (2012), DLMs were employed for monitoring litter sizes at both herd and sow levels. In dairy cows, DLMs have been implemented to estimate the effects of interventions at herd level, while also considering the cow effect (Stygar et al., 2017; Skjølstrup et al., 2022; Rustas et al., 2024). For aquatic animals, fewer examples of hierarchical modelling exist. In trout, hierarchical modelling has been used to study trout growth in locations such as Lake Superior, North America (Stebbins et al., 2024), and in Neste d’Oueil, Pyrénéss, France (Lecomte and Laplanche, 2012). For salmon, examples include Hubley and Gibson (2011) who developed a Bayesian hierarchical model to estimate the annual mortality of wild Atlantic salmon in Nova Scotia, Canada. Another example is Scheuerell et al. (2015), who used a hierarchical time-series model to investigate the effects of large-scale hatchery supplementation on the density of wild Pacific salmon adults.

The purpose of this study was to use the same open-source mortality data as in Merca et al. (2024) to develop a hierarchical DLM for monitoring monthly mortality of maricultured Atlantic salmon in Scotland. We assessed whether this more complex modelling approach that takes the hierarchical structure of the data into account improved the predictions of mortality when compared to the production cycle level DLMs previously developed. Besides, the hierarchical model can generate estimates for salmon mortality at site, region, and country levels, allowing stakeholders to monitor mortality at different levels. Additionally, the hierarchical DLM created was designed to trigger warnings when the observed mortality exceeds the expected levels. These warnings can inform producers, veterinarians, and inspectors, alerting them to further investigate. More specifically, we had four objectives: (1) to create a hierarchical DLM using mortality data from salmon sites in Scotland; (2) to compare the production cycle level DLMs with the hierarchical model and select the best model for monitoring salmon mortality; (3) to monitor salmon mortality at multiple levels (4) to create warnings at site level when observed mortality exceeded the expected levels.




2 Materials and methods

The present study involved data cleaning, manipulation, and modelling utilizing the statistical programming environment R (R Core Team, 2022) and RStudio (Posit team, 2022). The time-series analysis workflow is freely available (https://doi.org/10.5281/zenodo.13881599).



2.1 Data source

The data used in this study consisted of the same production data previously utilized in Merca et al. (2024), obtained from the Scotland’s Aquaculture website (http://aquaculture.scotland.gov.uk/; last accessed 9 February 2023). The data were extracted from a dataset called “Fish Farm Monthly Biomass and Treatments”, which consists of monthly data submitted by all active producers of all fish species produced in Scotland. Specifically, this study focuses on production data of seawater Atlantic salmon (Salmo salar L.), covering the period from 2002 to 2020.




2.2 Data cleaning and data manipulation

The data cleaning and manipulation procedures conducted in this study followed the framework outlined in Merca et al. (2024), as the same mortality data were utilized in both studies. For a more extensive description of these procedures, refer to Merca et al. (2024).

All marine salmon sites operating in Scotland from 2002 to 2020 were included in the original dataset, totaling 402 sites (open sea farms) and 2138 production cycles (period between stocking and harvesting). Those sites were spread across the six regions of Scotland: Highland, Argyll & Bute, Shetland Islands, Eilean Siar, Orkney Islands, and North Ayrshire (see Merca et al., 2024, Figure 1). Since North Ayrshire region only has one site, it was grouped with the nearest region, i.e. Argyll & Bute. Only the resulting five regions were considered.

[image: Line graph showing log mortality trends from 2015 to 2021. The blue line represents mts and the green line represents mt, with shaded areas indicating the 95 percent confidence intervals for each. The graph title is "Country."]
Figure 1 | Outcomes from the hierarchical DLM at country level. In green: Filtered mean for the country level (mt) and the respective 95% credible interval (CI); In blue: Smoothed mean for the country level (mts) and the respective 95% credible interval (CI).

The dataset used contained monthly mortality data reported as kilograms of dead salmon, per month and per site. In order to account for variations in production size, we converted mortality into proportions by utilizing the biomass data also available:

[image: Formula showing the calculation for mortality, defined as the weight of dead salmon in kilograms divided by the biomass in kilograms. Labeled as equation one.] 

Upon analyzing the mortality proportions, we identified some as unrealistic, such as instances of negative mortality proportions. The unrealistic values are potentially due to fish movements between sites during the month, for which timing and quantities were unavailable. The reported biomasses represent a snapshot of the biomasses at the end of the month, while mortality accounts for cumulative mortalities throughout the month. Therefore, when fish are moved from one location to another within a given month, the site from where the fish left will report biomasses at the end of the month that are lower relative to the mortalities recorded within that same month. On the other hand, when fish are introduced to a site during the month, the reported biomasses are higher compared to the mortalities observed. To mitigate this error, we tried to capture these movements by defining biomasses considered lower than realistic as

[image: Equation for low biomass at time t is shown. It reads: "Low biomass sub t is less than or equal to biomass in kilograms at t minus 1, minus mortality in kilograms at t minus 1, minus 0.2 times biomass in kilograms at t minus 1."] 

and biomasses higher than realistic as:

[image: Formula showing "High biomass is greater than or equal to 1.2 times Biomass in kilograms subscript t minus 1 plus Feed intake in kilograms subscript t times 0.77", labeled as equation 3.] 

where [image: Lowercase letter "t" in italic font on a white background.]  corresponds to the current month and [image: Mathematical expression displaying "t minus 1".]  to the previous month. For both cases we established limits of 20% deviation from expected biomasses, and any biomasses falling below or above were deemed abnormal (Equations 2 and 3). Additionally in Equation 3, we relied on feed intake reports (available in the dataset) to foresee how much the salmon where expected to grow in each month. We used a reported feed conversion ratio (FCR) of 1.3 for salmon in the United Kingdom (Torrissen et al., 2011), meaning that 77% of feed intake is transformed into weight gain. Equations 2 and 3 were applied to all reported biomasses in the dataset, and any considered lower or higher than realistic were replaced with missing values. The remaining realistic biomasses were then used to calculate mortality according to Equation 1.

Additionally as part of the data cleaning process, some sites and production cycles were excluded from the study. This was done for various reasons such as missing data and records that did not meet the standard production cycle for commercial purposes, as detailed in Merca et al. (2024).

After data cleaning and manipulation, our study population was reduced to 293 seawater Scottish salmon sites, corresponding to 1610 production cycles distributed in five regions of Scotland.



2.2.1 Transformation and standardization

According to West and Harrison (1997), the residuals of a DLM are expected to follow a normal distribution, as long as the system does not deviate from the expected behavior. In order to achieve this, mortality values underwent a logarithmic transformation: [image: The expression displays "log" of the sum of "x" and a small constant, 0.000005.] . As some of these mortality values were zero, we added a small constant before applying the logarithmic transformation. The data were then standardized by subtracting the sample mean from all observations and dividing them by the sample standard deviation.





2.3 Learning and test sets

The available data (293 sites and 1610 production cycles) were utilized to create the learning and test sets, employing the same methodology as described in Merca et al. (2024). By using the same learning and test sets in both studies, a direct and comprehensive comparison of the results can be achieved. The learning set consisted of 145 sites and 784 production cycles, which were utilized to estimate the parameters for the DLM. The test set comprised the same 145 sites and 353 additional production cycles used to validate the models.




2.4 Hierarchical dynamic linear model

Dynamic linear models (DLMs) represent a specific type of time series models. DLMs rely on a Bayesian framework to infer the underlying parameter vector from observed data, while incorporating any relevant prior information available before the observations are made. Each time step involves forecasting values accommodating measurement errors and allowing systematic fluctuations (West and Harrison, 1997).

Hierarchical models (also referred to as multi-level models) are convenient when dealing with data that have an inherent stratified structure. In this case, a dataset comprising a country with different regions, each containing various sites, is an example of a dataset that might benefit from hierarchical modelling. This approach is likely to be advantageous because different geographical locations likely result in greater similarity within the same region, such as similar water temperatures or currents. Hierarchical modelling captures those correlations between different units, thereby potentially explaining more variation than would be explained without taking the structure into account. Moreover, it enabled simultaneous monitoring of mortality at multiple levels.

An extensive framework for constructing production cycle level DLMs (non-hierarchical) using the same mortality data is described in Merca et al. (2024). Hierarchical DLMs are defined within the usual framework of a DLM with an observation equation and a system equation. The hierarchical architecture of the model is only reflected in the structure of the matrices present in those equations.

In this study, we created a hierarchical DLM using site level monthly mortality data (logarithmically transformed). The model created had all three levels (country, region, and site) directly represented. Consider [image: The mathematical expression "Y" with the subscript "rit."]  as the observed value (mortality) in month [image: A lowercase italicized letter "t".]  for site [image: Lowercase letter "i" in black on a white background.]  within region[image: Blurred lowercase letter "r" on a white background.] . A straightforward approach of modelling the hierarchy (country/region/site) is through the following model:

[image: Statistical equation depicting a random effects model: \( Y_{rit} = \mu + \alpha_{r} + \beta_{rit} + \nu_{rit} \), where \(\nu_{rit} \sim N(0, \sigma^{2})\). Equation number (4) is displayed.] 

where [image: Lowercase Greek letter "mu" (μ) followed by a subscript "r".]  is a dynamic country level, [image: The Greek letter alpha, subscript n.]  is a dynamic region level, [image: Greek letter beta followed by the subscript "rit", likely representing a mathematical or scientific variable.]  is a dynamic site level, and [image: The text shows the mathematical expression "V sub nit," representing a variable with a subscript.]  is a random observation error. Therefore, each component contributes to explaining a specific aspect of the observed mortality. This framework allows for changes over time across all levels – country, region, and site.



2.4.1 Harmonic waves and trend factors

After running the simplest type of a hierarchical DLM where no time trends were assumed, we noticed a seasonal pattern in the country level mortality estimates. Thus, we incorporated that seasonality into our model by using the Fourier form representation (West and Harrison, 1997), which involves a linear combination of trigonometric functions (sine and cosine, also known as harmonic waves). We tested four approaches: including solely one harmonic wave, the sum of two harmonic waves, the sum of three harmonic waves, and not including any harmonic wave. To compare the performance of these four approaches, we calculated the Root Mean Squared forecast Error (RMSE) for the forecast errors across all sites. The forecast errors consist of the difference between the observed mortality and the forecasted mortality values. Smaller RMSE values indicate greater model precision. We found that the sum of two harmonic waves provided the best fit for the data.

Each harmonic wave is represented by two parameters, in addition to a mean level element. Using the sum of two harmonic waves, 5 parameters were needed: [image: Mathematical notation displaying variables: lambda sub t, h sub 11t, h sub 12t, h sub 21t, and h sub 22t.] . Thus, the country level was defined as follows:

[image: The equation shows \( \mu_t = [1 \ 1 \ 0 \ 1 \ 0] \) multiplied by a vertical matrix containing \( \lambda_t, h_{11t}, h_{12t}, h_{21t}, h_{22t} \).]	

where [image: The Greek letter lambda with a subscript "t".]  corresponds to the intercept, [image: Italic lowercase letter "h" followed by subscript "one one t".]  and [image: The mathematical expression "h" with the subscript "one two t".]  represent the parameters of the first harmonic wave and [image: Lowercase italic letter 'h' with a subscript '21t'.]  and [image: The image shows the mathematical expression "h" with a subscript of "22t".]  represent the parameters of the second harmonic wave.

For the regional levels, we did not consider any time trend. However, we assumed a trend for the site levels, as they may change according to the stage of the production cycle (i.e. the age of the fish at the site). To model this trend, we use a spline function created using the smooth.spline function available in stats R package (R Core Team, 2022). One spline function was developed for each site, which provided the desired shape to reflect the mortality of the corresponding site’s production cycles. The magnitude of the trend was dynamically estimated as a trend factor [image: Mathematical expression showing the Greek letter theta enclosed in parentheses.] .




2.4.2 Observation equation

The observation equation (Equation 5) can be written in matrix notation as

[image: The equation displays \( Y_i = F_i' \theta_i + v_i \), with \( v_i \sim N(0, V_i) \). The equation number is (5).] 

and describes how the values of an observation vector [image: \( (Y_t) \) is likely a mathematical notation, where \( Y \) is a variable with a subscript \( t \), often representing a time index or specific condition.]  depend on underlying (unobservable) parameters [image: Mathematical expression showing theta subscript t enclosed in parentheses.] , through a transposed design matrix [image: The image depicts a mathematical notation with the letter "F" subscripted by "t" and a prime symbol following the subscript within parentheses.] . Observation errors are also considered [image: The notation \(v_{r}\) enclosed in parentheses, representing a variable or parameter often used in mathematical expressions or equations.] . Here, [image: \( Y_t \)]  corresponds to a vector with the observed mortalities of all sites in month [image: Lowercase letter "t" in italic font on a white background.] . The parameter vector was defined as

[image: Mathematical notation representing a vector \( \theta_t \) that includes various parameters such as \( \lambda_t, h_{11,t}, h_{12,t}, h_{21,t}, h_{22,t} \), and multiple coefficients \(\alpha\), \(\beta\), and \(q\) with different subscripts, organized in a structured formula.]	

where indexes [image: The letter "A" is displayed in a serif font against a plain background.] , [image: The letter 'B' in a serif font on a white background.] , [image: Lowercase letter 'c' in a serif font.] , [image: A small, pixelated image of the letter "D" in a serif font. The background appears to be light in color.] , and [image: A stylized letter "E" in a serif font, likely part of a mathematical or scientific equation. The image is slightly blurred.]  represent the five regions, [image: Mathematical expression displaying "Q sub rit" in italic font.]  denotes the trend factor for site [image: Lowercase letter "i" in a serif font on a plain background.]  in region [image: A lowercase letter "r" in italic style on a plain white background.]  at month [image: Lowercase letter “t” in italic serif font, centered on a plain white background.]  and [image: The letter "N" is displayed in a serif font on a white background.]  corresponds to the total number of sites in region [image: Calligraphic letter "E" on a light background.] . The parameter vector [image: Mathematical notation displaying the Greek letter theta with a subscript t, enclosed in parentheses.]  consisted of 300 elements.

The transposed design matrix is where the structure of the model is represented, allowing the integration of information from all three levels. The number of rows in [image: The image shows the mathematical notation "F subscript t prime" in italics.]  is equal to the number of sites and the number of columns corresponds to the size of[image: The image contains the symbol "theta" with a subscript "r".] . Thus, when no observations were missing in month [image: Lowercase letter "t" in italics on a light gray background.] , it corresponded to a [image: A placeholder image with dimensions labeled as 145 by 300 pixels.]  matrix:

[image: A matrix labeled \( \mathbf{F}_t' \) consisting of seven rows and twelve columns. The matrix is filled with binary numbers (ones and zeros) interspersed with ellipses representing omitted values. Each row starts and ends mostly with ones and zeros separated by dots.]	

Each row corresponded to a site (here five sites are represented, each belonging to a different region). The first five columns corresponded to the country level, followed by other five columns representing the regions levels. The remaining 290 columns corresponded to the sites levels and trend factors. When there was a missing observation for some site in month [image: A lowercase letter "t" written in a serif font.] , the row corresponding to that site on the [image: Mathematical notation showing the variable \( F_{t}' \) with a subscript \( t \) and a prime symbol.]  matrix was excluded.

This model already takes the hierarchy into account by seeing each observation as a result of effects at all three levels. Furthermore, it may be reasonable to assume that the error terms within each level [image: Mathematical notation showing a variable denoted by the lowercase letter v with a subscript consisting of r, i, and t, enclosed within parentheses.]  are correlated with each other. This can be accomplished if the individual error term is seen as the sum of three underlying independent errors at the country [image: The lowercase letter "c" enclosed in parentheses.] , region [image: Text displaying a lowercase letter "r" enclosed in parentheses.] , and site [image: The lowercase letter "i" enclosed in parentheses.]  levels

[image: Equation showing \( y_{it} = v_{ct} + v_{et} + v_{it} \) where each \( v \) variable follows a normal distribution. \( v_{ct} \sim N(0, \sigma_c^2) \), \( v_{et} \sim N(0, \sigma_e^2) \), \( v_{it} \sim N(0, \sigma_t^2) \).]	

Thus, the variance-covariance matrix [image: Mathematical notation with an uppercase italic V and a subscript lowercase t.]  of [image: Mathematical expression showing the variables "v" and "t" written in a subscript format.] , when no observations were missing in month [image: The lowercase letter "t" in italics.] , corresponded to a [image: A small white bunny sits on a wooden floor next to a basket of colorful Easter eggs. Sunlight filters through the window, casting a gentle glow over the scene.]  matrix, represented as:

[image: Matrix equation labeled \(V_r\) with diagonal elements \(\sigma_C^2 + \sigma_R^2 + \sigma_I^2\), and off-diagonal elements primarily \(\sigma_C^2\), \(\sigma_R^2\), and \(\sigma_I^2\). The matrix includes ellipses indicating continuation of elements.]	

considering that the sites represented in the first two columns (and rows) are situated within the same region (region [image: A capital letter "A" is shown in a serif font, displayed in black on a light gray background. The image is slightly blurred.] ), while the sites represented in the last two columns (and rows) are both part of a common region which is different from the initial one (region E).




2.4.3 System equation

The system equation (Equation 6) is represented as

[image: Mathematical equation showing \(\theta_t = G_t \theta_{t-1} + w_t\), where \(w_t \sim N(0, W_t)\).] 

where [image: Text in a serif font displaying a lowercase letter "g" followed by a subscript lowercase letter "t".]  is called the system matrix and serves to update the parameter vector, and [image: The mathematical notation "w sub t" is depicted, indicating a variable with a subscript "t".]  represents the system errors. The system matrix is a quadratic matrix with the same size as [image: Mathematical symbol representing theta subscript t.] :

[image: A large matrix labeled \( G_t \), mainly comprised of zeros, with specific trigonometric functions and variables. Visible elements include \( \cos(\omega) \), \( \sin(\omega) \), \( \cos(2\omega) \), \( \sin(2\omega) \), along with variables \( \delta_{\text{alt}} \) and \( \delta_{\text{EN}} \), and identity values \( 1 \) across the matrix.]	

where [image: Mathematical equation displaying omega equals two times pi divided by twelve.] , [image: The equation shows \(\delta_{rit} = \hat{m}_{rit} - \hat{m}_{ri,t-1}\).]  (being [image: A small, stylized letter "m" with a tilde accent above it, set against a light, dotted background.] the expected log-transformed mortality at times [image: Lowercase italic letter "t" on a plain background.]  and [image: Lowercase letter "t" followed by a subscript minus one.]  for site [image: Lowercase letter "i" in black on a white background.]  in region [image: Lowercase letter "r" in a serif font on a white background.] , given by the spline function), and [image: The capital letter "N" in a serif font, displayed in black on a light gray background.]  corresponds to the total number of sites in region [image: Capital letter "E" in a serif font with a slightly blurred or pixelated appearance.] . The two harmonic waves for the country level are represented in the first five rows and columns. The expected rate of change in log-transformed mortality [image: Mathematical expression featuring a lowercase Greek letter delta, subscript rit, enclosed in parentheses.]  are shown in the corresponding rows and columns of each site, being utilized to update the site levels.

The systematic variance-covariance matrix [image: The image contains the mathematical notation "W" with a subscript "t".]  of [image: The image shows the lowercase letter "w" with a subscript lowercase letter "t".]  describes how much each element of the system is likely to randomly change from one time step to the next, and was calculated using a component discounting approach described by West and Harrison (1997). A discount factor is a numeric value that falls within the range of 0 to 1. Discount factors that are closer to 0 reflect large system variance, while those closer to 1 indicate a small variance. This approach is referred to as component discounting, as it allows each level (component) to have its own discount factor. Therefore, the model can change at a different rate for each level, offering more modelling flexibility. In this case, three discount factors were included: one for country[image: The Greek letter rho with subscript C enclosed in parentheses.] , one for region [image: The mathematical symbol for ρ subscript R enclosed in parentheses.] , and one for site [image: The image shows the mathematical notation "(ρ₁)" with the Greek letter rho followed by the subscript one, enclosed in parentheses.] . The resulting variance-covariance matrix [image: Mathematical notation showing the symbol "W" with a subscript "t".]  is a block-diagonal matrix with a dimension of [image: A grey placeholder image with dimensions 300 by 300 pixels displaying the text "300 x 300".] .




2.4.4 Initialization

In order to fully describe a DLM, it is necessary to provide the initial distribution [image: Equation showing that \((\theta_0 | D_0)\) follows a normal distribution \(\sim N(m_0, C_0)\).]  of the parameter vector [image: Greek letter theta with a hat symbol, subscript zero.] , before any observations are made [image: Equation showing the mathematical expression \( (D_0) \), where \( D_0 \) is a variable with a subscript zero, enclosed in parentheses.] . We achieved this my defining an initial mean [image: The image displays the mathematical notation "m" followed by a subscript zero, represented as \(m_0\).]  and the initial variance-covariance matrix [image: Lowercase letter "c" followed by a subscript zero.] .

The initial mean [image: Mathematical notation depicting "m" with a subscript zero.]  followed the same structure of [image: Mathematical symbol for theta with a subscript "r".] , first having the country elements, then the regions, followed by the sites. For the season-dependent country level two harmonic waves were introduced, representing 5 elements. We created a linear regression to determine the relationship between the observations of mortality (on the learning set) and a trigonometric function representing a sum of two harmonic waves, for a period of 12 months. The resulting coefficients estimates were used in [image: The image shows the mathematical notation "m" followed by a subscript zero.] . The coefficient estimates corresponded to the intercept and one sine and cosine wave for each harmonic wave used, resulting in 5 elements. For the regions’ levels, we calculated the average of mortality for each region using the learning set. We then subtracted the five elements calculated for the country level, and added the results to [image: Mathematical expression of \( m_0 \), with a lowercase "m" followed by a subscript zero.] . Finally, for the sites’ elements, each site had a level and a trend factor. For all sites, the level and the trend factor were set to 0 and 1, respectively. A trend factor of 1 indicates that, prior to any observations, we expected the system to evolve according to the estimated spline function.

The initial variance-covariance matrix [image: Formula showing the letter C with a subscript zero.]  corresponded to a quadratic matrix with the same size as [image: Greek letter theta with subscript r.] , also having the country, regions, and sites elements. For the country part, we applied the vcov function available on stats R package (R Core Team, 2022) to the linear regression previously created for [image: The image shows the mathematical notation "m subscript 0".] . This function returned a [image: Text reads "5 × 5".]  variance-covariance matrix of the main parameters of the regression model. For the regions’ elements, we used the learning set to calculate the average of mortality in each region, for the first 7 months of the production cycles. Therefore, for each region we had 7 values, one for each of the 7 months. From each of those values, we subtracted the five elements calculated for the country level in [image: Italic lowercase letter 'm' followed by a subscript zero.] . Then, we computed the covariance of those subsequent 7 elements, resulting in one value per region. For the sites, we also calculated the average of mortality in each site, for the first 7 months of the production cycles. To each of those 7 elements, we subtracted the corresponding region mean and the five elements calculated for the country level in [image: Mathematical notation showing the variable "m" with a subscript zero.] . Then, on the 7 resulting values, we calculated the differences between each two consecutive elements. Finally, we computed the covariance between the differences and the 7 mortality averages already discounting the country and region parts. The final variance-covariance matrix [image: The image shows the mathematical notation "C" with a subscript "0".]  was accomplished by diagonally combining the country individual variance-covariance matrix, the regions variances and the sites variance-covariance matrices.

It is worth mentioning that the initial values of [image: Italic lowercase letter "m" with a subscript zero.]  and [image: The image shows the mathematical notation "C" with a subscript "0".]  were of minor importance. As soon as the DLM was applied to the data, it automatically adapted over time.



2.4.4.1 When a new production cycle starts

Every time a new production cycle started, the site needed to be reinitialized to ensure it did not incorporate information from previous production cycles when predicting the new one.

The system equation (Equation 6) updates the parameter vector from [image: Symbol \(\theta_{t-1}\), representing a parameter or variable \(\theta\) at time step \(t-1\).]  to [image: The image shows the Greek letter theta (\( \theta \)) followed by a subscript letter \( r \).] . Whenever a new production cycle started, we wanted to reset the corresponding site to its initial state. Therefore, we changed the level and the trend factor for the specific site in [image: The mathematical notation shows the symbol theta subscript t minus 1.]  to 0 and 1, respectively (as in [image: Italic lowercase letter "m" followed by a subscript zero.] ). Moreover, in [image: The image shows the mathematical notation "G" with a subscript "t".] , we inserted zeros in the rows and columns of the site that had a new production cycle starting in order to “break the connection” between cycles. Finally, we added some additional variance [image: The alt text reads: "(C subscript 0)" in parentheses.] to the elements of [image: Mathematical notation showing "W" with a subscript "t".]  for the specific site that was initiating a new production cycle. Hence, we increased the adaptability of the model.





2.4.5 Optimizing DLM variance components

For a full specification of the variance components of this hierarchical model, six parameters were needed: three observational variances [image: Mathematical symbols representing variances: sigma squared subscript C, sigma squared subscript R, and sigma squared subscript I.]  (used in [image: The image shows the mathematical notation "V" with a subscript "t".] ) and three discount factors [image: Lowercase Greek letters rho, with subscripts C, R, and I, separated by commas.]  (used in [image: The image displays the mathematical notation "W" with a subscript "t".] ).

These six parameters were estimated from the learning set, through numerical optimization. The values selected were the ones that minimized the Root Mean Squared forecast Error (RMSE). This estimation was performed using the optim function in R (R Core Team, 2022), with the Nelder-Mead optimization algorithm. The resulting observational variances were [image: Mathematical expression showing the squared standard deviation of C, represented as σ subscript C squared, equals 0.02883.] , [image: Mathematical expression showing sigma squared sub R equals 0.01053.] and [image: Mathematical notation showing \(\sigma_i^2 = 0.45801\).] , and the discount factors were [image: The image shows the mathematical notation \(\rho_C = 0.77978\).] , [image: The mathematical expression shows the correlation coefficient \( \rho_R \) equal to 0.97855.]  and [image: The equation displays the symbol ρₗ followed by an equal sign and the value 0.78199.] .




2.4.6 Filtering and smoothing

The DLM incorporated the Kalman filter technique, which produces estimates updated according to new observations (West and Harrison, 1997). Given the information available at time [image: Lowercase italic letter "t" on a white background.]  ([image: The image displays the mathematical notation "D subscript t", often used in equations or formulas.] ), the conditional probability of the parameter vector [image: Mathematical notation displaying \((\theta_t)\), where \(\theta\) is a variable with subscript \(t\).]  is denoted as [image: Mathematical expression depicting theta sub i given D sub t is distributed as a normal distribution with mean m and covariance C sub t.] , where [image: Italic lowercase letter "m" followed by subscript "t".]  is the filtered mean and [image: Mathematical notation displaying the variable \( C_t \), with a subscript \( t \).]  the variance-covariance matrix. The Kalman filter allowed us to obtain monthly expected values (filtered mean and variance) and forecasts for mortality at site level. Additionally, it gave us expected mortality values for the country as a whole and for each of the five regions.

The parameter vectors [image: The Greek letter theta with a subscript "t".]  are autocorrelated. The Kalman filter estimates the [image: The Greek letter theta with a subscript "r".]  based on previous information only. However, due to this autocorrelation, the future observations also contain valuable information for estimating [image: Lowercase Greek letter theta with a subscript "t".] . Therefore, a retrospective analysis called smoothing can be employed (West and Harrison, 1997). This method takes into account all the available observations, including past and future ones, providing the best possible estimates.





2.5 Monitoring at country and region levels

As stated in Equation 4, the observed mortalities at a site consisted of the sum of the dynamic country, region, and site levels. However, obtaining mortality estimates at the country and regional levels required additional calculations.

To obtain the mortality estimates at regional level, we defined a vector that could extract the regional estimates from the estimated means (filtered and smoothed). For each region and at each time step, a different vector was created. For example, the vector for region [image: The letter "A" is displayed in a serif font with a grayscale tone.]  at time [image: Italic lowercase letter "t" on a white background.]  was defined as

[image: Mathematical expression shows \( z_{A_t} \) as a vector beginning with the sequence 1, 1, 0, 1, 0, 1, 0, 0, 0, 0, followed by terms \(\frac{1}{M_{A_t}}\), 0, ..., \(\frac{1}{M_{A_t}}\), and multiple zeros.]	

where [image: Mathematical notation showing "M" with a subscript "Ar".]  corresponds to the number of sites belonging to region [image: A stylized letter "A" in a serif font, displayed in grayscale against a light background.]  with observations at time [image: The letter "t" is displayed in a serif font, appearing slightly italicized against a white background.] . This vector had the same structure as [image: The image displays the Greek letter theta with a subscript "t".] , where the first five elements correspond to the country level, the following five values represent the different regions (with the number 1 in the position of region [image: The letter "A" in a serif font on a light gray background.] ), and the remaining elements correspond to the sites levels and trends. In the positions of the sites levels belonging to region [image: The letter "A" is depicted in a serif font on a plain white background.]  with observations at time [image: Lowercase letter "t" in italic format.] , we assigned [image: A mathematical symbol representing a fraction with "1" as the numerator and "M subscript A T" as the denominator.]  to equally capture each site’s influence on the region. The same logic was employed to create the vectors for all five regions. Then, to extract the mortality estimates at regional level, we multiplied the previously described vector by the filtered mean ([image: Lowercase letter "m" followed by a subscript "t".] ). To extract the mortality estimates at regional level estimated by the retrospective smoothening, the same methodology was used: the same previously explained vector was multiplied by the smoothed mean.

For the country level, we also created a vector to extract the mortality estimates:

[image: Mathematical sequence with fractions. The sequence includes terms like one over five times M sub A t, one over five times M sub B t, and so on, interspersed with zeros.]	

where the [image: Mathematical notation showing an upper-case letter "M" with a subscript "Ar".] , [image: Italic letter "M" followed by a subscript "Ar".] , [image: Mathematical notation showing the letter "M" with a subscript "B" and "t".] , [image: The image shows the mathematical notation "M" with a subscript Greek letter alpha (α).] , and [image: Italic capital letter M with subscript "DK."]  correspond to the number of sites belonging to regions [image: Mathematical notation showing the variable \( M \) with subscript \( Er \).] , [image: Letter "A" styled in a serif font on a light background.] , [image: The letter "B" in serif font on a plain background.] , [image: Lowercase letter 'c' in a serif font, displayed in a small size.] , and [image: The letter "D" displayed in a serif font against a light gray, grid-patterned background.] , respectively, with observations at time [image: Uppercase letter "E" displayed in a serif font.] . The logic behind the structure of this vector was the same as that used in creating the vectors for the regions: the first five elements represent the country level, the next five values correspond to the regions, and the following represent the sites levels and trends. In all region positions, we assigned [image: Lowercase italic letter "t" on a plain white background.] , where 5 represents the number of regions, to equally reflect the impact for each of the five regions on the country. The same rationale was employed for the site levels, where we divided 1 by the product of 5 (number of regions) and the number of sites with observations at time [image: A fraction with the numerator one and the denominator five.]  within each region. Positions corresponding to sites where no observations existed at time [image: Lowercase letter "t" in italic font on a white background.]  were set as 0. Subsequently, to extract the mortality estimates at country level, both filtered and smoothed, we multiplied the country vector by the filtered mean ([image: Lowercase letter "t" in italics on a plain white background.] ) and by the smoothed counterpart, respectively.

Finally, we also needed to extract the variance of the smoothed and filtered levels for region [image: The image shows a lowercase letter "m" with a subscript "t".]  and for country [image: Text showing the mathematical notation \((C_{rt})\).] . The same previously defined vectors were again used. At regional level the variance was extract as

[image: Mathematical equation showing \( C_t = z_t \times C_l \times z_t' \).]	

where [image: Mathematical notation showing the symbol C subscript alpha enclosed in parentheses.] and at country level

[image: Equation showing \( C_{dt} = z_{dt} \times C_{t} \times z_{dt}' \).]	

where the [image: The expression shows \( r \in \{ A, B, C, D, E \} \), indicating that variable \( r \) is an element of the set containing A, B, C, D, and E.]  corresponds to the variances of the filtered or smoothed levels, depending on which variance we are extracting, at time [image: The image shows the variable \( C_t \) in a serif typeface.] .




2.6 Generating warnings

Warnings were generated at site level. A warning was defined as any observation of mortality falling above the 95% credible intervals (CI). The 95% CI were determined using the forecasted values ft (and their respective variance Qt) produced by the Kalman filter, as:

[image: The formula presented is for a 95% confidence interval: \( 95\% \, CI = \bar{f_t} \pm 1.96 \times \sigma_f \), labeled as equation (7).] 

where [image: Lowercase letter "t" in italic font on a plain background.] . The warnings were generated using the same methodology as in the previous study (Merca et al., 2024).





3 Results

The results presented were achieved by applying the hierarchical DLM to the test set using initial specifications derived from the learning set.



3.1 Comparison of hierarchical and production cycle level DLMs

After developing the hierarchical DLM (objective 1), the second objective was to compare the performances of the univariate production cycle level DLM (which used only mortality data) and the best multivariate production cycle level DLM (which incorporated both mortality and salinity related variables) created in a previous study (Merca et al., 2024), with the newly developed hierarchical DLM. These comparisons involved assessing the discrepancies between the mortality observations and the models predictions, represented as forecast errors. The RMSEs were calculated for the collective set of mortality forecast errors across all production cycles for the production cycle level DLMs and across all sites for the hierarchical DLM.

The RMSEs of the three models are shown in Table 1. The smaller RMSE for the hierarchical DLM suggest better precision. To determine the statistical significance of these differences, a paired t-test was performed on the squared forecast errors of the models being compared. T-tests are recognized for their utility in studies characterized by large sample sizes and are noted for their robustness, even when dealing with skewed data (Fagerland, 2012). Since we aimed to compare variances, squaring the forecast errors was appropriate. The p-value computed between the univariate production cycle level DLM and the hierarchical DLM was [image: Scientific notation of a number: six point one four multiplied by ten raised to the power of negative five.] , and [image: 2.44 times ten raised to the power of negative four.]  between the multivariate production cycle level DLM and the hierarchical DLM. Thus, we can conclude that the hierarchical DLM performed significantly better than both production cycle level DLMs.

Table 1 | Root mean squared errors (RMSEs) for the univariate and best multivariate production cycle level DLMs (Merca et al., 2024), and the hierarchical DLM.


[image: Table comparing root mean square errors (RMSEs) for dynamic linear models (DLMs). Univariate production cycle level: 0.86028, multivariate production cycle level: 0.85860, hierarchical: 0.82840.]



3.2 Monitoring mortality at multiple levels

The hierarchical DLM provided estimates of mortality at country, region, and site levels (objective 3). At country level (Figure 1), we can see the filtered mean estimated by the prospective Kalman filter (in green) and the smoothed mean (in blue) estimated by the retrospective smoothening. Both estimates are accompanied by their corresponding 95% credible intervals (CI), derived from their respective variance components. The filtered mean (in green) provides the most accurate estimates of the true underlying mortality level at each time step, incorporating all prior information. Meanwhile, the smoothed mean (in blue) offers the best possible estimates of mortality at country level by considering all available information both before and after each time step. At country level, mortality exhibits a consistent pattern with clear seasonal variations, showing higher mortality in the summer months (Figure 1).

At region level (Figure 2), the filtered mean (in green) and the smoothed mean (in blue) are illustrated for each of the five regions included in this study. At the region levels it is also possible to see the seasonality in the estimates, with increased mortality during the summer. Each region displayed distinct mortality trends that can be analyzed individually. The region Highland experienced an upward trajectory in mortality from 2016 to 2018, while being stable in subsequent years. Argyll & Bute showed a notable decrease in mortality in 2018 compared to the other years. The Shetland Islands exhibited a decrease in mortality in the last months of 2020. In the Orkney Islands it is possible to see a declining trend in mortality over the years. Eilean Siar showed an increase in mortality in the last six months of 2020.

[image: Five line graphs show log mortality from 2016 to 2021 for Highland, Argyll and Bute, Shetland Islands, Orkney Islands, and Eilean Siar. Each graph includes two lines labeled "mts" in blue and "mt" in green, with shaded areas representing 95% confidence intervals. Peaks and fluctuations are visible across all graphs.]
Figure 2 | Outcomes from the hierarchical DLM at region level, for each of the five regions. In green: Filtered means for the regional levels (mt) and the respective 95% credible intervals (CI); In blue: Smoothed means for the regional levels (mts) and the respective 95% credible intervals (CI).

Here, we explain the site level using two sites as examples: Site X (Figures 3A, B) and Site Y (Figures 4A, B). Starting with Site X, the DLM provided estimates (filtered and smoothed means - Figure 3A) but also the forecasted values produced at each time step in the Kalman filter (Figure 3B). The two darker grey shaded areas represent the two production cycles present in Site X during the analyzed timeframe, interrupted by a fallow period in which no fish were present in the site. Figure 3A illustrates that the means (filtered and smoothed) demonstrated a consistent alignment with the observations. It is worth noticing that the DLM continued to provide estimates even in the absence of observations, based on information from other sites (for instance in the last months of 2017 and beginning of 2018). Additionally, it is evident that during the periods without observations (between the production cycles), the 95% confidence intervals widened, reflecting increased uncertainty about the true mortality values due to the lack of mortality data. In Figure 3B, the forecasts are depicted along with the corresponding 95% CI. The 95% CI are wide, implying a degree of uncertainty in the forecasts. In Site X the mortality is considered to be as expected, since the observations do not exceed the 95% CI.

[image: Two line graphs titled "Site X" displaying log mortality from 2016 to 2021. Graph A features three lines: observed (black), mts (blue dashed), and mt (green) with shaded confidence intervals. Graph B displays two lines: observed (black) and ft (red) with a red shaded confidence interval. Both graphs indicate cyclical patterns.]
Figure 3 | Outcomes from the hierarchical DLM at site level, for Site X. Observations (obs) in black and the production cycles are represented by the grey shaded areas. (A) In green: Filtered mean (mt) and the respective 95% credible interval (CI); In blue: Smoothed mean (mts) and the respective 95% credible interval (CI). (B) In red: Forecasts (ft) and the respective 95% credible interval (CI).

[image: Two graphs show log mortality trends for Site Y from 2015 to 2021. In graph A, observed data (black line) fluctuates around predicted means with confidence intervals; blue and green shaded areas represent 95% confidence intervals for different models. In graph B, observed data is compared against a red forecast line with warning levels indicated by red circles, and a shaded area representing 95% confidence intervals. Gray backgrounds highlight certain periods.]
Figure 4 | Outcomes from the hierarchical DLM at site level, for Site Y. Observations (obs) in black and the production cycles are represented by the grey shaded areas. (A) In green: Filtered mean (mt) and the respective 95% credible interval (CI); In blue: Smoothed mean (mts) and the respective 95% credible interval (CI). (B) In red: Forecasts (ft) and the respective 95% credible interval (CI); Circles: warnings.

Figure 4 illustrates the filtered and smoothed means (Figure 4A) and the forecasted values (Figure 4B), for Site Y. The observations exceeded the forecasts 95% CI in May and August 2016, March 2017 and October 2020, therefore these observations gave rise to warnings (Figure 4B).

At all levels - country, region and site - the estimates at the initial time steps should be interpreted with caution, given that the DLM was still adapting to the data, and the accuracy of these estimates may be limited during this initial phase.




3.3 Warnings

The fourth and last objective of this study was to generate warnings at site level when the observed mortality exceeded the expected levels. To ensure comparability with the warnings generated using the non-hierarchical models created in Merca et al. (2024), the warnings here were also assessed per production cycle. However, it is important to clarify that in this study the warnings were generated at site level. We could then identify the corresponding production cycle for each warning generated.

Between 2015 and 2020, 84 of the 353 production cycles experienced at least one warning. Of these 84 cycles, 70% had only one warning, 21% encountered two warnings, and 9% experienced three.

Of the 145 sites, 71 exhibited warnings, spanning all five regions. The region of Argyll and Bute had the highest occurrence, with 19 of 59 production cycles (32%) experiencing at least one warning, with a total of 28 warnings (Table 2). This was followed by the Highland region with 29% and Eilean Siar with 27%. The Orkney Islands region had the lowest number of warnings, with 5 production cycles each recording one warning out of 55 production cycles (9%), resulting in 5 total warnings, as shown in Table 2.

Table 2 | Warnings identified in the hierarchical DLM between 2015 and 2020: per region, month of the year and year.


[image: Table titled "Hierarchical DLM" outlines warnings issued across regions from 2015 to 2020. Regions include Highland, Argyll and Bute, Shetland Islands, Orkney Islands, and Eilean Siar. Data categories: warnings per region, month, and year percentages. Highland has the most warnings per region, while Orkney Islands has the least. Monthly warning percentages peak in July and August. Yearly percentages are highest in 2016 for most areas, showing variations in warning occurrences across time.]
Regarding the months of the year (Table 2), there was an increase in March with 9 warnings out of 462 production cycle-months (1.9%). Similarly, April had a 2.0% occurrence rate. The months with the highest warning occurrences were July (3.5%), August (4.4%), September (2.9%), and October (4.5%).

Concerning the years (Table 2), 2016 had the highest rate with 42 warnings over 903 production cycle-months (4.7%). This was followed by 2017 with a 2.7% warning rate, 2015 with 2.1%, and 2018 with 1.6%. However, in 2015 only three months of data were available, making direct comparisons inapplicable.





4 Discussion

A hierarchical DLM was developed to monitor salmon mortality using open-source Scottish salmon data. The main goal was to evaluate whether this more complex modelling approach, which leverages the hierarchical data structure, offers better model precision compared to the simpler production cycle level DLMs (non-hierarchical) described in a previous study (Merca et al., 2024). Indeed, the hierarchical model outperformed the production cycle level DLMs, demonstrating that the additional modelling effort of accounting for the structure of the data confers a significant advantage. Similarly to the production cycle level models, the hierarchical DLM also exhibited a degree of uncertainty in the mortality predictions. Nevertheless, it was possible to trigger warnings at site level when the observed mortality exceeded the expected levels. An additional benefit of the hierarchical model was its ability to monitor mortality at country, region, and site levels. This information provided by the hierarchical model can be particularly valuable for various stakeholders as part of a monitoring system, offering insights into mortality trends at multiple levels, while also providing warnings at site level when mortality is higher than expected.

Using open-source data offers numerous advantages, particularly in the context of hierarchical modelling. Monitoring production at higher levels, such as a country or region, typically involves aggregating information from various companies operating in different locations. Openly available datasets simplify the creation of comprehensive models by facilitating data integration across these entities. Open-source datasets eliminate the need for complicated and time-consuming data sharing agreements between companies, thereby reducing administrative complexities and fostering a more efficient process. This accessibility not only accelerates innovation but also ensures transparency and reproducibility of the methods.

The idea behind creating a hierarchical DLM aimed to reflect the inherent hierarchical structure present in the data. It is typically anticipated that a relationship among the responses of observations within a group exists, as the shared feature tends to make the outcomes more similar than they would be otherwise (Dohoo et al., 2014). In a previous study, we developed production cycle level DLMs (Merca et al., 2024), which modelled each production cycle individually, without considering correlations between production cycles within the same site or region. In the current study, we incorporated the data hierarchy, encompassing a country level, grouped into five different regions, with each region containing several sites. Accounting for this hierarchy has proven beneficial in monitoring salmon mortality, justifying the development of this more complex modelling approach.

The hierarchical DLM provided valuable outcomes: (1) it enabled the monitoring of mortality at various levels, and (2) it triggered site level warnings when mortality exceeded the expected levels. Regarding the first outcome, we were able to calculate estimates for country, region, and site levels over time (using data collected at site level) offering critical insights into mortality trends. This information can be valuable for various stakeholders, including health authorities, in understanding trends that may benefit from strategic resource management practices at regional or national levels. Two types of estimates were generated at country, regional, and site levels: filtered and smoothed values. It should be noted that the smoothed values, obtained through retrospective analysis, are not suitable for real-time monitoring and are therefore only relevant for retrospective assessments. In turn, filtered values are best suited for real-time analysis, and could be implemented as an industry-wide mortality monitoring model. Concerning the second outcome, triggering warnings when observed mortality significantly exceeds the expected levels is an important feature of monitoring systems. These warnings can alert stakeholders, such as salmon producers or authorities, to investigate the causes of excessive mortality. The models are based on monthly mortality that is collated by a government body. Therefore, the outputs are at least one or two months behind real-time observations, and thus results of our model are too late to be of use for immediate mitigative actions. However, increasing warnings, or unexplained warnings, can point at a need for health management issues or emerging diseases that may have been otherwise left unnoticed for longer. This could save the industry time, money and resources, and improve its sustainability.

Warnings were generated at site level when the observed mortalities exceeded the 95% CI of the forecasts, calculated as shown in Equation 7. A warning indicates that mortality on that site was significantly higher than expected for that particular time step. The application of the hierarchical model revealed that approximately 25% of the production cycles and 50% of the sites encountered at least one warning between 2015 and 2020. When compared to the production cycle level DLMs (Merca et al., 2024), the hierarchical DLM produced fewer warnings overall but the warnings were coherent across models. This can be beneficial because stakeholders in the agricultural sector emphasize the necessity for reliability and robustness to justify the utilization of the models and mitigate distrust in technology (Kaler and Ruston, 2019; Kopler et al., 2023).

Geographically, the region of Argyll and Bute experienced the highest warning rate (32%), followed by Highland (29%), Eilean Siar (27%), Shetland Islands (19%) and Orkney Islands (9%). In both univariate and multivariate production cycle level DLMs developed in the previous study, the region of Orkney Islands also had the lowest warning rate (11% on both cases), but Eilean Siar had the highest (44% and 40%, respectively). This difference might be due to the consideration of the region each site belongs to, which influenced the expected mortality, and therefore the warnings generated. By accounting for the region associated with each site, the hierarchical DLM can better estimate the expected mortalities, reflecting the regional variations.

In terms of seasonality, most warnings triggered by the hierarchical DLM occurred during the summer and autumn months. This is in accordance with what was found in the production cycle level DLMs. During summer, rising water temperatures increase salmon metabolic rates, escalating oxygen demand. Simultaneously, warmer water temperatures lead to diminishing dissolved oxygen levels in water (Noble et al., 2018). Additionally, warm water fosters the proliferation of most of the currently relevant infectious agents and parasites such as amoebic gill disease and sea lice (Oldham et al., 2016; Brooker et al., 2018; Murray et al., 2022), and non-infectious harmful agents such as micro jellyfish and phytoplankton (Boerlage et al., 2020). No open-source data about the cause(s) of excessive mortalities were available during the full study period, limiting our ability to incorporate these factors into the models. During the summer, the model already expects higher mortalities due to the incorporation of a seasonal pattern at country level within the hierarchical framework, which prevents the generation of warnings for these already expected increases. However, the model indicates that the instances of higher-than-expected mortalities, which do trigger warnings, are also more frequent during this period.

The distribution of warnings from 2015 to 2020 was also similar between the hierarchical DLM and the production cycle level models. For all models (since the same mortality data were used) the year 2015 only had three months of data available, making direct comparisons not applicable. The year 2016 continued as the one with the highest warning rate, followed by a declining trend until 2020. The reasons for the declining trend are unclear; however, it is plausible that they may be attributed to potentially less precise mortality estimates during the initial time steps of the modelling process, leading to overestimations of warnings in 2016. Such an effect would not occur in later years when the model has been running for longer.

In all three models here compared (hierarchical, univariate production cycle level, and multivariate production cycle level DLMs), the warnings were defined as any observation exceeding the 95% credible interval. The method chosen was applied to all three types of DLMs to ensure comparability of warnings across different models. Alternative methods for generating warnings from DLM outputs could have been used, as discussed in Merca et al. (2024).

The residuals of a DLM should follow a normal distribution, as long as the system remains as expected (West and Harrison, 1997). The original mortality data resulted in non-normally distributed residuals. Thus, we applied a logarithmic transformation to meet normality assumptions. The results can still be interpreted on the original data scale. The decision of using DLMs was previously discussed in Merca et al. (2024). To ensure methodological consistency, all models compared utilized the same logarithmically transformed mortality data.

Similarly to the production cycle level DLMs developed in the previous study (Merca et al., 2024), the mortality forecasts derived from the hierarchical model also exhibited wide 95% credible intervals. This may be attributed to the absence of health, management, and fish movement data. Ideally, models should be trained with data representing “normal” mortality to establish baseline patterns, as conducted by Jensen et al. (2016). However, the absence of health and management related information in the mortality dataset made it impossible to distinguish normal from abnormal mortality. Salmon producers collect these data internally, but they only report it to government and to the salmon producers’ organization (Salmon Scotland) when mortality reaches a specific threshold. These data have only become openly available recently, and therefore could not be incorporated in the entire timeframe of our study. Additionally, the movement of fish among sites, a common practice among producers, may have not been entirely captured in our analysis, despite our attempts detailed in section 2.2. For a more detailed exploration of potential sources of uncertainty, refer to Merca et al. (2024).

To address these uncertainties, future models could incorporate data on the reasons for mortality and salmon movements. However, salmon movements’ data are not openly available. Additionally, including mortality data over shorter time periods, such as weekly intervals, would likely improve the monitoring process.




5 Conclusion

Accounting for the hierarchical structure of the data (country, region, and site) is beneficial in monitoring salmon mortality, outperforming the production cycle level DLMs developed in a previous study. This hierarchical approach enabled us to monitor mortality at country, region, and site levels, providing additional valuable insights into the mortality trends. Moreover, we could provide warnings at site level when the observed mortality exceeded the expected levels, which can contribute to the detection of management issues or emerging diseases. However, some uncertainty was found in the mortality predictions. Our exclusive reliance on open-source data has enabled the development of an industry-wide mortality monitoring model, providing additional value to already existing data, and eliminating the need for complex data sharing agreements.
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Oysters, particularly Portuguese oyster (Crassostrea angulata), are highly valued for their nutritional and flavor qualities, making them important in global aquaculture. Triploid oysters have gained attention for maintaining higher meat quality year-round compared to diploids, but there is limited research on how ploidy affects their biochemical and flavor profiles. This study uses a non-targeted metabolomics approach, including gas chromatography-mass spectrometry (GC-MS) and liquid chromatography-mass spectrometry (LC-MS), to investigate flavor substance differences between triploid and diploid C. angulata. A total of 13 volatile compounds were identified in diploid oysters, while 28 were found in triploids. Significant upregulation of inosine, guanosine, L-aspartic acid, and taurine in triploids contributes to their enhanced flavor profile. Additionally, triploids showed higher nicotinamide concentrations, while diploids had increased 25-hydroxycholesterol. These findings highlight the advantages of triploid oysters in aquaculture for improved flavor and nutrition, supporting their potential for year-round production.
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1 Introduction

Oysters (Mollusca, Bivalve), are the most extensively cultured marine shellfish globally (Teng et al., 2022). Renowned for their superb nutritional value and distinctive flavor, they are highly prized by consumers and are often referred to as the “milk of the ocean” (Yuasa et al., 2018). In Europe, there is a well-known adage: “Avoid oysters in months without an ‘R’.” This saying stems from the seasonal nature of diploid oysters’ reproduction. From May to August each year, these oysters spawn, leading to a decrease in meat quality and flavor due to the release of gametes, which can diminish the consumer’s eating experience. To address this issue, the aquaculture industry has begun introducing triploid oysters. These oysters, being sterile, do not undergo gonad development, thus conserving energy that would otherwise be expended during this process. This energy conservation results in enhanced meat quality, offering a promising solution to maintaining year-round oyster consumption without compromising taste (Villanueva-Fonseca et al., 2017; Qin et al., 2018).

In recent years, a significant amount of research has focused on the crossbreeding of oysters, resulting in the production of triploid oysters that exhibit superior traits. These studies have explored both intraspecific and interspecific hybridizations, such as the crossbreeding of C.gigas with diploid oysters and the combination of tetraploid C. gigas with diploid C.ariakensis and C.angulate (Que and Allen, 2002; Jiang et al., 2022; Li et al., 2022a). The resultant triploid offspring display characteristics inherited from both parent strains. Additionally, triploid oysters offer several advantages including rapid growth, larger size, lower mortality rates during the breeding season, and greater meat yield. For instance, triploid oysters grew 88% to 190% faster than their diploid counterparts (Guo et al., 2008). Similarly, the soft tissue weight (TWR) and condition index (CI) were significantly higher in triploid oysters (Park and Choi, 2022). The edible components of oysters typically include the gonadal gland, hepatopancreas, gills, and adductor muscle. Based on our unpublished data, there are notable differences in the proportions of these tissues between different ploidies; for example, the gonadal gland, hepatopancreas, gills, and adductor muscle make up 28.08%, 4.34%, 11.05%, and 10.43% of triploid oysters respectively, compared to 31.94%, 12.98%, 10.29%, and 8.24% in diploids. These variations in tissue structure and nutritional composition are especially pronounced in the gonads. Triploid oysters also show distinct differences in cellular and tissue morphology compared to diploids. For instance, the internal structure of gill filaments, mitochondrial diameter, and muscle fibers are more developed in triploids (Kong et al., 2003; Dong et al., 2023). Studies of the gonads have revealed that triploid oysters possess smaller follicles and more abundant connective tissues, and their gonads do not undergo significant changes during the breeding season, remaining in a state of diapause (Wang et al., 2021). These structural and nutritional differences likely contribute to the varied flavors between triploid and diploid oysters, underscoring the importance of differentiating the taste profiles of various oyster tissues to better understand the underlying causes of flavor discrepancies in oysters of different ploidies.

In the quest to evaluate the quality of oysters varying in ploidy, the triploid Hong Kong oysters exhibit significantly higher levels of glycogen and n-3/n-6 polyunsaturated fatty acids (PUFAs) compared to their diploid counterparts (Qin et al., 2018). Beyond these nutrients, flavor compounds also play an important role in the sensory and quality characteristics of oysters. Fresh oysters have a unique taste and aroma, which greatly influence consumer choices. Therefore, studying the flavor characteristics of oysters is of great significance for the development of the oyster industry. Flavor is a comprehensive concept that encompasses multiple sensory experiences, including taste and aroma. Taste is caused by non-volatile compounds (Khan et al., 2015), such as free amino acids, which are important taste substances and can produce flavors such as umami, sweetness, and bitterness (Meng et al., 2022). Aroma, on the other hand, is closely related to volatile compounds. In meat products, most of these are non-contributory or low-contributory aroma compounds, with only a small portion of volatile compounds affecting the overall aroma of the meat, known as key aroma compounds (Sohail et al., 2022). These flavor substances are produced through various chemical reactions, such as lipid oxidation, Strecker degradation, and the Maillard reaction, and include free amino acids, 5’-nucleotides, aldehydes, alcohols, and ketones (Wu et al., 2022). It has been reported that the free amino acids present in oysters directly influence taste; for example, Glu is crucial for umami, while Gly and Ala affect sweetness (Liu et al., 2021). 5’-nucleotides like AMP, GMP, and IMP are the most important components that contribute to umami (Liu et al., 2022). In terms of aroma, aldehydes, ketones, and alcohols are the most prominent volatile flavor compounds in oysters (Liu et al., 2023). Currently, the majority of flavor research focuses on how different strains, cultivation regions, and harvesting seasons affect the volatile profiles of oysters (Huang et al., 2019; Chen et al., 2024). Although there have been investigations into the flavor components of oysters with different ploidies, these studies have generally concentrated on the whole meat (Fu et al., 2023; Sun et al., 2023). However, the nutrient distribution in oysters varies not only by ploidy but also across different body parts (Li et al., 2022b), suggesting that volatile flavor compounds may also be distributed unevenly within the oyster’s tissues.

In recent years, with the continuous development of metabolomics, metabolomic tools have been widely used in the identification and analysis of key substances in food (Utpott et al., 2022). By comprehensively analyzing the metabolites in food, these tools can accurately identify and quantify important biomolecules, helping to reveal critical information about the nutritional value, flavor components, and safety of the food. Headspace Solid-Phase Microextraction combined with Gas Chromatography-Mass Spectrometry (HS-SPME-GC-MS) is a precise method for enriching and analyzing volatile or semi-volatile compounds in food (Jeleń et al., 2012). This technique not only allows for the identification, qualitative, and quantitative analysis of complex mixtures, but it also offers advantages such as speed and high accuracy. LC-MS technology is widely applied in food flavor analysis (Zhong et al., 2022). It can accurately separate and identify flavor compounds within complex matrices, particularly those that are non-volatile, highly polar, and thermally unstable. Both of these techniques are powerful means for exploring food flavors. For example, techniques such as HS-SPME-GC-MS and LC-MS have been used to characterize the structure, flavor, and texture of grass carp fed with broad beans (Fu et al., 2024). HS-SPME-GC-MS and metabolomics analysis methods have been employed to explore the flavor compounds related to odor deterioration in tilapia during refrigeration (Cheng et al., 2023). Therefore, metabolomic analysis are powerful tools for the comprehensive study of both non-volatile and volatile compounds in meat products. However, to our knowledge, few studies have used metabolomics to investigate the differences in flavor components between different ploidy levels of oysters and among their different tissues.

This study compares and evaluates the flavor profiles of different tissues in diploid and triploid oysters, based on metabolomics technology using LC-ESI-MS/MS and volatile analysis using HS-SPME-GC-MS. The findings are expected to provide fresh insights into the flavor characteristics of oysters based on ploidy and tissue type, which will be valuable for the future development and sustainability of oyster products.




2 Materials and methods



2.1 Formation of the triploid oyster

The triploid samples used in the experiment were collected from the raft-cultured population in Fuqing Sea. This population’s seedlings were purchased from Qingdao Frontier Marine Seed Industry Co., Ltd. The triploids were bred by crossing tetraploid male C. angulata with diploid female C. angulata. The tetraploid male C. angulata parents originated from the sea area of Xiuyu District, Putian City, and were part of a tetraploid self-breeding population derived from diploid C. angulata through seed production. The diploid female C. angulata were sourced from the same sea area’s cultured population. The diploid samples used in the experiment were also collected from the raft-cultured population in Fuqing Sea, where both diploid and triploid C. angulata are cultured.




2.2 Sample preparation and extraction

Samples of C. angulata were collected from the Fuqing Sea (119.5797346 E, 25.3601630 N) (Figure 1). The collection took place on April 7, 2023. The oyster soft parts were cleaned with sterilized seawater after removing the right shell by using a dissecting knife close to the inner surface of the shell and severing the adductor muscle. The cleaned oysters were placed on an ice box, the mantle was lifted and the gills were removed first, then the mantle tissue (the mantle-gonadal junction portion) was carefully peeled off to remove the white gonad, followed by the darker hepatopancreas, and lastly the adductor muscle. From both the triploid and diploid oysters, samples of four different tissues were obtained: the adductor muscle (AM), gonadal gland (GG), hepatopancreas (H), and gills (G). These samples were immediately frozen in liquid nitrogen at the collection site and subsequently stored at -80°C for preservation. (n=3) Samples were freeze-dried, and metabolite content was calculated by unit dry weight. Samples were then finely ground in the presence of liquid nitrogen to preserve integrity. Subsequently, a 400 μL mixture of methanol and water in a 7:3 volume ratio, containing an internal standard, was added to approximately 20 mg of the ground sample. The mixture was vigorously shaken at 1000×g for 5 min to ensure thorough mixing. After shaking, the sample was allowed to cool on ice for 15 min to stabilize before being centrifuged at 4800×g for 10 min at a temperature of 4°C. Take 300 μL of the clear supernatant and store it at -20°C for 30 min to further concentrate the volatile compounds. Following this brief storage, the sample underwent a second centrifugation under the same conditions (4800×g at 4°C) but for a shorter period of 3 min. From this, 200 μL aliquots of the supernatant were carefully extracted and prepared for subsequent liquid chromatography-mass spectrometry (LC-MS) analysis, facilitating detailed biochemical profiling.

[image: Two images of oysters labeled "a" and "b" show the interior structure. "a" is a larger oyster with detailed visible flesh and darker edges. "b" is a smaller oyster, with a glossy appearance and a scale showing it is one centimeter in size.]
Figure 1 | Triploid and Diploid of C. angulata. (A) Triploid of C. angulata; (B) Diploid of C. angulata.




2.3 Metabolomic analysis

Samples were freeze-dried, and metabolite content was calculated by unit dry weight. The samples were packed into a solid-phase microextraction headspace bottle and extracted by magnetic stirring for 30 min. After the extraction was completed, the extraction head was quickly inserted into the sample inlet and thermal desorption was performed at 250°C for 4 min. The volatile flavor components were analyzed by GC-MS, and the relative content of flavor components in oyster tissues was calculated by peak area normalization method. Combined with the sensory thresholds of each volatile flavor substance in water, rOAV method was used to evaluate the contribution of each compound to the main tissue flavor of Portuguese oyster. All volatile flavor substances should meet 0 ≤ rOAV ≤ 100, and the greater the rOAV, the greater the contribution of the substance to flavor (Bi et al., 2022; Su et al., 2022).

The sample extracts were analyzed using a sophisticated LC-ESI-MS/MS setup under the following conditions: Ultra-Performance Liquid Chromatography (UPLC) was carried out using a Waters ACQUITY UPLC HSS T3 C18 column (1.8 µm, 2.1 mm x 100 mm), maintained at a column temperature of 40°C. The flow rate was set at 0.4 mL/min with an injection volume of 2μL. The solvent system comprised water and acetonitrile, both containing 0.1% formic acid, applied in a gradient as follows: starting at 95:5 (v/v) at 0 min, shifting to 10:90 (v/v) from 11.0 min to 12.0 min, returning to 95:5 (v/v) at 12.1 min and holding until 14.0 min. Mass spectrometric analysis was performed on a QTRAP® LC-MS/MS System equipped with a triple quadrupole-linear ion trap (QTRAP) and an ESI Turbo Ion-Spray interface. This system operated in both positive and negative ion modes. Throughout the analysis, specific Multiple Reaction Monitoring (MRM) transitions were closely monitored to track the metabolites as they eluted.




2.4 Data processing and statistical analysis

Principal Component Analysis (PCA) and Hierarchical Cluster Analysis (HCA) were conducted using R (version 4.2.0). For PCA, data was scaled to unit variance using the prcomp function, while HCA results, alongside Pearson Correlation Coefficients (PCC) between samples, were visualized as heatmaps (with dendrograms for HCA) using the ComplexHeatmap package. Differential metabolites for two-group comparisons were identified using Variable Importance in Projection (VIP) scores and P-values (VIP > 1 and P-value < 0.05 from Student’s t-test), derived from Orthogonal Projections to Latent Structures-Discriminant Analysis (OPLS-DA). The OPLS-DA, which included score plots and permutation plots to prevent overfitting (200 permutations), was performed after log transformation and mean centering of data using the MetaboAnalystR package. Metabolite annotation and pathway enrichment were executed through the KEGG databases. Identified metabolites were annotated using the KEGG Compound database and mapped onto the KEGG Pathway database. Significant pathways were analyzed using Metabolite Set Enrichment Analysis (MSEA), with significance assessed by hypergeometric test’s p-values.





3 Results



3.1 Principal component analysis of the metabolites in oysters

PCA revealed clear metabolomic differentiation between triploid and diploid oysters. The PCA score chart demonstrated distinct clusters, indicating significant differences in metabolite profiles between the two groups (Figures 2B, C).

[image: a. A 2D PCA plot displays data points grouped by color according to different sample groups (3B, 3S, etc.). Principal Components 1 and 2 are shown on the axes. b. A 3D PCA plot with data points colored by group shows Principal Components 1, 2, and 3 axes. c. A heatmap shows Z-score variations across groups in different colors. The legend indicates color-encoded metabolites and their classes. d. A circular chart illustrates the percentage distribution of various metabolite classes by color.]
Figure 2 | Identification of metabolites in triploid and diploid C. angulata. (A) Principal Component Analysis (PCA) plot in 2D showing clear metabolomic differentiation; (B) PCA plot in 3D showing separation of metabolites; (C) Heatmap visualization of all metabolite classes; (D) Circular graph representing the proportions of different metabolite classes.




3.2 Cluster analysis of the metabolites in oysters

Hierarchical clustering was performed to analyze differences in metabolite expression between triploid and diploid oysters. The resulting heatmap highlighted significant metabolite expression differences across tissues, particularly in the gonadal gland and hepatopancreas (Figures 2D, 3).

[image: Four OPLS-DA S-Plots labeled a, b, c, and d display data points differentiated by colors red and green. Each plot has axes labeled as p[1] and p(corr)[1], spanning similar ranges. Red and green points are clustered towards the vertical axis while spreading horizontally, indicating the separation and correlation of variables.]
Figure 3 | S-plot from the OPLS-DA analysis for triploid and diploid C. angulata. (A) S-plot for 3AM vs. 2AM; (B) S-plot for 3H vs. 2H; (C) S-plot for 3G vs. 2G; (D) S-plot for 3GG vs. 2GG.;




3.3 Orthogonal projections of latent structures-discriminant analysis

The S-plot from the OPLS-DA analysis uses the horizontal axis to represent the covariance and the vertical axis to show the correlation between principal components and metabolites (Figure 3). Metabolites positioned near the upper right and lower left corners of the plot are indicative of more significant differences (Figures 3A–D).




3.4 Identification of the volatile metabolites in oysters by GC-MS

A total of 13 volatile compounds, including aldehydes (5), ketones (4), alcohols (2) and others (2) were identified in 4 tissues of diploid Portuguese oysters, while 28 volatile compounds, including aldehydes (11), ketones (5), alcohols (3) and others (9) were identified in 4 tissues of triploid Portuguese oysters (Figure 4; Supplementary Table 1). Compared with the diploid oysters, the number of volatile substances in the 4 tissues of triploid oysters was significantly increased, especially the number of aldehydes in the adductor muscle and gills of diploid and triploid Portuguese oysters was significantly different. Therefore, changes in oyster ploidy also lead to changes in the composition of volatile components. The main volatile components in the gills and gonads of diploid and triploid Portuguese oysters are aldehydes, while the main volatile components in the hepatopancreas are alcohols (Figure 2). The main volatile components in the closed shell muscle of diploid Portuguese oysters were alcohols, while those in the closed shell muscle of triploid Portuguese oysters were aldehydes. In addition, the levels of other classes in the closed shell muscle of triploid oysters were higher than that of diploid oysters, the levels of ketones and alcohols in the gills of triploid oysters were also higher than that of diploid oysters, and the levels of other classes in the gonads of diploid oysters were higher than that of diploid oysters. These results indicated that the tissue flavor distribution of oysters with different ploidy levels was different.

[image: Bar charts displaying the number and relative amount of volatile compounds across different categories: aldehydes, ketones, alcohols, and others. The top row (a) shows the number of compounds for AM, G, H, and GG, with red (3N) generally higher than green (2N). The bottom row (b) illustrates the relative amount, revealing differences in distribution for the same categories and pairings. Each chart includes red and green bars labeled 3N and 2N, respectively.]
Figure 4 | Number and relative content of volatile compounds in triploid (3N) and diploid (2N) C.  angulata across different tissues. (A) Number of volatile compounds in each tissue; (B) Relative content of volatile compounds (percentage) in each tissue.




3.5 Identifies key volatile metabolites in oysters by rOAV

rOAV represents the contribution of a compound to the overall odor, and compounds with rOAV> 1 are generally considered as odorant-active compounds, and the greater the rOAV, the greater the contribution of the substance to flavor. According to the results of GC-MS analysis, the most important odor compounds are aldehydes (10), ketones (5), and alcohols (2). 1-Octen-3-ol and (E,Z)-2, 6-nonadienal contribute major odors to the cleistor muscles of diploid and triploid oysters, respectively. 1-Octen-3-ol contributes the main odor in diploid and triploid oyster hepatopancreas. Interestingly, we found that ketones are important volatile components in diploid and triploid oyster hepatopancreas, which may be related to the special function of oyster hepatopancreas. (E,Z)-2, 6-nonadienal contributes major odors in the gills and gonads of diploid and triploid oysters. In addition, it was found that Octanal identified in the gills of triploid oysters had a higher rOVA. These volatile compounds made the triploid oysters more pleasant odor, thereby improving the quality. The adductor muscle, gills and gonads of triploid Portuguese oysters showed more obvious pleasant aroma than those of diploid oysters. Among them, the green, fruit and cucumber fragrance can be described as the aroma characteristics of triploid oysters, which leads to triploid oysters having a stronger aroma than diploid oysters (Table 1).

Table 1 | rOAV for volatile aroma compounds in different tissues of C. angulata.


[image: A table listing various compounds with their odor thresholds and rOAV (relative odor activity values) across different environments. Each compound includes a description of associated odors, such as "green, grass, fruity" for Hexanal and "citrus, fatty, floral, green, soapy" for Nonanal. Data is organized under categories for AM, G, H, and GG environments. The table includes sources for odor descriptions but specific data points throughout are given as numeric values or dashes.]



3.6 Identification of the metabolites in oysters by LC-ESI-MS/MS

Using a local metabolic database, metabolites in the samples were analyzed both qualitatively and quantitatively through mass spectrometry. In total, 1022 metabolites were identified, encompassing a diverse array of biochemical classes: 244 types of amino acid and its metabolites, 69 types of benzene and substituted derivatives, 52 types of alcohol and amines, 2 types of bile acids, 14 types of coEnzyme and vitamins, 126 types of glycerophospholipids, 8 types of glycerolipid, 88 types of nucleotide and Its metabolites, 16 types of hormones and hormone related compounds, 15 types of aldehyde, ketones and esters, 5 types of tryptamines, cholines, and pigments, 55 types of carbohydrates and Its metabolites, 114 types of organic acid and its derivatives (Figure 2A).




3.7 Screening and correlation of differential metabolites

Our findings showed key upregulations and downregulations across tissues. For instance, in comparisons such as 3GG to 3H, 3GG to 3AM, and 3GG to 3G, 160, 416, and 330 metabolites were upregulated, while downregulations reached 430, 144, and 182. Notably, nucleotides and amino acids, crucial for flavor enhancement, were predominantly upregulated in the GG tissue (Supplementary Tables 2–6). Additionally, relationships among these differential metabolites across groups were visualized using a Venn diagram (Figure 3), illustrating both common and unique metabolites in each group. The total number of distinct metabolites identified across all groups was 111. We also generated a heatmap to illustrate the differences in metabolite levels between triploid and diploid oysters, particularly in the GG tissue (Figure 5). This visualization highlights significant differences in metabolite regulation between the groups. For instance, in the comparison 3GG vs. 2GG, while the GP metabolite in 2GG shows up-regulation, most other metabolites are up-regulated in 3GG. Pearson correlation analysis was conducted to assess the relationships between these metabolites (Figure 6). In the figure, the intensity of the color correlates with the magnitude of the correlation coefficient, as detailed in the legend. This comprehensive mapping includes all identified differential metabolites, but for visual clarity, only the top 50 metabolites with the highest VIP values are shown.

[image: Four heatmaps labeled a, b, c, and d display metabolite data comparisons with corresponding legends. Each heatmap categorizes data by color, representing different classes such as amino acids, nucleotides, carbohydrates, and others. The legends include Z-score scales and group labels. Heatmap a is for groups 3M and 2AM, b for 3aC and 3GC, c for 3H and 2H, and d for 3aC and 3GC. Each group contains individual samples shown at the bottom of the heatmaps, with the legend detailing specific metabolite classes.]
Figure 5 | Heat map visualization of the metabolites of Triploid and Diploid of C. angulata samples in different parts. (A) Heat map visualization of The 3AM_vs_2AM; (B) Heat map visualization of The 3G_vs_2G; (C) Heat map visualization of 3H_vs_2H; (D) Heat map visualization of 3GG_vs_2GG.

[image: Four triangular Pearson correlation plots labeled a, b, c, and d display correlation matrices among different metabolites. Each plot includes a color scale ranging from -0.8 to 0.8, with red indicating high positive correlations and green indicating negative correlations. Vertical and horizontal axes list various metabolites, such as L-Arginine and Cytosine. Plots differ by labeled sample comparisons: a (1.5M vs. 2.5M), b (2G vs. 3G), c (2L vs. 2H), and d (2GL vs. 2GG).]
Figure 6 | Correlation map of the metabolites for Triploid and Diploid C. angulata in different parts. (A) The 3AM_vs_2AM; (B) The 3G_vs_2G; (C) The 3H_vs_2H; (D)The 3GG_vs_2GG.




3.8 The differential metabolites on the taste and nutritional content of diploid and triploid oysters



3.8.1 Lipids and their derivatives

We identified a comprehensive array of lipids and their derivatives, encompassing 281 total lipids, 137 distinct lipid types, 126 glycerophospholipids, and 8 glycerolipids (Supplementary Table 3). Our analysis revealed significant upregulation in differential metabolites between triploid and diploid oysters, with notable increases in 3GG to 2GG, 3H to 2H, 3AM to 2AM, and 3G to 2G by 23, 62, 23, and 17 units respectively (Supplementary Tables 4–7). A key compound identified was N-Arachidonoyl-L-Alanine, an endocannabinoid analogue known for its potential anti-cancer properties. Compared with diploid oysters, triploid oysters had significantly higher content of N-Arachidonoyl-L-Alanine in 4 parts. It is highly present in the gonadal gland, gill and hepatopancreas of the triploid oyster and almost absent in the gonadal gland of the diploid oyster, which had a good effect on flavor and nutrition (Figure 7A). oxidized lipids such as (±)5-HETE, Prostaglandin F2α, and acylcarnitines like Carnitine C7-OH and LPC (O-20:3) were detected at higher levels in triploid oysters (Figures 7B–G)

[image: Twenty-five bar graphs comparing relative abundance measurements for different compounds, shown in red and green bars labeled as SN and PN respectively. The graphs are organized in a grid labeled a to y, each representing different compounds such as X-anthomethyl-2-fumonate, etc. Statistical significance between groups is marked with asterisks.]
Figure 7 | Comparison of metabolite concentrations between triploid (3N) and diploid (2N) oysters across various tissues (B: adductor muscle, G: gills, H: hepatopancreas, GG: gonadal gland). Significant differences in metabolite levels are marked with asterisks (*p < 0.05, **p < 0.01), and "NS" stands for "Not Significant". The compounds measured include (A) N-Arachidonoyl-L-Alanine, (B) (±)5-HETE, (C) Carnitine C7: OH, (D) Prostaglandin F2α, (E) Carnitine C7: Isooctyl, (F) LPC (O-20:3), (G) LPC (O-18:1), (H) Inosine, (I) Guanosine, (J) Adenosine, (K) Inosine diphosphate, (L) Deoxyguanosine, (M) Methylguanosine, (N) Methylguanine, (O) Glutaconic acid, (P) L-Aspartic acid, (Q) L-Proline, (R) L-Serine, (S) L-Threonine, (T) Taurine, (U) 3-p-(pyrazol-1-yl)-L-alanine, (V) Cyclopentylglycine, (W) Nicotinamide, and (X) 25-Hydroxycholesterol.




3.8.2 Nucleosides and their derivatives

We identified 88 types of nucleosides, nucleotides, and their derivatives. Notable changes were observed when the fold change (FC) was either ≥ 1.5 or ≤ 0.50, with significant up-regulation noted in comparisons between triploid and diploid groups (3GG to 2GG, 3H to 2H, 3AM to 2AM, and 3G to 2G) with increases of 10, 8, 8, and 5 respectively. Among these, notable metabolites included Deoxyguanosine, Methylguanosine, Methyluridine, Methylguanine, Thymine, Adenosine, and Inosine diphosphate (Supplementary Tables 4–7). Among these compounds, the relative contents of inosine (Figure 7H), guanosine (Figure 7I) inosine diphosphate (Figure 7K) deoxyguanosine (Figure 7L) and methylguanosine (Figure 7M) screened in the triploid group were significantly increased. The relative contents of adenosine (Figure 7J) and methylguanine (Figure 7N) screened in the driploid group were significantly increased.




3.8.3 Amino acids and their derivatives

We identified a diverse range of metabolites, including 244 types of amino acids and their derivatives. Significant variations were observed when the fold change (FC) was either greater than 1.5 or less than 0.5 Specifically, the increases in metabolite levels from triploid to diploid oysters were as follows: 3GG to 2GG by 11, 3H to 2H by 16, 3AM to 2AM by 29, and 3G to 2G by 16. These metabolites included a variety of amino acids such as L-Asparagine Anhydrous, L-Proline, Glutaconic acid (Supplementary Tables 4–7). The relative contents of glutaconic acid (Figure 7O), L-aspartic acid (Figure 7P), L-proline (Figure 7Q),L-serine (Figure 7R), L-threonine (Figure 7S), taurine (Figure 7T), 3-p-(pyrazol-1-yl)-L-alanine (Figure 7U) and cyclopentylglycine (Figure 7V) increased significantly in the most parts of triploid group.




3.8.4 Other small molecule substances

These represented 69 types of benzene and substituted derivatives, 52 types of alcohols and amines, 2 types of bile acids, 14 types of coenzymes and vitamins, 16 types of hormones and hormone-related compounds, 15 types of aldehydes, ketones, and esters, 5 types of tryptamines, cholines, and pigments, 55 types of carbohydrates and their metabolites, 114 types of organic acids and their derivatives, 63 types of heterocyclic compounds, and 14 other substances (Supplementary Tables 3–6). Notably, the concentration of Nicotinamide was significantly higher in triploid oysters compared to diploid ones (Figure 7W). The relative contents of 25-Hydroxycholesterol increased significantly in the most parts of diploid group (Figure 7X). This compound is an intermediate in the primary bile acid biosynthesis pathway, where bile acids-steroid carboxylic acids are synthesized from cholesterol in vertebrates.






4 Discussion

Meat aroma is an important indicator of quality and influences consumer acceptance. Oysters can produce volatile compounds during the growth process that give them their own characteristic aroma. Therefore, different types of volatile compounds and their amounts result in food products carrying different aromas. In this study, the amount of volatile compounds in all four tissues of triploid oysters was higher than that of diploids. Aldehydes and alcohols are important volatile odors in volatile organic compounds, and the threshold of aldehydes is relatively low, which has a significant effect on the flavor of oysters (Zhang et al., 2009). Aldehydes are usually produced by oxidative degradation of polyunsaturated fatty acids. Short-chain aldehydes often have a “fresh, grass, green” smell, and as carbon atoms increase, they may give a strong “greasy and fatty” impression (Liu et al., 2023). The enaldehydes and dienaldehydes produced by the degradation of hydroperoxides of linoleate and linolenic acid esters usually have pleasant aromas, such as the creamy, cucumber and fatty aromas that give oyster characteristics (Aruna and Baskaran, 2010). The quantity and relative content of enal and dienal in the 4 tissues of triploid Portuguese oysters were more than those of diploid oysters. (E)-2-Decenal identified in the adductor muscle, hepatopancreas and gill of triploid oysters could produce grassy odor, while (E)-2-Nonenal unique in the gonads of triploid oysters could produce citrus and cucumber-like taste. In contrast, the threshold for alcohol compounds was relatively high, which did not significantly contribute to oyster flavor (Zhang et al., 2019). However, the threshold for unsaturated alcohols is relatively low, and these compounds contribute significantly to oyster flavor. Alcohols usually produce aromatic and vegetative aromas (Ma et al., 2021). Among them, 1-Octen-3-ol identified in both diploid and triploid oysters can produce a unique earthy and mushroom taste, while (E,Z)-3, 6-nonadien-1-ol identified separately in triploid oyster gills can produce a cucumber-like aroma.

Our study provides valuable insights into the distinct metabolic profiles of diploid and triploid oysters, focusing on lipids, nucleosides, amino acids, and other small molecules. One of the key findings was the significantly higher concentration of lipids and their derivatives in triploid oysters. We identified 281 lipids, including 126 glycerophospholipids, and observed that specific compounds such as N-Arachidonoyl-L-Alanine were notably upregulated in triploids, particularly in the gonadal gland, gill, and hepatopancreas. This compound, known for its potential anti-cancer properties, likely enhances both the nutritional value and flavor of triploid oysters. Phospholipids, in particular, are critical for flavor development during cooking (Sohail et al., 2022), and the elevated presence of oxidized lipids like (±) 5-HETE and Prostaglandin F2α in triploid oysters supports their role in generating volatile flavor compounds. These findings align with previous studies, which highlight the importance of lipid oxidation in seafood flavor formation, particularly through interactions with Maillard reaction products (Sohail et al., 2022), potentially explaining the richer taste of triploid oysters.

Regarding nucleosides, we identified 88 types, with significant increases in inosine, guanosine, and inosine diphosphate in triploid oysters. These nucleosides play key roles in nucleic acid synthesis, energy metabolism, and physiological regulation (Bucci, 2020). The elevated levels of inosine and its derivatives in triploids enhance umami taste and provide additional health benefits, such as improved liver function and immune system support (Koito et al., 2010). Our results are consistent with previous research demonstrating the importance of nucleosides in food for both flavor and nutritional enhancement (Kasumyan, 2016). In triploid oysters, the higher concentration of these compounds contributes to their superior flavor profile and their potential for greater health benefits compared to diploid oysters.

The amino acid profile also revealed significant differences between diploid and triploid oysters. We detected 244 amino acids and their derivatives, with particularly high levels of glutamate and aspartate, which are known for enhancing umami flavor, in triploid oysters. These amino acids are essential for the savory, rich taste associated with seafood, and their abundance in triploids supports the notion that these oysters offer a more complex and desirable flavor (Kasumyan, 2016). Additionally, the presence of free amino acids such as glycine, alanine, and proline, which are linked to sweet flavors, was significantly higher in triploid oysters. This is consistent with other studies that show these amino acids play a crucial role in flavor development during cooking or food processing (Zhang et al., 2023b). Moreover, the higher levels of taurine in triploid oysters, an amino acid known for its antioxidant properties and cardiovascular health benefits, further highlight the enhanced nutritional value of triploids (Koito et al., 2010).

Several small molecules, including vitamins and coenzymes, were more abundant in triploid oysters. Notably, Nicotinamide (vitamin B3) was significantly higher in triploids, suggesting enhanced metabolic benefits (Mehmel et al., 2020). Nicotinamide is essential for energy metabolism and redox reactions, and its presence highlights the potential health advantages of consuming triploid oysters. In contrast, diploid oysters showed higher levels of 25-Hydroxycholesterol, a compound involved in bile acid biosynthesis, which indicates distinct metabolic pathways between diploid and triploid oysters (Zhang et al., 2023a). These differences open avenues for further research, particularly regarding how these metabolites influence flavor and health outcomes in human diets.

Our research demonstrates that triploid oysters have a more complex and beneficial metabolic profile than diploid oysters, with significant enhancements in lipids, nucleosides, amino acids, and small molecules that contribute to both superior flavor and nutritional value. These results advance our understanding of oyster metabolomics and provide a foundation for future research aimed at optimizing the cultivation of triploid oysters to improve both taste and health benefits. Further studies could explore the environmental and genetic factors influencing these metabolic differences, as well as the bioavailability and long-term health impacts of these enriched metabolites in human diets.




5 Conclusions

This study used a metabolomics approach to distinguish the flavor profiles of diploid and triploid oysters, revealing significant biochemical differences. Our findings demonstrate that triploid oysters exhibit a more complex array of metabolites and higher concentrations of compounds that enhance both flavor and nutritional value. Notably, triploid oysters contain elevated levels of essential amino acids, nucleotides, and taurine, contributing to their richer taste and potential health benefits. The adductor muscle, gills, and gonads of triploid Portuguese oysters showed more pronounced pleasant aromas compared to diploids, characterized by green, fruit, and cucumber-like fragrances, giving triploids a stronger aroma, while the ketones in the diploid oyster hepatopancreas had a stronger floral and fruity taste than in triploids. The differential metabolic profiles, including higher levels of umami-enhancing nucleotides and sweet-tasting amino acids in triploids, suggest these oysters may offer a superior culinary experience along with enhanced nutritional benefits. The presence of bioactive peptides with potential health-promoting properties further highlights the value of triploid oysters in a balanced diet. Additionally, this research provides key insights into the metabolic pathways influenced by oyster ploidy, with important implications for aquaculture and food science. Understanding these pathways will help optimize breeding programs to enhance flavor and health qualities, contributing to the sustainable development of the oyster aquaculture industry. This study lays a foundational framework for selecting flavor phenotypes in triploid oysters, aiming to enhance consumer satisfaction and health outcomes through targeted breeding and cultivation practices, with future research needed to explore the long-term health impacts of consuming triploid oysters and further investigate the metabolic mechanisms behind the observed differences in taste and nutritional content.
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Blue foods from aquaculture are essential in bridging the protein gap to feed the human population in the future. However, for aquaculture production to be sustainable, production must be within planetary boundaries, and sourcing of sustainable raw materials is a key driver in sustainable production. This article explores the role of single-cell proteins (SCPs) derived from microorganisms in aquafeeds. Three main aspects are discussed: sustainability, scalability of fermentation technology, and fish performance. In addition, and through a comprehensive proof-of-concept trial with rainbow trout (Oncorhynchus mykiss), this article demonstrates SCP’s efficacy in replacing traditional feed ingredients without compromising fish growth and health. The trial’s findings demonstrate a high protein digestibility and a balanced amino acid profile, as well as health benefits measured through oxidative burst response. To date, commercial adoption of SCP has been hindered by high production costs and the need for substantial investments to scale fermentation technologies. However, the sustainability landscape is changing as large industry players openly commit to sustainability targets and realize that longer-term and investment thinking into the future is needed. In conclusion, SCP emerges as a promising avenue for sustainable aquafeeds, offering a solution to the protein supply challenge within planetary boundaries. In addition, in terms of environmental benefit, SCP shows clear advantages regarding land use, carbon emissions, biodiversity impact, and water consumption. Ultimately, the successful integration of SCP into aquafeeds could significantly contribute to the industry’s sustainability goals and play an essential role in securing the future supply of raw material proteins.
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Introduction

Aquaculture has become the fastest-growing animal protein industry, and it has been identified as one of the main blue food industries that play a critical role to meet the protein gap of 100 million (dry) MTs annually estimated by 2050 for our growing human population (FAO, 2022). However, this food production must be delivered within planetary boundaries, and one of the drivers of sustainable aquaculture is the use of sustainable raw materials. For many years, the aquaculture industry has been searching for novel or alternative protein-rich raw materials to complement a raw material basket of marine ingredients, animal by-products, and plant ingredients. In addition, heightened prices and supply shortages in plant proteins have been recorded since 2022 due to natural and geopolitical events, which further motivates a drive for alternative protein sources (Aas et al., 2022). Alternative or novel protein candidates include insects, macroalgae, and single-cell organisms or single-cell proteins (SCPs) (Colombo et al., 2023).

SCP products are derived from the fermentation of microorganisms, such as bacteria, yeast, fungi, or microalgae using renewable feedstocks, and provide a readily available protein-rich microbial biomass. While SCP is not a new concept, having been used for human and animal nutrition since the 1960s, biotechnological advances have enabled more efficient and cost-effective production processes (Glencross et al., 2020b; Jones et al., 2020; Sharif et al., 2021). Fermentation technologies are used today to produce food and feed ingredients and additives such as yeast extracts, organic acids, enzymes, and vitamins. Some famous examples of food fermentation products are Spirulina used by NASA for astronaut foods (Soni et al., 2021) and the meat replacement Quorn, which was launched in the 1980s (Gastaldello et al., 2022). However, the industry is still judged with mixed opinions, partly related to the use of synthetic biology concerns and the lack of full understanding related to the environmental, climate, and nature-based benefits of these technologies.

The potentially high protein content (70% or higher) of these microorganisms combined with high growth rates, a balanced amino acid profile that meets the nutritional requirements of various aquaculture species, and the ability to convert a diverse array of platform molecules into protein makes SCP a frontrunner when it comes extending the raw material basket beyond fish meal and plant protein currently used. However, SCP still represents a very low inclusion of protein sources in commercial aquafeeds (Aas et al., 2022). To increase the commercial use of SCP, it is important that production costs decrease, and this requires a substantial increase in investment to produce large volumes in bioreactors located close to aquaculture farming facilities (Sarker, 2023). In this view, investors need reliable and thorough scientific evidence to support decision-making. This article summarizes the landscape for SCP across the three critical levers of (i) sustainability, (ii) scalability and advances in fermentation technology, and (iii) fish nutrition and performance, and presents a recent proof-of-concept trial.





Sustainable aquaculture and single-cell proteins

Modern aquafeeds currently rely on relatively high levels of terrestrial plant materials, such as soy protein concentrate, which have their limitations, including high water and land use, pesticide use, biodiversity loss, deforestation risk, greenhouse gas (GHG) emissions, and price volatility (Fry et al., 2016; Glencross et al., 2020a). Despite the fact that the aquaculture industry has become more efficient with improved feed conversion (Glencross et al., 2023a), while also improving its environmental footprint, and reduced dependency on marine proteins from capture fisheries (Aas et al., 2022; Naylor et al., 2021), a large proportion of the environmental or carbon footprint is defined by feed and raw materials (Boyd and McNevin, 2024). In consequence, investing in SCP technologies and optimizing them for aquafeed can help create a more resource-efficient model for aquaculture, promoting a sustainable seafood supply chain that meets growing global demand. The adoption of this alternative needs an extra validation step to show that food and feed safety will not be compromised (Glencross et al., 2020a; Jones et al., 2020).

Figure 1 shows a potential schematic for the process of SCP production. The sustainability of SCPs lies in their ability to address several environmental and resource challenges that potentially enables a near-zero carbon footprint. For example, traditionally fermentation technologies have used sugars as the carbon feedstock, but producing the feedstock molecules from carbon capture and the electrolysis of water to produce hydrogen and oxygen are an emerging possibility. Given that the energy required for electrolysis of water is renewable, then resource use (and GHG emissions) can be minimized when compared to soy protein without land use change (1.8 kg CO2e/kg), Norwegian fish meal (2–3 kg CO2e/kg), and krill (2.8 kg CO2e/kg) and massively reduced with regard to soy protein with land use change (5–7 kg CO2e/kg) (Ulf et al., 2022; Skretting Sustainability report, 2022). In addition, the feedstock production requires very little or no water and land use, compared to proteins derived from agriculture. This feedstock source also limits any reputational and environmental sustainability risks related to deforestation, biodiversity loss, and the protection of marine stocks and biomass. Together with the availability of renewable energy, the choice of microorganism and the management of waste streams can impact the environmental footprint of SCP production. Ongoing research and development are focused on optimizing these processes to enhance sustainability further and full LCA studies are needed to fully understand the impact.

[image: Diagram illustrating the production of single-cell protein (SCP) using renewable energy. Air is split into nitrogen (N2), ammonia (NH3), and platform molecules through electrolysis and electrocatalysis. These feed into a fermentation process, which undergoes downstream processing to create SCP. Arrows indicate the flow of materials, with labels for processes and components.]
Figure 1 | Single-cell protein production from air, water, CO2, and renewable energy (Fackler et al., 2021; Mishra et al., 2020; Molitor et al., 2019).

This is of great importance in the current context, where many companies, including large aquaculture companies, have signed up to science-based targets (https://sciencebasedtargets.org/). Targets for Scope 3 emission reductions by 2030, compared to baselines before 2020, start at 30% and higher. To support these targets, SCPs offer a promising avenue for sustainable feed ingredient production. Their lower footprint, potential to reduce land use, carbon emissions, and minimized water use make them an attractive option for addressing the challenges. In addition, there is limited impact on biodiversity, which will be a vital sustainability metric going forward.





Scalability and advances in fermentation technologies

SCPs belong to an extensive library of microorganism options that can grow further as fermentation technology improves and evolves to become an industrial, state-of-the-art process. In addition, because microorganisms have extremely short generation times compared to plants and animals, biotechnology research has a key role to play in the selection and improvement of strains with high and digestible protein content and a targeted amino acid profile for precise nutrition.

Companies working in the pathway towards commercial production are in operation. One example is Calysta (www.calysta.com), and through a joint venture with Calysseo, it will produce 20,000 MT per year in its first FeedKind production plant in China. Other ventures, such as UniBio (Uniprotein®, www.unibio.dk) with a unique U-Loop® technology, have also been reported to be commercial. Emerging companies, such as Solar Foods (https://solarfoods.com/) and Deep Branch (www.deepbranch.com), are not yet at commercial scale. Both UniBio and Calysta use gas fermentation platforms of methanotrophic bacteria to produce the protein-rich product, while others use hydrogen-oxidizing bacteria. dsm-firmenich is a world leader in fermentation technologies and is working on the development of SCPs for aquaculture, companion animals, and food products.

Transitioning to commercial scale requires a large capital investment to scale up and reduce the cost of production to deploy the right product specifications at a commercial sales price. Accordingly, there has always been a benchmark in salmon aquafeed, as an example, to compare price/kg with standard raw materials and less appreciation for an investment price needed as companies ramp up production. At the same time, historically there was less emphasis on environmental and biodiversity impacts and a short-term approach to raw material basket availability and feed market conditions. However, today, many companies from different parts of the aquaculture value chain are making commitments on climate and nature (see, for instance, sciencebasedtargets.org). Accordingly, there is a wider perspective on raw materials in aquafeeds with longer-term goals, return on investment, and sustainability targets becoming more relevant as stakeholders take note that conventional protein sources cannot meet the future demand for protein within planetary boundaries.

Success at scale-up is also determined by the potential of the fermentation platform for commercial quantities, and historically, some start-ups with new bioproducts have failed to commercialize because of lack of scale-up knowledge and practical insight or industrial experience. Financing of the ramp up can also be a barrier as large capital is required for fermentation technologies at commercial scale. Government incentives play a role in site selection, where current government policies and growing climate concerns can support the development. A recent example of government focus is the social sustainable feed mission from the Norwegian government (Et samfunnsløft for bærekraftig fôr), recognizing both the urgency around climate change and the low self-sufficiency of Norway in the raw material supply chain (https://www.forskningsradet.no/en/research-policy-strategy/ltp/sustainable-feed/). For example, in 2021, only 8% of the feed raw materials used in the Norwegian salmon industry were sourced from Norway (Aas et al., 2022). In addition, the European Union has over-dependence on protein supply from outside EU and has adopted import restrictions [carbon border adjustment mechanism (CBAM)]. Simultaneously, the EU has also initiated programs to stimulate protein production (examples include EU Protein Strategy and New Green Deal).





A proof-of-concept trial: fish nutrition and performance

The performance of SCP in fish trials is an important screening stage for the development of alternative raw materials for aquaculture. Because previous studies indicated that some SCP products can have adverse effects on protein digestibility with repercussions on fish growth, health, and welfare (Glencross et al., 2020b), the current trial was designed to go beyond the conventional approach of zootechnical indicators, and therefore also tested the effect of SCP sources in protein digestibility and retention, amino acid digestibility, and health. We showcase two SCP products that were included in rainbow trout (Oncorhynchus mykiss) diets up to 20% inclusion over a 12-week trial.

The trial was conducted in CRNA facilities (Village-Neuf, France; Permit no. 26235). Two different non-GM, SCP products (SCP1 and SCP2: DSM Biotechnology Centre, Delft, The Netherlands) were tested. Experimental diets were formulated to be isonitrogenous and isoenergetic. The six experimental diets (SCP1-5, SCP1-10, SCP1-20, SCP2-5, SCP2-10, and SCP2-20) were compared against a control diet formulated with 10% fish meal and 20% soy protein concentrate (Supplementary Table 1). The experimental diets had SCP inclusion of 5% (SCP1 5% and SCP2 5%), 10% (SCP1 10% and SCP2 10%), and 20% (SCP1 20% and SCP2 20%) of both test products (SCP1 and SCP2). In the 5% and 10% SCP feeds, the SCP replaced fish meal, meaning that the 10% SCP feed did not contain any fish meal. In the 20% SCP feeds, all the fish meal was replaced and 10% of the dietary soy protein concentrate was also replaced with the SCP (as % feed inclusion).

Rainbow trout eyed eggs (generation E21SPR; Aqualor, Fénétrange, France) were hatched at CRNA. Fish were individually weighed at the beginning of the trial (IBW 49.7 ± 0.03 g) and allocated to the experimental groups; each group consisted of three replicate tanks with 20 fish per tank. Fish were fed the experimental diet twice a day for 84 days. At the end of the experiment, zootechnical parameters were assessed: survival (%), body weight (FBW, g), weight gain (WG, g), daily weight gain (DWG, g), specific growth rate (SGR, % BW d−1), and feed conversion ratio (FCR). The detailed formulas for calculation of WG, DWG, SGR, and FCR are provided in the Supplementary Materials. Whole fish samples were taken at the beginning and end of the trial to analyze whole-body protein retention. Samples for apparent digestibility coefficient (ADC) calculation and samples from the head kidney for oxidative burst measurements (as an indicator of health status) were also taken (see the Supplementary Materials).

All diets showed similar performance in final weight (267.0 ± 6.56 g; average ± standard deviation) except for the SCP2 20%, which performed significantly lower than the control, although the difference was less than 5% (256.3 ± 4.9 g). The diet with the highest final mean weight was the SCP2 10% (276.5 ± 1.8 g). In addition, no difference in feed intake values was observed across all treatment groups (data not shown). In recent years, there have been many trials assessing the effect of SCP on fish and shrimp performance (Glencross et al., 2020b; Jones et al., 2020; Sharif et al., 2021). However, it is important to note that results are not always consistent and vary with the level of inclusion, trial design, feed design, initial weight, trial duration, and origin of the SCP organism used for the replacement. For example, the final weight of small Atlantic salmon was significantly lower when 40% of crude protein from FM was substituted with SCP from the yeasts Candida utilis (34.5% dietary inclusion) or Kluyveromyces marxianus (30.2% dietary inclusion) (Øverland et al., 2013). However, at lower levels of inclusion, SCP from the bacterium Methylococcus capsulatus induced no changes in growth performance when used at up to 14% inclusion of the feed in spotted seabass (Yu et al., 2023).

In the present trial, protein ADC was significantly improved in relation to the control diet when either SCP was included in the diet at 10% and 20% inclusion (Table 1). Furthermore, multiple comparisons revealed that inclusion levels but not SCP source had a significant effect on protein ADC, with inclusion at 10% producing the highest protein ADC (p < 0.001, Table 1). Control, SCP1 5%, and SCP2 5% groups showed a lower total amino acid digestibility, but differences did not clearly correlate to growth performance. Essential amino acid digestibility did not show significant differences. Interestingly, branched-chain amino acid digestibility showed a dose response with higher digestibility with increased inclusion levels of SCP1 and showed less differences across SCP2 treatments.

Table 1 | Effect of experimental diet on protein apparent digestibility coefficient (ADC), protein retention, and total, essential, non-essential, and branched-chain amino acid ADC.


[image: Table displaying the effects of different protein sources and inclusion levels on protein and amino acid apparent digestibility coefficients (ADC) and protein retention. Values include mean percentages with standard deviation and denote significant differences using ANOVA and Tukey's HSD test. Specific sections show comparison results for SCP1 and SCP2, as well as inclusion levels at 5%, 10%, and 20%, with corresponding p-values noted for statistical significance.]
It has been previously suggested that SCPs in aquafeeds might negatively impact performance due to the lower digestibility of the protein ingredient (e.g., cell walls of microorganisms and non-amino acid protein fraction) and have detrimental impacts on gut health (Glencross et al., 2020b; Jones et al., 2020). However, the results here recorded support the use of SCPs tested because the protein ADC was significantly improved relative to that of the control diet, when SCP1 or SCP2 were included at 10% (Table 1). Moreover, the protein ADCs obtained here (>91%) were higher than those previously recorded for salmonids (80% to 90%) fed SCP diets (Glencross et al., 2023b; Hardy et al., 2018; Kaushik and Luquet, 1980; Lee et al., 2020; Romarheim et al., 2011; Storebakken et al., 2004). Concomitantly, the ADC of amino acids was highest at 10% or 20% inclusion, mainly driven by non-essential and branched-chain amino acids (Table 1). These results are particularly notable for branched-chain amino acids (e.g., leucine, isoleucine, and valine), as these cannot be synthesized by fishes and play significant structural and functional roles (Ahmad et al., 2021). Results here recorded for oxidative burst showed a pattern for an improved dose response for either SCP with increased inclusion levels among experimental diets (no significant differences; Supplementary Table 2). The functional benefits of branched-chain amino acids, as well as the functional components usually present in SCPs that are beneficial for fish health, such as nucleic acids, β-glucans, and microbe-associated molecular patterns, among others (Morales-Lange et al., 2024; Øverland and Skrede, 2017; Øvrum Hansen et al., 2019; Rocha et al., 2023; Romarheim et al., 2011), might warrant the health benefits recorded for fish fed SCP-based diets. This probably explains the nominally positive dose-dependent response found here for oxidative burst, which reflects the increase in cell metabolism and oxygen consumption coupled with the release of reactive oxygen species that serve as the first line of defense against microbial infection. Nevertheless, and considering the non-statistical significance of the oxidative burst pattern here recorded, future studies are needed to confirm the functional benefits of SCP1 and SCP2 under challenging more commercial-like conditions.

In conclusion, digestibility of the amino acids in the finished feed with high inclusion of SCPs showed excellent results, suggesting that the high fish performance observed was related to the high digestibility of the AA in the product. At the same time, feed intake was similar across treatments, demonstrating a high palatability of the ingredient, and indicating that the SCP tested in the current trial had limited negative properties, such as the presence of nucleic acids. Ultimately, the present results successfully demonstrate the potential of incorporating two SCP products in rainbow trout aquafeeds up to 20% dietary inclusion, either as full replacers of FM or as partial replacers of soy protein concentrate.





Future perspectives

SCP products are considered low carbon-intensive microbial-sourced proteins that can help close the impending protein gap without increasing the carbon footprint of the aquaculture food system, as well as that of terrestrial species. Indeed, SCP products do not require the extensive use of arable land, freshwater, or marine resources, and they can utilize waste streams as substrates. In addition, microbial organisms hold a huge potential to integrate circular bioeconomy processes because different biomass sources often classified as residues can be used as energy sources to produce single-cell organisms. This will ensure the sustainability of blue and green systems, particularly in the food sector, by partially decoupling animal production from conventional inputs and associated challenges, such as fertilizer use, deforestation, biodiversity impact, and elevated water consumption. Ultimately, SCPs can be seen as a potential driver for decarbonization and circular economy, given that such microorganisms can be powered by renewable energy sources (i.e., solar, wind, or biogas) and concomitantly capture and convert carbon dioxide into biomass. Success at scale also relies on partnerships along the value chain. Each member of the value chain has a role to play in enabling the industrial production of SCP products, from research on the biology of microbial organisms to industry players committed to invest in large-scale production, and feed formulators and farmers, who must be ready to adopt and willing to pay an investment price in view of a more sustainable industry with a lower environmental footprint. In conclusion, the growing momentum behind SCP products and evolving technologies with an ambitious scale, coupled with exciting nutritional value, and their benefits in terms of sustainability metrics, will accelerate the use of SCPs in aquaculture in the future.
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Introduction

This study evaluates the feasibility of culturing the high-value marine fish Protonibea diacanthus in a polyculture system with Indian pompano (Trachinotus mookalee) using a marine cage culture setup. The study aims to determine growth performance, feed efficiency, and the potential of P. diacanthus as a candidate species for polyculture.





Methods

Wild-caught P. diacanthus were reared in six high-density polyethylene sea cages (Inner Diameter: 6 m; Outer Diameter: 7 m; Depth: 4.5 m; Area: 28.29 m²; Volume: 127.29 m³). Two experimental groups were established: Group-1 with 90 individuals (average weight: 130.15 ± 6.39 g) and Group-2 with 90 individuals (average weight: 287.80 ± 16.90 g). Each group was divided into three cages (30 fish/cage) and reared in triplicate with T. mookalee (2,500 fish/cage, average weight: 31.12 ± 1.17 g). The fish were cultured for 148 days and fed a commercial diet (40% crude protein, 10% crude lipid). Growth indices and feed efficiency indices were analyzed, and growth of the fish was modeled using von Bertalanffy Growth Function (VBGF).





Results

Growth performance indices, including total length gain, body weight gain, and specific growth rate, were significantly higher in Group-1 (P ≤ 0.05). Feed efficiency indices (feed conversion ratio, feed efficiency ratio, and protein efficiency ratio) did not differ significantly between the groups (P > 0.05). VBGF modeling estimated P. diacanthus asymptotic length (L∞) at 164.21 ± 3.58 cm, asymptotic weight (W∞) at 44,070.19 ± 2811 g, growth coefficient (κ) at 0.30 ± 0.01 yr−1 and t₀ at -0.005 ± 0.02 yr. The growth performance index (ϕ’) was calculated at 1.91, surpassing values reported for wild populations. Polyculture with P. diacanthus did not significantly affect the growth or feed utilization of T. mookalee (P > 0.05).





Discussion and conclusion

The results indicate that P. diacanthus exhibits superior growth under marine cage culture conditions, with a high growth performance and compatibility in polyculture systems. These findings support the potential of P. diacanthus as a viable candidate for integration into commercial polyculture systems.





Keywords: captive rearing, growth modeling, feed utilization, cage farming, sustainable aquaculture




1 Introduction

Global aquaculture production has been growing at an average annual rate of 5% and, for the first time in 2022, surpassed capture fisheries production, contributing 51% to global aquatic animal production. Excluding algae, global aquaculture achieved a record production of 94.4 million tonnes in 2022, with an estimated value of 295.7 billion USD. Marine aquaculture, which involves the cultivation of marine organisms for food and other products, accounted for approximately 35.3 million tonnes in 2022, representing about 31% of total marine animal production (FAO, 2024). These findings highlight the pivotal role of aquaculture in meeting the growing global demand for seafood. In order to promote the environmental, ecological and socio-economical sustainability of this important sector, continuous research and innovation for the improvisation of the existing farming techniques, refinement of the feed and disease management strategies and diversification of the production and utilization strategies are some of the fundamental aspects that require focused and dedicated attention (Boyd et al., 2020; Carballeira Braña et al., 2021). Species diversification helps to diversify production, reducing the vulnerability of the aquaculture industry to unforeseen challenges from emerging disease outbreaks, environmental challenges such as rising sea temperatures and/or ocean acidification and market dynamics such as change in consumer preference, market demand, culinary and cultural diversity (Harvey et al., 2017; Cai et al., 2022; Chan et al., 2024). Inclusion of species that can rapidly grow and efficiently convert feed into edible protein can make aquaculture practice more resource-efficient and sustainable.

India, the second largest aquaculture producer (excluding algae) of the world, alone contributed about 10.2 million tonnes of aquatic animal production in 2022 which is about 11% of the global aquaculture production and 27% of Asia’s aquaculture production. As far as the marine and coastal aquaculture of aquatic animals is concerned, India ranks the 6th global position with a production of about 1.2 million tonnes against the projected potential of 4–8 million tonnes (FAO, 2024). Nevertheless, marine aquaculture holds significant opportunities in India considering the rapidly increasing demand for seafood, a demand that cannot be satisfied solely by the capture fisheries sector (Parappurathu et al., 2023). Currently, marine aquaculture in India mainly encompasses the cage culture of finfish and shellfish in open seas and internal waters using the hatchery produced and wild collected seeds, bivalve and pearl oyster farming, ornamental fish culture, seaweed cultivation and integrated multi-trophic aquaculture (IMTA) (Parappurathu et al., 2023). Presently, in India, the breeding and seed production techniques have already been standardized for nine marine finfish species (Rachycentron canadum, Epinephelus coioides, Trachinotus blochii, T. mookalee, Lethrinus lentjan, Pomadasys furcatus, Lutjanus johnii, Siganus vermiculatus and Acanthopagrus berda) by ICAR-Central Marine Fisheries Research Institute (Anuraj et al., 2021; Suresh Babu et al., 2022) out of which, many are popularly used for grow-out operation (Aswathy et al., 2020). Apart from this ICAR-CMFRI (India) has also prioritized 76 finfish and shellfish species that could be targeted for future expansion of marine aquaculture production in the country (Ranjan et al., 2017). The Black-spotted croaker, P. diacanthus (Lacepède, 1802) is one such prime species that is presently being evaluated for its marine aquaculture potential in India by ICAR-CMFRI.

P. diacanthus, also known as Ghol in India, belongs to the family Sciaenidae and is widely distributed in the coastal waters of the Indo-West Pacific region (Barton, 2018). It is a fast-growing and long-lived large predatory fish species that dwells in the epibenthic near-shore waters and feeds mainly on crustaceans and small fishes (Phelan et al., 2008; Barton, 2018). The species has significant market demand for its swimbladder, which is priced at USD 480-600 per kilogram (Dutta et al., 2014). It is also highly regarded as a food fish, with a market price ranging from USD 25-35 per kilogram (Dutta et al., 2014; Li et al., 2020). All these benefits make it one of the highly lucrative marine species. Due to its high market price, the species has been the prime focus of fishers for quite some time and forms an important component of commercial and subsistence fisheries in India and many countries abroad (Phelan et al., 2008; Dutta et al., 2014). However, its catch depends more on chance due to its rare and patchy (non-uniform) distribution (Dutta et al., 2014). Several studies have reported intra-annual changes in the abundance of P. diacanthus in inshore waters (Bhatt et al., 1964; Ansari et al., 1995), which indicated a seasonal migratory nature of the species. The fish is believed to perform seasonal migration and aggregation probably in response to reproduction cycles (Dhawan, 1971) and/or food availability (Thomas and Kunju, 1981). Unfortunately, fish that show aggregation behaviour are typically vulnerable to overfishing and excessive targeting, especially during spawning aggregation, which could be detrimental for such species (Sadovy and Cheung, 2003), as has been the case in Australia with reduction in total length and an abundance of smaller size groups in the catches, and a declining size at maturity (Phelan et al., 2008; Leigh et al., 2022).

Due to its fisheries’ significance and vulnerability, the species has drawn the attention of researchers in the past, with global studies focusing mostly on growth, food and feeding habits, reproductive biology and fisheries management (Bibby and McPherson, 1997; McPherson, 1997; Phelan et al., 2008; Ghosh et al., 2010; Leigh et al., 2022). Considering the high demand and the challenges involved in its capture fishery in India, alternate production strategies like captive breeding and farming have been suggested. Farming of P. diacanthus in marine cages would not only reduce exploitation pressure on the natural population of this species but also produce a dependable source of production to meet the ever-increasing consumer demand for the species. Due to its fast growth rate, disease resistance, strong adaptability and excellent market value, it is lately being preferred as a lucrative candidate species for commercial aquaculture in China (Li et al., 2016; Rong et al., 2020). Several studies have attempted to understand its ovarian, embryonic and larval development to standardize artificial breeding (Shi et al., 2004; Zhang et al., 2006; Shen et al., 2007).  Apart from this, several trials have also been made to study the nutritional requirements of this fish to develop a cost-effective, balanced diet for ensuring better growth under captivity (Li et al., 2017, 2019). Nevertheless, based on the review of accessible literature, it is evident that the aforementioned studies primarily consist of brief trials in which the growth and/or feed utilisation of the species have been assessed within a very short timeframe spanning up to eight weeks. None of the studies presented in the literature portray the growth performance of the species over an adequate timeframe that is necessary for achieving a consumer-acceptable table size (marketable size), which is a crucial factor in determining its suitability as a potential aquaculture species. Therefore, the present study was envisaged (1) To generate in-situ growth data for P. diacanthus by rearing it in floating marine cages under natural captive conditions, (2) To develop a model that simulates the future growth potential of P. diacanthus in floating cages over an extended culture period, and (3) To assess the growth performance of P. diacanthus and evaluate its suitability as a candidate species for aquaculture.




2 Materials and methods



2.1 Experimental cages (location and design)

A total of 12 numbers of cages were used for the experiments, and the entire cage units occupied a stretch of approximately 1.5 km neighboring the Bahabalpur Fishing Harbour (210 27.441’N and 870 9.602’S, Odisha, India) (Figure 1). Circular floating cages of 6.0 m inner diameter and 8.0 m outer diameter with 4.5 m net depth (water holding depth) were used for the experiment (area: 28.29 m2; volume: 127.29 m3). The High-Density Polyethylene (HDPE) pipes of Pressure Nominal (PN)-10 and Polyethylene (PE) 100-grade quality were used for the fabrication of the floating cages. HDPE nets were used for better strength; where, inner fish-holding vertical hanging net of 4.5 m water holding depth with 25 mm mesh size was used; outer vertical hanging net of 5.0 m depth with 40.0 mm mesh size was used as predator net; and a horizontal surface net with 80 mm mesh size was used as bird protection net. The inner holding net was supported with two ballast pipes at 2.0 m and 4.0 m below the water surface to maintain the cylindrical shape of the net. The floating cage structure was stabilized in the sea with the help of mooring systems supported by 1.5 t capacity concrete cement blocks (dead weight anchor) and mooring chain (long link alloy steel chain of 13 mm diameter with 22 t shearing strength).

[image: Map showing the state of Odisha, India, highlighting the experimental cage location near Bahabalpur on the Bay of Bengal. An inset map at the top left provides a regional context within South Asia. Coordinates and a scale bar indicating kilometers are included.]
Figure 1 | Map showing the experimental location of open sea cage farms established at Bahabalpur (Odisha, India) for the experimental rearing of Protonibea diacanthus.




2.2 Experimental fish

The live juveniles of Blackspotted croaker (P. diacanthus) were collected from the local fishers fishing in the vicinity of the cage farming demonstration of Indian pompano (Trachinotus mookalee), which was underway in the above-mentioned geographical location. The fish were caught in gill nets (mesh size: 50 mm) from a depth of 5-10 m. The fishes were identified as P. diacanthus (Figure 2) following the morphological description of Fischer and Bianchi (1984). A total of 193 live specimens were collected from the local fishers over a month as and when they were caught, and were transported in 1,000 l onboard water tanks filled with seawater (32 ppt) with continuous aeration. Due to the scarcity of separate and independent offshore farming facilities, the specimens (n = 180) were stocked in six cages, in which culture of the Indian Pompano, T. mookalee of mean total length (TL) 12.29 ± 0.16 cm and mean body weight (BW) of 31.12 ± 1.17 was ongoing at a density of 2,500 individuals per cage. Indian pompano fingerlings, produced in the marine finfish hatchery complex at the Regional Centre of ICAR-CMFRI in Visakhapatnam, India, were transported overnight to the cage farming demonstration site using insulated live-fish carriers. The stocking density used for Indian pompano was determined based on our earlier work (Sekar et al., 2021).

[image: A close-up of a fish, showcasing its scales and fins. The fish is dark brown with a lighter underside. A scale indicating a length of ten centimeters is included at the bottom right.]
Figure 2 | Black-spotted croaker (Protonibea diacanthus) experimentally cultured at Bahabalpur (Odisha, India).




2.3 Experimental design

The study was conducted using a Completely Randomized Design (CRD) with two experimental groups, each replicated three times. The experimental groups, Group-1 and Group-2, were classified based on size variations in P. diacanthus specimens.

	Group-1: This group consisted of 90 smaller-sized individuals (n = 90) with a mean total length (TL) of 22.69 ± 0.44 cm (mean ± SE) and a mean body weight (BW) of 130.15 ± 6.39 g (mean ± SE). The fish were distributed across three cages in triplicates, with 30 individuals per cage.

	Group-2: This group included 90 larger-sized individuals (n = 90) with a mean TL of 29.34 ± 0.78 cm and a mean BW of 287.80 ± 16.90 g. These were also distributed across three cages in triplicates, with 30 individuals per cage.



Due to lack of dedicated sea cages for P. diacanthus, both the Group-1 and Group-2 were maintained as polyculture setups, where the 30 numbers of P. diacanthus were added to the existing 2,500 numbers of T. mookalee (a mean TL of 12.18 ± 0.27 cm and a mean BW of 30.90 ± 1.83 g) per cage, resulting in a total stocking density of 2,530 fish per cage in the polyculture setups. Additionally, a monoculture setup comprising six cages stocked only with 2,500 numbers of T. mookalee (mean TL of 12.39 ± 0.24 cm and a mean BW of 31.34 ± 1.84 g) per cage was maintained to compare and evaluate any synergistic or antagonistic effects of P. diacanthus on T. mookalee in the polyculture setups.




2.4 Experimental diet and feeding regime

The feeding regime followed for T. mookalee using a commercial diet (Nutrila Marine Fish Feed, Growel, Andhra Pradesh, India; Ingredients: fish meal, soybean meal, wheat products, rice products, fish oil, vegetable oil, soya lecithin, amino acid, vitamins and minerals; Nutritional Composition: 40% crude protein, 10% crude fat, 3% crude fiber, and 12% crude moisture; Pellet size: 1.5 mm, 3.0 mm and 6.0 mm) was continued unchanged in both the experimental groups; and was at 6% of the combined body weight initially, which was gradually reduced to 3% of the combined body weight. The fish were grown for a maximum duration of 148 days. Feeding trials with P. diacanthus were conducted during the acclimatization phase using the specified feed to evaluate its acceptability by the species. The entire ration was divided into 3 equal portions and broadcasted in early morning (06:00 hr), mid-day (12:00 hr) and evening (18:00 hr) in the middle of the cage to make it available for all the fish. Adequate measures were employed to control feed wastage from the cage, where the inner fish-holding cage net was stitched with a zero-mesh size nylon net at the water and air interface to retain the feed completely inside the cage. The growth was monitored fortnightly and the feeding rate and ration were adjusted accordingly.




2.5 Evaluation of growth performance

The growth performance of the fish (P. diacanthus) during the culture duration was evaluated using the indices such as total length gain (TLG%), body weight gain (BWG%), specific growth rate (SGR) and absolute growth rate (AGR) which were assessed using the following formula.

[image: Total length gain (TLG%) equals the final total length minus the initial total length, divided by the initial total length, then multiplied by one hundred.]	

[image: Formula for calculating body weight gain percentage: \( \text{Body weight gain (BWG%)} = \left( \frac{\text{Final body weight} - \text{Initial body weight}}{\text{Initial body weight}} \right) \times 100 \).]	

[image: Specific growth rate (SGR) formula: \(\frac{\ln(\text{Final body weight}) - \ln(\text{Initial body weight})}{\text{Experiment period}} \times 100\).]	

[image: Formula for absolute growth rate (AGR) is shown: AGR equals final body weight minus initial body weight, divided by the experiment period.]	

Fulton’s condition factor was calculated according to Htun-Han (1978) equation, as per the formula given below:

[image: Formula for the condition factor (CF) is shown as CF equals body weight (BW) divided by total length (TL) cubed, multiplied by 100.]	

Where, BW is the body weight of fish in g; TL is the total length of fish in cm.




2.6 Evaluation of feed utilization performance

The feed utilization performance of the fish (P. diacanthus) during the culture duration was evaluated using the indices such as feed conversion ratio (FCR), protein conversion rate (PCR) and protein efficiency rate (PER) which were assessed using the following formula. The average protein content of the commercial feed was used for the calculation of PCR and PER.

[image: Formula for feed conversion ratio (FCR) equals total feed intake in grams divided by total wet weight gain in grams.]	

[image: Feed efficiency ratio (FER) is calculated by dividing the total wet weight gain in grams by the total feed intake in grams.]	

[image: Formula for Protein Efficiency Ratio (PER) is shown: PER equals total wet weight gain in grams divided by crude protein fed in grams.]	

The survival rate (%) was calculated using the following formulae

[image: Survival rate percentage is calculated by dividing the final number of surviving animals by the initial number of animals, then multiplying the result by one hundred.]	

The above-mentioned indices on growth and feed utilization performances were also assessed for Indian Pompano grown in both the monoculture and polyculture setups and compared to assess any possible impact of P. diacanthus on the standalone growth and feed utilization performances of T. mookalee.




2.7 Growth modeling and simulation

To simulate and project the growth potential of the fish beyond the actual culture duration of the present study, the available growth data was modeled using the fortnightly collected periodic length (mm) and weight (g) increment data. The growth was modeled using the non-linear von Bertalanffy’s growth equation (von Bertalanffy, 1934) using ‘nls’ routine in the R statistical software package.

[image: Mathematical equation showing a growth model: \( L_t = L_\infty \times (1 - \exp^{-k(t-t_0)}) \). The equation is labeled as (1).]

[image: The image shows a mathematical equation: \( W_t = W_{\infty} \times (1 - \exp^{-k(t-t_0)})^b \). This is labeled as equation (2).]

Where Lt and Wt are the length (cm) and weight (g) of fish, respectively, that can be expected at age t (years); L∞ and W∞ are asymptotic length (cm) and weight (g) of the fish, respectively; k is the growth coefficient of the fitted curve; t0 is the age (year) when the size of the fish was theoretically zero. It is also the point where the fitted growth curve intersects the x-axis and is also used as a proxy for the gestation or incubation period (hatching duration). The weight form of the von Bertalanffy’s growth equation (Equation 2) necessitates another parameter, i.e., b, which is the power of the length-weight relationship of the fish. The relationship between length and weight (LWR) was established using the power law suggested by Le Cren (1951).

[image: Equation representing a formula: BW equals a times open parenthesis TL close parenthesis raised to the power of b.]	

Where BW is the body weight of fish in g; TL is the total length of fish in cm; ‘a’ and ‘b’ are model coefficients. A Wald test was performed to check if the growth is isometric (b=3.0) or allometric (b≠3.0).




2.8 Statistical analysis

The Shapiro-Wilk test (Shapiro and Wilk, 1965) was performed on growth performance and feed utilization performance data to check the normality of the data. An F-test was performed to check the equality or homogeneity of variance (homoscedasticity). When the assumption of normality of the data was not met, the Welch t-test was performed to determine if there were statistically significant differences between the means of the experimental groups. All the statistical analyses in the present study were performed using the R statistical software package (R Core Team, 2021).





3 Results



3.1 Growth performance and feed utilization efficiency of Black-spotted croaker in polyculture setups (Group-1 and Group-2)

The growth performance and feed utilization efficiency indicators and their comparisons between the two experimental groups (Group-1 vs. Group-2) are shown in Figure 3 and Supplementary Table S1. Both the relative growth indicators, i.e., total length gain (TLG%, Figure 3A), body weight gain% (BWG%, Figure 3B) and the instantaneous growth indicator, i.e., specific growth rate (SGR, Figure 3D) were significantly higher (P ≤ 0.05) in Group-1 compared to the Group-2. Contrary to this a significantly lower (P ≤ 0.05) absolute growth rate (AGR) (Figure 3F) was recorded in the Group-1 compared to the Group-2. The condition factor (CF) (Figure 3C) did not show any significant difference (P > 0.05) among the experimental groups.

[image: Nine charts compare different growth and efficiency metrics between Group-1 and Group-2. Metrics include TLG, BWG, CF, SGR, AGR, FCR, FER, and PER. Group-1 generally shows higher performance in TLG, BWG, SGR, and PER, while Group-2 excels in CF, AGR, FCR, and FER. Panel e shows rising body weight over time for both groups, with similar growth trajectories. Group-1 consistently achieves significant differences marked by 'a', while Group-2 often shows a significant difference marked by 'b'.]
Figure 3 | Comparison of growth performance indices, (A) total length gain (TLG%), (B) body weight gain (BWG%), (C) condition factor (CF), (D) specific growth rate (SGR), (E) modeled growth (increment in body weight) during culture, (F) absolute growth rate (AGR); and feed utilization indices, (G) feed conversion ratio (FCR), (H) feed efficiency ratio (FER), and (I) protein efficiency ratio (PER) between the fish (Protonibea diacanthus) reared in two experimental groups (Group-1 vs. Group-2).

The modeled growth in terms of absolute increase in body weight is presented in Figure 3E. None of the feed efficiency indicators, i.e., feed conversion ratio (FCR, Figure 3G), feed efficiency ratio (FER, Figure 3H) as well as the protein efficiency ratio (PER, Figure 3I) showed any signficant difference (P > 0.05) among the experimental groups. The survival was 100% in both the experimental groups.




3.2 Growth performance and feed utilization efficiency of Indian pompano (polyculture and monoculture setups)

The growth performance and feed utilization efficiency indicators and their comparisons between the two culture systems (polyculture and monoculture) are shown in Figure 4 and Supplementary Table S2. The relative growth indicators, i.e., TLG% (Figure 4A), BWG% (Figure 4B) and CF (Figure 4C) of T. mookalee grown in polyculture mode with P. diacanthus did not vary significantly (P> 0.05) from that of the fish grown in monoculture mode. Similarly, there was no significant difference (P> 0.05) in the SGR (Figure 4D) and AGR (Figure 4F) of T. mookalee grown in polyculture and monoculture modes. The von Bertalanffy’s growth function (VBGF) parameters derived by fitting the growth model using fortnightly weight increment data of T. mookalee is shown in Figure 4E. The asymptotic length (L∞) and weight (W∞) for the fish were derived as 95.06 ± 1.24 cm and 11574.49 ± 377.90 g, respectively for polyculture mode and 95.17 ± 1.30 cm and 11850.12 ± 387.80 g, respectively for monoculture mode. The modeled growth coefficient (k) and t0 were 0.48 ± 0.01 yr-1 and -0.004 ± 0.01 yr, respectively for polyculture mode and 0.48 ± 0.01 yr-1 and -0.003 ± 0.01 yr, respectively for monoculture mode. The simulated growth trajectories for T. mookalee grown in polyculture mode with P. diacanthus did not vary significantly (P> 0.05) from that of the T. mookalee grown alone in monoculture mode. Similarly, none of the feed utilization efficiency indices viz., FCR ('Figure 4G), FER (Figure 4H) and PER (Figure 4I) of T. mookalee were significantly different beween the polyculture and monoculture setups.

[image: Nine panels compare various growth metrics between polyculture and monoculture systems using box plots and a line graph. Panels (a) to (i) display values for TLC, BWG, CF, SGR, AGR, body weight over age, FCR, FER, and PER. Each panel shows similarity in metrics for polyculture and monoculture, indicated by overlapping confidence intervals and similar values marked as "a." The line graph (e) shows body weight trends over age for both systems, depicted with separate lines and markers.]
Figure 4 | Comparison of growth performance indices, (A) total length gain (TLG%), (B) body weight gain (BWG%), (C) condition factor (CF), (D) specific growth rate (SGR), (E) modeled growth (increment in body weight) during culture, (F) absolute growth rate (AGR); and feed utilization indices, (G) feed conversion ratio (FCR), (H) feed efficiency ratio (FER), and I) protein efficiency ratio (PER) between the fish (Trachinotus mookalee) reared in two culture setups (Polyculture vs. Monoculture).




3.3 Growth modeling of Black spotted croaker in captive conditions (marine cages)

The length-weight relationship (LWR) modeled for the fish is shown in Figure 5. The weight increment appears to be isometric as the exponent (b) is not significantly different from 3 (Wald-test, F-value=0.2292, P=0.6339). The von Bertalanffy’s growth function (VBGF) parameters derived by fitting the growth model using fortnightly length and weight increment data are shown in Figure 6 and their comparison with earlier studies is given in Table 1, Supplemetary Table S3 and Figure 7. The asymptotic length (L∞) and weight (W∞) for the fish were derived as 164.21 ± 3.58 cm and 44070.19 ± 2811 g, respectively. The modeled growth coefficient (K) and t0 were 0.30 ± 0.01 yr-1 and -0.005 ± 0.02 yr, respectively. The fortnightly and annual growth projections from previously established growth models using samples from the natural feral (wild) condition and the presently fitted growth model using samples from the natural captive (culture) condition are shown in Figure 7 and Supplementary Table S3. The projected age for sexual maturity (TM50) appears to be earlier (approximately 2.5 years) under natural captivity compared to the wild condition (Figure 7), which indicates that the species grows faster and matures earlier when cultured in a natural captive condition. The growth performance index (ϕ’=1.91) was also observed to be higher in the fish cultured in sea cage farms compared to the fish in the wild (Table 1).

[image: Graph depicting the relationship between body weight in grams and total length in centimeters, showing an exponential curve with a formula \( \text{BW} = 0.016(\text{TL})^{2.913} \). The main graph features a green dashed line with a shaded area indicating variance, while an inset graph highlights data points from 20 to 50 cm, showing a detailed view of smaller measurements.]
Figure 5 | Relationship between the total length (cm) and body weight (g) of Protonibea diacanthus (A: observed data; B: modeled projection).

[image: Graphs showing growth trends with age, displayed in two panels. Panel a plots age against total length in centimeters with a green shaded area indicating variability, reaching approximately 164.21 cm. Panel b plots age against body weight in grams, with a similar green shaded area, reaching approximately 44070.19 g. Insets provide detailed views of early growth stages. Blue and red arrows highlight specific sections in panels a and b, respectively.]
Figure 6 | Growth modeling of Protonibea diacanthus using fortnightly length and weight increment data. (A) represents length-based VBGF model, with the blue arrow indicating a zoomed view of the actual length increment data fitted by the model. (B) represents weight-based VBGF model, with the red arrow indicating a zoomed view of the actual weight increment data fitted by the model.

Table 1 | Von Bertalanffy’s Growth Function (VBGF) parameters and Length-Weight Relationship (LWR) parameters (Mean ± SE) modeled for Protonibea diacanthus reared in sea cage farms at Bahabalpur (Odisha, India), and comparison with earlier studies.


[image: Table comparing VBGF parameters among studies: "Present study," "Rao, 1966," "Rao, 1968," "Erzini, 1991," "Bibby and McPherson, 1997," "Ghosh et al., 2010," and "Leigh et al., 2022." Parameters include L∞, K, φ′, t₀, a, and b. Brief descriptions of parameters are provided below the table.]
[image: Growth chart comparing length in centimeters versus age in years for different studies. Lines represent data from various sources, including a present study and past studies from Rao, Bibby and McPherson, Ghosh et al., Leigh et al., and Erzini. Two conditions are depicted: natural captive (culture) and natural feral (wild). Vertical colored bars reference TM₅₀ milestones, while a horizontal green bar indicates LM₅₀.]
Figure 7 | Comparison of growth performance of Protonibea diacanthus in natural wild conditions, derived from length-at-age keys modeled in earlier studies, with the growth performance of P. diacanthus cultured in captive conditions modeled using periodic length increment data from sea cage farms at Bahabalpur (Odisha, India).





4 Discussion

The fast growth and high market price, especially due to the demand for swimbladders and the nutritional quality of its meat make P. diacanthus a potential candidate species for marine aquaculture (Li et al., 2016; Rong et al., 2020). The data available in the public domain at present describes the growth of the species over short-duration trials conducted for a maximum of up to 56 days. Furthermore, there is no predictive model available to understand the growth of this species in captive conditions for a longer timeframe, which is essential to assess the culture performance of the species for aquaculture. The experiment has generated distinctive in situ length increment data, which has been applied to develop models to understand the growth of the species under captive conditions beyond the duration of culture in this study to assess its suitability for aquaculture. The modeled growth performance of the species will pave the way for future research to further refine the technological interventions to develop the species as an ideal candidate species for aquaculture.

From a thorough review of the accessible literature available in the public domain, it appears that in most of the world including India, the breeding and seed production technologies, along with grow-out technology for the species, are yet to be standardized. Therefore, the present study was attempted by using wild-caught juveniles of P. diacanthus and integrating it to the culture set-up originally developed for the grow-out of T. mookalee. Uniformity in initial stocking size could not be ensured for both the culture groups of P. diacanthus (Group-1 and Group-2) due to the sole dependency on nature for seed materials. As the T. mookalee, the originally mandated species of the ongoing demonstration program, were harvested after a culture period of 5 months (148 days), it was economically not viable to further continue the culture experiment with P. diacanthus. Nevertheless, the experiment could generate the much-needed and rarely available length and weight increment data for 148 days necessary to model the growth performance of P. diacanthus under natural captive conditions, which is of paramount importance to evaluate the species for its aquaculture potential so that future research for its artificial propagation, seed production and grow-out technology can be envisaged.

The few short-duration (56-day) sea-based in-situ culture trials conducted by earlier studies have reported the growth performance of P. diacanthus either in terms of absolute growth rate (length or weight increase) or relative growth rate (length or weight gain percentage compared to initial length or weight, respectively) or as an instantaneous growth rate (specific growth) (Li et al., 2016, 2017, 2019; Rong et al., 2020). However, these indices have certain inherent limitations in their underlying assumptions. For example, the absolute growth rate (AGR) in the present study was observed to be significantly higher (P< 0.05) in Group-2 (mean weight ± SE: 287.80 ± 16.90 g) compared to the Group-1 (mean weight ± SE: 130.15 ± 6.39 g). In aquaculture studies, the AGR, though considered a standard method or index for expressing and comparing the growth rate, it assumes that growth is linear and constant throughout the entire life history of fish, which is not true (Hopkins, 1992). Furthermore, AGR measures the total change in the mass of cultured animals over a specified time period, but it assumes that the individuals being compared should have the same initial sizes. Otherwise, the periodic increase in absolute mass of a slow growing larger individual could be higher than the fast-growing smaller individuals. Therefore, AGR could give biased results if the cultured animals have different initial sizes. One way to address this issue (different initial stocking size or biomass) is to calculate the growth rate of the cultured animals in terms of relative growth rate index (RGR) that derives the growth as a ratio of final to initial mass. It assumes that the animals grow in equal proportion throughout their entire life stage which is not true. Fish usually grow slower during the initial and late stages and faster during the intermediate stage, which is entirely ignored by the above-mentioned growth performance indices and therefore, could be less informative when such indices are used to compare growth over a longer duration. In the present study, contrary to the AGR, the RGRs (i.e., TLG and BWG), were significantly higher (P< 0.05), in the Group-1 (mean weight ± SE: 130.15 ± 6.39 g) compared to the Group-2 (mean weight ± SE: 287.80 ± 16.90 g), which is due to faster growth rate of the smaller individuals compared to the larger. Another way of expressing the growth rate is the instantaneous growth rate, a form of which is expressed as the specific growth rate (SGR). Since it assumes the weight of fish grows exponentially, it is only valid to compare the growth of fast-growing young fish cultured for a short-duration but not valid for larger fish cultured for a long duration (Hopkins, 1992). In the present study, just like the AGRs, the SGR was found to be higher for smaller sized Group-1 compared to the large sized Group-2. Therefore, all these indices may not always be suitable to compare the growth performance of the fish in experimental set-ups, especially which depends on feral fish as it is difficult to ensure same culture size and duration among the experimental groups due to the sole dependency on wild for seed. Another way of expressing the growth rate is the instantaneous growth rate, a form of which is expressed as the specific growth rate (SGR). Since it assumes the weight of fish grows exponentially, it is only valid for young fish cultured for a short-duration but not valid for larger fish cultured for a long duration (Hopkins, 1992).

Furthermore, the conventional growth indices have very limited applicability as they can only describe the growth that can be observed during a culture experiment, mostly by differentiating the growth at the end by comparing it with the growth at the beginning of the experiment. To visualize what is happening at intermediate points and beyond the observable experimental data and make any predictions about further growth development, it is essential to use complex non-linear models. The von Bertalanffy growth function (VBGF) is one such nonlinear model that is popularly used in fishery biology to describe the growth of fish (Hopkins, 1992; Lugert et al., 2016; Lugert et al., 2017). Furthermore, the majority of the studies conducted to assess the life history parameters of feral populations of P. diacanthus have modeled the growth parameters using the non-linear von Bertalanffy growth function (VBGF) and therefore, the same was adopted in the present study so that the results can be compared. The present study is unique in that the growth performance of P. diacanthus has been modeled using the length and weight increment data collected over the longest available culture duration of 148 days through the VBGF model, which could be considered scientifically sound and more reliable.

According to Leigh et al. (2022), P. diacanthus is a large species which can attain lengths of at least 150 cm in total length and weights of at least 42 kg, and can live up to at least 15 years. The growth performance modeled using von Bertalanffy’s growth function (VBGF) revealed an asymptotic length (L∞) of 164.21 cm and a growth rate of 0.30 yr-1 for the species. By comparing the L∞ derived in the present study with that of the earlier studies mentioned in Table 1, though it appears to be higher, it is reasonable as the back calculated Lmax (i.e., 156 cm) using the empirical thumb rule of the relationship between L∞ and Lmax (i.e., L∞ = Lmax/0.95) recommended by Pauly (1984) and Taylor (1958), is similar to the observed Lmax of 156 cm and 152 cm for this species that have previously been reported from Maharashtra and Gujarat states of India (Hotagi, 1994; Mohammed et al., 2009). The present estimate is also similar to the Lmax of 154 cm (Bibby and McPherson, 1997) reported from the Queensland Gulf (Australia). However, the present estimate of maximum length (Lmax = 156 cm) and maximum body weight derived using the Lmax and length-weight relationship (Wmax = 37925 g) are smaller compared to the Lmax of 176 cm and Wmax of 45000 g reported by Grant (1982) from Queensland (Australia), though the latter was almost similar to the asymptotic weight (W∞=44070 g) modeled in the present study. Similarly, there are studies from India (Rao, 1966, 1968; Ghosh et al., 2010) as well as Australia (Erzini, 1991; Bibby and McPherson, 1997; Leigh et al., 2022) where the derived L∞ can be observed to be lower compared to the present study. As the Lmax (and so does the dependent L∞) depends mostly on the exploitation parameters, it tends to decrease when there is targeted fishery for the species, which is evident in the P. diacanthus fishery of Queensland (Australia), where the Lmax has decreased drastically from 176 cm in 1982 to 92.5 cm in 2000, and then subsequently revived to 103.5 cm in 2002-2003 (Phelan et al., 2008). In the present study, the dissimilarity observed in the derived Lmax (and therefore the modeled L∞) with that of earlier studies could be due to the spatiotemporal differences in the fishery-related factors. However, the growth coefficient (K) modeled for the species in the present study appears to be similar or higher compared to most of the earlier studies mentioned in Table 1, except for those conducted by Erzini (1991) and Leigh et al. (2022). However, careful scrutiny reveals that for these studies, the reported L∞ is very low (L∞< 120 cm) compared to the present study. Due to its compensatory behaviour, the K increases as the L∞ decreases and vice versa, so that the overall growth performance remains more or less constant for a species (Pauly and Munro, 1984). Therefore, a merely high K value does not necessarily mean a better growth rate and hence the growth performance index (ϕ) should rather be compared to understand the growth performance of the species. As ϕ’ is based on body length rather than body weight, it is less liable to bias. It has the dimensions of both length and time and is usually normally distributed with smaller standard deviations compared to other growth indices and therefore, it has been recommended as the most flexible and precise estimator of growth performance (Mathews and Samuel, 1990). The higher ϕ’ (=1.91) observed in the present study illustrates the superior growth performance of the species under natural captive conditions, which can also be seen in Supplementary Table S2 and Figure 7. As the growth of the animals in a culture system is strongly boosted in a time-bound manner by technological interventions like highly proteinaceous feed and augmented environmental conditions, they may outperform their wild counterparts in terms of growth performance. It has been substantiated that fish grown in sea-based cage culture set-up exhibit better growth, probably due to the acquisition of supplementary nutrition (apart from highly proteinaceous feed) from naturally occurring organisms growing in/on the culture system, as well as plankton, invertebrates and other live prey items that move through the culture system (Simon and James, 2007; Perez-Benavente et al., 2010). Furthermore, fish reared in sea-based culture systems with adequate water exchanges are likely to receive environmental (physical) enrichment that attenuates stress and improves overall welfare (Johnsson et al., 2014; Näslund and Johnsson, 2016; Jones et al., 2021).

McPherson (1997) and Phelan et al. (2008) and  have reported the length at first maturity to be 79 cm TL in Northern Cape York Peninsula waters and 92 cm TL in Queensland waters respectively, that approximately corresponds to the 3 and 4 years age classes using the length/age keys developed by Bibby and McPherson (1997). The findings of Phelan et al. (2008) also match with the observations by Rao (1963) from Indian waters, who found that 5% of the fish were mature in the 75–80 cm TL, 36.8% in 80–85 cm TL, 91% in 85–90 cm TL, and 100% in 90–95 cm TL, in which the first length at maturity is attained at an approximate age of 3 years using the VBGF modeled for the species by Rao (1966). The spatiotemporal variations in the size of maturity observed in these studies could be attributed to fisheries related exploitation factors that influence the maturity of the targeted population, which decreases as the targeted exploitation increases (Phelan et al., 2008). According to the growth model developed in the present study, these lengths of maturity, i.e., 79 cm and 92 cm TL would be attained at about 2.2 years and 2.7 years respectively if the fish are allowed to grow under natural captive conditions. This implies that the fish matures a year earlier in the natural captive condition (which can be verified in Figure 6) as it grows faster compared to the wild ones that grow in natural conditions. The information has great implications as it can be used to design future experiments to standardize artificial breeding and seed production of P. diacanthus.

A comparison with previous captive-rearing studies conducted in China provides valuable insights into growth performance. As growth performance indicators (GPIs) like WG% and SGR depend on the initial size or body weight of fish, the indices generated in the present study cannot be compared directly with those from the earlier studies. To enable an unbiased comparison, initial body weight of the present study was simulated to match with the initial body weights of the previous studies and the final body weight after 56 days of culture (which is the culture duration of the previous studies) was derived using the established VBGF growth model. The simulated GPIs, i.e., 160.81 WG% and 1.71 SGR obtained in the present study by feeding the fish a commercial diet containing 40% crude protein were marginally lower compared to the GPIs (171.74 WG% and 1.78 SGR) obtained by Li et al. (2016) when fish were fed a commercial diet having 41% crude protein. The GPIs were also observed to be higher compared to the present study when the fish were fed a commercial diet having higher percentage (≥ 45%) of crude protein (Li et al., 2016, 2017, 2019 and Li et al., 2020). It is well established that carnivorous fish generally exhibit enhanced growth performance when provided with diets containing high levels of good-quality protein (McGoogan and Gatlin, 1999). As a carnivorous species, P. diacanthus exhibits a limited ability to utilize non-protein energy sources, and relies primarily on protein oxidation to fulfill its cellular energy requirements (Li et al., 2017).

A comparison of feed utilization indicators across the experimental groups (Group-1 vs. Group-2) revealed no significant differences in FCR, FER, and PER. However, the feed efficiency indicators obtained in this study (i.e., FCR of 5.15, FER of 0.19, and PER of 0.49) were inferior to those reported by Li et al. (2016), who observed an FCR of 1.59, FER of 0.63, and PER of 1.55 by feeding P. diacanthus a diet containing 41% crude protein, primarily supplemented with fishmeal. Similarly, better feed utilization indicators were noted in studies where diets with higher protein content (≥45%) were provided (Li et al., 2019, 2020). The considerable deviation in feed efficiency parameters between the present study and earlier investigations could be attributed to the differences in initial stocking size. Additionally, the present study did not specifically focus on evaluating feed utilization efficiency of P. diacanthus. This was due to the limited availability of wild-caught P. diacanthus seeds, resulting in its rearing alongside T. mookalee in small proportions. Consequently, the same feeding regime was applied to both species, making it challenging to monitor and optimize the actual feed intake of P. diacanthus. Instead, this experiment served as an opportunity to generate growth data for P. diacanthus under natural captive conditions (marine cages). The primary aim was to assess the feasibility of captive rearing for this species rather than to optimize feed utilization.

The condition factor (CF) reported in the present study, i.e., 1.13 g cm-3 and 1.14 g cm-3 for Group-1 and Group-2, respectively, though not significantly different between the groups, are less compared to the CF of 1.74 g cm-3 reported by Li et al. (2016), 1.61 g cm-3 reported by Li et al. (2017) and 1.65 g cm-3 reported by Li et al. (2020). This indicates that the fish grown in the present study were lean and slender compared to the fishes grown in these above-mentioned earlier studies. As the crude lipid content in most of the previous studies was slightly higher, it might have influenced the fish to become fatty and pulpier. Furthermore, as both the feed utilization indicators and condition factors were lower in the present study, the possibility of growth interference due to the intense competition from the dominant T. mookalee for feed and space cannot be entirely ruled out. This also indicates that there is a possibility in which P. diacanthus could perform better (both in growth and feed utilization) if allowed to grow in a monoculture setup. Therefore, further studies should be envisaged to optimize the feed efficiency of the species by growing them alone in the laboratory as well as in natural captive conditions. Nevertheless, the study indicates that the species grows faster in natural captive conditions (marine cages) and therefore, can be considered as a probable candidate species for aquaculture.

Interestingly, neither the growth performance indices (TLG, BWG, SGR and AGR) nor the feed utilization indices (FCR, FER and PER) of T. mookalee were significantly affected when P. diacanthus was introduced. The SGR (≈1.55% day-1), AGR (≈1.91 g day-1) and FCR (2.29) of T. mookalee observed in the present study are also found to be in congruence with the earlier reported values of SGR (1.47% day-1), AGR (1.89 g day-1) and FCR (2.19) obtained by growing T. mookalee in marine cages off Visakhapatnam coast in India (Sekar et al., 2021). This indicates that in the present study, the inclusion of P. diacanthus in the existing monoculture setups of T. mookalee has not adversely or synergistically impacted the growth performance and feed utilization of T. mookalee. However, as the number of P. diacanthus was lower compared to T. mookalee, it would be too premature to comment on this aspect of polyculture.




5 Conclusion

The present study assessed the survival and actual growth of P. diacanthus and modeled its potential growth in captive conditions within floating marine cages in a polyculture system with T. mookalee. The results, based on length and weight increments analyzed and modeled using the von Bertalanffy Growth Function (VBGF), indicate that P. diacanthus exhibits superior growth performance in marine cages compared to wild conditions. Additionally, the study found that co-culturing P. diacanthus with Indian Pompano (T. mookalee) does not negatively affect the growth or feed utilization efficiency of T. mookalee. These findings highlight the potential of P. diacanthus to be used as a candidate species in marine cage farming.
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As global aquaculture ventures further into offshore environments, the safe transport of large-scale aquaculture net cages across varied marine conditions has become a critical technical concern. This study conducts a detailed numerical simulation of the wet towing process for an octagonal aquaculture cage using AQWA software, systematically examining the effects of towline length, towing speed, towing configuration, and environmental factors on the cage’s dynamic response and towline load characteristics. The findings reveal that towline length and towing speed are pivotal in determining the pitch amplitude of the cage and the resulting towline tension. Compared to a towline length of 200 m, using a towline length of 150 m combined with a towing speed of 0.5 m/s reduces pitch amplitude by 51.6% and towline tension by 24.8%. Additionally, an interval towing arrangement significantly enhances cage stability while minimizing towline stress. Under conditions of low wave height and longer wave period, the cage’s motion response remains stable, contributing to enhanced transport safety. This research offers critical theoretical foundations and optimization strategies for the wet towing design considerations of offshore aquaculture cages, providing valuable insights to advance transport safety in challenging marine environments.
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1 Introduction

With rising global living standards and increasing demand for fish protein, nearshore aquaculture is nearing its production capacity. Consequently, offshore aquaculture net cages have emerged as vital marine farming infrastructure, providing an effective solution to spatial constraints and environmental sustainability challenges in coastal areas (Dong et al., 2024). Compared to nearshore farming, offshore aquaculture offers advantages such as improved water quality, larger farming areas, and enhanced seafood quality (Froehlich et al., 2017). However, offshore operations are often located in open ocean environments where aquaculture platforms are vulnerable to typhoons, large waves, and strong currents. To mitigate these challenges, offshore net cages are typically constructed with steel structures, which increase their resistance to wind and waves, ensuring the safety and productivity of aquaculture activities.

Offshore net cages build on traditional floating net cage designs, integrating technical advancements from floating marine engineering platforms and innovating to meet the specific demands of offshore aquaculture. This approach overcomes the structural limitations faced by traditional aquaculture platforms in offshore environments, representing a significant strategic shift from nearshore to offshore aquaculture (Ding et al., 2023). Since offshore net cages are designed to be positioned far from shore, they are typically constructed on land, where the towing system is first deployed at a designated location before transporting (Figure 1) and securing the cage offshore (Lira et al., 2019). For instance, the ‘Deep Blue one’ tilting incident, which involved significant damage during towing operations, underscores the importance of ensuring safe towing methods for these platforms. Current research primarily focuses on the dynamic response, structural strength, and fatigue resistance of net cage towing systems, with relatively little attention given to the safety of cage transport. Ensuring safety during towing is crucial for the overall structural integrity of net cages. While studies on the transport of offshore net cages remain limited, existing literature on marine structure dynamics and engineering provides a solid foundation for the design and optimization of net cage transport systems.

[image: (A) Three red supply ships sail in formation alongside a large, yellow offshore aquaculture structure in the open sea. (B) A red supply ship approaches a hexagonal yellow aquaculture facility in the ocean.]
Figure 1 | The towing process of (A) Ocean Farm one and (B) Deep Blue one (photo courtesy of www.salmar.no and sd.ifeng.com).

Since the 1950s, detailed analyses have been conducted on towing systems for floating structures and the factors affecting towing operations, both domestically and internationally. Wet towing has been widely applied in marine engineering and has been extensively studied as a critical technology. The feasibility of the wet towing method for the offshore substation WSBJF has been confirmed through experimental and numerical studies (Wang et al., 2023). The allowable pressure range for the Composite Bucket Foundation (CBF) during offshore transport has been analyzed using the finite element method, highlighting its potential for offshore applications (Li et al., 2024). Strategies for reducing installation costs in offshore projects have been proposed through investigations into the wet towing transport method for the “jacket + three-bucket foundation” structure in offshore wind farms (Yan et al., 2021). The safety of air-buoyancy structures during transport has been verified through physical experiments, which observed the floating behavior of the CBF under varying speeds, wave heights, and wind conditions (Ding et al., 2020). The air-buoyancy towing behavior of multi-bucket foundation platforms (MBFPs) has been studied using MOSES numerical simulation software, demonstrating that towing stability can be significantly improved by reducing towing speed and selecting appropriate sea conditions (Le et al., 2013). These studies collectively emphasize the essential role of wet towing in ensuring the safe and stable transport of marine structures.

The composition of the towing system is also critical to the safety of net cages. In 1958, (Holmstrom, 1982) studied towing systems based on linear theory and found that adjusting the position of the towline configuration and the length of the towline could improve the stability of the towing system (Yasukawa and Yamada, 2009) enhanced the safety of towing systems for floating wind turbines by adjusting the towline position and length. (Li et al., 2020) used MOSES to examine the static stability of floating wind turbines under different environmental conditions. (Le et al., 2021) conducted model tests and found that towing speed and wave height significantly impact the towing stability and drag of tension-leg platforms. (Fitriadhy et al., 2013) discovered that towline elasticity and the weight of the towed structure play crucial roles in the directional stability of towing systems (Shin, 2011)further analyzed the effect of elastic towlines on towing stability. Through simulation studies (Shi, 2011)investigated the combined effects of towline length, water depth in the towing area, and current speed on the towing system, noting that towing against the current causes greater system drift, with water depth having a more substantial effect than towline length. (Han et al., 2017) used a multibody dynamics approach to analyze the impact of wind, waves, and currents on the towing stability of floating wind turbines, concluding that pitch motion is more affected by wind and waves than roll and heave motions. These studies underscore the importance of towline length and towing speed for the safe transport of net cages, providing essential theoretical support for maintaining stability during the towing process.

In offshore aquaculture, the shape of the net cage plays a critical role in its stability and adaptability. Octagonal cages are commonly used in offshore farming due to their unique geometric structure. Compared to traditional circular or square cages, octagonal cages offer superior hydrodynamic stability, enabling them to more effectively distribute the forces exerted by ocean currents and waves (Fan et al., 2023). This shape has been widely adopted (e.g., in Ocean Farm one and Deep-Blue one) and not only helps to reduce stress concentrations in dynamic environments but also provides greater internal space, optimizing the growth conditions for fish.

Therefore, this study focuses on an octagonal steel cage, using a combination of physical experiments and numerical simulations to analyze in detail the effects of various towing configurations on cage stability. Key variables, including towline length, towing speed, and marine environmental conditions, are comprehensively considered to explore their impact on the dynamic response characteristics during towing. The structure of this paper is as follows: Section 2 provides an overview of the platform, model, and towline geometry, detailing the geometric structure and physical properties. Based on hydrodynamic theory, the equations of motion and forces acting on the net cage in a marine environment are established. Section 3 verifies the accuracy of the numerical simulations through comparisons with physical model tests. Section 4 discusses the steady-state stability of the net cage under different towing points. The influence of key factors such as towline length, towing speed, wave period, and wave height on towing stability is then examined. The subsequent section presents the main insights of this study, along with a grounded discussion on potential directions for future research. Finally, conclusions are summarized in Section 6.




2 Materials and methods

Numerical simulation and laboratory experiments are employed to investigate the effects of towing position, towing length, towing speed, wave period, and wave height on the dynamic response characteristics of a newly built cage. In this study AQWA is utilized to develop a numerical model for simulating the towing process of a fish farm, focusing on analyzing the effects of towing point position and wave loads on its dynamic response.



2.1 Experimental setup

The net cage is designed an octagonal structure (Figure 2A), primarily consisting of external edge columns, a central column, and supporting trusses. The external frame is divided into two parts: side pontoons and external edge columns. Eight side pontoons are arranged in a regular octagonal layout around the perimeter of the net cage and are connected to the central float by cylindrical trusses. An octagonal ballast tank is installed at the lowest part of the net cage, to lower the center of gravity and enhance its stability. The net cage has an overall height of 11.23 m, a width of 23.57 m, and a draft depth of 2.2 m. The side pontoons have a diameter of 1.6 m and a height of 1.7 m, while the central float has a diameter of 6.7 m and a height of 4.5 m (Figure 2B). The main parameters are provided in Table 1 for reference.

[image: Panel A shows a cylindrical offshore structure with labeled parts, including center column, upper side column, support frame, and pontoons. Panel B displays a technical drawing with dimensions and wave surface level indicated, measuring 11.23 meters in height and 23.57 meters in width.]
Figure 2 | Photo: (A) Net cage prototype; (B) Geometric dimension.

Table 1 | Principal parameters of the model.


[image: Table comparing dimensions of various components in prototype and model forms. Components include Cage Size, Center Column, Center Pontoon, Side Pontoon, Upper Side Column, and External Side Column. Measurements include height and diameter in meters. Prototype sizes are generally larger, with the Cage Size diameter at twenty-three point five seven meters and the model at one point one seven meters.]


2.1.1 Equations of motion for towed body

The planar motion equations are typically used to describe the behavior of objects moving in a two-dimensional plane. The forces acting on the net cage can be categorized into externally applied forces, damping forces, and restoring forces. The combined effect of these forces determines the motion state of the net cage. When the net cage moves in water, the resultant force can be expressed as:

[image: Equation showing total force as the sum of external force, damping force, and restoring force: \( F_{total} = F_{ext} + F_{damping} + F_{restoring} \).]	

Where [image: Mathematical notation showing the symbol \( F_{\text{ext}} \), representing an external force in physics equations.]  represents the externally applied forces, [image: \( F_{\text{damping}} \) in italics, representing the damping force.]  represents the damping forces, and [image: The text "F restoring" is shown with the letter 'F' in italics.]  represents the restoring forces. The damping force is typically proportional to velocity and can be expressed as:

[image: Formula displaying damping force: \( F_{\text{damping}} = -c \cdot V \), where \( c \) is the damping coefficient and \( V \) is velocity.]	

Where [image: The formula shows the letter F with a subscript labeled "damping" in italics.]  is the damping force, c is the damping coefficient, and V is the velocity. The restoring moment is related to displacement and is typically expressed as:

[image: The formula shows the restoring force equation: \( F_{\text{restoring}} = -k \cdot X \), where \( k \) is the spring constant and \( X \) is the displacement.]	

Where [image: Italicized text reading "F restoring".]  is the elastic force, k is the stiffness coefficient, and X is the displacement. Substituting the above equations into Newton’s second law and simplifying yields:

[image: Equation representing motion: \(M_{\text{trans}} \cdot \frac{d^2X}{dt^2} + C_{\text{trans}} \cdot \frac{dX}{dt} + D_{\text{trans}}(X) + F_{\text{ext, trans}} = 0\), including terms for acceleration, velocity, damping, and external forces.]	

Where [image: The image shows the mathematical notation "M" with the subscript "trans", indicating "M transpose" in a matrix context.]  is the translational mass matrix, [image: "D" with the subscript "trans."]  is the translational damping matrix, [image: Text showing "D" with a subscript "trans".]  is the translational restoring force, and [image: The image shows the mathematical notation "F" with the subscript "ext, trans" in italics.]  is the translational external force (wave force). Based on this, the rotational motion equation further describes the behavior of the object during rotation.

During the rotational process, the expression for the resultant moment can be represented as:

[image: Mathematical expression showing the equation for total moment: \( M_{\text{total}} = M_{\text{ext}} + M_{\text{damping}} + M_{\text{restoring}} \).]	

Where [image: The image shows the mathematical notation "M" with a subscript "total."]  is the total moment applied, [image: The image shows the mathematical expression "M" with a subscript "ext".]  is the external moment, [image: Italicized letter "M" with the subscript "damping" to indicate a specific concept or variable related to damping in a scientific or mathematical context.]  is the damping moment, and [image: Text showing "M" in italics with "restoring" in standard font immediately below.]  is the restoring moment. The damping moment is typically proportional to the angular velocity and can be expressed as:

[image: Equation showing the damping moment, \( M_{\text{damping}} = -c_{\text{rot}} \cdot \Omega \), where \( c_{\text{rot}} \) is the rotational damping coefficient and \( \Omega \) is angular velocity.]	

The restoring moment is related to angular displacement and is typically expressed as:

[image: Equation showing restoring moment: \( M_{\text{restoring}} = -k_{\text{rot}} \cdot \Theta \).]	

By substituting the above equations into the rotational equation and simplifying, we obtain:

[image: Equation showing rotational motion dynamics: \( I \cdot \frac{d^2 \Theta}{dt^2} + C_{rot} \cdot \frac{d \Theta}{dt} + D_{rot}(\Theta) = 0 \).]	

Where I is the rotational inertia, [image: The image shows the variable C subscript "rot" in a serif font style.]  is the rotational damping matrix, [image: Greek letter Omega symbol, resembling an upside-down horseshoe.]  is the angular acceleration, [image: Text displaying the mathematical expression "k subscript rot".]  is the rotational restoring coefficient, and [image: Greek letter theta in a lowercase, italic style.] is the angular displacement of the net cage.

In the practical application of net cages, there exists a coupling relationship between translational and rotational motion. The coupled motion equation can be used to describe the interaction between these two types of motion, as follows:

[image: Equation showing: F_sub_couple equals M_sub_couple times A plus C_sub_couple times V plus D_sub_couple, all of which is a function of variable X.]	

Where [image: Stylized text that reads "M" in italics with "couple" in subscript.]  is the coupled mass matrix, A is the acceleration vector, V is the velocity vector, and [image: Mathematical notation showing "D sub couple of X" in italics.]  is the coupled restoring force.





2.2 Towing system

Based on the octagonal structure of the net cage, this experiment adopts two towing configurations: the adjacent fixation configuration and the spaced fixation configuration. In the adjacent fixation configuration, two towlines are symmetrically fixed to two adjacent side pontoons, while in the spaced fixation configuration, two towlines are symmetrically fixed to alternate side pontoons, with the other ends secured to the stern of the tugboat (Figure 3).

[image: Diagrams labeled A and B depict a tugboat towing a hexagonal cage. The cage is connected to the boat by lines marked as "towline length." The boat heads into incoming waves. In both diagrams, a three-dimensional coordinate system shows axes x, y, and z.]
Figure 3 | Top view of the towing systems with towline fixed on two: (A) adjacent pontoons; (B) spaced pontoons.



2.2.1 Towing length

The towline is an important factor affecting the motion of the net cage. In towing analysis, the dynamic response of the towline can be calculated by considering its stiffness and damping coefficients. The calculation formula for the towline force is as follows:

[image: The equation represents the force in a cable: \( F_{\text{cable}} = k_{\text{cable}} \Delta L + c_{\text{cable}} \frac{d}{dt}(\Delta L) \), where \( k_{\text{cable}} \) is the cable stiffness, \( \Delta L \) is the change in length, and \( c_{\text{cable}} \) is the damping coefficient.]	

Where [image: The text "F" in italic font with the subscript "cable" in regular font.]  is represents the stiffness of the towline, indicating its ability to resist stretching, [image: Greek letter delta followed by an uppercase L, representing a change in length.]  is the elongation of the towline, [image: Text displaying "C" in italics above the word "cable", written in a smaller, regular font.]  is the damping coefficient of the towline, describing energy dissipation during towing.

According to international maritime regulations, the minimum safe length of the main towline must be calculated (Solas, 2002). The formula for calculating the minimum safe length of the main towline is as follows:

[image: The formula \( L = (L_1 + L_2) \cdot K \) is displayed, representing a mathematical equation where \( L \) is the product of the sum of \( L_1 \) and \( L_2 \), multiplied by \( K \).]	

Where L represents the minimum safe length of the main towline, [image: The mathematical expression "L" subscript "1".]  represents the total length of the tugboat, [image: The image shows the mathematical notation "L sub two," representing the L2 norm or Euclidean norm often used in vector mathematics to denote the standard distance in Euclidean space.]  represents the total length of the towed vessel, and K is the wind and wave coefficient. Based on weather conditions, the value of K ranges from 2.3 to 3.3, with 2.3 used for favorable weather and 3.3 for rough conditions. In this analysis, the wind and wave coefficient K is set to 2.3, and the length of the tugboat [image: The image displays the mathematical symbol "L" with a subscript "1".]  is 23 m. Therefore, the minimum safe length of the main towline is calculated as 100 m (rounded).





2.3 Numerical simulation analysis

This study uses Airy wave theory to describe wave motion by setting reasonable parameters such as wave height, period, and wavelength to construct a wave environment for simulating the dynamic response of the net cage during towing. The wave model not only effectively reflects the wave motion characteristics under actual sea conditions but also provides a reliable theoretical foundation for analyzing the dynamic behavior of the towing system.



2.3.1 Frequency domain analysis

In the frequency domain, the equations of motion can be transformed into the complex domain for solving. By solving the Frequency Response Function (FRF), the response characteristics of the structure under different wave frequencies can be obtained.

[image: Mathematical equation displaying: ξ(ω) equals F-hat(ω) divided by negative ω squared M plus iωC plus K.]	

Where [image: The Greek letter xi with a circumflex accent, followed by the Greek letter omega in parentheses.]  denotes the frequency response, and [image: Mathematical expression showing F-hat of omega, represented as a function F with a hat symbol, followed by parentheses containing the Greek letter omega.]  represents the wave force in the frequency domain.




2.3.2 Time domain analysis

Time domain analysis solves the equations of motion using numerical integration methods, which are suitable for simulating complex nonlinear problems, especially under real wave conditions.

[image: Equation showing second order linear differential system: \( M \ddot{\xi}(t) + C \dot{\xi}(t) + K \xi(t) = F(t) \), with \( M \), \( C \), and \( K \) as matrices, and \( \xi(t) \) and \( F(t) \) as vectors.]	

In the above equation, M represents the mass matrix, describing the system’s mass characteristics and its effect on motion; C represents the damping matrix, describing the system’s damping characteristics, i.e., friction or energy dissipation; K represents the stiffness matrix, describing the system’s stiffness characteristics, i.e., its resistance to deformation; [image: The Greek letter xi followed by the variable t in parentheses, denoting a function of t.]  denotes the displacement vector, representing the system’s displacement state at time t; [image: Lowercase Greek letter xi with a dot above it, followed by parentheses containing the letter t.]  denotes the velocity vector, which is the derivative of displacement with respect to time, reflecting the system’s motion speed; [image: Second derivative of the function ξ of t.]  denotes the acceleration vector, which is the second derivative of displacement with respect to time, reflecting the system’s acceleration;

In the time domain analysis module of AQWA, the wave propagation time step is set to 0.1 s, and the total simulation time is 1000 s to observe the long-term motion response of the net cage.





2.4 Simulation conditions

To comprehensively evaluate the effects of various factors on the stability of the towing system, this study designs a series of simulation scenarios. Given the significant impact of towing method, towing length, towing speed, and sea state on system stability and efficiency, simulations were conducted under 17 distinct conditions using sea state data provided by the China Oceanic Information Network (COIN). The simulations analyzed the time varying motion response of the net cage across different scenarios, as presented in Table 2. Comparisons were made to assess the effects of varying towing speeds (3 knots, 4 knots, 5 knots), towing lengths, and sea state levels (3, 4, 5) on the motion response.

Table 2 | Conditions of the simulation test.


[image: A table detailing various towing cases with columns for case number, fixation methods, towline length, towing speed, wave height, wave period, and notes. Highlights include Case 1 using adjacent fixation with a 100-meter towline at 1.5 meters per second and a 0.5-meter wave height. Notes indicate effects on towline configuration, towing length, towing speed, and marine environment.]




3 Model validation

The experiments were conducted in a flume tank at Zhejiang Ocean University (Figures 4, 5). This flume tank featured a horizontal, square water channel with flow generated by axial-flow pumps. The test section had dimensions of 6.0 meters in length, 1.5 meters in width, and 1.2 meters in water depth. For model validation, a series of experiments were carried out on an octagonal cage model at a Froude scale of 1:20, with the results compared to numerical simulations conducted under identical environmental conditions. The specific environmental load conditions used in the experiments, including a spaced fixation configuration, a towline length of 100 meters, and a towing speed of 1.5 m/s, are summarized in Table 3. A comparison of the longitudinal pitching motion between the numerical simulations and experimental results is presented in Figure 6.

[image: Diagram of a submerged net cage tethered to a supporting frame. A tension sensor is connected to a data processor, which then links to an inclinometer on the net cage. A pulley system manages the towline, and an arrow indicates water current direction.]
Figure 4 | Schematic diagram of the towing experiments.

[image: An industrial testing facility features a large water tank with a metallic structure submerged in the water. Overhead, a mechanical framework with rails and supports spans the ceiling. Bright yellow safety rails are visible along the walkway, and large windows reveal greenery outside.]
Figure 5 | Photo of the experiment in the recirculating flume tank.

Table 3 | Parameters of test conditions for numerical model verification.


[image: Table comparing simulation and experiment for towline length and towing speed. For simulation, towline length is 100 meters and towing speed is 1.5 meters per second. For experiment, towline length is 5 meters and towing speed is 0.335 meters per second.]
[image: Bar chart comparing simulation results and experimental results for pitch in degrees. Categories include Max, Min, Avg, and Std. Black bars represent simulation results, while green bars represent experimental results.]
Figure 6 | Comparisons of the pitch results from simulation and experiment. (Max., Min., Avg., and Std are the abbreviations for maximum, minimum, average, and standard deviation dataset).

The experimental results were compared with the simulation results, with the standard deviation for the simulation results being 0.038°, while the standard deviation for the experimental results is 0.041°. The maximum difference remained within 10%, indicating a close agreement between the two sets of data. This close alignment demonstrates that the numerical simulation can accurately predict towing responses.




4 Results



4.1 Effect of the towline configuration

The position of the towing configuration exerts a substantial influence on the motion amplitude of the net cage during towing operations. To quantify this effect, a comparative analysis was conducted on two experimental configurations, as outlined in Table 2 (Adjacent fixation and Spaced fixation). Figure 7 presents a statistical comparison of the roll and heave motions of the net cage across the different towing configurations.

[image: Two graphs depict roll and heave over time with detailed insets. The roll graph shows degrees from negative three to three, while the heave graph measures meters from negative point three to point three. Both graphs compare "Adjacent" in blue and "Spaced" in red. Insets zoom into the period between eight hundred and one thousand seconds, highlighting consistent wave patterns and amplitudes in both roll and heave.]
Figure 7 | Dynamic response of (A) Roll and (B) Heave of the net cage for different towing configurations.

The comparison reveals that the towing position has minimal influence on the roll and heave responses of the net cage. Under both configurations, the roll and heave amplitudes remain stable at approximately 5.5° and 0.55 m, respectively. This finding demonstrates that different choices of towing points exert an insignificant effect on roll and heave responses, aligning with the conclusions of (Chen et al., 2024; Huynh and Kim, 2024) study similarly found that variations in towing position during towing have negligible impacts on heave and roll, likely due to the small geometric dimensions and shallow draft of the towed structure, resulting in limited motion differences.

Comparatively, the pitch motion is markedly influenced by the towing position. Figure 8 presents the pitch time history curves for different towing configurations, showing that the numerical simulation stabilizes after 400 seconds, with Adjacent fixation exhibiting significantly higher pitch values than Spaced fixation. A focused analysis of the pitch amplitude over the 800–1000 second interval indicates that, in Adjacent fixation, the pitch amplitude fluctuates between -0.35° and 0.51°, while in Spaced fixation, the range is notably reduced to -0.16° to 0.24°, representing a 53.49% decrease relative to Adjacent fixation. This reduction is attributed to the optimized towing position in Spaced fixation, where the tow cable’s configuration are positioned more laterally, leading to a more uniform force distribution and a corresponding decrease in longitudinal moment impact on the net cage.

[image: Graph showing pitch variation over time with two lines: blue for adjacent and red for spaced configurations. Upper graph displays pitch from 0 to 1000 seconds, highlighting increased oscillations. Lower graph zooms into 800 to 1000 seconds, showing detailed oscillation patterns.]
Figure 8 | Dynamic response of the pitch of the net cage with different towing configurations.

Figure 9 provides a detailed illustration of the variation in towline tension under different towing configurations. It is evident from the figure that the towline tension in Adjacent fixation is significantly higher than that in Spaced fixation, with greater fluctuations, indicating more severe load variations in the system under Adjacent fixation, where the maximum tension reaches 37.43 kN. In contrast, Spaced fixation shows a maximum tension of 31.11 kN, with relatively smoother tension fluctuations. A comparison reveals that the towline tension in Spaced fixation is reduced by 16.88% compared to Adjacent fixation, likely due to the smaller towing angle in Adjacent fixation, causing uneven loading on the net cage during towing. Spaced fixation, with a lower towline load, demonstrates higher stability. Under identical sea conditions, the towing configuration in Spaced fixation proves safer than that in Adjacent fixation.

[image: Graph showing towing force in kilonewtons over time in seconds. Two series are plotted: "Adjacent" in red and "Spaced" in blue. The force is relatively stable from 200 to 800 seconds, with tight fluctuations, then shows larger oscillations from 800 to 1000 seconds. The red line consistently indicates higher force than the blue.]
Figure 9 | Dynamic response of the towing force at different towing configurations.




4.2 Effect of the towing length

In engineering applications, the towline serves as a critical variable in the towing system, where its length significantly impacts the motion response of the net cage. Consequently, this section considers towing length as the primary variable (Table 2) to examine its effect on the motion behavior of the net cage.

The time history of the pitch angle of the net cage at various towing lengths is illustrated in Figure 10. As the cable length increases, the pitch angle gradually rises, exhibiting periodic fluctuations across all lengths. Generally, towing length is inversely proportional to oscillation frequency. At a cable length of 100 m, the pitch angle exhibits minor fluctuations, around 0.38°, with a relatively high oscillation frequency. When extended to 150 m, the pitch amplitude increases to approximately 0.61°, accompanied by a slight decrease in frequency. At 200 m, the pitch amplitude increases considerably, with fluctuations reaching up to 1.26° and the lowest frequency recorded. Therefore, selecting an optimal towing length can effectively minimize pitch amplitude, allowing the net cage to reach a steady state more rapidly and maintain stability during towing.

[image: Line graphs depict pitch variations over time for three lengths: 100 meters (blue), 150 meters (red), and 200 meters (black). The top graph shows pitch across a range from zero to one thousand seconds, while the bottom graph provides a detailed view of the eight hundred to one thousand second interval, highlighting the fluctuations in more detail.]
Figure 10 | Dynamic response of the pitch of the net cage with different towing lengths.

Figure 11 provides an illustration of the power spectral density (PSD) variation of pitch motion across three conditions as a function of frequency for different towing lengths. At the resonance frequency of 0.3 Hz and wave frequency of 0.17 Hz, cable length significantly influences the net cage’s pitch response. A shorter cable exhibits lower PSD values at these frequencies, indicating a smaller pitch response. As the cable length extends to 150 m, the PSD rises, reflecting an increase in vibration response. At a length of 200 m, the PSD reaches peak values at both resonance and wave frequencies, suggesting that a longer cable intensifies the net cage’s response to external disturbances, especially at wave frequency, where the pitch amplitude is greatest. Thus, increasing the cable length leads to stronger low-frequency vibration responses, which impacts the towing system’s stability.

[image: Power spectral density (PSD) graph showing frequency in hertz on the x-axis and PSD in square meters per hertz on the y-axis. Three lines represent different lengths: 100 meters (blue solid), 150 meters (red dashed), and 200 meters (black dashed). Peaks mark pitch resonance frequency around 0.1 Hz and wave frequency near 0.35 Hz.]
Figure 11 | Power spectra of net cage pitch motion with different towing lengths.

Figure 12 shows the effect of towing length on towing tension. The figure indicates that towing tension decreases as cable length increases. At a cable length of 100 m, the tension reaches its peak at approximately 109 kN; when the length extends to 150 m, the tension fluctuations reduce. At 200 m, the tension further declines to 75 kN, representing a 31.19% reduction compared to the 100 m length. This result suggests that shorter towlines are more susceptible to external environmental influences, leading to unstable force distribution and increased system complexity and risk. As the cable length increases, the variation in towing tension diminishes, enhancing the overall safety of the towing system.

[image: Graph depicting towing force over time for three different lengths: one hundred meters (blue), one hundred fifty meters (red), and two hundred meters (black). The time axis ranges from two hundred to one thousand seconds. The towing force ranges from negative twenty to one hundred twenty kilonewtons. The graph shows fluctuations for each line, with a break in the time axis between 800 and 900 seconds.]
Figure 12 | Dynamic response of the towing force at different towing lengths.




4.3 Effect of the towing speed

Given the substantial volume of the aquaculture net cage, its wetted surface and horizontal plane are subject to considerable variation under intense motion. Table 2 provides a comparative analysis of selected towing speeds (1.5 m/s, 2.1 m/s, and 2.6 m/s) to assess the influence of towing speed on the net cage under representative marine conditions, including a wave height of H=0.5m, wave period of T=8s, towing length of 150 m, and a head on wave direction.

Figure 13 presents the time dependent trend of the vessel’s pitch angle under different towing speeds. The pitch amplitude and frequency both increase significantly with higher towing speeds. At 1.5 m/s, the pitch angle displays minor and steady fluctuations, indicating stable vessel motion at lower speeds. At 2.1 m/s, the pitch amplitude and fluctuation range expand. When the towing speed reaches 2.6 m/s, the pitch angle of the net cage shows intense fluctuations in both frequency and amplitude, highlighting the pronounced effect of high towing speeds on vessel motion.

[image: Graph showing pitch angle over time for three velocities: 1.5 m/s in blue, 2.1 m/s in red, and 2.6 m/s in black. The top graph displays overall trends, while the bottom graph zooms in on 800 to 1000 seconds.]
Figure 13 | Dynamic response of the pitch of the net cage under different towing speeds.

An expanded view between 800 s and 1000 s provides insight into the pitch angle’s detailed variations post stabilization under different speeds. At 1.5 m/s, the net cage exhibits small, consistent fluctuations with an amplitude of around 0.51°. With an increase to 2.1 m/s, the fluctuation amplitude rises to 1.22°. At 2.6 m/s, the pitch amplitude peaks at 1.62°, indicating intense motion. These observations reflect a nonlinear increase in pitch amplitude with rising towing speed, especially at higher speeds. It can be inferred that elevated speeds substantially affect net cage stability, intensifying the dynamic response of the system and potentially increasing structural fatigue risks.

The frequency distribution of the power spectral density (PSD) for the vessel’s pitch angle under different towing speeds is presented in Figure 14, revealing the vibration response characteristics of the vessel at various frequencies. A prominent resonance frequency is observed around 0.15 Hz, with peaks present across all speeds, and power values increasing progressively with higher towing speeds. At low speed (1.5 m/s), the power at this frequency is minimal, indicating a weaker pitch response; however, at moderate (2.1 m/s) and high speeds (2.6 m/s), the peak power increases significantly, suggesting that the vessel is more prone to resonance at this frequency under higher speeds. Thus, as towing speed increases, the vessel’s vibration response at the pitch resonance frequency is markedly enhanced, with the pitch response becoming more intense, especially under high-speed towing conditions.

[image: Power Spectral Density (PSD) graph showing frequency on the x-axis and PSD in square meters per hertz on the y-axis. Three lines indicate speeds of 1.5, 2.1, and 2.6 meters per second. Peaks labeled as wave frequency and pitch resonance frequency. The legend shows blue, red, and black lines for different speeds.]
Figure 14 | Power spectra of net cage pitch motion under different towing speeds.

Figure 15 shows the variation in towline tension across different towing speeds. An increase in towing speed correlates with a rise in cable tension. At lower speeds, the tension remains steady around 48 kN; as the speed increases to 2.6 m/s, the tension reaches a peak of 73 kN. At this speed, the maximum fluctuation in tension is observed at 106 kN. These results suggest that higher towing speeds contribute to increased instability in cable tension, thereby adding complexity to the forces acting on the net cage.

[image: Graph showing towing force in kilonewtons over time in seconds. Three lines represent different velocities: blue at 1.5 meters per second, red at 2.1 meters per second, and black at 2.6 meters per second. The graph shows oscillating force patterns, with higher amplitudes at increased velocities.]
Figure 15 | Dynamic response of the towing force at different towing speeds.




4.4 Effect of the wave conditions

To investigate the effect of various marine environments on the towing of an octagonal cage, nine random sea states were selected through an orthogonal combination of different wave heights (H = 0.5 m, 1.5 m, and 2.5 m) and periods (T = 7 s, 8 s, and 9 s), Data were compiled to summarize the pitch motion response amplitude and towline tension under different marine conditions, and a comprehensive analysis of the results is provided in Table 4.

Table 4 | Summary of pitch motion response and towing tension.


[image: Table displaying wave data including pitch and towing tension for different wave heights and periods. Pitch values are given for wave heights of 0.5, 1.5, and 2.5 meters, and towing tension values are listed for the same heights across wave periods of 7, 8, and 9 seconds.]
Figure 16 shows the time-history curves of the net cage’s pitch motion under various conditions, illustrating how pitch motion amplitude fluctuates with changes in wave height and period:

[image: Three graphs labeled A, B, and C show pitch over time in seconds. Each graph has fluctuating blue areas with black, red, and blue lines representing different periods: 7 seconds, 8 seconds, and 9 seconds. The pitch ranges differ: A from -2 to 2 degrees, B from -6 to 6 degrees, and C from -14 to 12 degrees.]
Figure 16 | Dynamic response of the pitch of the net cage under wave heights: (A) 0.5 m; (B) 1.5 m; (C) 2.5 m.

When the wave height is 0.5 m and the wave period is 7 s, the system exhibits large pitch angle fluctuations, with a maximum amplitude of approximately 2.51°, indicating an unstable state. Increasing the wave period to 8 s markedly reduces the pitch angle, with a maximum amplitude of 0.52°, and stabilizes the net cage motion, resulting in decreased fluctuation amplitude and frequency. At a wave period of 9 s, the maximum amplitude further reduces to 0.39°, producing smoother motion;

For a wave height of 1.5 m and a wave period of 7 s, the system reaches a maximum amplitude of 11.49°, which represents a 150.21% increase over the 0.5 m case. Increasing the wave period to 8 s reduces the pitch amplitude significantly to approximately 0.94°. When the period increases to 9 s, the maximum amplitude further declines to about 0.47°, indicating a 20.51% increase compared to the 0.5 m wave height condition;

In cases with a wave height of 2.5 m, the dynamic response of the system becomes even more pronounced. At a wave period of 7 s, the maximum amplitude approaches 13.50°, representing a 17.67% increase over the 1.5 m wave height case, highlighting more severe motion under high-wave conditions. Extending the wave period to 8 s decreases the pitch amplitude to 2.13°, an 81.24% reduction, with some fluctuations persisting. At a wave period of 9 s, the pitch amplitude decreases further, showing pitch angles similar to the 1.5 m wave height case.

Through an analysis of the changes in pitch angles under varying wave heights and periods, it becomes clear that the wave period significantly influences the pitch motion of the net cage. As wave height increases, the motion response of the net cage gradually intensifies; however, at higher wave periods, the system’s response appears more stable. Notably, under conditions of high waves and long periods, the net cage demonstrates a more stable dynamic response.

The towline tension curves under various marine environments are presented in Figure 17. A comprehensive analysis reveals that fluctuations in towline tension significantly increase with changes in wave height and wave period.

[image: Three graphs labeled A, B, and C depict towing force in kilonewtons over time in seconds for different periods (7, 8, and 9 seconds). Graph A shows consistent oscillations, while B and C display higher variability and peak forces. Each graph distinguishes different time periods using blue, red, and pink lines and has axes for towing force and time, with similar patterns partially overlapping.]
Figure 17 | Dynamic response of the towing force under different wave heights: (A) 0.5 m; (B) 1.5 m; (C) 2.5 m.

When the wave height is 0.5 m, the towing force remains relatively stable, with a maximum fluctuation range of approximately 76.3 kN and minimal fluctuation amplitude, indicating that under low wave height conditions, the influence of wave period on towline tension is limited. However, as the wave height increases to 1.5 m, the fluctuation amplitude of the towing force increases significantly, reaching a maximum of 810.4 kN, which represents a 90.48% increase. Particularly at a wave period of 7 s, the fluctuations in towline tension become more intense, indicating that the influence of wave period is more pronounced under higher wave height conditions.

When the wave height increases to 2.5 m, the fluctuation amplitude of the towline tension reaches its maximum value of approximately 1210 kN, representing a 93.7% increase compared to the wave height of 0.5 m. At a wave period of 7 s, the towing force of the system reaches its peak, with extremely intense fluctuations, indicating that the combination of high wave height and short-wave period has the most significant impact on the dynamic stability of the system.

An analysis of towline tension and pitch angle under varying marine conditions indicates that changes in wave height and wave period significantly impact the towline tension and pitch angle of the octagonal cage. In general, a combination of high wave height and short-wave period increases net cage instability, resulting in substantial fluctuations in towline tension and marked intensification of pitch angle. This combination may lead to structural fatigue, thereby increasing the risk of damage. As wave height rises, the system’s pitch angle also increases significantly due to stronger hydrodynamic forces exerted by higher waves, which intensifies the system’s dynamic response. Conversely, under low wave height conditions, both the pitch angle and towline tension decrease significantly, contributing to greater system stability.

Additionally, wave period has a pronounced effect. Under identical wave height conditions, a longer wave period effectively reduces pitch amplitude and towline tension, suggesting that a longer wave period mitigates the system’s dynamic response and enhances towing stability.





5 Discussion

Large steel net cages are essential for marine aquaculture. These cages are typically installed on land and then towed by tugboats to the operational sea area. Unlike conventional cylindrical foundation platforms, the large size and high center of gravity of net cage platforms result in a higher water surface elevation under the same draft conditions. This increases the risk of tipping during long-distance towing operations. For example, the Deep Blue one net cage platform experienced two towing tilt incidents, leading to significant economic losses. As a result, the towing safety of large floating net cage platforms is a critical engineering issue (Shi, 2019). During towing, the dynamic performance of the net cage platform is influenced by factors such as towing configuration, towline length, and towing speed. These factors not only determine the platform’s motion response but also affect the distribution of towline tension and overall towing stability.



5.1 The impact of towing method on the towing performance of net cage platforms

The towing position (towline configuration) directly impacts the pitch angle of the net cage platform. The V-shaped towing configuration is commonly used in offshore wet towing operations. The choice of towing points has little effect on roll and heave responses, as noted by Liu et al (2024). Similarly, Huynh and Kim, (2024) found that changes in towing position have minimal effects on heave and roll during towing, likely due to the smaller dimensions and shallow draft of the towed structure, resulting in limited motion differences. However, this study compares two towing configurations: spaced and adjacent. The results show that spaced towing results in smaller motion amplitudes than adjacent towing. This agrees with Wang et al (2024), where the difference is attributed to the larger towline angle in the spaced configuration, which leads to a more balanced force distribution during towing and enhances stability. In contrast, for net cage platforms with large dimensions, the lateral force area is significant, which can cause substantial oscillations and create instability. The V-shaped towing configuration optimizes the towline’s distribution and angle, effectively dispersing lateral forces, thus improving resistance to tipping and enhancing overall towing stability.

In towing systems, the net cage platform is connected to the tugboat by a towline, and the length of the towline is a key factor affecting the dynamic performance of the net cage platform. This study demonstrates that increasing the towline length effectively mitigates the impact tension within the towline, a finding that is highly consistent with the conclusions of Fitriadhy and Yasukawa (2011), further validating the positive role of towline length in damping vibrations. However, this study also delves into the low-frequency vibration issues that may arise from excessive towline length. The phenomenon of low-frequency vibrations is consistent with the findings of Shin (2011), who noted that while longer towlines significantly reduce instantaneous stress, they may also increase the risk of system vibrations. Additionally, in tests using a 200-meter towline, an increase in pitch amplitude was observed, which contradicts the theoretical expectation that longer towlines should reduce system fluctuations. Analysis shows that when the towline length exceeds a critical threshold, low-frequency vibrations may be amplified, significantly complicating the system’s dynamic response. This finding aligns with the research of Xu et al (2024), further revealing the low-frequency dynamic challenges potentially induced by excessively long towlines and highlighting the importance of properly controlling towline length to ensure the safety and stability of the towing system.

Additionally, towing speed has a direct impact on the wet towing operation of the net cage platform. According to the statistical analysis of the pitch angle and towline tension, as the towing speed increases, the towing resistance of the net cage platform also increases, resulting in higher towline tension. This is consistent with the findings of Neisi et al (2024). regarding floating wind turbines. Furthermore, as the towing speed increases further, the amplitude and frequency of the pitch motion of the net cage platform significantly rise, demonstrating stronger nonlinear dynamic responses. This phenomenon is in line with the results observed by Zhang et al (2019) under high towing speed conditions, where increased towing speed significantly induces fluctuations in the pitch angle, increasing the dynamic load on the system and placing higher demands on the structural design of the net cage.




5.2 The impact of marine environment on the towing performance of net cage platforms

Wave parameters are key factors influencing the towing performance of net cage platforms, especially under harsh sea conditions, where towing operations can easily result in excessive motion response or even cable failure. According to the statistical analysis of pitch angle and towline tension, the effects of significant wave height and wave period on the towing performance of the net cage platform have been found to be particularly significant. As the effective wave height increases, wave forces are intensified, causing a simultaneous increase in the platform’s motion response and towline tension, which significantly reduces the stability of the net cage platform during towing. This finding is consistent with the results reported by Wang et al (2023); Zhang et al (2017), and Soares and Das (2009) regarding the hydrodynamics of cylindrical foundation towing, confirming that wave conditions are considered one of the primary external factors affecting towing stability.

Moreover, the wave period plays a crucial role in the dynamic response characteristics of the net cage platform. Short-period waves are more likely to induce high-frequency vibrations in the platform, resulting in significant fluctuations in both the pitch angle and towline tension during towing. In contrast, long-period waves tend to mitigate the effects of wave loads to some extent, thereby reducing the amplitude of the platform’s dynamic response and enhancing system stability. This phenomenon is consistent with the findings of Zhai et al (2023) in their study on large prefabricated sinking boxes, and it has also been further corroborated by the research of Sun et al (2023) on offshore wind turbine jacket foundations. They noted that, under conditions of high wave heights and short-period waves, the hydrodynamic loads on floating structures increase significantly, which can lead to structural risks during towing. Therefore, in order to meet towline tension requirements and ensure towing safety, several studies recommend limiting the sea conditions for towing offshore structures to sea states no higher than level 4.

Although the findings of this study provide valuable guidance for the towing of octagonal cages, certain limitations remain. Firstly, the study primarily focused on the effects of towing length, towing speed, and towing position, while the influence of draft depth on the net cage’s motion response under varied sea conditions was not fully explored. Variations in draft depth may significantly affect the interaction between the net cage and the marine environment, particularly in complex wave and towing scenarios, where the coupling between the net cage submerged section and hydrodynamic forces could lead to distinct motion characteristics. Additionally, the effect of wind-current coupling was not included in the analysis, even though, in practical operations, the interaction between wind forces and ocean currents could substantially impact system stability and towline tension. Future research should incorporate the effects of draft depth and wind-current coupling to conduct a more comprehensive analysis of the towing system, enhancing the understanding of dynamic responses under complex ocean conditions and providing more precise theoretical support for offshore towing operations.





6 Conclusions

Through numerical simulations, the motion response of an octagonal offshore aquaculture net cage during towing was analyzed under various towing lengths, towing speeds, marine conditions, and towing configurations. Key findings show that spaced towing configurations significantly reduce pitch amplitude and towline tension by evenly distributing external forces, thereby enhancing the system’s stability. An optimal towing length of 150 m minimizes pitch motion and maintains stable tension, though excessively long cables may introduce complications due to increased sag. The 150 m towline is most effective under moderate sea states, with wave heights ranging from 0.5 to 1.5 meters and wave periods around 7 seconds. In more extreme conditions, a shorter towline may be more suitable for maintaining stability. Towing speed significantly affects the dynamic response, with higher speeds increasing pitch and tension fluctuations, while lower speeds promote greater stability. Additionally, wave height and period play critical roles in the system’s behavior; higher wave heights and short-period waves amplify motion and increase towing risks, while long-period waves help stabilize the system by reducing dynamic responses.

Comprehensive analysis shows that optimizing towing length, towing position, and towing speed, along with accurate assessment of wave period and height, is essential for ensuring the safety of wet towing operations for offshore net cages. This study provides theoretical foundations and practical guidelines for enhancing the stability in the transport of marine aquaculture equipment.
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PC up-regulated DEGs sasa04512 ECM-receptor interaction 5/198 (2.53%) 0.01419
PC down-regulated DEGs sasa04622 RIG-I-like receptor signaling pathway [ 71167 (4.19%) 0.00064
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HG down-regulated DEGs 525204622 RIG-I-like receptor signaling pathway 5/167 (2.99%) 0.00349

*DEG ratio, DEG number/total gene number in the signaling pathway.
Differentially expressed genes (DEG) count = 5.
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1 ‘ 22-Mar-22 10:30 - 12:00 103-181 (Rising) 50 (6.7) Partially sunny
2 ‘ 5-Apr-22 12:30 - 14:00 178-232 (Rising) [ 19 (8.7) Partially sunny
3 ‘ 20-Apr-22 07:50 - 09:30 37-39 (Low) ‘ 24(3.7) Sunny
4 4-May-22 08:30 - 09:30 50-63 (Low/rising) 6.1 (8.5) Cloudy
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7 15-Jun-22 08:40 - 09:50 84-145 (Rising) 7.9 (11.0) Rainy

Source: www.kartverket.no for tides and www.yr.no for wind and cloud cover conditions.
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Hierarchical DLM

Highland Argyll and B. Shetland Isl. Orkney Isl. Eilean Siar
Warnings per region 29/101 (29%) 19/59 (32%) 14/75 (19%) 5/55 (9%) 17/63 (27%)
42 28 17 5 24
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Warnings per month of the year (%)
1.0 0.9 1.9 2.0 12 0.8 35 4.4 29 4.5 11 0.9
2015 2016 2017 2018 2019 2020
‘Warnings per year (%)
2.1 4.7 27 1.6 0.9 0.9

For the “Warnings per region”, the first row corresponds to the number of production cycles that triggered at least one warning out of the total number of production cycles in that region; the
second row shows the total number of warnings triggered in each region. For the “Warnings per month of the year (%)” and “Warnings per year (%)”, the percentages correspond to the division
between the total number of warnings generated on that month or year and the corresponding number of production cycle-months, multiplied by 100.

Isl, Islands; B., Bute; Jan, January; Feb, February; Mar, March; Apr, April; Jun, June; Jul, July; Aug, August; Sep, September; Oct, October; Nov, November; Dec, December.
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Protein Amino acid ADC (%)

Protein ADC D
%) retgntlon . x -
(% intake) Essential Non-essential Branched-chain

Control 91.4 % 0.19bc 5323 + 0.52 93.2bc 93.9 92.8bc 93.8ab
SCP1-5 91.3 + 0.11c 52.63 + 1.86 92.8¢ 933 92.5¢ 93.5b
SCP1-10 92.30.17a 53.77 £ 420 93.7abe 940 93.5ab 94.3ab
SCP1-20 91.9 + 0.09ab 55.90 + 2.00 93.7ab 94.1 93.5ab 94.9a
SCP2-5 91.2 +0.19¢ 52.72 £ 2.57 93.4abc 93.9 93.0bc 93.9ab
SCP2-10 92.1 £ 0.20a 51.07 + 4.10 94.2a 94.2 94.1a 94.6ab
SCP2-20 91.8 + 0.37ab 54.04 + 1.75 94.0ab 93.8 94.1a 94.9ab
ANOVA

p-value <0.0001 0.5228 0.0026 02295 | <0.0001 0.0412
Main effects

Protein source

SCP1 91.1 54.10 934 93.8 93.1 94.2
SCP2 917 52.61 938 94.0 938 94.1
p-value 0.2994 0.3026 0.0141 0.4399 0.0013 0.4373

Inclusion level

5% 91.2¢ 52.68 93.1 93.6 928 93.7
10% 922a 52.42 939 94.1 ‘ 938 943
20% 91.9b 54.97 939 940 ‘ 938 915
p-value <0.0001 0.2883 0.0012 0.1095 0.0001 0.0228
;’_‘::;Z“"" 08561 0.7065 0.6598 0.1698 0971 0.0576

Values show average + standard deviation. Different letters among treatments denote significant differences.

Statistical analyses considered each tank as an experimental unit. All percentage data were arcsine transformed. Data were analyzed by two-way analysis of variance (ANOVA), using protein
source and inclusion rate as the independent variables (ANOVA main effects), followed by Tukey’s honest significant difference (HSD) test for multiple comparisons. Al statistical analyses were
conducted in JMP software (https://www.jmp.com) considering p < 0.05 as significant.
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Compound

3N

G

H GG

2N 3N 2N 3N

2N

Odor Descriptiol

Hexanal
Heptanal
Octanal
Benzeneacetaldehyde
(E)-2-Octenal
Nonanal
(E,Z)-2,6-Nonadienal
(E)- 2-Nonenal
Decanal
(E)-2-Decenal
2-Nonanone
2-Undecanone
o-lonone
Geranyl acetone
B-Ionone
1-Octen-3-ol

(E,Z)-3,6-Nonadien-1-ol

0.21

0.005

0.0001

0.009

0.061

0.0035

0.0001

0.0001

0.007

0.001

0.05

0.01

0.02

0.01

0.005

0.007

0.01

229

100

131

121

0.43

0.37

1.08

100

<0.1

2326

<0.1

02

100

0.67

<0.1

<0.1

= - 7.49 =
<0.1 = = <0.1
= 422 = =
100 = = 100
- £ = 54.21
- 2.02 - -
- 8.84 - -
- 0.51 - -
- 174 218 -
= 140 129 -
= 083 191 =3
= 412 | 470 %=
- 100 100 -

green, grass, fruity
fatty, green, heavy, oily, planty green, putty
orange, green, herbal
sweet, honey, floral
green, herbal, banana
citrus, fatty, floral, green,soapy
cucumber, green, cucumber peel
cucumber, fatty, green
fatty, floral, orange peel, soapy, wax
fatty, green
blue cheese, fatty, fruity, green, ketone, musty
dusty, floral, fruity, rose,green, ketone, musty
wood, violet
rose, floral, green, fruity
woody, floral, sweet, fruity
fatty, fruity, grass, mushroom, perfumy, sweet

cucumber, melon rind

Ti, odor threshold: the data from compilations of odor threshold values in air, water, and other media (second enlarged and revised edition). Beijing: Science Press. 2018.
BOdor descriptions adapted from (Ma et al., 2021).
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VBGF parameters Length-weight relationship

Parameters K (yr? a b

Present study 164.21 030 1.91 -0.005 0016 291

Rao, 1966 12214 032 1.67 0310

Rao, 1968 14472 019 L6l | -0.690 ‘

Erzini, 1991 114.00 039 1.70

Bibby and McPherson, 1997 136.60 032 178 | 0.180 0015 288
' Ghosh et al, 2010 14530 0.14 147 0074 0017 ‘ 286

Leigh et al., 2022 11850 042 177

L... asymptotic length; K, growth coefficient; t, age when length was theoretically zero; a & b, length weight relationship parameters.





OPS/images/fmars.2024.1483796/im34.jpg





OPS/images/fmars.2024.1473319/M9.jpg
Final number of surviving animals

Survival rate (%) == ber of animals

%100





OPS/images/fmars.2024.1473319/M8.jpg
Total wet weight gain (g)
Crude protein fed (g)

iency ratio (PER) =





OPS/images/fmars.2024.1436755/im5.jpg





OPS/images/fmars.2024.1436755/im49.jpg





OPS/images/fmars.2024.1483796/im33.jpg





OPS/images/fmars.2024.1436755/im48.jpg





OPS/images/fmars.2024.1483796/im32.jpg





OPS/images/fmars.2024.1473319/M7.jpg
Total_wet weight gain (g)

Feed effiency ratio (FER) = = TS





OPS/images/fmars.2024.1436755/im47.jpg





OPS/images/fmars.2024.1483796/im31.jpg





OPS/images/fmars.2024.1473319/M6.jpg
Total feed intake (g)

Feed conversion matio (FCR) = =l Sl





OPS/images/fmars.2024.1436755/im46.jpg





OPS/images/fmars.2024.1483796/im30.jpg
Crit





OPS/images/fmars.2024.1473319/M5.jpg
Condition factor (CF)

BW.
y

%100





OPS/images/fmars.2024.1436755/im45.jpg





OPS/images/fmars.2024.1483796/im3.jpg
log (x +0.00005)





OPS/images/fmars.2024.1473319/M4.jpg
Final body weight — Initial body weight

Absolute growth rate (AGR
& ot Experiment period






OPS/images/fmars.2024.1436755/im44.jpg





OPS/images/fmars.2024.1483796/im29.jpg





OPS/images/fmars.2024.1473319/M3.jpg
In(Final body weight) - In (Tnitial body weight)

Specific growth rate (SGR) = Eperimertiperiol

100





OPS/images/fmars.2024.1436755/im43.jpg





OPS/images/fmars.2024.1483796/im28.jpg





OPS/images/fmars.2024.1473319/M2.jpg
Final_body weight - Initial body weight

Body weight gain (BWG% i ody welht

x 100






OPS/images/fmars.2024.1436755/im42.jpg





OPS/images/fmars.2024.1483796/im27.jpg





OPS/images/fmars.2024.1473319/M12.jpg
BW = a(TL)"





OPS/images/fmars.2024.1436755/im41.jpg





OPS/images/fmars.2024.1483796/im26.jpg





OPS/images/fmars.2024.1473319/M11.jpg
W, = Wo x(1-exp o)yt @





OPS/images/fmars.2024.1483796/im25.jpg





OPS/images/fmars.2024.1473319/M10.jpg
L

L. x(1-exp

(0]





OPS/images/fmars.2024.1473319/M1.jpg
Final_total length — Initial total length

Total length gain (TLG%) = el foal Tonghh

% 100





OPS/images/fmars.2024.1441589/crossmark.jpg
©

2

i

|





OPS/images/fmars.2024.1436755/table6.jpg
Variables names RMSE Improved?®

log.d1.sal; log.mortality 0.85982 False
log.d9.sal; log.mortality 0.85981 False
log.max.daily.range.sal; log.mortality 0.86331 False
log.d1.sal; log.d9.sal; log.mortality 0.85985 ‘ False
log.d1.sal; log.max.daily.range.sal; log.mortality 0.85861 True
log.d9.sal; log.max.daily.range.sal; log.mortality 0.85860 True
iz::i;ﬁ:;iii;ﬁ;sal; log.mortality Giese -

*Compared to the multivariate model using mortality and all salinity variables.
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used in DLM

dl.temp; d9.temp;

Temperature ) dail fembs
+ Mortality og.max.daily.range.temp;
log.mortality
ks | anges
+ Mortality ogmEedalyisnge sl
log.mortality
Phiytoplaskton log.d9.p¥1yc; log.d9‘c‘hl;
log.d9.dino; log.d9.diato;
and Chlorophyll
+ Mortality log.d9.nano;
type log.d9.pico; log.mortality
Dissolved log.d1.do; log.d9.do;
oxygen log.max.daily.range.do;
+ Mortality log.mortality
Precipitation log.d9.prep;
+ Mortality log.mortality
d1.ph; d9.ph;
pH + Mortality max.daily.range.ph;
log.mortality
Nitrate log.d9.no3;.
. log.max.daily.range.no3;
+ Mortality )
log.mortality
Mortality
(Univariate log.mortality
DLM)

“Compared to the univariate model of mortality alone.

RMSE

0.86319

0.85862

0.86955

0.86340

0.86982

0.86965

0.86889

0.86028

Improved?®
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True
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Univariate

Highland Argyll and B. Shetland Isl. Orkney Isl. Eilean Siar
Warnings per region 34/101 (34%) 21/59 (36%) 20/75 (27%) 6/55 (11%) 28/63 (44%)
45 27 21 8 36
Warnings per month of the Jan Feb Mar ‘ Apr May Jun Jul Aug Sep Oct Nov Dec
year (%) 0.7 07 0.9 ‘ 24 23 15 37 6.8 5.1 43 0.6 07
2015 2016 2017 2018 2019 2020
Warnings per year (%)
0.0 47 29 22 15 1.6
Multivariate
Highland Argyll and B. Shetland Isl. Orkney Isl. Eilean Siar
Warnings per region 31/101 (31%) 18/59 (31%) 19/75 (25%) 6/55 (11%) 25/63 (40%)
41 22 19 8 32
Warnlngs pex morih 68 Jan Feb Mar  Apr May Jun  Jul | Aug Sep Oct Nov Dec
year (%) 0.7 07 09 ‘ 24 20 13 37 55 46 34 04 0.7
2015 2016 2017 2018 2019 2020
‘Warnings per year (%)
0.0 40 25 20 L5 14

For the “Warnings per region”, the first row corresponds to the number of production cycles that triggered at least one warning out of the total number of production cycles in that region; the
second row shows the total number of warnings triggered in each region. For the “Warnings per month of the year (%)” and “Warnings per year (%)”, the percentages correspond to the division
between the total number of warnings generated on that month or year and the corresponding number of production cycle-months, multiplied by 100.

Isl, Islands; B., Bute; Jan, January; Feb, February; Mar, March; Apr, Aprik; Jun, June; Jul, July; Aug, August, Sep, September; Oct, October; Nov, November; Dec, December.
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Variable names monic waves Variable names
dl.temp 2 log.d9.prep 3
d9.temp 2 log.d9.dino 4
log max.daily.range.temp 2 log.d9.diato 4
log.d1.sal 0 log.d9.nano 5
log.d9.sal 0 log.d9.pico 6
log.max.daily.range.sal 0 dl.ph I 2
log.d9.phyc 3 d9.ph 3
log.d9.chl 5 max.daily.range.ph 3
log.dl.do 2 log.d9.no3 3
log.d9.do 2 log.max.daily.range.no3 3
log.max.daily.range.do 2 log.mortality I 0

Key to variable names: d1, 1* decile; d9, 9 decile; max.daily.range, maximum daily variation; log, logarithmic transformation; temp, temperature; sal, salinity; phyc, phytoplankton; chl,
chlorophyll; do, dissolved oxygen; prep, precipitation; dino, dinoflagellates; diato, diatoms; nano, nanophytoplankton; pico, picophytoplankton; ph, pH; no3, nitrate.
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Variable groups Transformation Aggregated by month Variable names

1 decile dltemp

Temperature 9™ decile d9.temp
log (x) max (|daily range|) log max.daily.range.temp

1* decile log.dl.sal
Salinity log (x) 9™ decile log.d9.sal

max (|daily rangel) log.max.daily.range.sal
Phytoplankton log (x + 1) 9™ decile log.d9.phyc
Chlorophyll log (x) 9™ decile log.d9.chl

1 decile logdl.do
Dissolved oxygen log (x) 9™ decile log.d9.do

max (|daily rangel) log.max.daily.range.do
Precipitation log (x) 9™ decile log.d9.prep
Dinoflagellates log (x) 9™ decile log.d9.dino
Diatoms log (x) 9™ decile log.d9.diato
Nanophytoplankton log (x) 9™ decile log.d9.nano
Picophytoplankton log (x) 9™ decile log.d9.pico

1% decile dl.ph
pH - 9™ decile d9.ph

max (|daily rangel) ‘max.daily.range.ph

9™ decile log.d9.no3
Nitrate log (x)

max (|daily rangel) log.max.daily.range.no3

Mortality log (x + 0.00005) Already monthly data log mortality
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Variable pe Unit/Calculation Missing Median [iq
Mortality quantitative, 147 1885
(dead salmon) continuous (monthly) Kg (0.46%) 610.0, 5671.25]
Y.
N quantitative, 0 69000
Biomass continuous (monthly) Kg (0%) 0, 520000]
B quantitative, 0 78800
Feed intake
eecmtake continuous (monthly) Kg (0%) 33000, 153351.5]
e quantitative, 5115 24000
Realistic bi K
calistic biomass continuous (monthly) 8 (16.13%) 0, 519000]
. . quantitative, Dead salmon (kg) 5253 0.004
Mortali rt g
oxtality (proportion) continuous (monthly) Reatistic biomrass (5] (16.56%) 0002, 0011]
4( .
Temperature quantitative, continuous (daily) © (5796;;%?) 97873764 12.025]
596840 34.63
Salinity quantitative, continuous (daily) ppt pig oy 1981 s5213]
596840 2.955
Phytoplankton quantitative, continuous (daily) mmol m-3 (7922%) S
596840 0.584
Chlorophyll quantitative, continuous (daily) mg m-3 7.2%) 0,166, 0.990)
596840 266.59
Dissolved oxygen quantitative, continuous (daily) mmol m-3 (7.22%) 25101, 276.85)
Precipitation quantitative, continuous (daily) mm gy 117
* (0.73%) 0.240, 4.736]
596840 0.012
Dinoflagellates quantitative, continuous (daily) mg m-3 (7.22%) 0.004, 0.023
794 .34
Diatoms quantitative, continuous (daily) mg m-3 (579229:) 003101 0.600
596840 0.124
Nanophytoplankton quantitative, continuous (daily) mg m-3 (7.22%) 0,034, 0.198]
Picophytoplankton quantitative, continuous (daily) mg m-3 (57%2?;3) 0(')03210 TG
596840 8.121
pH quantitative, continuous (daily) - 7.22%) 5101, 8156
596840 4.16
Nitrate quantitative, continuous (daily) mmol m-3 (7.22%) 2.144, 6,103

iqr: Interquartile range.
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