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Structural equation modeling (SEM) is becoming the central and one of the most 
popular analytical tools in the social sciences. Many classical and modern statistical 
techniques such as regression analysis, path analysis, confirmatory factor analysis, 
and models with both measurement and structural components have been shown 
to fall under the umbrella of SEM. Thus, the flexibility of SEM makes it applicable to 
many research designs, including experimental and non-experimental data, cross-
sectional and longitudinal data, and multiple-group and multilevel data.

In this eBook, you will find 19 cutting-edge papers from the Research Topic: Recent 
Advancements in Structural Equation Modeling (SEM). These 19 papers cover a wide 
variety of topics related to SEM, including: (a) analysis of different types of data 
(from cross-sectional data with floor effects to complex survey data and longitudinal 
data); (b) measurement-related issues (from the development of new scale to the 
evaluation of person fit and new ways to test measurement invariance); and (c) 
technical advancement and software development. We hope that the readers will 
gain new perspectives and be able to apply some of the new techniques and models 
discussed in these 19 papers.
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Editorial on the Research Topic

Recent Advancements in Structural EquationModeling (SEM): FromBothMethodological and

Application Perspectives

Structural equation modeling (SEM) is becoming the central and most popular analytical tool in
the social sciences. Many classical and modern statistical techniques such as regression analysis,
path analysis, confirmatory factor analysis, and models with both measurement and structural
components have been shown to fall under the umbrella of SEM. Thus, the flexibility of SEM
makes it applicable to many research designs, including experimental and non-experimental
data, cross-sectional and longitudinal data, and multiple-group and multilevel data. Further
enhancing the popularity and widespread use of SEM, it has recently experienced exciting
advancements—from fundamental issues like alternative estimation methods that are robust
to often violated assumptions to the expansion of SEM to incorporate multilevel and cross-
classified data that are common in the social sciences. This Special Research Topic aims to
bring in a collection of SEM papers that not only tackle technical estimation issues but also
examine and demonstrate application of SEM to more complex settings, such as applying robust
estimation method, testing interaction effect, examining measurement invariance, and specifying
and evaluating models applied to different types of data, including meta-analytic data, multilevel,
and longitudinal data.

We are presenting 19 cutting-edge papers covering a wide variety of topics related to SEM. The
papers have been grouped into threemain themes: (a) analysis of different types of data (from cross-
sectional data with floor effects to complex survey data and longitudinal data); (b) measurement-
related issues (from the development of new scale to the evaluation of person fit and new ways to
test measurement invariance); and (c) technical advancement and software development. Below
you will find a summary of the three themes and corresponding papers for each.

ANALYSIS OF DIFFERENT TYPES OF DATA

One of the major advantages of SEM is its flexibility for analyzing different types of data. On this
research topic, Zhu and Gonzalez have demonstrated how to analyze multilevel data with strong
floor effects using multilevel SEM and examined the impact of ignoring these floor effects when
using regular multilevel analysis via a Monte Carlo study. Similarly, Wu et al. have demonstrated
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the multilevel confirmatory factor analysis with the use of
complex survey data and compared different approaches to
analyzing this type of data. Their simulation results showed that
the maximummodeling strategy generally outperforms the other
approaches.

In addition, several papers focus on the analysis of
longitudinal data from different perspectives. Ning and Luo have
introduced and evaluated a new piecewise growth-curve model
(PGCM) without the requirement of pre-specifying the turning
point. Similarly, Kim et al. have proposed an optimal starting
model under the latent growth modeling (LGM) framework
when searching for the accurate growth trajectory. These authors
found that the fully saturated model performed the best even
with the presence of the time-invariant covariates in the LGM
(i.e., the conditional LGM). Kamata et al. have investigated the
performance of three approaches (i.e., one-step, three-step, and
case-weight) on estimating a two-phase mixture model with an
auxiliary linear-growth model. This simulation study showed
that under different conditions some approaches outperformed
the others (e.g., both case-weight and three-step resulted in
higher convergence rate but could also lead to substantially
underestimated standard errors when the class separation was
low). As an extension of the mixture model, the growth-mixture
model (GMM) is another commonly used model for analyzing
longitudinal data. Focusing on GMM, Kim and Wang have
conducted two Monte Carlo studies to examine the impact of
ignoring the presence of measurement non-invariance between
latent classes in terms of class enumeration and parameter
recovery when applying both GMM and second-order GMM.
In general, the second-order GMM outperformed the traditional
GMM with more accurate class enumeration and unbiased
parameter estimates. For more complex longitudinal data such
as students moving to different classrooms over time, Kwok et al.
have demonstrated how to analyze this type of data, especially
in terms of capturing the carry-over effect, with the use of the
Project ELLA data along with the xxM program.

MEASUREMENT-RELATED ISSUES

Measurement models are an important part of SEM, and the
flexibility of SEM not only allows researchers to develop and
validate new scales but also provides a simple and feasible
platform for examining the potential differences between groups
and populations through the test of measurement invariance.
Zhao et al. have developed and validated their online shopping
addiction scale with both exploratory factor analysis (EFA)
and confirmatory factor analysis (CFA). Similarly, Glaman and
Chen have tested the measurement invariance of a classroom
engagement measure among academically at-risk students across
grades, genders, and ethnicities. In addition, several excellent
papers address the methodological issues involved in testing
measurement invariances, including Jorgensen’s work on using
permutation tests and multivariate modification indices, Jiang
et al.’s study on using equivalence tests with a projection-
based approach on testing measurement invariance and mean
comparison, and Hsiao and Lai ’s paper on examining the impact

of partial measurement invariance on testing moderation for
single and multilevel data.

By extending the measurement test to more complex data
settings, Jak and Jorgensen have showed the relationship between
measurement invariance, cross-level invariance, and multilevel
reliability. Moreover, Guenole has evaluated the impact of
biased-referent indicators with the use of free vs. constrained
baseline approaches within a multilevel SEM framework. His
simulation results re-emphasize the importance of having
an unbiased referent indicator when testing measurement
invariance.

TECHNICAL ADVANCEMENT AND

SOFTWARE DEVELOPMENT

This special research topic includes several articles on new
technical advancement and software development in SEM.
For example, effect size reporting becomes necessary and is
required by most of the prestigious peer-reviewed journals
in behavioral and social sciences. Cheung has addressed the
importance of the multivariate effect sizes and demonstrated
how to compute multivariate effect sizes and the corresponding
covariance matrices under the SEM framework with the use of
the metaSEM package.

The normal-theory maximum likelihood (ML-Normal) is the
most commonly used estimation method in SEM and is also
the default estimation method for most SEM-related software.
However, ML-Normal is not efficient and can be severely biased
by outliers and influential observations in the data. Lai and
Zhang have evaluated the performance of the fit indices from the
multivariate t-based SEM framework and recommend that the
multivariate t-based SEM be used when outliers and influential
observations exist in the data. Similarly, given that linear factor
analysis (FA) is another commonly used SEM approach for
psychometric applications, Ferrando et al. have proposed a
simple and workable approach that can routinely assess person
fit in FA-based studies. Through both simulation study and real-
data demonstration, they found that the mean-squared lico index
and the personal correlation work well in conjunction and can
function effectively for detecting different types of inconsistency.

Mediation or indirect effect is fundamental to many
substantive areas. For comparing indirect effects in different
groups, Ryu and Cheong have examined both single-group and
multiple-group SEM approaches, concluding that the multiple-
group approach is generally the preferable approach. They
also recommend the use of the bootstrap confidence intervals
when adopting the single-group approach. In a similar vein,
confirmatory factor analysis (CFA) is commonly used in the
social sciences, but specifying the model is sometimes tricky,
especially for complex data settings such as multilevel data.
Hence,Wu et al. have developed an integrated MCFA (iMCFA)
program that allows researchers to easily and flexibly fit the
single-level CFA models as well as the multilevel CFA models
with maximum model at either the within- or the between-level.

We hope that the readers will gain new perspectives and be
able to apply some of the new techniques and models discussed
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in the 19 papers in this special research topic. Moreover, we hope
that more advanced readers will conduct more exciting studies
and move the field by extending some of the methods and ideas
from the papers in this special topic.
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Modeling Floor Effects in
Standardized Vocabulary Test Scores
in a Sample of Low SES Hispanic
Preschool Children under the
Multilevel Structural Equation
Modeling Framework
Leina Zhu* and Jorge Gonzalez

Psychological, Health & Learning Sciences, University of Houston, Houston, TX, United States

Researchers and practitioners often use standardized vocabulary tests such as the

Peabody Picture Vocabulary Test-4 (PPVT-4; Dunn and Dunn, 2007) and its companion,

the Expressive Vocabulary Test-2 (EVT-2; Williams, 2007), to assess English vocabulary

skills as an indicator of children’s school readiness. Despite their psychometric excellence

in the norm sample, issues arise when standardized vocabulary tests are used to

asses children from culturally, linguistically and ethnically diverse backgrounds (e.g.,

Spanish-speaking English language learners) or delayed in some manner. One of

the biggest challenges is establishing the appropriateness of these measures with

non-English or non-standard English speaking children as often they score one to

two standard deviations below expected levels (e.g., Lonigan et al., 2013). This

study re-examines the issues in analyzing the PPVT-4 and EVT-2 scores in a sample

of 4-to-5-year-old low SES Hispanic preschool children who were part of a larger

randomized clinical trial on the effects of a supplemental English shared-reading

vocabulary curriculum (Pollard-Durodola et al., 2016). It was found that data exhibited

strong floor effects and the presence of floor effects made it difficult to differentiate the

invention group and the control group on their vocabulary growth in the intervention.

A simulation study is then presented under the multilevel structural equation modeling

(MSEM) framework and results revealed that in regular multilevel data analysis, ignoring

floor effects in the outcome variables led to biased results in parameter estimates,

standard error estimates, and significance tests. Our findings suggest caution in analyzing

and interpreting scores of ethnically and culturally diverse children on standardized

vocabulary tests (e.g., floor effects). It is recommended appropriate analytical methods

that take into account floor effects in outcome variables should be considered.

Keywords: ethnically and culturally diverse children, standardized vocabulary tests (the PPVT-4, the EVT-2), floor

effects, intervention effects
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Zhu and Gonzalez Floor Effects on Standardized Vocabulary Tests

INTRODUCTION

The Peabody Picture Vocabulary Test–IV (PPVT-4; Dunn and
Dunn, 2007) and the Expressive Vocabulary Test–II (EVT-2;
Williams, 2007), along with their earlier versions, are the most
widely used standardized vocabulary tests in the United States
and other countries, including: Slovania (e.g., Bucik and Bucik,
2003), France (e.g., Theriault-Whalen and Dunn, 1993), Japan
(e.g., Ueno et al., 1991), Korea (e.g., Kim et al., 1995), Brazil (e.g.,
Capovilla and Capovilla, 1997), Northern Sotho (e.g., Pakendorf
and Alant, 1997), and China (e.g., Ji et al., 2014). The popularity
of these measures is evidenced by over 1,000 combined citations
from 1960 to 2016 in PSYCHINFO alone. Nevertheless, debates
and criticisms over use of these vocabulary tests with culturally
and linguistically diverse populations continue unabated.

Criticisms of standardized vocabulary tests have ranged from
content bias, bias in reference norms, threats to content and
construct validity, to cultural bias and so forth (e.g., Stockman,
2000; Qi et al., 2003; Thomas-Tate et al., 2006; Haitana et al.,
2010; Pae et al., 2012). Among the most salient criticism
is the use of these tests with children from low-income,
culturally, ethnically, and linguistically diverse backgrounds.
Among vocabulary measures, The PPVT is among the most
popular. The PPVT is a standardized measure of children’s
receptive vocabulary and screen for verbal abilities. The use of
the PPVT is widespread including use in large scale federal
funded early childhood programs including Even Start Programs
and Early Reading First and use by speech-language pathologists
for verbal ability evaluations. Its companion the EVT measures
children’s expressive vocabulary and complements the PPVT
(Restrepo et al., 2006). The PPVT, in particular, has sparked
much controversy over alleged inappropriateness with culturally
and linguistically diverse populations (Haitana et al., 2010).
Numerous studies have shown ethnically and linguistically
diverse populations to score one to two standard deviations
below normative expectations (e.g., Washington and Craig, 1992,
1999; Champion et al., 2003; Laing and Kamhi, 2003; Qi et al.,
2003; Restrepo et al., 2006; McCabe and Champion, 2010; Terry
et al., 2013; Gonzalez et al., 2015), highlighting possible bias in
these tests. African-American, Hispanic and Native American
populations, in particular, have been shown to score much lower
on standardized vocabulary tests than do the normative samples
(Thernstrom, 2002; Buly, 2005; Rock and Stenner, 2005; Thomas-
Tate et al., 2006; Horton-Ikard and Ellis Weismer, 2007). African
American children, for example, have been shown to score about
one standard deviation below the mean scores compared to their
White counterparts (e.g., Rock and Stenner, 2005; Restrepo et al.,
2006). Latino preschoolers have been found to approach two or
more standard deviations below normative standards (Lonigan
et al., 2013; Gonzalez et al., 2015).

The suitability of the PPVT-4 and EVT-2 for use with
ethnically, linguistically or culturally different populations
continues debated. As highlighted in themanual, the PPVT-4 and
EVT-2 were developed to measure standard American English
(Dunn and Dunn, 2007;Williams, 2007)-a potential bias for non-
standard English speaking or English learning populations. For
example, neither the PPVT nor the EVT incorporate African

American English (dialect of American English) in the test items
(Qi et al., 2003; Pae et al., 2012). Researchers have also questioned
the use of a predominately White middle-class American norm
sample in both tests (Qi et al., 2003). The predominantly White
norms of both tests have raised concerns in their use when
testing cultural and ethnical diverse groups (Stockman, 2000;
Thomas-Tate et al., 2006; Haitana et al., 2010).

Examining the appropriateness of standardized vocabulary
tests for use with linguistically, culturally or ethnically different
populations remains a high priority. Additionally, few efforts
have beenmade to address how researchers can analyze data from
non-English or non-standard English speaking children in ways
that take into account possible biases in the tests. As discussed
previously, culturally or ethnically different populations generally
score disproportionately lower than the normative sample on
standardized vocabulary tests. Many among these populations
score at the lower end of the distribution of scores. In psychology
and social science research, when test scores “stack” on or
near the lower end of measurement scale, this phenomenon is
known as “floor effects” (Hessling et al., 2004; McBee, 2010).
Notable among tests that yield floor effects among ethnically
and linguistically diverse populations are the PPVT-4 or the
EVT-2. Researchers or others using the PPVT or EVT tests
need to be aware that relative to the norming sample, scores
for culturally and linguistically different populations may show
right-skewed data distribution patterns or floor effects. Among
the concerns with skewed data patterns is that many parametric
statistical analytic strategies (e.g., t-test, ANOVA, and multiple
regression) rely on normality assumptions. Inappropriate data
analytical strategies result in distorted results and quite possibly
erroneous or incorrect inferences due to violations of model
assumption. Given that highly skewed distributions of floor
effects, the use of conventional statistical methods assuming
normality may yield distorted and quite possibly misleading
results (Muthén and Asparouhov, 2010). For example, Hessling
et al. (2004) point out that due to floor effects experimental and
quasi-experimental intervention studies may fail to reject the
null results when in fact the null hypothesis is rejected. As an
example, if there is insufficient range in the measurement scale to
capture and differentiate lower levels of ability or achievement,
low-performing participants will tend to score in or “stack” at
the low end of the scale. In such situations, the presence of floor
effects renders it difficult to compare the invention group with
the control group in terms of gains produced by an intervention.
In sum, floor effects may distort efforts at examination of
intervention effects, in particular, among diverse populations
such as children from low-income, culturally, ethnically, and
linguistically diverse background.

The importance of addressing floor effects in data analyses
is largely undisputed. In both simulation and empirical studies
researchers have demonstrated that ignoring floor effects can
result in biases in parameter estimates, standard error estimates,
and misleading inferences (Wang et al., 2008; Twisk and Rijmen,
2009; McBee, 2010). To address potential floor effects in data
analysis, techniques to deal with the floor and similar type of data
have been developed and increasingly applied in social science
research (e.g.,Twisk and Rijmen, 2009;McBee, 2010; Proust-Lima
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et al., 2011; Iachina and Iachina, 2012; Whitaker and Gordon,
2012; Keeley et al., 2013). For example, the practice of treating
floor data as left-censored data and using the Tobit regression
model as a correction has been a common recommendation
(e.g., Cox and Oakes, 1984; Muthén, 1989, 1990; Klein and
Moeschberger, 1997). The concept of floor effects is similar
to left-censoring in survival analysis framework. In survival
analysis, left censoring is considered to when some individuals
have already experienced the event of interest before recording
or observing or collecting those targeted data points (Kleinbaum
and Klein, 2005). Floor effects are in similar nature. Due to a
measurement range that does not adequately capture extremely
low levels of ability and/or achievement, some true scores beyond
the scale limits cannot be observed, similar to the left-censored
data which are censored/truncated at the lower-boundary (floor
threshold).While left censoring is related to the observation time,
floor effects are in the context of restricted range of measurement.
In Tobit regression model (also called censored regression),
from treating floor data as left-censored data, Tobit regression
effectively models the limitation.

Recognizing that floor effects in data analysis can lead to
biased estimates, it is recommended that researchers more closely
examine the distribution of scores in standardized measures
administrated to diverse populations. For example, in a sample
of students with special needs, Whitaker (2005, 2008, 2010,
2012) identified possible floor effects in their scores on both
the Wechsler Adult Intelligence Scale (WAIS) and the Wechsler
Intelligence Scale for Children (WISC). Similarly, while screening
a large cohort of students for reading disabilities, Catts et al.
(2009) pointed out floor effects in their scores on the Dynamic
Indicators of Basic Early Literacy Skills (DIBELS), a screening
instrument for identifying children at risk for reading disabilities.
Many children were found to score near the lower end of
the distribution (no or low risk for reading disabilities). These
studies demonstrate that floor effects may occur when these
measures are used with diverse groups. Nevertheless to our
knowledge, no studies exist examining the impact of floor
effects in administrations of the PPVT-4 or EVT-2 with children
from low-income, culturally, ethnically, and linguistically diverse
backgrounds. As discussed previously, numerous studies found
these children often performed poorly on the PPVT-4 or EVT-
2 with the vast majority of scores stacked near the lower end
of the data distribution. While there is no universally accepted
definition of what constitutes floor effects in tests, in some
disciplines (e.g., clinical orthopedics research), floor effects are
defined as when 15% (or more) of sample participants score at
the lowest level of a measure’s range (Lim et al., 2015). Given
the predominance of low scores for cultural and ethnical diverse
groups on the PPVT-4 or EVT-2, particular attention needs to be
paid to the presence of floor effects in the data.

THE PURPOSE OF THE STUDY

Despite psychometric excellence of the PPVT-4 and the EVT-
2, concerns arise when these tests are used to asses diverse
populations who may perform substantively different from the

norm sample. As noted in research, non-English or non-standard
English speaking children often score one to two standard
deviations below normative standards (e.g., Lonigan et al., 2013).
This study focused on Mexican-American Spanish-speaking
preschool dual language learners (DLL) enrolled in preschool.

The study had three aims: (a) to examine floor effects in data
from a the pre-test administration of the PPVT-4 (Dunn and
Dunn, 2007) and the EVT-2 (Williams, 2007) test scores in a
sample of low SES Mexican-American DLL preschool children
(Pollard-Durodola et al., 2016), (b) to examine the impact of floor
effects on evaluating the pre- post-test performance on receptive
and expressive vocabulary outcomes as measured by the PPVT-4
and the EVT-2 (Pollard-Durodola et al., 2016), and (c) to evaluate
the impact of floor effects on estimating parameters, standard
errors, and significant tests through Monte Carlo simulations.
Different analytical approaches were compared in response to
different levels of floor data in the outcome variable in the
multilevel structural equation modeling (MSEM) framework,
which is viewed as a more general framework to analyze
multilevel data. Results discussed and appropriate statistical
methods for dealing with data with floor effects were thereby
suggested.

DEALING WITH FLOOR EFFECTS

In this study, we examined three methods of analyzing data from
pre and post administration of the PPVT-4 and EVT-2 with
potential floor effects, including the regular multilevel regression
model with maximum likelihood (ML) estimation (ignoring
floor effects), the robust standard error approach in multilevel
model (standard error adjustment based on maximum likelihood
with robust standard error estimation), and the multilevel Tobit
regression model (addressing floor effects from treating the
outcome variable with floor effects as left-censored variable). All
these analyses are set up under the multilevel structural equation
modeling (MSEM) framework given that MSEM is viewed as
a more general framework for analyzing multilevel data with
the flexibility to include both observed and latent variables in
the model simultaneously (Muthén and Muthén, 1998-2015).
Conventional linear regression assumes normality assumption.
Floor effects in the dependent variable are not taken into account
in the conventional linear regression analysis (Winship and
Mare, 1984). The robust standard error approach and the Tobit
approach, on the other hand, handle floor effects with different
techniques. In the next section, the latter two approaches are
presented in more detail.

The Robust Standard Error Approach
Statistical methods often rely on certain assumptions, such
as multivariate normality, homoscedasticity, or observation
independency. If model assumptions are not satisfied, substantial
biases would occur in parameter estimates, standard error
estimates, and model evaluation. Floor effects generally occur
when data distributions are highly right skewed. Given floor
effects in the outcome variables, the use of linear regression
is problematic due to potential violation of the multivariate
normality assumption. Yuan et al. (2005), for example,
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demonstrated that standard error estimates and test statisticsmay
be inconsistent due to data nonnormality (e.g., positive skewed
data). Brown (2006) noted marked floor effects led to biased
standard error estimates using maximum likelihood (ML). Note
that in some conditions, normal theory ML produced unbiased
parameter estimates though data are nonnormal, however, bias
in standard error estimates cannot be overcome and possibly
distorting significance testing, and in turn misleading inferences
(Yuan and Bentler, 2000; Finney and DiStefano, 2006; Baraldi
and Enders, 2010).

To correct for bias in standard error estimates, robust
standard error approach has often been used to produce
unbiased standard errors (King and Roberts, 2015). The
literature identifies several ways to obtain robust standard
errors, such as asymptotically distribution-free estimation (ADF;
Browne, 1984) and bootstrapping (Nevitt and Hancock, 2001).
Other methods include Huber/Pseudo sandwich estimator.
In the Mplus program (Muthén and Muthén, 1998-2015),
there are three routines to produce “robust” standard errors,
including: (1) maximum likelihood parameter estimates with
robust standard errors and chi-square test statistic (MLM), (2)
maximum likelihood parameter estimates with standard errors
and a mean- and variance-adjusted chi-square test statistic
that are robust to non-normality (MLMV), and (3) maximum
likelihood parameter estimates with standard errors and chi-
square test statistic robust to non-normality and observation
non-independence (MLR). In this study, Mplus was used for all
analyses and illustrations.

The three estimation methods, namely, MLM, MLMV, and
MLR, are all ML based robust estimators. However, standard
errors produced by these ML estimators could be very divergent.
In many situations, the ML parameter estimates are still
consistent even data are nonnormal, but standard error estimates
could be very biased. In analyzing multilevel data, MLR shows
its advantage in dealing with observation dependency (Maas
and Hox, 2004). In addition, MLR is also superior in handling:
(1) data non-normality and (2) missing data (see Yuan and
Bentler, 2000). In this study, we adopted MLR estimator in terms
of handling both floor effects in data and data of multilevel
structure.

The Tobit Approach
Tobit regression analysis, first formulated by Tobin (1958),
models linear relationships between variables when the outcome
variable is either a left- or right-censored variable. In Tobit
regression, scores that fall at or below some threshold are viewed
to be (left) censored from below the threshold. As described
previously, floor effects are potential when a large percentage of
scores occurs at the low end of the measurement scale. Data with
floor effects are treated as left-censored data in Tobit regression.
For instance, when two low-performing students are measured
with a standardized test, both students scored zero on the test,
but their actual abilities may not be the same. In this case,
their scores seem to be censored from the censoring point (i.e.,
zero), which however, fail to capture their true abilities. The
standardized test, because of its restricted score range, is unable
to differentiate abilities of students who score extremely low

(or high) level. Scores at the extremes can be viewed as being
censored or truncated. The lowest (or highest) bound is called the
censoring point or threshold (Cox and Oakes, 1984). To sum, in
the Tobit regression model dependent variables with floor effects
are viewed as left-censored variables.

In the Tobit regression model, y∗ represents a random latent
variable and y represents a censored variable. When the data
are not censored, the distributions of y∗ and y overlap. The
lowest bound is defined as “l” and the highest bound as “u”.
Mathematically, the Tobit regression models are expressed as
follows: (Long, 1997; Twisk and Rijmen, 2009):

y∗i = β0 + β1xi
′ + ei, ei ∼ N(0, σ 2), (1)

yi = l for y∗i ≤ l, (2)

yi = y∗i for l < y∗i (3)

when the outcome variable is left-censored.
When the outcome variable is right-censored, expressions

include

y∗i = β0 + β1xi
′ + ei, ei ∼ N(0, σ 2), (4)

yi = y∗i for y
∗
i < u, (5)

yi = u for y∗i ≥ u. (6)

The discussion till now was about a simple Tobit regression
model. When data are characterized by dependency among
observations due to the nested or hierarchical data structure
(e.g., students nested within classrooms, members nested within
organizations), multilevel model (MLM) is the appropriate
method (Raudenbush and Bryk, 2002; Hox et al., 2010). The
following expressions (7–9) represent a typical multilevel model
(i.e., random intercept model which is equivalent to a commonly
used form of multilevel structural equation model (MSEM) and
can be specified and analyzed by the Mplus Type = Twolevel
routine):

Level 1 :Yij = β0j + β1jXij + eij, (7)

Level 2 : β0j = γ00 + U0j, (8)

β1j = γ10, (9)

where i represents the individual (i.e., i= 1. . .nj) and j represents
the group in which the individual is nested (i.e., j = 1. . .N). In
the level-1 model as shown in Equation (7), β0j is the estimated
average for the j-th group. B1j is the slope which is a fixed effect
and Xij is the level 1 covariate. eij is the within-group random
error. In the level-2 models shown in Equations (8) and (9), β0j is
the random intercept constituted by the grandmean (γ00) and the
between-group random effect (U0j). We interpret the estimate
for U0j as the variance of the mean for each group around the
grand mean. In Equation (9), given the slope is a fixed effect,
γ10 represents the average change across all groups for the Xij

predictor.
To address floor effects in the outcome variable, the above

Equations (7), (8), and (9) can be modified and the following
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equations represent a multilevel Tobit regression model:

Level 1 : y∗ij = β0j + β1jxij
′ + eij, (10)

yij = l for y∗ij ≤ l, (11)

yij = y∗ij for l < y∗i (12)

Level 2 : β0j = γ00 + U0j, (13)

β1j = γ10, (14)

in which the outcome variable with floor effects (yij) is treated as
left-censored (y∗ij) in the multilevel Tobit regression model.

Next, three comparativemethods, including regularmultilevel
regression, multilevel regression with robust standard error
approach, and multilevel Tobit regression, were examined in
response to floor effects in data withmultilevel structure. The first
method did not address the floor effects. The latter two methods
addressed the floor effects differently. For the robust standard
error approach, the MLR estimator was adopted to obtain robust
standard errors. For themultilevel Tobit regression approach, the
outcome variable was treated as a left-censored variable in which
a multilevel Tobit regression was applied. Next, we presented two
studies to examine the three methods. First an empirical example
was presented, followed by a simulation study.

AN EMPIRICAL EXAMPLE

Although there is no consensus, standardized vocabulary
tests (e.g., the PPVT-4 and the EVT-2) may, under some
circumstances, be inappropriate for use with culturally or
linguistically diverse populations. Given evidence of low
standardized vocabulary tests scores from some cultural and
linguistically diverse groups, this study highlighted the potential
issue of floor effects. In summary, the aim of this empirical
example was 2-fold: (a) to establish the existence of floor effects
on the PPVT-4 and the EVT-2 test scores in a sample of low SES
Mexican-American preschool children who were dual language
learners (DLLs) (Pollard-Durodola et al., 2016), and (b) to
investigate the impact of floor effects on examining the PPVT-
4 and the EVT-2 pre- to post-test scores comparison with respect
to the sample’s vocabulary growth (Pollard-Durodola et al., 2016).

In this example, the participants included 252 low-income
Mexican-American preschool children participating in
randomized clinical trial of an evidence-based shared book
reading intervention in two school districts located in South
Texas. In this sample, preschool children (average age was 5
years) were 92.1% economically disadvantaged, and primarily
Mexican-American (98.3%). Eighty-seven percent of parents of
preschoolers reported that Spanish was the primary language
spoken at home while 8% reported speaking English in the
home and 5% reported using both languages. All children were
identified as Spanish-speaking children while learning English
as a second language (Pollard-Durodola et al., 2016). Based
on the student performance on the preLAS R© English (DeAvila
and Duncan, 2000), all preschoolers were at the pre-functional
and beginning level for their English language proficiency. All
the preschool children were assessed using the PPVT-4 and

the EVT-2 at pre- and posttests to examine the impact of the
shared-reading intervention on their vocabulary growth.

Table 1 provides descriptive on standardized scores for the
post-test PPVT-4 and the EVT-2. As shown in Table 1, a
significant majority of participants scored in the low range,
including: 93.97% on the PPVT-4 (i.e., moderately low range
33.73% + extremely low range 60.24%) and 92.01% on the
EVT-2 (i.e., moderately low range 31.09% + extremely low
range 60.92%). The mean score on PPVT-4 was 63.81 (SD =

15.42), corresponding to two standard deviations (SDs) below
the normative mean of 100. The mean score on the EVT-2 was
55.63 (SD = 24.01), corresponding to three standard deviations
(SDs) below the normative mean of 100 The standardized scores
on the PPVT-4 ranged from 20 to 91, which indicated that all
participants (N = 252) scored below the normative mean (i.e.,
100). On the EVT-2, the scores ranged from 20 to 108. Only
two out of 252 participants (i.e., 1%) scored above the normative
mean (i.e., 100) while 99% (i.e., n = 250 out of 252) scored
below the normative mean (i.e., 100). In summary, post-test
standardized scores on the PPVT-4 and EVT-2 for the sample
of low SES Mexican-American preschool children suggested
evidence of floor effects.

Figure 1 displays the distributions of standardized PPVT-
4 and EVT-2 scores of the sample of preschool children,
respectively. The distributions demonstrate that a preponderance
of scores fell in the low ranges, especially on the EVT-2. As
noted earlier, if 15% or more of the sample scores in the lowest
level of a measure range, floor effects likely exist. Regardless
of the standardized scores or the raw scores, this sample of
Mexican-American preschool children performed significantly
lower relative to the norm sample on the PPVT-4 and the EVT-
2 with the vast majority scoring on or near the low end of
measurement scale.

In the second aim of this study, we explored the influence of
floor effects on the pre- to post effectiveness of the shared-reading
intervention on the sample of Mexican-American children.
Specifically, we wanted to know whether floor effects masked
vocabulary growth. As shown in Table 2, at pre-test the children
scored on average two standard deviations (SDs) below the
normative mean on the PPVT-4 and three standard deviations
(SDs) below the normative mean on the EVT-2. The children

TABLE 1 | Distribution of scores and corresponding descriptive for all of the

participants.

Descriptor Standard

score range

Measures

PPVT-4 (N = 249) EVT-2 (N = 238)

n Percentage n Percentage

Extremely high 130+ 0 0 0 0

Moderately high 115–129 0 0 0 0

High average 100–114 0 0 2 1

Low average 85–99 15 6 17 7

Moderately low 70–84 84 34 74 31

Extremely low ≤69 150 60 145 61
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FIGURE 1 | Distribution of standardized vocabulary test scores of a sample of low SES Hispanic preschool children.

TABLE 2 | Pretest and posttest scores for intervention and comparison groups.

Measure Pretest Posttest

Total Intervention Comparison t Total Intervention Comparison t

PPVT-4

N 249 136 113 0.05, p = 0.957 234 129 105 0.53, p = 0.599

M 63.81 63.86 63.75 72.70 73.16 72.13

SD 15.42 14.76 16.24 14.63 14.12 15.29

EVT-2

N 238 132 106 0.17, p = 0.864 232 127 105 −0.30, p = 0.762

M 55.63 55.87 55.33 64.08 63.65 64.60

SD 24.01 23.59 24.64 24.01 25.09 22.75

PPVT-4, Peabody Picture Vocabulary Test (4th ed.); EVT-2, Expressive Vocabulary Test (2nd ed.).

still lagged behind at posttests on average showing one standard
deviation (SDs) below the normative mean on the PPVT-4 and
two standard deviations (SDs) below the normative mean on
the EVT-2. When having the first glance at the post-test scores,
there appeared to be no difference between the intervention and
control groups on the two standardized vocabulary measures:
PPVT-4: t = 0.53, p = 0.599; EVT-2: t = −0.30, p =

0.762. According to the pretest-posttest comparison, one could
reasonably conclude that the intervention had been ineffective
in accelerating vocabulary growth for the treatment group of
children. One interpretation would be that the shared book
reading intervention designed to show promise in improving
children’s vocabulary for diverse children was not effective.
Results must, however, be interpreted in light of the staggeringly
poor performance of the Mexican-American preschoolers at
pretest (e.g., many children scored two to three standard
deviations below monolingual vocabulary norms). Because their
pre-test vocabulary performance was so low, it appears that these
preschool children were unresponsive to the intervention. In
this scenario analyzing performance using conventional analytic

methods on the preschool children’s pre- to post-test PPVT-4
and EVT-2 without adequately taking into account of the floor
effects may have resulted in misleading conclusions about the
effectiveness of the intervention.

Table 3 presents model results using the three different
methods (i.e., the traditionalmultilevel model without addressing
the floor effects, the robust standard error approach which
partially addressing the floor effects, and the multilevel
Tobit model which directly addressing the floor effects). An
annotated input from the Mplus program for analyzing a
multilevel Tobit model was presented in Appendix A. As
shown in Table 3, the results showed a mixed pattern, for
example, some parameter estimates appeared to be larger
when floor effects were considered (e.g., intervention) whereas
some other estimates tended to be smaller (e.g., pretest,
preLAS R© English). Specifically, for the EVT-2 outcome (with
stronger floor effects compared with the PPVT-4 outcome), the
approaches which accounting for floor effects yielded larger
parameter estimates (e.g., gender, intervention, and years of
teaching). Regarding the standard error estimates, methods
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TABLE 3 | Results of hierarchical linear model to the low SES Hispanic Latino preschool children with or without modeling floor effects.

Parameter estimates

and standard errors

Dependent variable

PPVT-4 EVT-2

Multilevel model

floors ignored

Robust

standard error

Multilevel model

floors considered

Multilevel model

floors ignored

Robust

standard error

Multilevel model

floors considered

FIXED EFFECTS

Intercept 35.97* 35.97* 36.93* 1.62 1.62 0.51

(SE) (13.46) (14.54) (15.42) (3.10) (3.13) (2.84)

Level-1 Pretest (γ10) 0.98* 0.98* 0.98* 0.83* 0.83* 0.82*

(SE) (0.01) (0.01) (0.01) (0.03) (0.03) (0.04)

Level-1 Age (γ20) −0.01 −0.01 −0.01 −0.002 −0.002 −0.01

(SE) (0.02) (0.02) (0.02) (0.05) (0.04) (0.04)

Level-1 Gendera (γ30) −0.004 −0.004 −0.004 −0.45 −0.05 −0.03

(SE) (0.02) (0.02) (0.02) (0.04) (0.04) (0.04)

Level-1 Bilingualb (γ40) −0.04 −0.04 −0.04 −0.05 −0.05 −0.05

(SE) (0.03) (0.02) (0.03) (0.06) (0.06) (0.06)

Level-1 Ethnicityc (γ50) 0.003 0.003 0.003 −0.02 −0.02 −0.02

(SE) (0.02) (0.01) (0.01) (0.04) (0.04) (0.05)

Level-1 Attendance (γ60) 0.02 0.02 0.02 0.01 0.01 0.01

(SE) (0.02) (0.02) (0.02) (0.04) (0.04) (0.05)

Level-1 preLAS® English (γ70) 0.000 0.000 0.000 0.05 0.05 0.04

(SE) (0.02) (0.02) (0.02) (0.05) (0.04) (0.05)

Level-1 preLAS® Spanish (γ80) 0.001 0.001 0.002 −0.01 −0.01 −0.01

(SE) (0.02) (0.02) (0.02) (0.05) (0.04) (0.05)

Level-2 School districtd (γ01) −0.70 −0.70 −0.73 −0.58 −0.58* −0.54

(SE) (0.46) (0.37) (0.39) (0.39) (0.25) (0.23)

Level-2 Intervention (γ02) 0.24 0.24 0.25 0.40 0.40* 0.41*

(SE) (0.25) (0.22) (0.24) (0.21) (0.19) (0.19)

Level-2 Teacher’s primary languagee (γ03) −0.59* −0.59* −0.60* −0.35 −0.35 −0.31

(SE) (0.28) (0.23) (0.24) (0.22) (0.23) (0.22)

Level-2 Years of teaching (γ04) −0.81* −0.81* −0.81* −0.44 −0.44 −0.39

(SE) (0.40) (0.40) (0.41) (0.32) (0.40) (0.40)

Level-2 Years of teaching in PreK (γ05) −0.22 −0.22 −0.23 −0.52 −0.52 −0.57

(SE) (0.34) (0.41) (0.42) (0.29) (0.31) (0.33)

Level-2 University reading credits (γ06) 1.11* 1.11* 1.14* 0.86* 0.86* 0.87*

(SE) (0.40) (0.37) (0.39) (0.30) (0.34) (0.32)

Level-2 Professional development (γ07) 0.03 0.03 0.06 0.63 0.63* 0.57

(SE) (0.45) (0.39) (0.40) (0.37) (0.27) (0.26)

RANDOM EFFECTS

Level-1 Residual Variance (σ2) 0.06* 0.06* 0.06* 0.29* 0.29* 0.32*

(SE) (0.01) (0.01) (0.01) (0.04) (0.05) (0.05)

Level-2 Residual Variance (τ 00) 0.23 0.23 0.19 0.46 0.46* 0.48*

(SE) (0.39) (0.34) (0.37) (0.25) (0.20) (0.20)

PPVT-4, Peabody Picture Vocabulary Test (4th ed.); EVT-2, Expressive Vocabulary Test (2nd ed.). *The significance level is set at p < 0.05 (two-tailed).
aThe reference group for gender is female (coded 0).
bThe reference group for bilingual is non-bilingual (coded 0).
cThe reference group for ethnicity is Native American (coded 0).
dThe reference group for school district is school district A (coded 0).
eThe reference group for teachers’ primary language is English (coded 0).

Bold and italic values indicated a contrast of significant effects to non-significant effects when floor effects were addressed regarding the intervention effects which is the target research

interest in the empirical study.

addressing floor effects generally produced smaller standard
errors than the traditional multilevel model which ignoring floor
effects.

The most intriguing findings in Table 3 were the potential
influence of floor effects on testing the intervention effects
(i.e., γ02 in Table 3). Non-significant intervention effects were
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detected for the PPVT-4 and EVT-2 outcomes when using the
regular multilevel regression without addressing the floor effects.
Nevertheless, both robust standard error approach (partially
addressing the floor effects) and Tobit regression approach
(fully addressing the floor effects) yielded significant intervention
effects on the EVT-2, the measure of expressive vocabulary, but
non-significant intervention effects on the PPVT-4, the receptive
vocabulary measure. By further examining the descriptive
statistics as shown inTable 1, we found that more children scored
near the lower end of the EVT-2 than on the PPVT-4. These
results validated that the necessity of taking the floor effects into
account when conducting the data analysis with potential floor
effects. Without properly addressing the floor effects, one can
result in the incorrect test of the significant intervention effect
andmislead to the non-significant intervention effect conclusion.

In summary, floor effects were shown to be present in
both standardized receptive and expressive vocabulary tests
scores in a sample of low income Mexican-American preschool
children who enrolled in a randomized clinical trial of a shared-
book reading intervention (Pollard-Durodola et al., 2016).
Analytical methods ignoring the floor effects (i.e., regular
multilevel regression) and methods addressing the floor effects
(i.e., robust standard error approach partially addressing the
floor effects and Tobit regression approach fully addressing the
floor effects) resulted in difference in model results. Accounting
for floor effects in data analysis yielded different results
(i.e., standard error estimates and significance tests), though
parameter estimates did not appear to be significantly impacted.
When floor effects were ignored, standard errors tended to be
overestimated. On the other hand, both robust standard error
and Tobit regression approaches produced smaller standard
error estimates and subsequently significant results. Hence, we
would like to further examine whether partially addressing the
floor effects (i.e., the robust standard error approach) would
be sufficient enough to obtain unbiased parameter estimates
and standard errors, or only fully addressing the floor effects
(i.e., Tobit regression) would result in unbiased estimates and
standard errors.

THE SIMULATION STUDY

To further examine the impact of floor effects in multilevel data
analysis, a Monte Carlo simulation study was conducted. Using
the Monte Carlo routine in Mplus version 7.31 (Muthén and
Muthén, 1998-2015), data with floor effects were generated. Next,
the simulated data were analyzed using the three comparative
methods: (a) the maximum likelihood (ML) based multilevel
regression model without addressing the floor effects, (b) the
robust standard error approach (i.e., the ML based multilevel
regression model with robust standard error estimator) only
partially addressing the floor effects, and (c) the multilevel Tobit
model which fully addressing the floor effects by defining the
outcome variable as a left-censored variable.

Data Generation
Data were simulated based on a basic two-level random intercept
model which was a commonly usedmultilevel structural equation

model and could be fitted with the Mplus Type=Twolevel
routine. Floor effects in the outcome variable were considered.
The population model for data generation was as follows. The
fixed effects parameter vector (γ00, γ10) represented the grand
mean and slope. φ represented the between-level variance and σ 2

i
was the within-level residual variance.

Level 1 :Yij = β0j + β1jX1ij + eij (15)

Level 2 : β0j = γ00 + γ01X2j + U0j (16)

β1j = γ10 (17)

U0j ∼ N(0,φ) (18)

eij ∼ N(0, σ 2
i ). (19)

Population parameters used to generate the data are as follows:
the variances of X1 and X2 were both 1. The means of X1 and
X2 were set to be zero. The within-level residual variance φ and
the between-level residual variance σ 2

i were set to equal 1 and
0.5, respectively. The between-level mean of Y was set to be 1.
The parameter vector (γ10, γ01) was set to be (0.75, 0.50). The
outcome Yij was simulated with different proportions of floor
data, which was detailed in a later section. Sample size was 1,000.
Five hundred replications were generated for each simulation
condition.

Regarding the different proportions of floor data in the
outcome Y, six conditions (i.e., 0, 5, 10, 15, 20, and 25%)
were considered, with 0% representing no floor effects and
25% representing the most floor effects. In the study by Wang
et al. (2008), the authors used different ceiling thresholds to
manipulate different ceiling proportion conditions in studying
ceiling effects. In this study, we adopted their approach and
varied the left-censoring points to create different proportions
of floor data. The floor proportions and floor thresholds are
presented in Table 4. The proportion of floor data increased as
floor thresholds increased. Figure 2 displays the corresponding
distributions of the six simulated data sets with different
proportions of floor data in the outcome variable. In the 0% floor
data condition, the data was shown to be normally distributed.
The 0% proportion condition served as the baseline condition.
When the proportion of floor data increased (e.g., 5–25%), scores
increasingly stacked on the lower end and the data distribution
further shifted to the left (or more right skewed).

TABLE 4 | Floor proportions with different floor thresholds.

Proportions of

floor data (%)

Floor thresholds Mean (SD) Score range

0 No floor 0.86 (1.60) (−4.62, 5.60)

5 −1.50 1.04 (1.47) (−1.50, 5.61)

10 −0.95 1.08 (1.41) (−0.95, 5.61)

15 −0.60 1.12 (1.35) (−0.60, 5.61)

20 −0.25 1.18 (1.28) (−0.25, 5.61)

25 0.03 1.25 (1.21) (0.03, 5.61)

Frontiers in Psychology | www.frontiersin.org December 2017 | Volume 8 | Article 214615

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Zhu and Gonzalez Floor Effects on Standardized Vocabulary Tests

FIGURE 2 | Distribution of six simulated data sets showing different proportions of floor data (from 0 to 25% floor data).

Data Analysis
The simulated data were analyzed using three comparative
methods as described previously. While the regular multilevel
regression ignore the floor effects, robust standard error
approach and multilevel Tobit regression model focuses on the
floor effects, with the former one partially addresses the floor
effects and the later one fully addresses the floor effects.

Simulation Results
The results are summarized across all 3,000 replications with
respect to different methods in dealing with the increasing
proportions of floor data in the outcome variables. Results of the
relative bias in parameter estimates and standard errors for the
three methods (i.e., regular multilevel regression, robust standard
error approach, and multilevel Tobit regression model) are
presented in Tables 5, 6, respectively. Relative bias in parameter
estimates was given as (θ̂ − θ)/θ where θ̂ represented the
average estimate and θ was the corresponding population value.
Similarly, relative bias in standard error estimates was given
as (σ̂ − σ )/σ where σ̂ represented the average standard error
estimate and σ was the corresponding population value. The

differences in coverage values, statistical powers, type I error
rates, and model fit statistics (i.e., CFI, RMSEA, and SRMR) were
negligible across the three methods. Next, the relative biased
in parameter estimates and the corresponding standard error
estimates were discussed for the three different methods, namely,
(1) the ML-based regular multilevel analysis without addressing
the floor effects, (2) the robust standard error approach with
partially addressing the floor effects (as correction for the
non-normality in the floor data), and (3) the multilevel Tobit
regression approach with fully addressing the floor effects in
data.

Table 5 presents the relative bias in parameter estimates
comparing the three methods. The regular multilevel analysis
without addressing floor effects led to the underestimation in
parameter estimates and the underestimation became substantial
as the proportion of floor data increased. The robust standard
error approach which only partially addressing the floor data
yielded similar results as the regular multilevel analysis. The
reason was that the robust standard error approach only
corrected for standard error estimates rather than parameter
estimates when the normality assumption was violated. As
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TABLE 5 | Relative bias in parameter estimates comparing three comparative methods.

Proportions of

floor data (%)

Parameter estimates

γ10 γ01

Multilevel model

floors ignored

Robust

standard error

Multilevel model

floors considered

Multilevel model

floors ignored

Robust

standard error

Multilevel model

floors considered

0 −0.00 −0.00 −0.00 −0.01 −0.01 −0.01

5 −0.05 −0.05 0.00 −0.05 −0.05 0.00

10 −0.10 −0.10 0.00 −0.10 −0.10 0.00

15 −0.15 −0.15 0.00 −0.14 −0.14 0.00

20 −0.20 −0.20 0.00 −0.20 −0.20 0.00

25 −0.26 −0.26 0.00 −0.26 −0.26 0.00

shown in Table 5, only the multilevel Tobit regression approach
yielded the unbiased parameter estimates (i.e., (θ̂ − θ)/θ =

0). This approach fully addressed the floor effects by treating
the outcome variable as a left-censored variable. In this case,
parameter estimates recovered well in the multilevel Tobit
regression approach regardless the proportion of the floor
data.

Table 6 summarizes the relative bias in standard errors using
the three different methods. There was a clear pattern showing a
systematic underestimation of standard errors when floor effects
were ignored in regular multilevel analysis. The biases in the
robust standard error approach were either similar or smaller
than the ones in the regular multilevel analysis approach, and the
standard errors were persistently underestimated. Furthermore,
as the proportion of floor data increased, the biases tended to
be larger. As shown in Table 6, among the three methods, the
multilevel Tobit regression approach yielded the smallest bias.
Given that most values were around 0.01 and the pattern was
stable regardless the proportions of floor data, the degree of
underestimation in the standard error estimates for themultilevel
Tobit regression approach was negligible. This simulation
demonstrated the importance of fully addressing the floor effects
in multilevel data and the advantage of using the multilevel Tobit
regression over the other methods when analyzing potential floor
effects in the data.

DISCUSSION

This study highlighted the impact of floor effects when the
PPVT-4 and the EVT-2 used with a culturally and linguistically
diverse population of preschoolers by examining the impact of
floor effects in data analysis, including in estimating parameters,
the corresponding standard errors, and the tests of significance.
Influences of floor effects in multilevel data analysis were
investigated through an empirical example and a Monte Carlo
simulation study.

Our findings suggest that some caution is warranted when
interpreting findings from both PPVT-4 or the EVT-2, especially
when these two tests are used with culturally, ethnically and
linguistically and ethnical diverse groups. Given the standardized
PPVT-4 and EVT-2 are both normed based on the predominantly

White, middle-class, English-speaking American samples (Qi
et al., 2003), ethnically, culturally and linguistically diverse
groups may perform inferiorly relative to the normed sample
especially among non-English or non-standard English speaking
children. Samples in which 15% or more score at or near to the
lowest level in the instruments measurement range may indicate
the potential existence of the floor effects which may impact
analyses when using traditional analytic methods (Lim et al.,
2015). Given the culturally, linguistically and ethnically diverse
populations have been shown to perform poorly on the PPVT-4
and the EVT-2 (e.g., Champion et al., 2003; Gonzalez et al., 2015),
researchers should attend to with the potential problem of floor
effects when using these measures. With increasing populations
of language-minority populations (e.g., ELLs, DLLs), considering
floor effects in measures warrants close attention.

In this study, it was demonstrated that when analyzing data
shown to have floor effects, analytical methods insufficiently
addressing the floor effects can lead to misleading results
and interpretations First, when investigating the shared-reading
intervention effects with a sample of Mexican-American
preschoolers enrolled in the randomized clinical study using the
PPVT-4 and EVT-2, failing to consider the impact of floor effects
led to non-significant effects and quite possibly, misleadingly
underestimated the impact of the intervention. Outcomes in
this study supported previous findings suggesting that (Hessling
et al., 2004), floor effects may undermine the true effects of
an intervention, especially among linguistically and culturally
diverse populations.

Furthermore, results from the simulation study showed
that ignoring floor effects resulted in substantial bias in
both parameter estimates and standard errors estimates, and
erroneous significance tests. These findings are important and
support previous research. McBee (2010) stated conventional
statistical methods (e.g., ANOVA, linear regression) produced
biased estimates when floor effects were present. Wang et al.
(2008) also pointed out the consequence of biased parameter
estimates due to the ceiling effects or floor effects. In our study,
the two insufficient approaches, namely, the regular multilevel
regression ignoring floor effects and the robust standard error
approach which only partially addressing floor effects, produced
the same parameter estimates. However, the robust standard
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TABLE 6 | Relative bias in standard error estimates comparing three comparative methods.

Proportions of

floor data (%)

Standard error estimates

SEγ10 SEγ01

Multilevel model

floors ignored

Robust

standard error

Multilevel model

floors considered

Multilevel model

floors ignored

Robust

standard error

Multilevel model

floors considered

0 0.00 −0.01 −0.01 −0.03 −0.04 −0.04

5 −0.07 −0.09 −0.03 −0.06 −0.09 −0.03

10 −0.14 −0.14 −0.05 −0.10 −0.44 0.00

15 −0.16 −0.13 −0.03 −0.16 −0.18 0.01

20 −0.21 −0.15 −0.02 −0.21 −0.23 −0.01

25 −0.27 −0.17 −0.02 −0.27 −0.27 −0.01

error approach produced less but still biased standard error
estimates due to the “robust” correction. Multilevel Tobit
regression was the only method that recovered all the parameter
and standard error estimates very well. The multilevel Tobit
regression model treated the outcome variables with floor effects
as left-censored variables. In other words, scores on the very low
end that could not be accurately measured due to the restricted
range of the standardized assessments were treated as being left-
censored. The Monte Carlo study showed that the multilevel
Tobit regression effectively handled floor data. For example, even
as low as only 5% of floor data could lead to biased results if
floor effects were not adequately and fully addressed. Parameter
estimates and standard error estimates were underestimated. The
magnitude of the bias became larger as the proportion of floor
data increased. Taken together, researchers should consider using
the multilevel Tobit regression model to analyze the data with
potential floor effects.

Finally, in order to examine floor data, graphs (e.g.,
histograms) can be easily and effectively used to illustrate whether
a substantial proportion of scores stack at the lower end of the
distribution. If there is a large percentage of very low scores
in their data, researchers should consider the presence of floor
effects. Again, as demonstrated in both empirical example and
simulation studies, it is important to fully address the floor
effects with adequate method, the Tobit regression given that
insufficiently addressing the floor effects can result in biased

parameter estimates and standard errors, which in turn, can lead
to incorrect statistical inferences.

In summary, researchers need to be aware and cautious of the
potential for floor effects when analyzing data from ethnically,
culturally and linguistically diverse children accessed by the
PPVT-4 and the EVT-2. A potential indicator for floor data is
the disproportional representation of scores at the lower end of
the distribution of the measured scores. Ignoring floor effects can
lead to biased parameter estimates and standard errors, and quite
possibly serious misleading inferences. It is thereby important
for applied researchers who use standardized vocabulary tests
with diverse populations to examine their data for floor effects
and consider alternatives to the traditional data analysis methods
which without fully addressing the floor effects. For modeling
outcome variables with floor data, multilevel Tobit regression
model is the recommended method for analyzing this type
of data.
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APPENDIX A

Input Specifications in Mplus for the Multilevel Tobit Regression
Model
TITLE: Syntax for a multilevel tobit model
DATA: FILE IS Floor.dat;
VARIABLE: NAMES are sid tid x1-x7 evt1 evt2 evts1 evts2 x8-
x14 ppvt1 ppvt2 ppvts1 ppvts2;
USEVARIABLES are x1-x7 evts1 evts2 x8-x14;
!outcome variable (ects2) with floor effects
CENSORED ARE evts2 (b);
CLUSTER= tid;
WITHIN= x1-x7 evts1;
BETWEEN= x8-x14;
MISSING is all (9999);
ANALYSIS:
TYPE= twolevel;
!robust standard error
ESTIMATOR=MLR;
MODEL:
%WITHIN%
evts2 ON x1-x7 evts1;
%BETWEEN%
evts2 ON x8-x14;
OUTPUT: TECH1 standardized
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The issue of equality in the between-and within-level structures in Multilevel Confirmatory

Factor Analysis (MCFA) models has been influential for obtaining unbiased parameter

estimates and statistical inferences. A commonly seen condition is the inequality of

factor loadings under equal level-varying structures. With mathematical investigation and

Monte Carlo simulation, this study compared the robustness of five statistical models

including two model-based (a true and a mis-specified models), one design-based,

and two maximum models (two models where the full rank of variance-covariance

matrix is estimated in between level and within level, respectively) in analyzing complex

survey measurement data with level-varying factor loadings. The empirical data of 120

3rd graders’ (from 40 classrooms) perceived Harter competence scale were modeled

using MCFA and the parameter estimates were used as true parameters to perform the

Monte Carlo simulation study. Results showed maximum models was robust to unequal

factor loadings while the design-based and the miss-specified model-based approaches

produced conflated results and spurious statistical inferences. We recommend the

use of maximum models if researchers have limited information about the pattern of

factor loadings and measurement structures. Measurement models are key components

of Structural Equation Modeling (SEM); therefore, the findings can be generalized to

multilevel SEM and CFA models. Mplus codes are provided for maximum models and

other analytical models.

Keywords: multilevel confirmatory factor analysis, design-based approach, model-based approach, maximum

model, level-varying factor loadings, complex survey sampling, measurement

INTRODUCTION

Multilevel Confirmatory Factor Analysis (MCFA) extends the power of Confirmatory Factor
Analysis (CFA) to accommodate the complex survey data with the estimation of the level-specific
variance components and the respective measurement models. Complex survey data are obtained
through cluster sampling or multistage sampling, where a few individuals within a class/household
or the entire class/family are selected. This type of sampling scheme is likely to result in non-
independent observations with within-cluster dependency (Skrondal and Rabe-Hesketh, 2007). If
the dependent data are analyzed through the traditional approaches which assume independent
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observations, “incorrect parameter estimates, standard errors,
and inappropriate fit statistics may be obtained” (du Toit and du
Toit, 2008, p. 456).

Researchers has devoted their attention in discussing
the influences of applying different multilevel modeling
constructions on complex survey data (e.g., model-fit indices:
Hsu et al., 2015; reliability measures: Geldhof et al., 2013;
parameter estimates and statistical inferences: Wu and Kwok,
2012; longitudinal design: Wu et al., 2014). Among the research
designs in these studies, the issue of inequality in the between-
(i.e., the higher level or cluster level) and within-level (i.e.,
the lower level or individual level) structure in complex
survey data has been proven to be influential for obtaining
unbiased parameter estimates along with their consistent
statistical inferences. Compared to inequality of level structures
in multilevel models, a less addressed condition is that the
true model did have the same factor structure at both levels
while the magnitudes and statistical significance of the factor
loadings varied across levels and varied within the levels, which
occurred frequently in empirical research (e.g., Dyer et al., 2005;
Klangphahol et al., 2010).

For example, Dyer et al. (2005) applied MCFA to study
organizational leadership at the individual and societal level and
obtained a common factor consisting of five items of being
“formal,” “habitual,” “cautious,” “procedural,” and “ritualistic.”
The five items loaded much stronger onto the single factor at
the between level (i.e., societal level) than at the within level
(individual level), which supported the belief that this leadership
scale operates mainly at the societal level. Based on this finding,
Dyer et al. (2005) suggested that a three-item factor (discarding
two trivial items with small factor loadings) instead of a five-
item factor should be used if the interest of leadership study
is at the individual level. Dyer et al.’s suggestion capitalized on
the importance of specifying an optimal measurement model
with complex survey data in terms of both model structure and
sizes of factor loadings to obtain correct statistical and practical
interpretations in scale development.

From the factor analysis point of view, items with variance
explained smaller than 20% or standardized factor loadings
less than 0.45 would be considered as low communality (EFA:
MacCallum et al., 1999; CFA: Meade and Bauer, 2007). From
a measurement point of view, items with standardized factor
loadings larger than 0.6 would exhibit better psychometric
properties (Bagozzi and Yi, 1988; Kline, 2010). Failing to detect
items with small factor loadings may lead to a misunderstanding
that all items are equally important, causing researchers to
investigate problems that are of little importance or little
relevance to the intended measure.

Therefore, in this study, we performed a substantive-
methodological synergy (Marsh and Hau, 2007) by applying
different modeling strategies on simulated synthetic datasets with
population parameters specified based on an empirical dataset
to examine the robustness of model-based, design-based, and
maximum models regarding their effectiveness and efficiency in
producing unbiased parameter estimates and statistical inference
for the measurement data obtained from complex survey
sampling. Below we elaborated on the issues with modeling

strategies and unequal factor loadings, followed by introduction
to three modeling strategies on complex survey data.

Issues with Modeling Strategies and
Unequal Factor Loadings
Traditionally, several multilevel modeling strategies can be
applied to address data dependency in complex survey data
(Heck and Thomas, 2008; Rabe-Hesketh and Skrondal, 2008;
Hox, 2010; Snijders and Bosker, 2011). Specifying different
structures for separate levels, namely a model-based approach,
on complex survey data allows free estimation of level-specific
parameters and enables the detection of possible inequality
in parameter estimates. However, in reality, information or
truth about the higher-level structure is rarely known without
the support of theoretical evidence. If researchers jump into
multilevel analysis without theoretical or empirical evidence, the
correctness of the multilevel structure is at risk.

Alternatively, researchers can apply the design-based
approach by specifying only an overall model for the complex
survey data to infer their findings to the lower level sampling
units, and using the robust standard error estimator (Huber,
1967; White, 1980) to correct for the bias in standard error of
the fixed effects (Muthén and Satorra, 1995). The design-based
approach has been proved to yield satisfying analytic results only
when the complex survey data meet the assumption of equal
structures in both between- and within-levels (Wu and Kwok,
2012). In addition to design-based and model-based approaches,
a possible alternative for analyzing multilevel data is through
the use of maximum models (Hox, 2002, 2010; Wu and Kwok,
2012), where a saturated between-level model is estimated and
can be used to focus on a specific level of analysis.

To examine the robustness of reliability measures on complex
survey data, Geldhof et al. (2013) used MCFA and single-level
CFA (i.e., without taking data dependency into consideration) on
the simulated multilevel datasets, where the between and within
levels had exactly the same factor loadings but with different high
and low reliability across levels using the average item ICC as a
dependency measure. Their study findings suggested that single-
level CFAs cannot yield the actual scale reliability unless the true
reliabilities are identical at each level. Moreover, in the simulation
study, they postulated that the true MCFA model had the same
factor loadings within and across levels, i.e., the between and
within level model were identical in terms of magnitude of factor
loadings and factor structures. Few studies have investigated the
issue of inequality of factor loadings under equal factor structure
within and across levels. Besides, systematic investigation on
the performance of model-fit statistics, indices and information
criteria, and the resulted parameter estimates with statistical
inferences were not discussed in Geldhof et al. (2013).

Extending the simulation settings of Geldhof et al. (2013),
we examined performance of different model specifications
regarding the issues of inequality of factor loadings and different
factor structures within and across levels. Distinct Cluster
Numbers (CN), Cluster Sizes (CS) and ICCs were used in true
model for the simulation settings of this study. The criterion
variables include overall exact model fit chi-square test and
various model fit indices, both fixed-effect and random-effect
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parameter estimates, their 95% coverage rate and empirical
power, as well as the variance explained measure (R2) and scale
reliability (ρ).

Specifically, this study aims to examine the robustness of the
three modeling strategies using five analytic models (i.e., MCFA,
miss-specified MCFA, one-level design-based CFA, Max CFA
with saturated Between level, Max CFA with saturated Within
level) in testing the multilevel measurement data with unequal
magnitudes of factor loadings. Of the factor loadings, some may
be trivial or of little relevance in a practical sense at the individual
level under equal level structures. In the following section, we
provide a review of three multilevel modeling strategies.

Three Modeling Strategies on Complex
Survey Data
Model- and Design-Based Strategies
The rationale for using multilevel models in analyzing complex
survey data is to reflect the natural multistage sampling scheme
(Muthén, 1994; Heck and Thomas, 2008). Researchers can do
so by constructing the analytic model either to simultaneously
calculate the lower- and higher-level parameter estimates which
may have different values at each level or to adjust the standard
errors of fixed effects. The model-based approach (e.g., MCFA
technique) conforms to the actual multi-stage sampling scheme
by specifying a level-specific model for each level of the data.
In other words, for a two-level clustered sampling data, it
specifies a between-level model that conforms to the level
2 structure (i.e., higher level) and a within-level model that
conforms to the level 1 structure (i.e., lower level). Instead
of constructing separate level models for multilevel data, the
design-based approach analyzes the data with only one overall
model and considers the sampling scheme by adjusting for the
standard errors of the parameter estimates based on the sampling
design. The adjustment is implemented using the robust standard
error estimator (Huber, 1967; White, 1980) or sandwich-type
variance estimator, a general name for alternative variance
estimators. The sandwich-type variance estimator functions as an
overall adjustment of the deviated standard error of parameter
estimates due to extra data dependency along with the original
statistical approach. This kind of relative variance estimators
has been proposed to address data non-independence (i.e., data
heteroskedasticity) more directly in CFAs (Muthén and Satorra,
1995). The adjustment is a post-hoc process and is said to only
affect the standard errors, not the parameter estimates (Hardin
and Hilbe, 2007).

In a simulation study, Muthén and Satorra (1995) showed
that under the same model structure for all data levels, these
two approaches performed equally well for complex survey
data. Compared to the model-based approach, the design-based
approach is used more frequently by researchers in the applied
areas (Rebollo et al., 2006; Róbert, 2010; Roberts et al., 2010;
Rosenthal and Villegas, 2010; Wu et al., 2010; Brook et al., 2011;
Martin et al., 2011; Wu, 2015, 2017) because it only requires a
single model specification and often researchers were interested
in examining the lower level (i.e., the within-level) model with
the most sampling units.

Despite the simplicity of themodel’s specifications, the design-
based approach for complex survey data is built upon the
assumption of the same level-varying structures (Muthén and
Satorra, 1995; Wu and Kwok, 2012). However, this assumption
is often violated in empirical research when researchers examine
the level-specific structures of their multilevel dataset (e.g.,
Wilhelm and Schoebi, 2007). Inequality in the between- and
within-level structures leads to conflated estimations of the fixed
and random effects if the design-based approach is used (Wu
and Kwok, 2012). What’s more, in the current study, we posit
that if the same magnitude and significance of factor loadings
do not hold at different levels under same level structures,
inequality of the between- and within-level factor loadings may
also cause potential problem with the design-based approach.
In the case of Dyer et al. (2005), if the authors had used the
design-based approach for their procedural leadership analysis,
they would obtain the design-based estimates which would have
been contaminated with information from both the between-
and within-level models. Thus, they would have no idea of the
larger factor loadings at the societal level and may not be able to
detect the two trivial items at the individual level. From a practical
perspective, researchers would falsely conclude the scale is a valid
measurement for the research question related to the individual
participant. In addition, the estimation of the overall model
parameters and the scale reliability measures may be questionable
to infer the individual-level characteristics. However, the issue
of inequality of factor loadings between and within the
levels has rarely been systematically examined in previous
studies.

Maximum Model
Another feasible modeling strategy for complex survey data is
called the “maximum model,” (Hox, 2002, 2010; Wu and Kwok,
2012) where a saturated model in specific level (usually the
higher-level) is built by estimating the full rank of between-level
variance-covariance matrix with the consumption of all available
degrees of freedom. This maximum model technique was firstly
suggested by researchers (e.g., Hox, 2002; Stapleton, 2006; Yuan
and Bentler, 2007) as the baseline model for constructing
multilevel analysis with theoretical evidence. Ryu and West
(2009), on the other hand, examined the performance of level-
specific fit indices using maximum modeling technique. More
recently, Wu and Kwok (2012) found that the maximum model
and correctly specified model-based approaches performed
equally well for analyzing complex survey data regardless of
equality in level structures whereas the design-based approach
only produced satisfying fixed-effect estimates and standard
error under equal within-/between-level structure scenarios.
Compared to inequality of level structures, what is more
commonly found in empirical measurement research is unequal
magnitudes of factor loadings in different levels with the same
number of factors. However, no study to date has systematically
examined the consequences of miss-specifying multilevel models
for a two-level CFA measurement data regarding the violation
of equality of factor loadings. This study will focus on inequality
of factor loadings within and across levels of MCFA to explore
potential analytical problems.
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In the SEM framework, analysts commonly use differential
chi-square tests to conduct model comparison analysis with
numerous completing models. However, this kind of test is
only good for comparisons between nested models. Besides,
the chi-square test statistic is easily influenced by large sample
sizes (Yuan et al., 2007; Kline, 2010). Alternatively, information
criteria statistics can be used for model comparison between
nested and non-nested models (Sclove, 1987). By taking the
model uncertainty into consideration, the information criteria
overcome the above-mentioned difficulties (Bollen et al., 2014).
In this study, besides commonly-used model-fit test statistics and
indices, we discussed the performance of Akaike Information
Criterion (AIC, Akaike, 1974), Bayesian/Schwartz Information
Criterion (BIC, Schwarz, 1978), and the sample-size adjusted
BIC (adj. BIC, Sclove, 1987) in assessing the different model
specifications. Models with smaller AIC, BIC, or adjusted BIC
would be considered a better fit to the designated dataset.
Detailed discussion among these information criteria under the
SEM framework can be found in Nylund et al. (2007) for Latent
Class Analysis and Growth Mixture Modeling, and Bollen et al.
(2014) for single-level SEM modeling. This study would add to
the literature regarding the guideline of interpreting information
criteria to construct measurement models for complex survey
data under the SEM framework.

METHODS

Mathematical Investigation of Three SEM
Techniques on Complex Survey
Measurement Data
We provided the model specifications of the model-based,
design-based, and maximum modeling approaches (with
both saturated between-level model, and saturated within-
level structure model) and their mathematical derivations to
investigate the robustness of these modeling approaches in
dealing with the inequality of factor loadings at between- and
within-level models under equal factorial structures.

Using multilevel data drawn from a two-level multistage
sampling strategy as an example, let us suppose that the G
groups are randomly drawn from the target population at the
first stage of sampling and that ng participants are sampled
within each group g at the second stage. We have a total of

N =
G
∑

g=1
ng participants. For each participant, P item responses

(ypig , p = 1,2,. . . ,P) are gathered. We now have random vector
of response variables yig = [y1ig , y2ig ,. . . , ypig]1×P for participant i
(lower-level unit, i= 1,2,. . . ,ng) within group g (higher-level unit,
g = 1,2,. . . ,G).

For the gth group, the random matrix of observations may be
arranged as follows:

yg =











y1g
y2g
...

yngg











=













[

y11g y21g · · · yP1g
]

[

y12g y22g · · · yP2g
]

...
... · · ·

...
[

y1ngg y2ngg · · · yPngg
]













ng×P

(1)

Analogous to the variance decomposition used in ANOVA
analysis, the observation yig can be decomposed into its between-
group component and within-group component, that is,

yig = yB...g + yW.ig ,∀i = 1, 2, . . ., ng , g = 1, 2, . . .,G (2)

where yB...g is the between-group component withMVN (µ,6B)

(i.e., multivariate normal distribution with grand mean µ and
variance-covariance matrix 6B) and yW.ig is the within-group
component with MVN (µ,6W). Typically, µg is set as 0. The
between-group components in different groups is set to be
uncorrelated; that is, Cov

(

yB...g , yB...g′
)

= 0, ∀g 6= g′. Similarly,
the correlation between different participants in different groups
is also set to be zero (i.e., Cov

(

yW.ig , yW.i′g′
)

= 0, ∀i 6= i′ &
∀g 6= g′). Furthermore, the cross-level correlation between yB...g

and yW.ig is defined as uncorrelated.
Hence, the variance-covariance matrix of yigmay be

decomposed into the combination of between-group and
within-group variations, Cov

(

yig
)

= 6B + 6W . Going a step
further, to consider the MCFA model (i.e., the model-based
approach), Equation (2) may be written as

yig = yB...g + yW.ig

= µ + 3BηB...g + εB...g + 3WηW.ig + εW.ig (3)

The between-group component yB...g is the combination
of a product of factor loading matrix 3B and latent
factor ηB...g∼MVN (0,9B), and the unique vector
εB...g∼MVN (0,2B). The within-group component yW.ig is
the combination of a product of factor loading matrix 3W

and latent factor ηW.ig∼MVN (0,9W), and the unique vector
εW.ig∼MVN (0,2W). Random components were set to be
orthogonal (i.e.,ηB...g⊥εB...g⊥ηW.ig⊥εW.ig).

Equation (3) specifies two sources of random variation for
the observed variables, within-group (i.e., within-level) variation
and between-group (i.e., between-level) variation to the nature of
complex survey data, rather than just one overall random source.
As a result, the variance-covariance matrix of yig may be further
rewritten as

Cov
(

yig

)

= Cov
(

µB + 3BηB...g + εB...g + µW + 3WηW.ig

+ εW.ig

)

= Cov
(

3BηB...g + εB...g

)

+ Cov
(

3WηW.ig + εW.ig

)

= 3B9B3B
′ + 2B + 3W9W3W

′ + 2W (MCFA)

(4)

The variance covariance matrix of indicators is a function
of random effects and fixed effects in both between- and
within-level models. Using the multilevel CFA model, the total
variance-covariance of observations may be expressed as a
combination of three components in two levels: (a) factor
loadings between indicators and latent factors (3B and 3W),
(b) latent factor variances and covariance (explained portion of
observed variance, 9B and 9W), and (c) residual variance of
indicators (unexplained portion of observed variance, 2B and
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2W). The single-factor intraclass correlation (ICC) of MCFA is
then defined as ICC= 9B(9B + 9W)−1 (Muthén, 1991, 1994).

When the maximummodeling technique is applied to analyze
these two-level data, Equation (4) becomes

Cov
(

yig
)

= 6Saturated
B + 3W9W3W

′ + 2W

(Max CFA with saturated between

-level structure, 5.1)

or

Cov
(

yig
)

= 3B9B3B
′ + 2B + 6Saturated

W

(Max CFA with saturated within

-level structure, 5.2)

The full-rank variance-covariance matrix 6Saturated
B or 6Saturated

W
is unstructured, that is, all the possible between-level or within-
level variation of indicators is estimated and separated from
their total variance component. For the multilevel measurement
model specification in this study, the unique within-level or
between-level variation is then used to construct the respective
within-level or between-level model with fixed and random
effects without contamination from the other level. The residual
part is the unique portion of total variation to the within-level
or between-level variation of the indicators. If 3B = 3W (i.e.,
equality of factor loadings and structures holds for between-/
within-level models), the resulting factor loading estimates of
design-based approach with one-level model are equal to the
between-/within-level factor loadings in the true two-level model
(i.e., 3B = 3W = 3y).

If we ignore the multilevel structure and construct a one-level
model with design-based approach for the multilevel dataset y,
the observed variance-covariance matrix of the indicators may
be represented with the model-driven parameters as follows:

Cov
(

y
)

= 3y93y
′ + 2ε = 3y (9B + 9W)3y

′

+ (2B + 2W) (1− level CFA) (6)

With the inclusion of ICC, Equation (4) can be further
reformatted as:

Cov
(

y
)

= 3B ICC 93
′

B + 3W(I− ICC)93′
W

+ (2B + 2W) (7)

However, if the magnitudes of non-zero elements in between-
/within-level factor loading matrix are not the same, the factor
loading estimates of design-based approach is a function of true
between- and within-level factor loadings and the ICC measures.
Snijders and Bosker (2011) shows that, in univariate case, the

regression coefficient of overall model with multilevel dataset will
be λy = ICCλB + (1− ICC) λW . In the MCFA case, if there is a
uni-factor structure in both levels, we hypothesize that the factor
loading estimates of design-based approach could be simplified
as (which is later being validated by the simulation result):

3y = ICC3B + (1− ICC)3W (8)

That is, design-based approach could yield a conflated
factor loading estimate (3y) of complex survey data. If
the indicator has more variation in the within level, its
factor loading estimate from design-based approach will
be close to its within-level counterpart; if the indicator
has more variation in the between level, its conflated
factor loading estimate will be close to its between-level
counterpart.

The composite reliability with congeneric measures based on
CFA can then be calculated for the above models (Raykov, 2004;
Brown, 2006), using:

ρ =





P
∑

p=1

λp





2
/









P
∑

p=1

λp





2

+

P
∑

p=1

2p



, (9)

where λp is the factor loading of item p onto a single
common factor and 2p is the unique variance of item p.
When constructing a one-level model, we can insert Equation
(8) into (9) to obtain the reliability for the design-based
model in Equation (10), which can be further expressed as
the function of between- and within-level factor loadings and
errors:

ρDesign−Based Approach =





(

P
∑

p=1
ICCλBp

)2

+

(

P
∑

p=1
(1− ICC) λWp

)2














(

P
∑

p=1
ICCλBp

)2

+

(

P
∑

p=1
(1− ICC) λWp

)2


+
P
∑

p=1

(

2Bp + 2Wp

)







, (10)

Where λBP and λWp are the standardized factor loadings of item
p in the between- and within-level, and2BP and2Wp are residual
variances of item p in the between- and within-level. The detailed
discussion about reliability measures in complex survey data with
MCFA and CFA can be referred to Geldhof et al. (2013).

In the following sections, the simulation study was provided
to illustrate the robustness of the three SEM modeling strategies
with five model specifications in analyzing a measurement
dataset obtained from complex survey. The simulation results
could inform the influences of different modeling techniques
on overall exact model fit chi-square test and various model
fit indices, information criteria, parameter and standard error
estimates as well as the statistical inferences in the statistical
analysis. Parameter Specification for the Simulation From a
substantive-methodological synergy (Marsh and Hau, 2007)
perspective, we specified the population parameters in our
simulations based on the parameter estimates obtained from an
empirical dataset to examine the performance of the proposed
modeling approaches on multilevel measurement data.
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Empirical Dataset: Measurement and
Sampling
From a sample of 784 academically at-risk children participating
in a longitudinal study, we selected a balanced dataset of 120
students nested within 40 classrooms with 3 students in each
class. A total of 120 students (47 Females and 73males; 39 African
Americans, 38 Hispanics, 40 Caucasians and 3 Asians/Pacific
Islanders) were drawn. No evidence of selective consent for
participation in the larger longitudinal study was found. Details
about recruitment of multilevel sampling procedure of the 784
participants were reported in Hughes and Kwok (2007). Their
Grade 3 Harter competence measures were used in the current
study.We generated the balanced-design synthetic datasets based
on the parameter estimates from the MCFA of their Harter
competencemeasures, considering different levels of cluster sizes,
cluster numbers and intraclass correlations.

The Children Perceived Competence Scale (CPC, Harter,
1982) is composed of three domain-specific competences,
including child-perceived competence in scholastic competence
(CPCSC), social acceptance (CPCSA), and athletic competence
(CPCAC), as well as a general global self-worth scale (CPCSW).
The item-level responses consisted of ordered and categorical 4-
point scale. Each of the subscale was measured using 7 items
for a total of 28 items. Reliability of the item-level subscales
ranged from 0.75 to 0.86. We used the composite scores of each
subscale to form four continuous indicators for children’s general
competence at both classroom and individual levels so that the
analysis result can be generalized to continuous responses.

Simulation Study: True Model Specification
In order to demonstrate the adequacy and robustness of five
different modeling approaches, we used Monte-Carlo simulation
to generate the synthetic complex survey dataset with known true
multilevel measurement model of CPC scale. A two-level uni-
factor CFA model was firstly built for the empirical dataset of
CPC scale with an overall factor of child-perceived competence
including three domain-specific subscale indicators and one
general self-worth indicator in both the between- and within-
levels for the empirical dataset (as shown in Figure 1). With
Full Information Maximum Likelihood (FIML) estimation, the
resulting two-level CFA has an adequate model fit test statistic
and index values (χ2 = 9.421 with df = 4 and p = 0.051, CFI =
0.990, RMSEA= 0.048, SRMR-Within= 0.023, SRMR-Between=
0.018). The parameter estimates of varying factor loadings were
retained in the true models for simulation. The ICCs for the
indicators in the empirical analysis ranged from 0.352 to 0.617.
The factor variances in between- and within-level would then be
altered to have different ICC settings in the simulation study.

Even though the between- and within-level model had equal
structures, their factor loading magnitudes and patterns of
significance were distinct for this empirical dataset (see the two
dashed lines in Figure 1B). The unstandardized factor loading
estimates from the two-level CFA analysis of empirical dataset
were used as the population values for Monte Carlo simulation.
The population values for the within-level factor loadings was
1 for scholastic competence (marker variable with standardized
factor loading λ = 0.719), 0.45 for social acceptance (λ =

FIGURE 1 | The multilevel CFA model with parameters from empirical Harter

dataset. (A) The true between-level model. (B) The true within-level model.

**p < 0.05.

0.400), 0.92 for athletic competence (λ = 0.694), and 0.36 for
global self-worth (λ = 0.331). In the within-level, only athletic
competence was a statistically significant factor loading (i.e., p ≤
0.05). On the other hand, all the between-level factor loadings
were statistically significant. The between-level factor loadings
were 1 (marker variable with standardized factor loading λ =

0.910) for scholastic competence, 0.78 for social acceptance (λ
= 0.871), 0.60 for athletic competence (λ = 0.807), and 0.62 for
global self-worth (λ = 0.816). The intercepts of the indicators
were set as 2.896 for scholastic competence, 2.856 for social
acceptance, 2.860 for athletic competence, and 3.268 for global
self-worth. Finally, the population values of residual variance
for the classroom- and individual-level indicators were set as
0.2 and 0.5. Total variance of factor was set at one (9CPC =

9B_CPC +9W_CPC= 1), and the between- andwithin-level factor
variance was set as 9B_CPC and 9W_CPC. The levels of intraclass
correlation (ICC) were then manipulated as 9B_CPC(9B_CPC +

9W_CPC)
−1. For the simulation study, the true two-level model

was constructed with these empirical parameter estimates under
varying conditions of cluster size (CS = 3, 30, 200), cluster

Frontiers in Psychology | www.frontiersin.org September 2017 | Volume 8 | Article 146427

http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive


Wu et al. Avoiding Conflated Parameter Estimates in MCFA

number (CN = 40, 100, 300) and Intraclass correlation (ICC =

0.1, 0.3, 0.5, 0.7, 0.9, Muthén, 1994) to generate 1,000 converged
copies of balanced-design complex survey datasets. A total of
3(CS)∗ 3(CN)∗5(ICC)∗1,000(reps) = 45,000 synthetic multilevel
datasets were generated.

Simulation Study: Analytical Models
Specification
Five SEMmodels for multilevel data with robust estimation were
used to analyze the synthetic datasets. For ease of differentiation,
we used the following naming scheme for the five model
specifications:

(1) 2MLR: the two-level model-based model and the true model
(Figures 1A,B).

(2) 1MLR: the one-level design-based model (Figure 1B).
(3) 2MaxB1: the two-level maximum model with saturated

model in between level (Figure 2) and true model in within
level (Figure 1B).

(4) 2MaxW: the two-level maximum model with true model in
between level (Figure 1A) and saturated model in within
level (Figure 2).

(5) 2Miss: the miss-specified two-level model was constructed
as Figures 1A,B by constraining the factor loading estimates
of the between and within levels to be the same. This miss-
specified model was used to test if the model-based approach
is robust in detecting trivial items, and to examine if this
model performs the same as design-based approach (i.e.,
1MLR).

Two Mplus built-in routines were employed for the statistical
modeling (Muthén and Muthén, 2012). First, the TYPE =

TWOLEVEL routine, which allows level-specific specifications
for complex survey data, was used for the 2MLR, 2MaxB,
2MaxW, and 2Miss). Second, TYPE = COMPLEX was used
as design-based approach, where only a single level model is
estimated (i.e., 1MLR) for complex survey data. By default,
both routines use the full information maximum likelihood
(FIML) parameter estimator and the robust standard error
estimator; in Mplus, this procedure is called as maximum
likelihood estimation with robust standard error correction
(MLR), which is useful for non-normal and non-independent
observations (Muthén and Satorra, 1995). Different from using
the inverse of information matrix as the sampling variance
estimate with normal distribution assumption, an asymptotically
consistent estimate of covariance matrix is derived directly from
observations by including a scaling matrix in between two copies
of the Hessian matrix and then is used to compute the robust
estimate of sampling variance, which is the square of standard
error (Huber, 1967; White, 1980; Hardin and Hilbe, 2007). The
chi-square test statistic reported using MLR is asymptotically
equivalent to Yuan-Bentler T2∗ test statistic (Muthén and
Muthén, 2012). We compared each model performance in
simulation convergence rate (CR), model-fit test statistic and fit
indices, Information Criteria (i.e., AIC, BIC and adjusted BIC),

1The exemplary Mplus syntax of 2MaxB model is provided in Appendix for

reader’s reference.

FIGURE 2 | The saturated model.

and the estimates of between/within-level factor loadings, scale
reliabilities, residual variance and mean structure estimates as
well as their 95% coverage rate and empirical power. Level-
specific scale reliability was calculated based on Geldhof et al.
(2013) using Equation (9) to decompose variance in an item into
the individual component and the cluster component.

RESULTS

Convergence Rate of Simulations, Model
Fit Test Statistic, Fit Indices and
Information Criteria
For ease of illustration, we selected the results of simulation
conditions with the smallest cluster number (CN = 40 with CS
= 3, 30, 200) and the largest combination of sample size (CN
= 300 with CS = 200) in Figure 3. When CN larger than 40,
the five modeling techniques achieved convergent results across
different ICC conditions. Nevertheless, with a cluster of 40, the
convergence ratio varied with ICC values: 2Miss and 1MLR
reached 100% convergence for all ICCs, but 2MLR, 2MaxB and
2MaxW had 9.5∼38.2% non-convergent simulation results when
ICC was smaller than 0.3 or larger than 0.7. For instance, in
the smallest case of CN(CS) = 40(3), the CR pattern of the
five modeling techniques differed with ICC values: 1MLR and
2Miss reached perfect convergence in all ICC conditions; the
CR for 2MaxW exhibited a quadratic pattern, which increased
with the increase of ICC and leveled off and reached 100% when
ICC ≥0.5 while 2MaxB demonstrated a reversed pattern. 2MLR
had a downward-U quadratic pattern of CRs verse ICCs with
the peak at ICC = 0.5. According to the error message, the
non-convergent result of 2-level models was mostly due to the
non-positive definite first-order derivative product matrix for the
insufficient portion of variance in the within or between level,
especially in the smaller sample size conditions.

All models yielded significant Chi-square exact test results
but adequate CFIs, RMSEAs, and SRMR-W values (e.g., CFI
> 0.90, RMSEA < 0.08 and SRMR < 0.08, Hu and Bentler,
1999) in all simulation conditions. However, for SRMR-Bs,
2Miss consistently demonstrated badness of fit across most of
simulation conditions. Particularly, the SRMS-Bs of the 2Miss
showed a quadratic pattern with downward-U shape and peaked
between 0.5 and 0.7 for models with a sample size equal or
greater than CN(CS) = 40(30). The result suggested that the
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FIGURE 3 | Plots of selected analytical outputs of ICC against fit statistics across different modeling strategies. CN, Cluster number; CS, Cluster size; CR,

Convergence rate of simulations; ICC, Intraclass correlation. 1MLR, the one-level design-based model; 2MLR, the two-level model-based model and the true model;

2MaxB, the two-level maximum model with saturated model in between level and true model in within level; 2MaxW, the two-level maximum model with true model in

between level and saturated model in within level; 2Miss, the miss-specified two-level model by constraining the factor loading estimates of the between and within

levels to be the same.

2Miss showed lack of fit to the multilevel measurement dataset
with level-varying parameters.

Across all simulation conditions, four 2-level models
consistently generated smaller AIC and adj. BIC than the
1MLR. The average difference of AIC and adj. BIC between
2-level models and 1MLR were larger than 20 for all the
simulation cases even for the smallest sample size conditions
(e.g., for [CN(CS), ICC] = [40(3), 0.1], AIC1MLR = 1,373.41
vs. AIC2MaxB = 1,355.38, and adj. BIC1MLR = 1,368.92 vs.
adj. BIC2MaxB = 1,347.15). AIC and adj. BIC indices preferred
model-based approaches over design-based approaches across
all simulation settings. BIC could distinguish the 2-level models

from 1MLR in most of simulation conditions, but not for
the conditions with the smallest sample CN(CS) = 40(3) at
ICC < 0.3.

Estimation of Fixed Effects
The parameter estimates of [CN(CS), ICC] = [300(200), 0.3],
[40(30), 0.3] and [40(3), 0.3] were summarized in Tables 1–3.
Besides, the relative and absolute bias values of estimated factor
loadings of CPCSA and CPCAC were tabulated in Table 42.

2Because CPCSC is the maker variable so its factor loading would constantly fixed

at one for all the analytical models. Therefore, we didn’t present its bias measures.
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TABLE 4 | The relative bias and absolute bias of factor loading estimates from five SEM modeling techniques for ICC = 0.3.

CN(CS) Model Within Level Between Level

CPCSA CPCAC CPCSA CPCAC

Bias (%) Abs(Bias) (%) Bias (%) Abs(Bias) (%) Bias (%) Abs(Bias) (%) Bias (%) Abs(Bias) (%)

40(3) 2MLR 0.72 24.58 3.52 21.88 19.18 53.69 13.41 52.32

2MaxB 5.21 24.24 7.35 20.57

2MaxW 19.55 54.57 11.11 49.29

2Miss 13.13 23.66 −8.84 17.47 −34.74 35.32 39.78 41.25

1MLR 20.79 28.16 −12.02 19.03

1MLR* −0.99 19.13 −1.77 17.03

40(30) 2MLR 0.23 6.17 0.19 5.27 14.63 39.07 3.55 30.88

2MaxB 0.22 6.17 0.19 5.27

2MaxW 15.48 39.94 3.56 30.87

2Miss 1.59 6.23 −1.43 5.37 −41.39 41.39 51.14 51.14

1MLR 18.49 19.74 −13.55 14.92

1MLR* 2.48 12.03 −2.03 7.75

300(200) 2MLR −0.02 0.89 0.02 0.72 0.62 8.76 0.57 9.41

2MaxB −0.02 0.89 0.02 0.72

2MaxW 0.62 8.76 0.57 9.41

2Miss 0.19 0.90 −0.22 0.75 −42.20 42.20 52.99 52.99

1MLR 18.67 18.67 −14.01 14.01

1MLR* −2.73 3.87 −3.92 4.63

Bias: relative bias = Estimate−Parameter
Parameter ; Abs(Bias) =

∣

∣

∣

Estimate −Parameter
Parameter

∣

∣

∣
. The parameter value of 2-level models and 1MLR in the within level: λCPCSA = 0.45, λCPCAC = 0.92 and in the

between level: λCPCSA = 0.78, λCPCAC = 0.60 of population two-level model. 1MLR* presents the bias measures with respect to its true conflated parameter value from Equation (8):

λCPCSA = 0.549, λCPCAC = 0.824.

CPCSC was the maker variable so its factor loading would
constantly be fixed at one for all the analytical models. CPCSW
and CPCSA had the same pattern of bias; therefore, we presented
the result of for CPCSA and CPCAC only. Relative bias (RB)
is calculated as the value of parameter estimate minus the
population value divided by the population value. RB quantifies
the degree of deviation of the parameter estimate relative to the
population value. A zero value of RB reflects an unbiased estimate
of the parameter. A negative value indicates an underestimation
of the parameter; on the other hand, a positive value indicates
an overestimation of the parameter. According to Flora and
Curran (2004), the value of RB less than 5% is considered as
trivial, between 5 and 10% as moderate, and greater than 10% as
substantial. Absolute bias (AB) is the absolute value of RB, which
will always be positive and cumulated to reflect the total amount
of bias. Across simulation settings, 2MLR, 2MaxB, and 2MaxW
models tended to generate factor loading estimates consistent
with the population values in respective levels. The empirical
results were consistent with the mathematical derivations [e.g.,
Equation (4), (5.1) and (5.2)]. Generally, as shown in Table 4,
ABs were larger than their RB counterparts in smaller CN
and CS, but as CN and CS increased, the discrepancy between

The bias measures for CPCSW had the same pattern with CPCSA; thus, we did not

present the bias statistics, either.

RB and AB were smaller. The RBs and ABs of the parameter

estimates were also getting smaller when sample size increased
for 2-level models, except that 2Miss consistently generated

biased between-level loading estimates across all sample size
settings.

On the other hand, 1MLR and 2Miss tended to generate

conflated estimates for the factor loadings, consistent with

Equation (7). Take the condition of the smallest sample size
as example [CN(CS), ICC] = [40(3), 0.3], compared with the

within-level fixed effects in the population model, substantial

relative bias was found in the factor loading estimates of

1MLR and 2Miss ranging from −12.02 to 20.79%. In contrast,

negligible relative bias of factor loading estimates was found

in the 2MLR and 2MaxB models ranging from 0.72 to 7.35%
(e.g., λTrue model

CPCSA, W_CPC = 0.450, λ̂2MLR
CPCSA,W_CPC = 0.453 and

λ̂2MaxB
CPCSA,W_CPC = 0.474 vs. λ̂1MLR

CPCSA,CPC = 0.607, and

λ̂2Miss
CPCSA,W_CPC = 0.509). We also compared the factor loading

estimates of 1MLR with its theoretical conflated values (obtained
from Equation (8) with ICC = 0.3, e.g., λ1MLR

CPCSA,CPC = 0.549)

and presented the biases in Table 4 at the row of 1MLR∗. 1MLR

generated negligible biases which grew larger as sample size
increased (e.g., the relative bias ranged from −0.99 to −3.92%).

Compared with the between-level fixed effects in the population
model, the 2MLR and 2MaxW models yielded considerable
relative and absolute biases at CN = 40 (the relative bias ranged
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from 3.55 to 19.55%; the absolute bias ranged from 54.57 to
30.87%).

To further investigate the relationship between factor loading

estimates and sample sizes (e.g., CN×CS), we tabulated the
between- and within-level λ̂ of CPCSA and CPCAC in boxplots

for ICC = 0.3 in Figure 4. The dispersion of the parameter
estimates of the five models decreased as the sample size

increased. When sample size was small, the dispersion of 2MLR

was larger than 2MaxB/2MaxW. Across all cluster number and
cluster size combinations, the 2MLR and the 2MaxB/2MaxW

had consistent median estimates to their parameters. However,

the 1MLR models generated conflated parameter estimates
which would regress to the weighted means of the true
factor loadings from the between-and within-level models (The

true value of within-level λTrue model
CPCAC, W_CPC = 0.920, between-

level λTrue model
CPCAC, B_CPC = 0.600, and the conflated parameter

λ1MLR
CPCSA,CPC = 0.824, vs. the estimate of λ̂1MLR

CPCAC, CPC =

0.791; λTrue model
CPCSA, W_CPC = 0.450, λTrue model

CPCSA, B_CPC = 0.780, and

λ1MLR
CPCSA,CPC = 0.549 vs. λ̂1MLR

CPCSA, CPC = 0.534). Different from
1MLR, the 2Miss models had consistent and efficient factor
loading estimates as those produced by the 2MLR and 2MaxB
models when sample size was greater than 1,200 [i.e., CN(CS)
= 40(30)] in the within-level models; whereas, the 2Miss models
generated biased parameter estimates across all sample size
conditions in the between-level level.

The Conflated Factor Loading Estimates in
Design-Based Models As ICC Changes
To probe into the consequence of applying design-based
approach on complex survey data, we plotted the estimates (solid
lines) of factor loadings from simulations and those (dash lines)
from mathematical derivation (see Equation 8) against different
ICC values in Figure 5. As we expected from the mathematical
derivation, the factor loading estimates of the design-basedmodel
approached the true between-level values as ICCs increased.
Even though they were supposed to reflect the within-level
information, the estimates got conflated across all simulated
ICCs, except for ICC= 0.

Estimation of Random Effects
In terms of factor variance, the four 2-level models yielded
consistent random effect estimates (e.g., for [40(3), 0.3], in the
between level: 9̂2MLR

B_CPC = 0.337, 9̂2MaxW
B_CPC = 0.342 and 9̂2Miss

B_CPC =

0.338; in the within level: 9̂2MLR
W_CPC = 0.723, 9̂2MaxB

W_CPC = 0.654,

9̂2Miss
W_CPC = 0.720). The performance of the 1MLR, however,

was not as consistent as that of the three 2-level models in
estimating the random effects. Specifically, the factor variance
estimate of 1MLR equaled 1.061, which was roughly the sum of
the population between- and within-level factor variance values
as shown in Equation (6). The substantial relative bias reached
51.57%. The 1MLR also yielded the same overall estimates
for the residual variances (i.e., residuals of Equation 7), while
the three 2-level models had fair within-level residual variance
estimate (e.g., θ̂1MLR

CPCSW = 0.687 vs. θTrue model
CPCSW, Within−level

= 0.500,

θ̂2MLR
CPCSW, Within−level

= 0.487, θ̂2MaxB
CPCSW, Within−level

= 0.484 and

θ̂2Miss
CPCSW, Within−level

= 0.484).

Mean Structures
As for themean structure, all examinedmodels yielded consistent
mean/intercept estimates with conformable statistical inferences
as shown in Tables 1–3.

The 95% Confidence Interval Coverage
Rate and Empirical Power of Estimates
With the conflated parameter estimate of fixed and random effect,
the 95% confidence interval coverage rate3 (95%) of 1MLR and
2Miss tended to be much smaller than its nominal level. In
terms of empirical power4 (Sig.), all the empirical power for the
three factor loading estimates were equal to or close to 1 in the
1MLR and 2Miss (e.g., for [40(3), 0.3], λ̂1MLR

CPCSA,CPC = 0.659,
95% = 0.891, Sig = 0.988 in Table 3). In contrast, in the 2MLR
and 2MaxB models, the empirical power of λ̂CPCSA,W_CPC and

λ̂CPCSW,W_CPC were both close to 0.8 (e.g., λ̂2MLR
CPCSW,W_CPC =

0.358, 95% = 0.944, Sig = 0.796; λ̂2MaxB
CPCSW,W_CPC, 95% = 0.951,

Sig = 0.819). In the true model, these two factor loadings were
considered as non-zero and smaller effects without statistical
significance at small sample size. With the small sample size
setting in the simulation, this kind of smaller effects were set
to have less empirical rate of significant estimates over total
replications than the nominal level of 0.8 (Eng, 2003). Results
of the 2MLR and 2MaxB were consistent with the population
model, in which only the empirical power for the factor loading
of individual-level athletic competence (CPCAC) far more than
0.8 but not those for social acceptance (CPCSA) and self-worth
(CPCSW).

Variance Explained5 and Scale Reliability of
Indicators
Taking [CN(CS), ICC] = [40(3), 0.3] as an example shown in
Table 5, 1MLR tended to generate inflated R2 measure, especially
for the indicators with smaller within-level factor loadings but
larger between-level factor loadings, so did the 2Miss model
(e.g., R̂2, 1MLR

CPCSA = 0.467 and, R̂2, 2Miss
CPCSA, Within−level

= 0.278 vs.

R̂2, 2MLR
CPCSA, Within−level

= 0.175 and R̂2, 2MaxB
CPCSA, Within−level

= 0.176). As

for the between-level, 2MaxW provided consistent R̂2 as 2MLR
but 2Miss generated biased estimate (R̂2, 2MaxW

CPCSA, Between−level
=

3The 95% confidence interval coverage rate (95%, defined as the empirical

proportion for which the 95% confidence interval of estimate contained the true

population parameter value).
4Empirical power (Sig., defined as the empirical significance pattern of the

estimates; that is empirical power = average rate of significant estimates over total

replications).
5In two-level models, the variables are partitioned into level-l and level-2

components. So the R2 computed in these approaches should be interpreted as

the proportion of variance in each within-group component that is accounted for

by the lower-level model, and the proportion of variance in each between-group

component that is accounted for by the higher-level model; while in 1-level MLR,

R2 is proportion of variance in each indicators that is accounted for by an overall

model where the variance composition is confounded by components from both

levels.
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FIGURE 4 | The Boxplots of selected factor loading estimates vs. sample size conditions. The red dots in the boxes indicate the means of factor loading estimates.

The red dashed lines indicates the parameter settings in respective levels.

0.746 and R̂2, 2MLR
CPCSA, Between−level

= 0.740 vs. R̂2, 2Miss
CPCSA, Between−level

=

0.623).
As for the scale reliability, the 2MaxB and 2MaxW yielded

consistent reliability measures as 2MLR in respective levels,
but 1-level MLR and 2-level Miss tended to underestimate the
score consistency of indicators (e.g., ρ̂2MaxB

Within−level
= 0.830 ∼=

ρ̂2MLR
Within−level

= 0.825; ρ̂2MaxW
Between−level

= 0.926 ∼= ρ̂2MLR
Between−level

=

0.930 vs. ρ̂1MLR = 0.747, ρ̂2Miss
Within−level

= 0.798 and

ρ̂2Miss
Between−level

= 0.915).
In summary, given the conflated estimates of fixed and

random effects, the 1MLR models would provide overestimated
variance explained measure and underestimated reliability
measure for the indicators. In contrast, the 2MaxB and 2MaxW
model generated consistent R2 and ρ for respective within-level
and between-level indicators consistent with those of the 2MLR
model across simulation settings.

DISCUSSION AND CONCLUSION

As researchers call for the need to adequately take into account
of the multilevel structure of social and behavioral data (Skinner
et al., 1997; Lee and Forthofer, 2006), the use of multilevel

data modeling techniques will be inevitable. However, multilevel
models are not an infallible statistical strategy unless the
hypothesized model conforms to the real data structure. In
this study, we demonstrated that maximum models are robust
analytic methods as to the inequality of higher- and lower-
level factor loadings or to detect possibly non-significant trivial
items, especially when researchers have limited information
about the significance pattern of factor loadings and level-varying
measurement structures. The current study focuses on multilevel
CFA, which is a generic form of structural equation models;
therefore, the study result can be generalized to more complex
models.

Specifically, we examined the performance of five proposed
SEM techniques on analyzing complex survey data with
unequal factor loadings under equal between- and within-level
structures. Across different combinations of cluster numbers,
cluster sizes and ICC values, all models yield acceptable model-
fit information. AIC and adjusted BIC could be utilized to
differentiate 1MLR from 2-level models but could not select the
best 2-level model. Among 2-level models, 2MLR, 2MaxB and
2MaxW could consistently generate the effective and efficient
parameter estimates. On the contrary, the design-based model
would not be an appropriate approach on analyzing complex
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FIGURE 5 | ICCs vs. parameter estimates from the simulations and those from the mathematical derivations of the design-based approach: As ICC increases,

design-based approach tends to generate factor loading estimates which are closer to its between-level counterpart and deviate from its within-level values in the true

model. There is one factor in both within and between levels with factor variance 9Within−level = (1− ICC)·9total and 9Between−level = ICC·9total with 9total =

9Between−level + 9Within−level = 1. Solid line illustrates the factor loading estimates of design-based approach (1MLR) from simulations; dotted line illustrates the

theoretical parameter values of design-based approach. CPCSC is the marker variable. The true value of CPCAC λTrue model
CPCAC, W_CPC

= 0.920,

λTrue model
CPCAC, B_CPC

= 0.600; CPCSA λTrue model
CPCSA, W_CPC

= 0.450 and λTrue model
CPCSA, B_CPC

= 0.780; CPCSA λTrue model
CPCSW, W_CPC

= 0.360 and λTrue model
CPCSW, B_CPC

= 0.620.

TABLE 5 | Values of ICC and R2 on indicators in the synthetic dataset of harter’s

competence measures using five SEM modeling techniques for [CN(CS), ICC] =

[40(3), 0.3].

CPCSC CPCSA CPCAC CPCSW Scale

reliabilityρ

ICC 0.617 0.612 0.352 0.431 ---

R2 2MLR Within-level 0.506 0.175 0.473 0.124 0.825

Between-level 0.802 0.740 0.651 0.662 0.930

1MLR 0.697 0.467 0.482 0.370 0.747

2MaxB Within-level 0.503 0.176 0.473 0.124 0.830

2MaxW Between-level 0.799 0.746 0.653 0.660 0.926

2Miss Within-level 0.468 0.278 0.271 0.195 0.798

Between-level 0.843 0.623 0.745 0.553 0.915

CPCSC, Harter perceived scholastic competence; CPCSA, Harter perceived social

acceptance; CPCAC, Harter perceived athletic competence; CPCSW, Harter perceived

global self-worth.

survey data due to its conflated fixed and random effect estimates,
inflated standard error estimates, and inconsistent statistical
inferences, along with the overestimated variance explained and
underestimated reliability measures of the indicators. Below we
elaborated on the consequences of using design-based models
and miss-specified 2-level models as well as the advantages

of our recommended methods in analyzing complex survey
measurement data.

Disadvantages of the Design-Based
Approach and Mis-Specified Multilevel
Models
Using both mathematical derivation and empirical data
simulation, we demonstrated that the 1MLR as well as 2Miss
yields similar but conflated fixed effect; on the other hand, 2Miss
could specify level-specific random components while 1MLR
would yield overall random effect estimates. When 1MLR model
is used, it truly estimates the combination of variations from
different levels in a single-level modeling simultaneously. The
parameter estimates got mixed with components from both
levels except for ICC = 0 and 1 (as shown in Figure 5). In that
case, the consequences were spurious fixed effect estimates with
more likely statistical significance and bigger R2. Moreover,
with the overall estimate of residual variance, the design-based
approach tended to generate smaller scale reliability estimates.

On the other hand, if the model-based approach is miss-
specified, researchers will yield parameter estimates which
deviate from the population values in respective levels. In this
study, we construct the miss-specified model-based model by
constraining the between- and within-level factor loadings to be
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equal, and the consequence of the analytic results is similar to that
of the design-based approach because the design-based approach
assumes the between andwithin level model have not only exactly
the same structure (Muthén and Satorra, 1995; Wu and Kwok,
2012), but also the same magnitude of factor loadings.

In regression-like analyses, the design-based approach is
reliable to generate consistent statistical inference of parameter
estimates by adjusting its standard error considering data
dependency (Hardin and Hilbe, 2007); however, in CFA or SEM-
based analysis, we demonstrate that the design-based approach
on complex survey data cannot guarantee consistent statistical
inferences of the result to a specific level with conflated parameter
estimates. Design-based approaches are beneficial to take the
data dependency into consideration by adjusting the estimate of
standard error when the between and within levels have equal
structures. However, only when the equality in structures and in
population values holds for both levels, the analytic result can be
unbiased to specific-level inferences. In most of MCFA or MSEM
analyses, the parameter estimates obtained from the design-based
approach is a function of between- and within-level population
values and the analytic result cannot infer to any level. In the
case of children’s perceived Harter competence, the four factor
loadings of different competence aspects were all statistically
significant at the classroom level while only the factor loading
of athletic competence was significant at the individual level
in early childhood, based on a correctly specified and analyzed
result. Nevertheless, as shown in the 1MLR and 2Miss, all four
factor loadings were statistically significant which could mislead
researchers to conclude that all four competence aspects were
important for the individual development of the overall perceived
competence and to invest their efforts to items (aspects) that
are trivial or of little importance for early elementary student’s
individual competence development.

Under the MCFA framework, we provided evidence to
illustrate that design-based approaches yield conflated parameter
estimates with multilevel measurement data even under equal
level structures as long as the population values at each level are
different. In reality, we can hardly know the true model and thus
should be more cautious about making inferences with estimates
from design-based approaches to represent the lower-level model
characteristics.

Advantages of Maximum Models
To have consistent and unbiased statistical inferences,
methodologists debated over the adequacy of model-based
approaches and design-based approaches on analyzing
multilevel dataset from complex survey sampling (Snijders
and Bosker, 2011). Adding new findings to the literature, first,
we demonstrated that the design-based approach is not a robust
analytic model for multilevel data under equal level structures
with unequal factor loadings. Second, the model-based approach
can produce unbiased fixed and random effect estimates as
well as their corresponding statistical inferences if and only
if the model is correctly specified. Third, most importantly,
we suggested that 2MaxB and 2MaxW models are robust and
feasible techniques for separating variance components from
different levels and for investigating possible higher-level and

lower-level structures. Fourth, when the number of clusters in
the higher-level sampling units is sufficient (e.g., no less than
40 as shown in simulation), the 2MLR and 2MaxW models can
yield consistent and effective estimates of the fixed and random
effects. By estimating a saturated between- or within-level model,
maximum models enable researchers to focus on examining
the lower- or higher-level findings and to obtain consistent
statistical inference for findings that researchers are interested
in. In the current empirical data simulation, compared to those
in the design-based model, variables with smaller factor loadings
and smaller R2 in the within level of the maximum model
(e.g., social competence in 2MaxB model) may suggest stronger
factor loadings in the between level based on the Equation (7).
Researchers in the applied area are encouraged to compare
results from maximum models with those from design-based
models to investigate possible higher level variation and avoid
investing unnecessary efforts on unimportant aspects (i.e., trivial
items with smaller amount of factor loadings and variance
explained).

Recommendations for Practice and
Limitation
According to the simulation results, information criteria
performed better than model-fit test and fit indices in selecting
the optimal analytical models on multilevel measurement
data. Researchers can refer to information criteria statistics
to determine if their hypothesized models fit the multilevel
measurement data adequately. They can start by fitting a 2Miss
and a 1MLR. If the information criteria suggested better fit for
the 2Miss model (e.g., 1 AIC or 1 adj.BIC ≥ 20), they should
go a step further to perform 2MLR when they have theoretical
or empirical evidence, or they could specify 2MaxB or 2MaxW
depending on their primary interest in the specific level to ensure
consistent and effective estimates of the fixed and random effects.
Especially 2MaxB is recommended when the number of between-
level sampling units is small (e.g., CN< 40) under the setting of 4
or fewer manifest variables. As a caveat, though AIC and adj. BIC
reflected better fit for 2-level models than design-based models
across all simulation conditions, they were shown to perform
poorly in many contexts (e.g., Preacher and Merkle, 2012). More
research can be done to investigate the effectiveness of AIC and
BIC in model selection across different parameter settings.

Moreover, in this study, we discuss a multilevel measurement
model with a uni-factor structure in both levels; however, if
the level structure is misspecified, part of the misspecification
would still pass on to the other level and influence the modeling
result. Thus, it is possible that the residual part may not
truly reflect the misspecification in 2MaxW or 2MaxB. Similar
concerns have been raised for developing the method of MUML
(Muthén, 1994) and for separately evaluating the within and
between level structures (Yuan and Bentler, 2007). Since it is
very unlikely to have a correct model specification in practice,
results obtained for 2MaxB and 2MaxW may be too optimistic
to generalize for empirical dataset. The performance of 2MaxB
and 2MaxW models applied in substantial research warrants for
future investigation. In addition, the model specification may
become more complicated when there is more than one factor or
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when the observed variables are not normally distributed. Future
study can be conducted to investigate the performance of 2MaxB
and 2MaxW in more complex settings.
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APPENDIX

Mplus Syntax for 2MaxB Model

TITLE: This is an example of a Maximum model

DATA: FILE = Harter3_change_2l.dat;

VARIABLE: NAME = cpc31-cpc34 Cluster;

USEVARIABLES = cpc31-cpc34;

CLUSTER = Cluster;

ANALYSIS: TYPE = TWOLEVEL;

MODEL:

%Within% ! Set up Within-level Model

cpc3w BY cpc31@1 cpc32 cpc33 ! Specify lower-level CFA model

cpc34; ! Item residual variance

cpc31 cpc32 cpc33 cpc34; estimates

%Between% ! Set up Between-level Model

cpc31 WITH cpc32 cpc33 cpc34; ! Estimate full rank

cpc32 WITH cpc33 cpc34; ! variance-covariance matrix in

cpc33 WITH cpc34; ! higher-level structure

[cpc31 cpc32 cpc33 cpc34]; ! Item intercept estimates

OUTPUT: SAMP RES STAND MOD;
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Piecewise growth curvemodel (PGCM) is often usedwhen the underlying growth process

is not linear and is hypothesized to consist of phasic developments connected by turning

points (or knots or change points). When fitting a PGCM, the conventional practice is to

specify turning points a priori. However, the true turning points are often unknown and

misspecifications of turning points may occur. The study examined the consequences

of turning point misspecifications on growth parameter estimates and evaluated the

performance of commonly used fit indices in detecting model misspecification due

to mis-specified locations of turning points. In addition, this study introduced and

evaluated a newly developed PGCM which allows unknown turning points to be

freely estimated. The study found that there are severe consequences of turning point

misspecification. Commonly used model fit indices have low power in detecting turning

point misspecification. On the other hand, the newly developed PGCM with freely

estimated unknown turning point performs well in general.

Keywords: latent growth curve model, piecewise, turning point, model fit indices, MI

INTRODUCTION

Longitudinal studies have been widely applied in many research areas to examine individual
differences in growth over time. One commonly used method to study individual change over
time is the latent growth modeling in the Structural Equation Modeling (SEM) framework [1, 2].
Up to date, the majority of applications of the latent growth models in longitudinal data analyses
have been limited to the assumption that the change follows a simple linear trend. However, when
longitudinal data are collected over an adequately long period of time, the features of individual
change do not always follow a linear trend.

A more flexible approach to model the nonlinear form of growth is the piecewise growth
curve model (PGCM). This approach breaks up the curvilinear growth trend into separate linear
segments or pieces of different slopes, which are tied together by turning points (or knots or
change points). The flexibility of PGCM allows the formulation of different functional forms for
the different phases of growth such that each phase does not have to conform to the same function
[3–6]. The approach is particularly appealing when researchers are interested in comparing growth
rates for two or more periods, such as the effect of schooling on children’s scholastic attainments
before and after secondary school [7, 8].

The major difficulty in applying PGCMs concerns the specification of the turning point.
Researchers tend to rely on theories or designs (e.g., the start point of an intervention) to choose
the location of the turning point (see e.g., [9, 10]). Yet, such considerations may not always

41
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be reasonable. For example, the turning point may occur after
the intervention due to delay in response to intervention. The
misspecification of a turning point may render a suboptimal
functional representation of the observed data patterns, leading
to incorrect inferences of growth traits.

Alternative approaches were developed to search for the
optimal location of the turning point based on data [6, 11, 12].
For example, Kwok et al. [6] proposed using modification index
to detect the turning point in the linear latent growth modeling
framework. Harring et al. [3] extended PGCM to treat the
turning point as an unknown parameter to be estimated in the
SEM framework. Compared to the conventional PGCM with
turning points specified a priori, such an extension is appealing
because researchers do not have to have a priori knowledge of the
turning points. Moreover, allowing for free estimation of turning
points and time specific factor loadings can lead to a more
optimal functional form of each growth phase, giving a more
adequate description of the growth pattern in the data [6, 13].
The appealing advantages of the newly proposed PGCM with
unknown turning points have attracted an increasing amount of
interest in empirical studies (see e.g., [5, 14, 15]).

Comparing and contrasting the conventional and the new
PGCM, this study aims to investigate the three research
questions. First, under what conditions and to what extent does
the misspecification of turning point in conventional PGCMs
have a substantial impact on the growth trait estimation? Second,
in conventional PGCMs, can the commonly used fit indices
correctly identify model misspecification due to the mislocation
of turning points? Lastly, can the new procedure of PGCM with
an unknown turning point accurately estimate the turning point
and growth parameters?

The remaining of the paper is organized in the following
sections. We first reviewed the model specification for the
new PGCM with an unknown turning point, followed by
a brief description of commonly used fit indexes under the
SEM framework. Then we introduced the methods for data
generation, analysis procedure, and presented the findings from
the simulation study. Finally, we discussed the findings in relation
to previous studies, implications, and limitations.

PGCM WITH ONE UNKNOWN TURNING
POINT

Suppose that the sample data consist of j equal spaced repeated
measures of Y for individual i. A two-piece growth model with
one unknown turning point can be specified in the form of two-
level models. The Level 1 (repeated measures) model is specified
as

yij =

{

l1(t) : a1i + b1i(tij)+ εij tij 6 γ

l2(t) : a2i + b2i(tij)+ εij tij > γ
(1)

where yij is the response at the jth measurement for the ith
individual. a1i and b1i are the intercept and the slope growth
factors before the occurrence of the turning point, and a2i and
b2i denote the corresponding growth factors after the turning
point. γ is the location of the turning point marking the shift

from one growth phase to the other. εij is the level-1 residual for
individual i at measurement j [εij ∼ N(0, σ 2

ε )]. It is assumed that
the location of the turning point is fixed to be the same for all
individuals. Hence the model is appropriate when homogeneous
turning points are assumed. For example, studies have found that
almost all the average children have been able to establish their
numerical and arithmetic foundation in 3rd grade, which could
be assumed to be a common turning point in the development of
child numerical cognition (see e.g., [16]).

The trajectory is assumed to be continuous and has no gap
between the two pieces, such that the two pieces for l1(t) and
l2(t) are connected at the turning point. That is, when tij =

γ, a1i+b1i(γ) = a2i+b2i(γ), which gives a2i = a1i+γ(b1i−b2i).
Thus Model (Equation 1) that has five parameters is reduced to a
four-parameter model

yij =

{

l1(t) : a1i + b1i(tij)+ εij tij 6 γ

l2(t) : a1i + b1iγ + b2i(tij − γ)+ εij tij > γ
(2)

The Level-2 (between-subject) model is specified as











a1i = µa1 + ζa1i

b1i = µb1 + ζb1i

b2i = µb2 + ζb2i

(3)

with





ζa1i
ζb1i
ζb2i



 ∼ MVN









0
0
0



 ,





τπ00 τπ01 τπ02

τπ10 τπ11 τπ12

τπ20 τπ21 τπ22







 , (4)

whereµa1,µb1, andµb2 are growth factormeans and ζa1, ζb1, and
ζb2 are random disturbances in their respective growth factors.
The Level 1 residuals and the Level 2 disturbances are also
assumed to be uncorrelated with each other and with the latent
growth factors.

The parameterization of Model (Equation 2) cannot be
specified and estimated directly in conventional Structural
Equation Modeling (SEM) programs. Harring et al. [3] suggested
a re-parameterization of Model (Equation 2) to make the
estimation in SEM programs possible. They proposed to combine
the two linear trajectories in Model (Equation 2) into one

equation yij = λ1i + λ2itij + λ3i

√

(tij − γ)2 + εij, where λ1i =

(a1i+ a2i)/2, λ2i = (b1i+ b2i)/2, and λ3i = (b2i− b1i)/2. Readers
are referred to Harring et al. [3] and Kohli and Harring [5] for
details of the model re-parameterization.

SEM-BASED FIT INDICES

The commonly used fit indices available in standard SEM
software for applied researchers to determine the adequacy of
their SEM models includes but not limited to root-mean-square
error of approximation (RMSEA; [17]), standardized root-mean-
square residual (SRMR; [18]), the Comparative Fit Index (CFI;
[19]), and the Tucker-Lewis Index (TLI; [20]). Following the
recommendation of Hu and Bentler [21, 22], the cutoff criteria
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for the commonly used fit indices (e.g., RMSEA ≤ 0.06; CFI ≥
0.95; TLI ≥ 0.95; SRMR ≤ 0.08) have been generally used to
assess model fit/misfit in SEM analysis. However, there has been
controversy regarding the advocacy for the proposed fixed cutoff
criteria. Applied researchers were warned against a complete
reliance on fixed cutoff criteria in assessing model fit (see e.g.,
[23–25]). Simulation studies have been done in the context
of confirmatory factor analysis (CFA) models, evaluating the
performance of the fit indices in identifying misspecification in
covariance structures (see e.g., [21, 23, 24]).

More relevant to the present research interest were the
studies that addressed the sensitivity of fit indices in identifying
misspecifications of growth shape. Wu et al. [26] derived
theoretically that the SEM-based fit indices such as the Chi-
Square, RMSEA, CFI and TLI were able to “directly detect”
mis-specified functional form for the mean growth trajectory.
Wu and West [27] evaluated the theoretical derivation using a
simulation study to further understand the performance of the
above mentioned fit indices in detecting model misspecification
in covariance structures and marginal mean structure. In their
study, the mean growth trajectory in the population model was
quadratic GCM, but was mis-specified as linear GCM. Their
findings with regards to the capabilities of fit indices in detecting
mis-specified mean functional forms showed that RMSEA, CFI,
and TLI were more sensitive to misspecification in marginal
mean structure than Chi-square test statistic or SRMR, while the
latter two were affected by sample size. Leite and Stapleton [28]
found that comparatively speaking, the Chi-square test statistic
performed the best, followed by RMSEA, relative to CFI, TLI,
and SRMR in detecting model misfit in GCM, accounting for
sample size, misspecification severity, number of time points, and
population growth shapes, when the population data generated
using quadratic, plateau, and piecewise GCMs were fitted using
a (mis-specified) linear model. It is noteworthy that the baseline
model used to calculate CFI and TLI for growth curve model is
not appropriate in standard SEM software packages including the
Mplus software. The appropriate baseline model is an intercept-
only model in which only the intercept mean and residual
variances are freely estimated [27, 29].

Another important piece of information that applied
researchers tend to rely on for model fit improvement is
modification index (MI) or Lagrange multiplier. What MI
captures is an estimate of the expected change in the specified
model’s overall chi-square (χ2) value if a previously constrained
parameter were allowed to be freely estimated. A large MI value
suggests an appreciable improvement in model fit if the model
were modified to freely estimate that particular parameter,
given that the post hoc modification is theoretically justifiable.
While MI provides the significance of the misspecification,
EPC (expected parameter change) is an estimate of the impact
of the misspecification on parameter estimates. EPC has been
suggested to be used in conjunction with MI to detect model
misspecification (see e.g., [30]). Several variations of EPC have
been proposed: the unstandardized expected parameter change
(EPC; [31]), which provides the estimated value that a given fixed
parameter would have if it were freely estimated in the model; the
partially standardized EPC [32], and the fully standardized EPC

(SEPC; [33]), referred to as “Std YX E.P.C.” in the Mplus package
(2007–2016). Interested readers are referred to Whittaker [34]
for the differences between the variations of EPC.

Saris et al. [31] argued against the reliance on χ2 test
statistics and fit indices for model evaluation because they are
not only affected by the degree of misspecification but also by
the incidental characteristics of the model. Alternatively, they
proposed to use MI along with EPCs. However, the decision on
the presence of model misspecification can only be made when a
large, significantMI is associated with a large EPC. Saris et al. [35]
further suggested taking into account of the information on the
power of the MI test when using the SEPC in combination with
MI to make decision regarding model misspecification errors.
They also suggested that a SEPC of 0.2 or larger is a large
value, indicative of possible misspecification error. To evaluate
whether a SEPC of 0.2 or larger can be implemented as a
cutoff criterion of the SEPC in applied research, Whittaker [34]
conducted a simulation study to examine the performance of
the MI and SEPC in detecting misspecification errors when a
correlated two-factor population model was mis-specified as an
uncorrelated two-factor model. Her findings revealed that the
SEPC cutoff criterion can identify misspecification 70% of the
overall replications in 80% of all the manipulated conditions in
her study and it performed more accurately than the MI even
when sample sizes and factor loading sizes were both small.
Overall, there have been no consistent findings regarding the
accuracy and stability of MI and/or EPC in detecting model
misspecification; some studies revealed promising performance
of MI and/or EPC [6, 36], but a preponderance of research found
the performance less than acceptable [30, 32, 37, 38].

In summary, the majority of previous research only
investigated misspecification in covariance structure and
the findings are inconsistent. Hence, it is necessary to evaluate
the effectiveness of using fit indices, MIs, and SEPC to detect
misspecifications on the growth shape due to mislocations of
turning points.

METHODS

Data Generation
A simulation study was conducted to address the above research
questions. The population model used for data generation is a
piece-to-piece linear growth model consisting of 7 equidistance
time points and connected by one turning point. For simplicity,
no covariates are included in the population model.

Based on the model defined by Equations (2–4), a total of 11
parameters are specified: four fixed effect coefficients (i.e., µa1,
µb1, µb2, and γ ) and seven variances and covariance of random
effects (i.e., σ 2, τπ00, τπ10, τπ20, τπ11, τπ21, τπ22).Table 1 presents
the population parameter values specified based on previous
studies (see e.g., [39]).

Design Factors
Based on previous findings regarding PGCM [5, 6, 27, 28], four
design factors are considered, including (a) sample size, (b) the
magnitude of change in the growth rate, (c) degree of severity in
turning point misspecification, and (d) levels of non-normality.
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TABLE 1 | Population parameters for the piecewise growth trajectory.

Mean piecewise trajectory

a 2.5

b1 0.6

b2 0.54a

γ 3b

σ2 1.0

8

Tπ =









τπ00

τπ10 τπ11

τπ20 τπ21 τπ22









=









0.200

0.050 0.100

0 0.035 0.100









aTwo levels of change in growth rate respectively at 0.54 and 0.44.
bFour levels of turning point are specified at 3, 3.5, 4, and 5.

Sample Size
The sample size was decided based on the empirical studies
using piecewise latent growth curve modeling obtained from a
literature search in PsycINFO (from 2010 to 2016). We chose
three sample size conditions (75, 200, or 500 cases), representing
approximately the minimum, 25th, and 50th percentiles of the
sample size distribution.

Magnitude of Change in the Growth Rate
Based on Kwok et al.’s [6] study, we considered two levels in
the magnitude change in growth rate: small change vs. medium
change. Given that the growth rate in the first piece is 0.6,
following Raudenbush and Liu’s [39] effect size equation, the
growth rate of the second piece is set to be 0.44 for the medium
change condition and 0.54 for the small change condition.

Levels of Severity in Turning Point Misspecification
We generated data with four locations of turning point: 3, 3.5, 4,
and 5 respectively. In the analysis model, the conventional PGCM
specifies the turning point to be at time point 3. This is to mirror
the two scenarios in reality: (1) the treatment began at time point
3, and was followed with an immediate change in growth rate
(i.e., no misspecification); (2) the treatment effect was delayed
(i.e., misspecification of 0.5, 1, or 2 time points).

Normality of Distributions
In longitudinal data, it is common to encounter non-normal
data. To mimic real world data, we considered two conditions:
normal and moderately skewed. For the moderately skewed
distributions, the random effects were generated to have skewness
of 1.5 and kurtosis of 6 respectively using Vale and Maurelli’s
[40] algorithm for simulating multivariate non-normal data.
Such values are considered to be within the range of skewed
distribution encountered in applied psychological research
[41, 42].

In summary, the simulation used a 3 (number of sample size:
75 or 200 or 500)× 2 (magnitude of change in growth rate: small
[B2 = 0.54] or medium [B2 =: 0.44]) × 4 (levels of severity
of misspecification: 0, 0.5, 1, or 2 time points) × 2 (levels of
distribution: normal or moderately skewed) factorial design to

generate the data. A total of 500 replications were generated for
each condition using SAS 9.4 Proc IML procedure [43], yielding
24,000 total data sets. Each replication was then fit with two
different model specifications respectively: (1) the conventional
PGCM with the turning point specified to be at the 3rd time
point, and (2) the newly proposed PGCM with the turning point
as an unknown parameter to be freely estimated. Both models
were fit using Mplus version 7.4 [44] with Estimator = MLR.
The Mplus code for the newly proposed PGCM is provided in
the Appendix as a reference.

Analysis
Proper replications that reached convergence and had no
improper solutions (e.g., negative variances) were retained for
further analysis. The means and standard deviations of each fit
index were presented along with their respective hit rates, which
is a measure of the proportion of replications that successfully
identified the correct or mis-specified models based on the
recommended cutoff criteria (RMSEA≤ 0.06; SRMR≤ 0.08; TLI
≥ 0.95; FCI ≥ 0.95) recommended by Hu and Bentler [22].

For Modification Indexes (MI), because the purpose is to
detect growth shape misspecification due to the incorrectly
located turning point, we restricted the search of MIs among the
loadings of time points 3 to 7 associated with the 1st piece and
the 2nd piece growth factors. To maintain the family-wise Type
I error at the 0.05 level, we adjusted the alpha level to be at 0.005
because there are a total number of 10 potential fixed loadings to
be modified. Therefore, the threshold of a MI to be considered
significant was 7.88 (df = 1 and α = 0.005). For SEPCs (the fully
standardized Expected Parameter Changes), we used the cutoff
value of 0.2 as recommended by Saris et al. [35].

Estimates of the turning point, growth parameters, their
corresponding standard errors and the random effects were
summarized across all proper replications for each condition.
The standardized biases of the estimates [i.e., B(θ̂) = (θ̂ −

θ)/S(θ̂)]1 were calculated. The mean of the standardized bias
is equivalent to a Cohen’s d, which measures the standardized
distance between the estimate and the parameter. Based on the
guidelines for Cohen’s d, the value of less than 0.14 is considered
acceptable. For turning point estimates, the unstandardized
biases [i.e., B(θ̂) = θ̂ − θ] were also calculated to show the bias
in the original metric of time.

Analysis of variance (ANOVA) was then used to examine
the impact of the design factors on the bias of the parameter
estimates. The eta-squared (η2 = SSEffect/SSTotal) effect size was
computed and reported as a measure of practical significance.
Effects were considered substantial with the eta-squared greater
than 0.1.

RESULTS

Model convergence was explicitly examined to ensure a clear
and appropriate analysis of the results. All 500 replications in
each of the designed conditions, estimated using the conventional

1Where θ̂ is the parameter estimate, θ the population parameter value, and S(θ̂)

the standard deviation of the estimates across 500 replications.
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PGCM with the turning point determined a priori, converged
successfully with no improper solutions. For the PGCM with
an unknown turning point, the average convergence rate was
around 80%. Non-convergence or improper solutions occurred
more often with smaller sample size. The average convergence
rate with no improper solutions for replications estimated using
the PGCMwith unknown turning points is 68% (n= 75), 81% (n
= 200), and 88% (n= 500) across all other designed conditions.

Performance of Fit Indices under the True
Models
The means and standard deviations (SDs) of the examined fit
indices (i.e., Chi-square test statistics, CFI, TLI, SRMR, and
RMSEA) for the conventional PGCM and the newly proposed
PGCM were summarized across all proper replications under
data distributions (seeTable 2). For the conventional PGCMwith
the turning point correctly specified a priori, when distributions
were normal, the mean of χ2

(df = 19) was 19.59 and the SD was

6.35. The values were similar to themean ofχ2 (19.78) and the SD
(6.42) for the same model specification when data distributions
were moderately skewed. For the newly proposed PGCM, the
mean of χ2

(df = 18) was 19.16 and the SD was 12.64 for normal
distributions, and was 22.35 and 18.14 for moderately skewed
data distributions. Type I error rates associated with the Chi-
square test for the conventional PGCM (i.e., the rate of rejecting a
correctly specified model) were almost identical for normal (i.e.,
6.83%) and skewed distributions (i.e., 6.60%).

For the newly proposed PGCM, the Type I error rate was
7.27% when distributions were normal, which was lower than
that for the skewed distributions (Type I error rate = 10.67%).
This suggests that the newly proposed PGCM could be sensitive
to data distributions, and deviation from normality could result
in higher rejection rate even when the model was appropriately
specified.

Table 2 also presented the means and SDs of RMSEA,
CFI, TLI, and SRMR, as well as their hit rates, which are

the percentages of replications that correctly identified the
true models. The means of RMSEA were below 0.06 across
the conditions. The hit rates of the indexes were 94.6 and
92% respectively in both model specifications for normal
distributions, and dropped to 90 and 85% when distributions
were moderately skewed. Contrarily, the hit rates of SRMR were
86.4 and 90.2% in both models for normal distributions but
increased substantially to almost 100% for conventional PGCM
and 98.2% for newly proposed PGCM when data distributions
were moderately skewed. CFI and TLI had means of 1.0 and
almost 100% in hit rates across all the conditions in the correctly
specified model.

The means and SDs of the modification indices2 (MI) as well
as the percentage of the replications that had significant MI value
associated with the targeted fixed parameters were presented in
Table 3. Additional information summarized in Table 3 includes
the range of SEPCs (the fully standardized Expected Parameter
Changes) and the percentage of SEPCs larger than 0.2. The mean
of MI ranged from 5.34 to 5.89 and the percentage of significant
MI (≥7.88) ranged from 2.4 to 3.4% across the design factors.
The range of SEPCs became narrower with the increase of sample
size regardless of distributions and the change in growth rate. The
percentages of SEPCs larger than 0.2 ranged from 0 to 4%.

Performance of Fit Indexes in PGCMs with
Mis-Specified Turning Points
Table 4 summarized the descriptive information for the χ2

test statistic, RMSEA, SRMR, CFI, and TLI across all proper
replications in conventional PGCMs when the turning point is
mis-specified.

When distributions were normal, the means and SDs of
the χ2 test statistic increased from 20.56 and 6.79 to 27.00
and 10.10 as the degree of turning point misspecification

2MI is not available in Mplus for the PGCM with unknown turning points due to

nonlinear constraints in fitting the model.

TABLE 2 | Descriptive statistics of fit indices when the true turning point was at time point 3.

Fit indices Conventional PGCM with turning point correctly specified at 3 PGCM with unknown turning point estimated based on data

Normal longitudinal data Skewed longitudinal data Normal longitudinal data Skewed longitudinal data

Mean SD Mean SD Mean SD Mean SD

Chi-square 19.59 6.35 19.78 6.42 19.16 12.64 22.35 18.14

(Type I error rate = 6.83%) (Type I error rate = 6.60%) (Type I error rate =7.27%) (Type I error rate =10.67%)

RMSEA 0.02 0.03 0.02 0.03 0.02 0.03 0.03 0.04

(Hit rate = 94.6%) (Hit rate = 90%) (Hit rate = 92%) (Hit rate = 85%)

CFI 1.00 0.01 1.00 0.00 1.00 0.03 1.00 0.01

(Hit rate = 100%) (Hit rate = 100%) (Hit rate = 100%) (Hit rate = 100%)

TLI 1.00 0.02 1.00 0.01 1.00 0.04 1.00 0.01

(Hit rate = 98.4%) (Hit rate = 100%) (Hit rate = 100%) (Hit rate = 98%)

SRMR 0.05 0.03 0.02 0.01 0.05 0.02 0.03 0.02

(Hit rate = 86.4%) (Hit rate = 99.8%) (Hit rate = 90.2%) (Hit rate = 98.2%)

Degrees of freedom for the conventional PGCM was 19. Degrees of freedom for PGCM with unknown turning points was 18.
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TABLE 3 | Descriptive statistics of modification indices (MI) for the conventional PGCM with the turning point correctly specified to be at 3.

Impact factors Normal distribution Skewed distribution

Change

rate

Sample

size

MI SEPC MI SEPC

Mean SD Percent of (Min, Max) Percent of Mean SD Percent of (Min, Max) Percent of

MI (≥7.88) SEPC (≥0.2) MI (≥7.88) SEPC (≥0.2)

Small 75 5.47 1.67 2.4 (−0.31, 0.24) 4 5.31 1.66 2.2 (−0.18, 0.30) 1

200 5.89 2.04 2.2 (−0.16, 0.16) 0 5.80 2.49 2.2 (−0.15, 0.13) 0

500 5.34 1.40 1.4 (−0.08, 0.09) 0 5.60 1.95 2.4 (−0.07, 0.102) 0

Medium 75 5.70 1.81 2.6 (−0.28, 0.31) 4 5.53 1.65 2.4 (−0.13, 0.11) 0

200 5.55 1.52 2.0 (−0.14, 0.15) 0 5.55 1.81 3.4 (−0.18, 0.26) 0

500 5.58 1.63 2.0 (−0.10, 0.09) 0 5.67 1.79 2.6 (−0.07, 0.07) 0

TABLE 4 | Descriptive statistics of the chi-square test statistic and fit indices of the conventional PGCM with the turning point mis-specified to be at 3.

Distribution True turning point Chi-square RMSEA CFI TLI SRMR

Mean SD Mean SD Mean SD Mean SD Mean SD

Normal 3.5 20.56 6.79 0.02 0.03 1.00 0.01 1.00 0.01 0.05 0.02

(Power = 0.08) (Hit rate = 9.4%) (Hit rate = 0.00%) (Hit rate = 1.26%) (Hit rate = 12.6%)

4 23.67 8.13 0.03 0.03 1.00 0.01 1.00 0.02 0.05 0.02

(Power = 0.19) (Hit rate = 13.6%) (Hit rate = 0.01%) (Hit rate = 1.50%) (Hit rate = 13.7%)

5 27.00 10.10 0.03 0.03 0.99 0.01 0.99 0.01 0.05 0.02

(Power = 0.33) (Hit rate = 17.5%) (Hit rate = 0.04%) (Hit rate = 1.56%) (Hit rate = 15.0%)

Skewed 3.5 37.39 15.96 0.06 0.03 0.99 0.01 0.99 0.01 0.03 0.01

(Power = 0.60) (Hit rate = 48.5%) (Hit rate = 0.05%) (Hit rate = 0.67%) (Hit rate = 0.27%)

4 81.46 45.60 0.11 0.03 0.98 0.01 0.97 0.01 0.04 0.01

(Power = 0.92) (Hit rate = 96.9%) (Hit rate = 1.63%) (Hit rate = 5.57%) (Hit rate = 1.07%)

5 92.39 53.68 0.12 0.03 0.98 0.01 0.97 0.01 0.05 0.01

(Power = 0.94) (Hit rate = 98%) (Hit rate = 2.00%) (Hit rate = 6.00%) (Hit rate = 2.00%)

increased from 0.5 to 2 time points. With skewed distributions,
the changes were much greater, from 37.39 and 15.96 in
mean and SD to 92.39 and 53.68 as the degree of turning
point misspecification increased from 0.5 to 2 time points.
The empirical power to detect turning point misspecification
for normally distributed data was low (power = 0.33 with
2 time points misspecification). However, when distributions
were moderately skewed, the empirical power to detect model
misspecification reached 0.92 with 1 time point misspecification
and 0.94 with 2 time point misspecification. It is suggestive
that the misspecification of turning point was confounded with
deviations from multivariate normality. The χ2 test statistic
detects the non-normality in the distribution, not necessarily the
turning point misspecification.

As shown in Table 4, when distributions were normal, the
means of RMSEA were below 0.06 (the cutoff criteria). The hit
rates were small, ranging from 9.4, 13.6, to 17.5%, showing low
sensitivity to turning point misspecification. However, when it
came to skewed distributions, the means of RMSEA increased
from 0.06 to 0.12 as the severity of misspecification increased

from 0.5 to 2 time points. The same increase trend was
observed for hit rates, increasing from 48.5% with 0.5 time point
misspecification to 96.9 and 98% when the misspecification was
by 1 or 2 time points respectively.

The means of CFI and TLI showed almost no deviation
from 1.0 with very small SDs across all conditions. The hit
rates of both CFI and TLI were close to 0 when distributions
were normal and increased to about 6.00% when distributions
are skewed, regardless of the increased severity in turning
point misspecification. The performance of CFI and TLI was
the least desirable in capturing the misspecification in turning
point.

The means and SDs of SRMR remained the same (0.05,
smaller than the cutoff value 0.08) across the different levels
of severity in turning point misspecification with normal
distributions. An increasing trend was observed in the hit rates
with the increase of misspecification severity, but not to the
extent of being effective in detecting the model misspecification.
The hit rates in skewed data conditions were much smaller in size
than the values in the conditions of normal distributions.
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Table 5 summarized the performance of MI and SEPC in
identifying the misspecification in conventional PGCMwhen the
a priori turning point was mis-specified. Holding the severity
of misspecification constant, the means of MI were found to
increase with the increase of the sample size and with the change
from normal distributions to skewed distributions. With normal
distributions, the percentage of replications with MI exceeding
the threshold of 7.88 ranged between 2.7% (0.5 time point
misspecification with a sample size of 75) and 40.0% (2 time
points misspecification with a sample size of 500). The percentage
increased substantially when the distributions were moderately
skewed.

SEPC showed a pattern of increasingly narrower range with
the increase of sample size after keeping the levels of severity
in turning point misspecification constant. The percentages of
replications with SEPC exceeding the threshold of 0.2 were below
5% across all conditions. Overall, SEPC based on MI was a
poor indicator in detecting the mis-specified locations of turning
points.

Standardized Bias of Fixed Effect
Estimates
Table 6 presents the means of the standardized bias of fixed
effect estimates for the correctly specified conventional PGCMs
(i.e., the turning point was specified correctly a priori) and

PGCMs with an unknown turning point estimated based on
data when the true turning point is 3 in the population. On
average, with conventional PGCMs, the standardized bias of
fixed effect estimates of the Intercept (a), 1st Slope (b1) and 2nd
Slope (b2) ranged from 0 to 0.08, negligibly small across the
design factors. For PGCMs with unknown turning points, the
standardized bias of fixed effect estimates a, b1, and b2 ranged
from 0.00 to 0.32. Larger standardized biases were found under
the normal distribution condition than the skewed distribution.
This is counterintuitive; however, a closer examination revealed
that the unstandardized biases were larger under the skewed
distribution condition. The standardized biases looked smaller,
because the standard deviations of the estimates were inflated
under the skewed distribution.

The interaction between data distributions and change in
growth rate explained a substantial amount of variation in the
biases of the estimate of a (η2 = 0.15) (see Figure 1A) and of b1
(η2 = 0.16) (see Figure 1B). The interaction effects between data
distributions and sample size (η2 = 0.13) (see Figure 2A) and
between sample size and change rate (η2 = 0.12) (see Figure 2B)
were found to account significantly for the variations of the biases
of the estimates of b2.

As summarized in Table 7, when the conventional PGCM
was mis-specified due to the mislocation of the turning point,
with normal distributions and a small change in growth rate,
the biases of the estimate of a were acceptable regardless

TABLE 5 | Descriptive statistics of modification indices (MI) for the conventional PGCM with the turning point mis-specified to be at 3.

Impact factors Normal distribution Skewed distribution

True turning

point

Sample

size

MI SEPC MI SEPC

Mean SD Percent of (Min, Max) Percent of Mean SD Percent of (Min, Max) Percent of

MI (≥7.88) SEPC (≥0.2) MI (≥7.88) SEPC (≥0.2)

3.5 75 5.66 1.76 2.7 (−0.33, 0.22) 3 5.99 2.35 6.8 (−0.37, 0.26) 1.60

200 5.85 2.32 3.1 (−0.24, 0.18) 0 6.52 2.89 15.1 (−0.18, 0.17) 0.00

500 6.11 2.21 4.4 (−0.12, 0.09) 0 7.42 3.58 34.8 (−0.12, 0.12) 0.00

4 75 5.78 1.92 3.0 (−0.37, 0.24) 4 7.36 3.88 20.4 (−0.32, 0.35) 4.40

200 6.25 2.49 5.9 (−0.23, 0.18) 0 9.07 5.47 46.7 (−0.26, 0.16) 0.37

500 7.31 3.43 15.3 (−0.13, 0.12) 0 14.00 9.45 90.7 (−0.19, 0.14) 0.00

5 75 6.07 3.13 4.7 (−0.28, 0.18) 2 8.29 4.17 33.3 (−0.29, 0.22) 2.22

200 6.87 3.02 15.2 (−0.21, 0.14) 0 11.92 7.26 72.5 (−0.24, 0.14) 0.13

500 9.17 5.01 40.0 (−0.15, 0.09) 0 20.91 14.35 99.2 (−0.18, 0.12) 0.00

TABLE 6 | Mean standardized biases of fixed effects when the true turning point was at time point 3.

Impact factors Conventional PGCM PGCM with an unknown turning point

Distribution Growth rate change Correct specification of true turning point at 3 Estimated based on data

Intercept (a) 1st Slope (b1) 2nd Slope (b2) Intercept (a) 1st Slope (b1) 2nd Slope (b2)

Normal 0.54 (Small) 0.08 −0.03 −0.03 0.00 0.18 −0.16

0.44 (Medium) −0.02 0.02 0.02 −0.2 0.32 −0.12

Skewed 0.54 (Small) 0.03 0.03 −0.03 0.03 0.01 −0.06

0.44 (Medium) 0.02 −0.04 0.00 0.01 −0.07 −0.06
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FIGURE 1 | (A) Interaction effect between change in growth rate and data distributions on the standardized bias of the intercept (a) estimate and (B) Interaction effect

between change in growth rate and data distributions on the bias of b1 estimate.

FIGURE 2 | (A) Interaction effect between sample size and data distributions and (B) Interaction effect between sample size and change in growth rate on the

standardized bias of b2 estimate.

TABLE 7 | Mean standardized biases of fixed effects when the true turning point was at 3.5, 4, or 5.

Impact factors Conventional PGCM PGCM with an unknown turning point

Estimated based on data

Distribution Growth rate change Intercept 1st Slope 2nd Slope Intercept 1st Slope 2nd Slope

(a) (b1) (b2) (a) (b1) (b2)

Mis-specified the true turning point at 3.5 to be 3 The true turning point at 3.5

Normal 0.54 (Small) −0.03 0.15 0.23 −0.05 0.14 −0.08

0.44 (Medium) −0.05 0.31 0.66 0 0.1 −0.14

Skewed 0.54 (Small) 0.01 0.08 0.14 0.02 −0.06 −0.04

0.44 (Medium) −0.08 0.16 0.33 −0.01 −0.06 −0.07

Mis-specified the true turning point at 4 to be 3 The true turning point at 4

Normal 0.54 (Small) −0.06 0.22 0.48 −0.03 0.12 −0.07

0.44 (Medium) −0.16 0.64 1.3 −0.11 0.24 −0.2

Skewed 0.54 (Small) −0.03 0.12 0.3 0.02 0.08 −0.01

0.44 (Medium) −0.02 0.21 0.67 0.03 −0.04 −0.16

Mis-specified the true turning point at 5 to be 3 The true turning point at 5

Normal 0.54 (Small) −0.03 0.22 1.19 −0.01 0.09 −0.09

0.44 (Medium) −0.19 0.74 3.16 −0.1 0.19 −0.27

Skewed 0.54 (Small) −0.03 0.07 0.6 0.02 0 −0.01

0.44 (Medium) −0.03 0.28 1.59 0.05 0.06 −0.05
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of the misspecification severity. However, the increase in
misspecification severity from 0.5 to 2 time points led to an
increase from 0.15 to 0.22 in the mean standardized bias for
b1 and from 0.23 to 1.19 for b2. The biases were larger when
the change in growth rate was medium, resulting in an increase
in the bias from 0.31 to 0.77 for b1 and from 0.66 to 3.16 for
b2, with increase in misspecification severity from 0.5 to 2 time
points.

When distributions were skewed, the corresponding bias was
mitigated to some degree but was still considered unacceptable
particularly when the change in growth rate was medium. For
example, the mean bias for b2 increased from 0.33 to 1.59 with
increase in misspecification severity from 0.5 to 2 time points.
However, when using PGCM with unknown turning points,
biases were considered small (about 0.20) for almost all fix effect
estimates across almost all conditions in spite of the different
distributions in the data.

ANOVA was used to partition the total variance in the
standardized biases associated with the effects of the six design
factors. Table 8 presented the eta-squared and the statistical
significance of the main effects and interactions of the design
factors on standardized bias. Statistically significant effects

(p < 0.05) were marked with asterisks and were bolded if they
were found to be practically significant (η2 > 0.1). The design
factors of data distributions (η2 = 0.17) and change rate in
growth (η2 = 0.10) had substantial main effects on the bias
of the mean of intercept (α). Data distribution was found to
have substantial main effect (η2 = 0.20), model specification
and the level of severity in turning point misspecification were
found to have significant interaction effects respectively on the
bias associated with the estimates of b1 (η

2 = 0.13) and with the
mean of b2 (η

2 = 0.17), as Figure 3A shows.

Standardized Bias of Variance-Covariance
Estimates
Table 9 shows the means of the standardized bias of variance
components estimates broken down by model specification,
distributions and sample size, the factors consistently found to
be systematically related to the observed bias of the estimates of
the variance components. When the fitting model was PGCM
with unknown turning points, for normal data distributions,
the mean biases of the estimated variance components were
negligibly small, ranging from −0.03 to 0.15. On the other
hand, when the fitted model was the conventional PGCM

TABLE 8 | Effect sizes of the impacts of the design factors on the standardized bias of estimated model parameters.

Impact factors Fixed effect estimates Estimates of standard Estimates of variance components

error of fixed effects

a b1 b2 γ a b1 b2 γ Variance Covariance

τπ00 τπ11 τπ22 τπ10 τπ20 τπ21

Model specification 0.01 0.07* 0.26* 0.02 0.05* 0.02 0.00* 0.00* 0.01* 0.00 0.28* 0.11*

Data distribution 0.17* 0.20* 0.01* 0.52* 0.00 0.04* 0.10* 0.72* 0.77* 0.75* 0.63* 0.72* 0.07* 0.53*

Turning point 0.04 0.09* 0.17* 0.23* 0.01 0.06 0.14* 0.09* 0.00 0.01* 0.01* 0.02* 0.12* 0.01*

Change rate 0.10* 0.07* 0.03* 0.00 0.01 0.00 0.00 0.00 0.11 0.00 0.00 0.00 0.00 0.00

Sample size 0.01 0.03* 0.03* 0.00 0.02 0.03 0.01 0.03* 0.00* 0.12* 0.08* 0.12* 0.04* 0.11*

Model specification ×

Data distribution

0.02 0.00 0.03* 0.07* 0.09* 0.04* 0.00* 0.00 0.11* 0.00 0.16* 0.08*

Model specification ×

Turning point

0.08* 0.13* 0.17* 0.01 0.06 0.04 0.00 0.00* 0.00* 0.00* 0.11* 0.02*

Model specification ×

Change rate

0.00 0.03* 0.05* 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Model specification ×

Sample size

0.01 0.04* 0.03* 0.02 0.00 0.05* 0.00* 0.00* 0.00 0.00 0.02* 0.01*

Data distribution ×

Turning point

0.03 0.00 0.02 0.05* 0.05 0.07* 0.00 0.14* 0.00* 0.00* 0.00 0.02* 0.08* 0.00

Data distribution ×

Change rate

0.05* 0.04* 0.00 0.00 0.00 0.00 0.01 0.00 0.00* 0.00 0.00 0.00 0.00 0.00

Data distribution ×

Sample size

0.00 0.00 0.00 0.03* 0.12* 0.03 0.05* 0.00 0.11 0.10* 0.13* 0.10* 0.02* 0.10*

Turning point ×

Change rate

0.02 0.03* 0.03* 0.01 0.06 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Turning point × Sample

size

0.08* 0.03 0.02 0.12* 0.06 0.06 0.07 0.00 0.00 0.00 0.00 0.01* 0.01 0.00

Change rate× Sample

size

0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Factors with a statistically significant effect (p < 0.05) were marked with an asterisk and was bolded if they were found to have practically significant effect (eta squared > 0.1).
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FIGURE 3 | (A) Interaction effect between the locations of true turning point and model specification (Model Specification × Turning point) on the standardized bias of

fixed effect estimate of b1 and b2. (B) Interaction effect between sample size and the locations of true turning point (Turning point × Sample size) on the standardized

bias of turning point (γ) estimate in PGCM with unknown turning points.

TABLE 9 | Mean standardized biases of variance components estimates.

Impact factors Standardized bias of variance and covariance of growth factors

Model specification Distribution Sample size τπ00 τπ11 τπ22 τπ10 τπ20 τπ21

PGCM_c Normal 75 −0.04 0.14 −0.65 0.01 0.05 0.04

200 −0.05 0.31 −0.96 0.02 0.09 0.05

500 −0.03 0.51 −1.52 0.07 0.14 0.09

Skew 75 1.67 2.60 2.73 1.15 0.37 0.90

200 2.77 4.25 4.58 1.88 0.61 1.49

500 4.42 6.63 7.20 3.03 1.00 2.31

PGCM_u Normal 75 −0.01 0.06 0.11 −0.04 −0.03 −0.02

200 −0.06 0.11 0.14 0.01 −0.02 −0.03

500 −0.06 0.11 0.15 0.08 −0.02 −0.03

Skew 75 1.73 2.42 1.03 1.13 −0.16 0.25

200 2.94 3.92 1.99 1.84 −0.19 0.52

500 4.59 6.10 4.69 3.03 −0.09 1.18

PGCM_c is conventional PGCM with turning point specified a priori; PGCM_u is PGCM with unknown turning points.

with mis-specified turning points, large biases were observed
in the variance components estimates. The biases increased
as sample size increased. For example, an increase of sample
size from 75 to 500 led to an increase in the mean biases
from 0.14 to 0.51 for τπ11 and from −0.65 to −1.52 for
τπ22. In addition, when the data distributions were skewed,
the variance components were highly biased for both models
and in general the biases increased with the increase of sample
size.

Bias of the Turning Point Estimates
The accuracy of the turning point estimates was examined using
both the standardized and the unstandardized bias due to the
practical meaning of the metric of time points. As summarized in
Table 10, the maximum mean unstandardized bias was around
0.25 when sample size is 75, growth rate change is small, and
distribution is normal, indicating that the estimated turning

point is 0.25 time point away from the true turning point under
those conditions. The minimum mean unstandardized bias was
around 0.01 when sample size is 500, growth rate change is
medium, and distribution is normal. Regardless of the locations
of the true turning point, the mean unstandardized biases
decreased with the increase in sample size and the increase in the
change of growth rate (from small to medium). Though similar
trends were observed with skewed distributions, the values of the
unstandardized biases were much larger.

On the other hand, taking the variation in the turning point
estimates into consideration, the standardized bias was much
smaller under the normal distribution condition (η2 = 0.52). An
interaction effect was found between the location of the turning
point and sample size (η2 = 0.12). As shown in Figure 3B, the
standardized biases were the smallest when the turning point was
located at time point 4 and when the sample size was moderately
large (N = 500).
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TABLE 10 | Mean unstandardized and standardized biases of turning point (γ) estimates.

Impact factors The location of the turning point

Distribution Growth rate change Sample size t = 3 t = 3.5 t = 4 t = 5

Normal 0.54 (Small) 75 0.25 (0.29) 0.04 (0.05) 0.07 (0.09) −0.26 (−0.32)

200 0.00 (0.00) 0.14 (0.19) −0.02 (−0.04) −0.12 (−0.18)

500 0.02 (0.04) 0.02 (0.04) −0.05 (−0.10) −0.03 (−0.07)

0.44 (Medium) 75 0.04 (0.06) 0.07 (0.09) 0.01 (0.02) −0.20 (−0.26)

200 −0.03 (−0.06) 0.03 (0.05) 0.03 (0.04) −0.02 (−0.04)

500 −0.04 (−0.09) 0.06 (0.17) −0.00 (−0.01) 0.03 (0.07)

Skewed 0.54 (Small) 75 0.23 (0.33) 0.40 (0.56) 0.24 (0.44) −0.04 (−0.10)

200 0.15 (0.24) 0.28 (0.42) 0.16 (0.37) 0.02 (0.08)

500 0.04 (0.13) 0.12 (0.28) 0.06(0.26) 0.02 (0.12)

0.44 (Medium) 75 0.27 (0.36) 0.38 (0.52) 0.22 (0.41) −0.02 (−0.07)

200 0.16 (0.28) 0.28 (0.44) 0.19 (0.42) 0.00 (0.01)

500 0.03 (0.12) 0.08 (0.22) 0.10 (0.33) 0.01 (0.10)

The values outside the parentheses are unstandardized bias. The values within the parentheses are standardized bias.

Standardized Bias of Standard Errors of
Fixed Effects and Turning Point Estimates
for PGCM with Unknown Turning Point
Table 11 showed the means of the standardized bias of the
SEs of fixed effect and turning point estimates for PGCM with
unknown turning point. The mean standardized bias of SEs of
a, b1 and b2 were negligibly small, ranging from 0.00 to 0.07
in absolute values. However, large biases were found in the SEs
associated with the estimates of the turning point (γ). When the
distributions were normal, the observed bias of the SEs of γ were
acceptable, ranging from −0.03 to 0.26; when the distributions
were skewed, the estimates of the SEs of γ were highly biased and
underestimated with exception to the condition when the turning
point was located at the 5th time point.

As observed in Table 8, data distributions and sample size had
statistically and practically significant interaction effect (η2 =

0.12) on the observed bias of SEs of a. The SEs of b2 were found
to be substantially affected by data distribution (η2 = 0.10) and
the severity of turning point misspecification (η2 = 0.14). Data
distribution and the locations of the true turning point exhibited
a significant interaction effect (η2 = 0.14) on the bias of the SEs
of the turning point (γ). The earlier the turning point is located
at the time series, the larger the biases are associated with the
estimates of the SEs of the turning point (γ), and such biases are
even larger with moderately skewed data distributions.

DISCUSSION

The study investigated the impacts of mis-specified turning
point on growth trait estimation in conventional PGCMs that
require turning points to be specified a priori. We examined the
sensitivity of generally used model fit diagnostics [i.e., χ2 test
statistic, RMSEA, CFI, TLI, SRMR, modification index (MI), and
SEPC] in detecting specification errors in conventional PGCMs
due to turning points mislocation. In addition, the performance

of an alternative procedure, PGCMs with unknown turning
points (i.e., the turning point is treated as a parameter to be
estimated based on data) was evaluated. The design factors
considered in the simulation study were locations of true turning
point (respectively at time point 3, 3.5, 4, or 5), sample size (75
or 200 or 500), and data distributions (normal vs. moderately
skewed). This section summarized and discussed the results of
the study.

Impact of Turning Point Misspecification
Misspecification of the turning point in conventional PGCMwas
found to have a substantial impact on the fixed effects estimates
of 1st Slope (b1) and 2nd Slope (b2). The biases were considered
acceptable only when the turning point was mis-specified by 0.5
time point with a small change in growth rate between the 1st
and 2nd piece. Misspecification of a turning point earlier than its
true location would result in overestimation of the growth rates
in b1 and b2. Overall, the more severe the misspecification of the
turning point is, the greater the impact is on the estimates, and
the more misrepresented the growth trait estimates are for the
population data. Such consequences are exacerbated when the
change in growth rate is medium.

As expected, misspecification of the turning point also
gives rise to unacceptably large biases with respect to the
estimated variance components. The variances of the slopes of
the 1st and 2nd piece are underestimated, with the latter being
more severely underestimated. Since the variance of the slope
factors reflects inter-individual differences in growth rates, the
underestimation results may lead to the wrong conclusion that
individuals have similar growth process. For applied researchers
who are interested in using individual level predictors to
predict the variation in growth rates, the deflated variance
component estimates may attenuate the relationship between the
predictors and growth rates, leading to misleading inferential
conclusions.
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TABLE 11 | Mean standardized biases of standard errors of fixed effects and turning point estimates.

Impact factors Normal distribution Skewed distribution

Location of turning point Sample size Intercept (a) 1st Slope (b1) 2nd Slope (b2) γ Intercept (a) 1st Slope (b1) 2nd Slope (b2) γ

3 75 0.01 −0.02 0.03 0.18 0.00 −0.03 −0.05 −0.60

200 0.01 0.11 0.02 0.26 −0.03 −0.01 0.00 −0.72

500 0.01 0.04 −0.02 0.05 0.02 0.00 −0.03 −0.65

3.5 75 0.01 −0.02 0.07 0.19 −0.02 −0.01 0.03 −0.57

200 0.02 0.00 0.02 0.05 −0.04 −0.03 −0.02 −0.72

500 −0.01 −0.02 0.05 0.06 0.00 0.00 0.01 −0.77

4 75 0.03 0.02 0.00 0.22 −0.02 −0.01 −0.04 −0.47

200 −0.01 0.03 0.02 0.04 0.03 0.00 0.00 −0.63

500 −0.04 −0.02 −0.02 0.00 0.02 0.00 −0.02 −0.65

5 75 0.02 0.00 0.06 0.17 0.00 0.02 −0.01 −0.06

200 −0.02 0.01 0.06 0.04 −0.02 0.03 0.02 −0.12

500 −0.02 0.04 0.01 −0.03 0.03 0.01 0.03 −0.11

Sensitivity of Model Fit Index Diagnostics
An optimal identification of the location of a turning point a
priori is important for conventional PGCMs. When the location
of a turning point was mis-specified in conventional PGCMs, our
simulation results indicated that the model fit indices [i.e., χ2

test statistic, RMSEA, CFI, TLI, SRMR, modification index (MI),
and SEPC], generally did not perform effectively in detecting the
misspecification errors. The performance of the overall model
χ2 test was not only affected by the severity of misspecification
in turning point but also by the incidental characteristics of the
data (e.g., data distributions, sample size). The magnitude of χ2

test statistic increased as the distribution changes from normal to
skewed and with the increase in sample size. Such undesirable
characteristics of χ2 test statistic were already confirmed in
many studies (see e.g., [35, 45–47]). Additionally, χ2 test statistic
showed a lack of adequate power to detect model misspecification
in almost all conditions with exception to conditions where
the data distributions were moderately skewed and severity in
misspecification was by 1 time point or more.

As a function of χ2, RMSEA performed similarly as χ2

test statistic. RMSEA was not sensitive to the degree of
misspecification in turning point when distributions were
normal. Similar to χ2 test statistic, it was found to be relatively
more effective only when distributions were moderately skewed
and the turning point was mis-specified by 1 or more time
points. However, such seemingly high power of RMSEA in non-
normal distributions should be taken with caution, as warned
by Nevitt and Hancock [48], the apparent advantage of high
power of RMSEA is a result of the inflated χ2 test statistic when
multivariate normality is violated. Nor were CFI, TLI, and SRMR
effective in capturing the misspecifications under any of the
design conditions. Although previous studies showed that the
three fit indices are effective in detecting the specification error
when a piecewise growth trajectory is mis-specified as linear (see
[27, 28]), our study shows that the three fit indices do not work

well when the misspecification is on the location of the turning
point rather than the linearity of the trajectory.

The findings with regards to the performance of the MI and
the SEPC showed that MI tended to be more accurate in skewed
distributions particularly in conditions where the severity in
turning point misspecification was by at least 1 time point and the
sample size was moderately large (N = 500). It is not surprising
that the performance of modification indices are also influenced
by data distributions; modification index is a function of χ2

test, basically a univariate delta χ2 tests computed on each fixed
parameter if freely estimated. Contrary to the recommendation
of Saris et al. [35] that an SEPC ≥ 0.2 indicates a substantial
misspecification, we found that SEPC was a poor indicator of
turning point misspecification in PGCM.

Performance of PGCM with Unknown
Turning Points
Overall, the PGCM with unknown turning points was found to
perform very well in recovering the fixed effects and the random
effects when the longitudinal responses follow a multivariate
normal distribution. However, when data distributions deviate
from normality, relatively large biases were found to be associated
with the standard error estimates of the turning point and the
random effects of growth factors. The biases of the turning
point estimates are small to moderate in general. It is interesting
that when the location of the turning point is at time point
4, the estimation of the turning point becomes highly accurate
regardless of data distribution types. This finding to some degree
corresponds to the results in Kohli and Harring’s [5] study
which showed that the locations of the turning point were
systematically related to the relative bias of growth parameters,
particularly with the estimation of the mean of the slope of the
2nd piece. Specifically, the earlier the turning point is located
in the time series, the larger the bias is. However, their study
differed from ours in two major aspects: their population model
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was a second-order piecewise latent growth curve model; though
they evaluated the model performance in the recovery of growth
parameters with regards to the estimation of the intercept, slopes
of the 1st and 2nd piece, the focus was not on the estimation of the
turning point and therefore, no relevant findings were discussed
in their study.

Recommendations
In longitudinal data analysis, if a turning point is hypothesized
at a specific time point, applied researchers tend to specify an
a priori piecewise linear model to capture the turning point
and examine whether the model fits the data. The simplest
approach to evaluate model fit is through the use of model
fit indices and MIs, however, the present findings showed that
those generally used model fit diagnostics are not accurate or
effective in detecting specification errors related to the turning
point location. Unless the misspecification is severe (i.e., by at
least 1 time point) and the longitudinal data follow a multivariate
moderately skewed distribution, the generally used fit indices are
not able to identify the specification errors.

If a turning point is hypothesized but its location is unknown,
the MI-based procedure proposed by Kwok et al. [6] can be
used to fit a linear growth curve model in the data and then
identify largest MI for factor loadings of the linear growth
factor; however, the procedure requires moderately large sample
size (400 and above) and more measurement waves (minimally
8 waves in the study) to have adequate statistical power to
detect the turning point. A more powerful alternative to the
MI-procedure is the piecewise linear model with unknown
turning points estimated based on data. The present findings
regarding the performance of the procedure in recovering the
mean growth trajectory showed the estimation is highly accurate
even if themultivariate normality assumption is violated. Applied
researchers are recommended to take advantage of the procedure
to correctly identify the turning point in specifying a piecewise
linear growth model. Yet, for applied researchers who are
interested in the significance test of the turning point and/or the
interindividual difference, it is cautioned that the departure from
multivariate normality assumption in longitudinal responses
tend to inflate the standard error estimates of the turning point
and deflate the random effect estimates associated with the
growth factors.

Limitations and Future Research Directions
The findings of the study should be considered in light of the
limitations and may not be generalized to models and data
scenarios that are very different from the ones considered in

this study. A limitation to be considered in generalizing the
findings of the study is with respect to the level of change in
growth rate. As a matter of fact, the change in growth rate can
be much larger than what has been considered in our study
(e.g., in Kohli and Harring’s [5] study, the resulted effect size
from the change in growth rate is 5). Another limitation to
be considered is that we only examined the impact of a mis-
specified turning point on growth trait estimation in a priori
piecewise linear model, assuming all other parts of the latent
growth model were correctly specified. Yet, in real data scenarios,

the misspecification of turning point can happen simultaneously
with misspecifications in the other parts of the latent growth
model (e.g., the misspecification of residual variances across the
measurement waves often happens). How the misspecifications
in both the turning point and other parts of the latent growth
model interact with the design factors considered in present
study particularly when the normal distributions were violated
is another question that merits research attention.

Finally, the study only considered two-piece linear growth
curves connected by one fixed turning point. In reality,
developmental trajectories may have a zigzag shape with multiple
turning points. In addition, there might be individual differences
in the location of the turning points. Hence, further development
of the PGCM is needed to model trajectories with multiple
unknown turning points and random effects associated with the
turning points.
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APPENDIX

Mplus Code for Fitting Newly Proposed PGCM with an
Unknown Turning Point

Title: Newly Proposed PGCM;

Data:
File is “C:\tpoint_4\data.txt”;

Variable:
Names are ID t1-t7;
Usevariables are t1-t7;

Analysis: Estimator=MLR;

MODEL:
w1 BY t1-t7@1;
w2 BY t1@0 t2@1 t3@2 t4@3 t5@4 t6@5 t7@6;
w3 BY t1∗0 (p1);
w3 BY t2-t7 (p2-p7);

w1; w2; w3;
w1 WITH w2∗0;
w1 WITH w3∗0;
w2 WITH w3∗0;

[t1-t7@0];
t1-t7∗1;

[w1](mw11);
[w2](mw21);
[w3](mw31);

MODEL CONSTRAINT:

NEW(gam1∗2.5 b11∗2.0 b21∗0.5 b41∗0.3); ! The starting
values set to be around the true values;

p1= (sqrt((0-gam1)∧2));
p2= (sqrt((1-gam1)∧2));
p3= (sqrt((2-gam1)∧2));
p4= (sqrt((3-gam1)∧2));
p5= (sqrt((4-gam1)∧2));
p6= (sqrt((5-gam1)∧2));
p7= (sqrt((6-gam1)∧2));
b11=mw11+mw31∗gam1;
b21=mw21−mw31;
b41=mw21+mw31;

OUTPUT:
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This simulation study aims to propose an optimal starting model to search for

the accurate growth trajectory in Latent Growth Models (LGM). We examine the

performance of four different starting models in terms of the complexity of the mean

and within-subject variance-covariance (V-CV) structures when there are time-invariant

covariates embedded in the population models. Results showed that the model search

starting with the fully saturated model (i.e., the most complex mean and within-subject

V-CV model) recovers best for the true growth trajectory in simulations. Specifically, the

fully saturated starting model with using 1BIC and 1AIC performed best (over 95%) and

recommended for researchers. An illustration of the proposed method is given using the

empirical secondary dataset. Implications of the findings and limitations are discussed.

Keywords: latent growth models, latent curve models, growth analysis, model selection, specification search,

starting model, model building, growth curve

INTRODUCTION

Longitudinal data has been widely used in many research areas including medical, education, and
psychology. One of the major questions when using longitudinal data is often on the change of
the measured variables over time, such as: are parental control and knowledge for their children
declining over time? (Keijsers and Poulin, 2013); what are the developmental trajectories for
adolescents’ empathic concern associated with pubertal status? (Van der Graaff et al., 2014). Most
educational and psychological researchers are interested in not only the accurate growth, but also
the factors/covariates (e.g., gender, involvement in peer-oriented leisure activities) accounting for
the variation of growth trajectory among participants (Crockett and Beal, 2012; Titzmann et al.,
2014). Latent growth models (LGM; also called latent growth curve models) have been increasingly
popular in longitudinal studies given that the latent growth models allow researchers to take
into account the between-individual differences as well as within-individual differences over time
(Meredith and Tisak, 1990; Preacher et al., 2008; Duncan et al., 2013).

In longitudinal data analysis under LGM, many studies have devoted to optimally model the
overall shape of the growth trajectories for all subjects based on the hypothesized model (Duncan
et al., 1994; Hancock and Lawrence, 2006; Blozis, 2007). When there is no hypothesized theory,
however, researchersmay use exploratory approach to search for the optimal growth shape based on
their data. Visual inspection using graphical function in statistical software (e.g., empirical growth
plot) can be one viable approach to start with, but it is more suitable with a subset of sample rather
than with a large sample data (Singer and Willett, 2003). While the traditional model building

56

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2018.00349
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2018.00349&domain=pdf&date_stamp=2018-03-27
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles
https://creativecommons.org/licenses/by/4.0/
mailto:mjkim.epsy@gmail.com
https://doi.org/10.3389/fpsyg.2018.00349
https://www.frontiersin.org/articles/10.3389/fpsyg.2018.00349/full
http://loop.frontiersin.org/people/432404/overview
http://loop.frontiersin.org/people/429266/overview
http://loop.frontiersin.org/people/8024/overview


Kim et al. Optimal Starting Model in LGM

approach has been employed for decades, under this
circumstance, there have been extensive efforts to suggest
the model specification search strategy for the optimal shape of
growth trajectory (Leite and Stapleton, 2011; Liu et al., 2012;
Kim et al., 2016; Whittaker and Khojasteh, 2017). Under the
framework of LGM, model specification search can be conducted
in terms of the mean structure (i.e., shape of the overall changing
pattern) and variance-covariance (V-CV) structure consisting
of growth factor V-CV (i.e., variations across the individual
growth trajectories) and residual V-CV structure (i.e., variations
within the individual growth trajectories). Previous research
has consistently found that the saturated residual variance-
covariance structure (i.e., freely estimating the variance and
covariances of repeated measures) has promising performance
when searching for the accurate growth shape in simulations
(Wu and West, 2010; Kim et al., 2016). However, existing
recommendation has been made upon previous simulations,
assuming that all growth latent factors are exogenous variables
in the population models. That is, no studies have investigated
whether existing recommendation is still applicable to the case
that growth latent factors are both exogenous and endogenous
variables at the same time. When the possible covariates are
excluded in the model, the latent growth models is regarded to
be misspecified given that the paths from the covariates to the
growth factors are constrained to be 0. When the influential
covariates are existing but not considered in the step of searching
for the accurate growth trajectory, little is known about (a) which
starting model performs best in searching for the optimal growth
trajectory and (b) which model selection criteria can be used to
successfully search for the best growth trajectory.

In the present study, we aim to investigate the optimal model
search strategy for finding for the accurate growth shape in
simulations when there is a significant covariate associated with
the growth trajectory. Specifically, we focus on time-invariant
covariates (e.g., gender, years of education, ethnicity) in the
current study. Under the framework of LGM, we employ the
four different starting models in terms of the complexity of mean
and residual variance structure following the previous research
by Kim et al. (2016): (1) the simplest mean and the error variance
structure, (2) the most complex mean and the simplest residual
variance structure, (3) the simplest mean and the most complex
error variance structure, and (4) the most complex mean and the
error structure. Specifically, we examine (1) which starting model
performs best in model specification search, (2) which model
evaluation index shows successful performance in finding the
population growth shape, and propose the optimal model search
strategy given the results of the two research questions. We use
a Monte Carlo simulation study to investigate the effectiveness
of different starting models on the search for the correct mean
trajectory. An illustrative example is also presented to apply the
model search strategy.

Mean and Residual Variance
(Variance-Covariance) Structures in LGM
There are three model components in LGM: mean structure,
between-subject variance-covariance (V-CV) structure, and

within-subject V-CV structure. A general model formulation in
LGM can be written as:

y = τy + 3yη + ε, (1)

where y refers to a vector of outcome variables (t × 1, where
t is the number of repeated measures), τ refers to a vector
of intercepts of ys (t × 1; typically fixed to zero for model
identification purpose), 3 represents a factor loading matrix for
ys (t × p, where p is the number of latent growth factors), η is a
vector of latent growth factors (p × 1), and ε represents a vector
of errors for each y across the repeated measures (t× 1). η can be
further written as follows:

η = α + Γηw+ ζ, (2)

where α contains the vector of population initial status and

growth parameters (e.g.,

[

α0

α1

]

for a linear growth model), Γ

represents a matrix of regression coefficients of time-invariant
covariate w, and ζ represents the deviation of the corresponding
individual values from the mean estimates of those growth
factors, respectively. Mean structure is the expected value of y
[i.e., E(y) = 3yα + 3yΓηE(w)

1], which represents the average
growth trajectory and the covariate effect on the change rates. In
the current study, we aim to correctly search for the structure of
growth shape (i.e., 3yα) while omitting the covariate effect part
[i.e., 3yΓηE(w)] by using an unconditional model in the search
procedure. The variance-covariance (V-CV) of y in Equation (1)
can be written as:

V(y) = Σ = 3yΨ 3′
y + Θε, (3)

whereΨ is a p×pmatrix containing the variance and covariances
of the growth related latent factors; 3’y is the transpose of the
3 matrix which captures the overall pattern of change, and Θε

represents the matrix of variances and covariance among the
errors (or unique factors). In other words, between-subject V-
CV is captured by Ψ matrix, representing the differences on the
intercepts and growth shapes among the subjects. In the current
study, we focus on the specification of within-subject V-CV
structure given that more complex structure and assumptions are
associated with the within-subject V-CV components compared
to between-subject V-CV structure (Kim et al., 2016). Within-
subject V-CV structure (also called residual variance structure
throughout this paper) is the variance and covariances of the
repeated measures for each individual (t× t matrix ofΘε), which
captures the deviations of the observed variables from a vector of
expected ys.

Model Building Process in Methodological
Studies
There have been a number of debates on how to search for
the optimal growth shape in longitudinal data analysis. When
there is no hypothesized growth shape in the absence of theory,

1A vector of τy is fixed to zero for model identification purpose.
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there are two commonly used starting points in terms of the
mean structure: the simplest mean structure (i.e., intercept-
only model) and the most complex mean structure (i.e., highest
possible polynomial growth model). The simplest intercept-only
model has been frequently used for model search process in the
longitudinal data analysis given that they follow the classic model
search strategy provided by Raudenbush and Bryk (2002) from
their classical book of hierarchical linear modeling.

Likewise, under the framework of multilevel model, Singer
and Willett (2003) suggested starting from the unconditional
model where there is a time-associated factor (e.g., age, year,
months) but no other factors or covariates in the model.
Similarly, McCoach and Kaniskan (2010) have demonstrated
a model building method by starting with an unconditional
linear growth model followed by adding time-varying covariates.
In their study, the empirical data from 277 elementary school
students over four time points are used for the demonstration.

Ryoo (2011) has conducted a simulation study for a model
building approach and recommended of using the simplest mean
structure model with no covariates as the starting point (i.e.,
intercept-only model) to search for the true growth shape. In his
simulation study, six covariates are included for data generation
while those are not included at the first step of model selection
process. Static predictors of growth trajectories are introduced
into the model at the last step after selecting the proper growth
(mean) structure. Results show that the step-up (i.e., starting
from the simplest mean structure) approach performs well to
search for the true growth shape. Meanwhile, the error variance
structure has not been discussed in the study and the default
structure (i.e., simplest Identity structure) has been used for all
simulation conditions.

On the other hand, under the framework of LGM,Mayer et al.
(2012) has illustrated a 3-step model building process using a
quadratic growth model as an example to show how to define
the latent growth components in longitudinal data analysis.
According to Mayer et al. (2012), based on a measurement model
formulated at Step 1, specifying the saturated (most complex)
mean structure is recommended for a starting model at Step
2 while covariates predicting growth components are added at
Step 3.

Inmost studies, however, model specification for the variance-
covariance structure part has been often disregarded in the
model building process because it seldom impacts the shape
of the growth trajectory itself (Kwok et al., 2007). However,
the impact of ignoring the error variance structure gets more
severe when conducting a model search because it may end
up selecting an inaccurate growth shape as the best fitting
model. Recently published study by Kim et al. (2016) shows
that specifying the simplest within-subject V-CV structure, which
is the default error structure in many statistical software, is
less likely to select the optimal growth shape as the best
fitting model. In their simulations, the average recovery rate
for finding the population growth shape is <50% when using
the simplest error variance structure, while it is above 85%
when saturating the residual V-CV structure with using certain
model evaluation criteria (e.g., LRT, 1AIC, and 1BIC). In their
study, only unconditional models without covariates are used

as a population model. There are no studies, at our knowledge,
investigating the model specification search for the population
growth shape in LGM, considering both mean and error
variance structure when covariates are regressed on the growth
factors.

Applied Studies Using LGM
Many applied studies employing latent growth models under the
multilevel modeling framework typically use the simplest within-
subject V-CV structure (i.e., Identity [ID]; constant variance
across repeated measures without allowing any covariance
between the measures) because it is the default error variance
structure in MLM software (e.g., SPSS MIXED, SAS PROC
MIXED, HLM). Although there are published tutorials available
for how to change the default within-subject error variance
structure (or level-1 residual structure in MLM framework)
(Quené and Van den Bergh, 2004), modifying the residual
structure has been rarely considered in most applied research.

We reviewed substantive studies published in Developmental
Psychology between 2010 and 2016 and found 37 studies2

employing the latent growth (or growth curve) models for
the longitudinal data analysis. Among 37 studies, 15 studies
specified a linear growth model with no search procedure due
to the limited number of repeated measures (i.e., 3 waves).
Among 22 of 37 studies containing 4 or more waves of data,
14 studies (63.6%) conducted a model comparison to find the
best fitting growth trajectory while 8 studies directly specified
their hypothesized growth shape (i.e., linear growth model for
7 studies and piece-wise growth model for one study). Among
14 studies conducting a model comparison, 8 studies contained
4 waves of data and they compared a linear growth model to a
non-linear growth model (e.g., quadratic growth model). Among
the rest of 6 studies, which conducted a model specification
search with more than 4 waves of data, three studies reported
the fit statistics (e.g., chi-square difference test, CFI, RMSEA,
and SRMR) for all compared models. Nevertheless, none of
studies reported the information regarding the specification of
residual variance structure during the model search procedure.
For the selected final model, majority of the studies (86.5%)
directly specified the simplest residual variance structure without
considering other types of V-CV structures. As shown in the
reviewed literatures, there is a lack of consensus for using a
model building approach in latent growth models to search for
the optimal growth trajectory.

STUDY AIMS

Our goal is to propose a universal starting model to search for
the best-representing growth shape for the data regardless of
the true population mean structure because, in reality, we do
not know the true or accurate growth trajectory. We followed
Kim et al. (2016) to set up the four starting models in terms
of the mean and the residual structures in LGM. Figure 1

presents the four possible starting models for 4 wave data as an
example: (1) the simplest mean (intercept-only) with the simplest

2A list of studies is provided on the first author’s website as an Appendix.
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FIGURE 1 | Four starting models for 4 wave data.

ID error variance structure, (2) the most complex mean (e.g.,
highest possible polynomial growth term) and the simplest ID
structure, (3) the simplest mean and the most complex UN error
variance structure, and (4) the most complex mean and the error
structure.We extend the previous study to consider more general
conditions, in which there is a covariate effect on the growth
trajectories. While it has been found that saturating the within-
subject V-CV structure performs successfully to search for the
true growth trajectory without considering covariates (Wu and
West, 2010; Kim et al., 2016), the starting point for the mean
structure has shown no consistent results. Given that the previous
research used no covariates for the true model setting, we expand
it to more general model with covariates and examine whether
the consistent results can be found in more general conditions.
We have two specific research questions in the current study.

Q1: Which starting model performs best in searching for the correct

growth trajectory?

We examine the performance of four unconditional growth
starting models to search for a population growth shape under
the LGM framework. Based on the previous research, we
hypothesize that the model specified with the most complex

residual variance structure will perform successfully in searching
for the growth shape. Given that the starting point for the
mean structure has shown inconsistent results, we specifically
interested in: Does specification in mean structure (the most
complex vs. the simplest) affect the recovery rate for detecting the
true growth trajectory?

Q2: Which model selection criteria performs successfully to search

for the true growth trajectory?

We use six commonly used model evaluation criteria (i.e., LRT,
1CFI, 1RMSEA, 1SRMR, 1AIC, and 1BIC) with two different
model building approaches (i.e., step-up and top-down). We
expect that LRT and two information criteria (i.e., 1AIC and
1BIC) will outperform the other fit indices based on the previous
research finding (Kim et al., 2016).

METHODS: SIMULATION STUDY

Data Generation
Data are generated using Mplus7.1 (Muthén and Muthén, 1998-
2012) with a multivariate normal distribution. We have four
major design factors in this simulation study: (a) 2 number of
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waves and mean structure (4 and 8 for linear and quadratic
model, respectively), (b) true residual variance structure [ID,
UN(1), and AR(1)]3, (c) 3 covariate effect sizes (0.1, 0.3, and
0.5), and (d) 3 sample sizes (100, 210, and 390), yielding a total
of 54,000 datasets (2 × 3 × 3 × 3 × 1,000 replications). A
thousand replications per simulation condition is reasonable for a
simulation study in SEM given that many previous research have
used equal to or fewer than 1,000 replications. Figure 2 shows
an example of population model with 4 waves of data, which is
a linear growth model with the UN(1) error variance structure.
More details in simulation conditions for each design factor are
described in the following section.

Number of Waves and Mean Structure
We have used two conditions for the number of repeated
measures, 4 and 8, for building up the population model
of the growth trajectory. The number is based on reviewing
the substantive studies published in developmental psychology
between 2010 and 2016 as well as the previous simulation study
(Kwok et al., 2007; Kim et al., 2016). The average number of waves
used in longitudinal data analysis is 4.4 with a standard deviation
of 1.6. Among a total of 37 reviewed studies employing the latent
growth models, 24 studies have modeled a linear trend to analyze
their data while 9 studies have used a quadratic growth trajectory
to best represent their data. The rest of 4 studies have modeled
their data other than linear and quadratic (e.g., piecewise growth
model, factor loading freed non-linear model). Therefore, we
have set up a population model of 4 waves of data to be a
linear growth and 8 waves of data (i.e., approximately 2 standard
deviations above the mean number of waves) to be a quadratic
growth. Population values for both growth trajectories are set up
to be a medium effect, which have been employed in the previous
simulation studies (Kwok et al., 2007; Kim et al., 2016).

Residual Variance Structure
For generating the datasets representing the population model,
we have used three types of variance-covariance structures,
Identity (ID), Autoregressive [AR(1)], and bandedmain diagonal
[UN(1)]4, which are commonly used in many longitudinal
studies as well as simulation studies (Kwok et al., 2007; Kim et al.,
2016). Among the 37 reviewed studies, 32 studies (86.5%) have
used the simplest error V-CV structure (i.e., ID). Two studies
have allowed a correlation between the error terms and 3 studies
have estimated the time-specific variances [UN(1)]. The residual
variances of the measurement waves (i.e., θδ) were all set to be
1.00 for both ID and AR(1) structures, which was a common
practice in power analysis and simulation studies. Following
the prior simulation studies on residual variance structure, the
autocorrelation coefficient, ρ, was set to be 0.50 for AR(1)
structure. For the UN(1) structure, all the covariances were set to
zero while the residual variance of the first time point was set to
1.00 and the following residual variances were set to be the power

3ID=Identity; UN(1)=Banded main diagonal; AR(1)=Autoregressive.
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FIGURE 2 | Linear growth model with UN(1) error variance structure with 4

waves of data to generate the true population model with a single covariate.

function of ρ = 0.80 (i.e., σ21 = 1.00, σ22 = 0.80, σ23 = 0.64, and
σ24 = 0.51 for 4 waves of data; σ21 = 1.00, σ22 = 0.80, σ23 = 0.64,
σ24 = 0.51, σ25 = 0.41, σ26 = 0.33, σ27 = 0.26, and σ28 = 0.21 for 8
waves of data), assuming that the reliability of the measurement
increases over time (Grimm andWidaman, 2010).

Between-Subject V-CV Structure
We adopted the population parameters for the between-subject
V-CV structure from the previous simulation studies in LGM
(Kwok et al., 2007; Kim et al., 2016) Given that intercept variance
has generally been larger than the variation of the change in
growth in longitudinal studies (Raudenbush and Xiao-Feng,
2001), the total variance of911 was set to 0.20 while both922 and
933 were set to 0.10 constantly for all conditions. The elements in
the matrix were set to:

9Linear =

[

911 912

921 922

]

=

[

0.20 0.05
0.05 0.10

]

and

9Quadratic =





911 912 913

921 922 923

931 932 933



 =





0.20 0.05 0.05
0.05 0.10 0.035
0.05 0.035 0.10



 ,

with the correlations (i.e., r =
9xy√
9xx9yy

, x 6= y) setting as 0.35

for all the pairs of the elements in the 9 matrix (Kwok et al.,
2007). Based on the covariate effect sizes, the size of the variance
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and covariance of the growth associated factors was adjusted to
consider the explained variance given the covariate.

Covariate Effect Size
To ease the understanding of mechanism under the model
formulation with covariates, we have used a simple model with
a single covariate in this simulation. Because adding more
predictors is a function of increasing the total effect size, which
decreases the size of residual (unexplained) variance, we have
used three different sizes of covariate effects on the mean growth
structure: 0.1 (small), 0.3 (medium), and 0.5 (large) while keeping
a single covariate. The covariate, w, is generated to have a mean
of 0 and a standard deviation of 1 with a normally distributed
variance. The covariate effects are equally regressed on each
growth-related term. For example, for the true linear growth
model condition, a covariate has the same coefficient on the
intercept and the slope.

Sample Size
We have used three sample sizes, which are 100, 210, and 390,
for small, medium, and large sample size conditions, respectively,
following the previous simulation study (Kim et al., 2016). Thus,
the total number of observations ranged from 400 (4 wave× 100
subjects) to 3,120 (8 wave × 390 subjects). We expect that the
model stability will increase as sample size increases, indicating
better chance of finding the correct mean trajectory.

Evaluation Criteria
We have evaluated three types of model selection criteria on
the performance of finding the correct mean growth trajectory:
(a) Likelihood Ratio Test (LRT), (b) 1Goodness of Fit Indices
[1GFI; i.e., Comparative Fit Index (CFI), Root Mean Square
Error of Approximation (RMSEA), and Standardized Root Mean
Residual (SRMR)], and (b) 1Information Criteria [1IC; i.e.,
Akaike Information Criteria (AIC) and Bayesian Information
Criteria (BIC)]. These model selection criteria are commonly
used by applied researchers because most statistical software
for SEM provide these fit statistics in the output (e.g., Mplus,
Lisrel, Amos). The difference in GFI and IC between the two
competing models (i.e., constrained model vs. relaxed model) is
calculated for each of the model fit index. Previous research has
shown promising results for using both LRT and 1IC in model
specification search (Kim et al., 2016), whereas the 1GFI showed
inconsistent results. Following Kim et al. (2016), we have used the
six model fit indices for evaluation criteria.

For information criteria (i.e., AIC and BIC), we have set up an
absolute value to select a better fitting model over the competing
model. Burnham and Anderson (2004) suggested using 4 for
AIC to decide whether a model fit is significantly improved by
adding additional parameter. Similary, Raftery (1995) suggested
using 2 for BIC to compare the models. In other words, when the
difference on the information criteria between the two competing
models is minimal (i.e., 1AIC < 4; 1BIC < 2), we have selected
the simpler model even when the more complex model showed
smaller value of AIC and BIC. Similarly, we have adopted more
stringent cutoff criteria for the GFIs proposed by Chen (2007).
When the difference on CFI between the simpler and more

complex model is <0.01, the simpler model was selected over the
more complex model. The cutoff for 1RMSEA and 1SRMR are
0.015 and 0.01, respectively.

Model Search Process
For each dataset, four sets of model search procedure have
been conducted using the four different starting models. Step-
up refers to starting from the simplest mean structure (i.e.,
intercept-only model) by adding one more growth related factors
at a time. For example, the intercept-only model with ID
structure is compared to the linear growth model with the same
residual variance structure using each of six different model
evaluation criteria. If the model is significantly improved by
adding a linear growth term, then the linear growth model
is compared to the quadratic growth model in the next step,
and so on. When the model is not improved any more, model
search process is stopped and the simpler model between the
two competing models is selected to be the optimal growth
trajectory. If the selected growth trajectory is matched with the
true (generated) growth structure, “hit” is coded as 1, while the
incorrect growth trajectory is coded as 0. Since this process is
independently conducted by six model evaluation criteria, the hit
rates are varied across the model evaluation criteria. In a similar
manner, top-down refers to starting from themost complexmean
structure (i.e., cubic growth model for 4 wave; sextic (6th-order
polynomial) growth model for 8 wave) by removing the highest
growth related factor at a time. If the more complex model
significantly fits better to the data, search has been stopped and
the more complex model has been selected as the best fitting
model.

Dependent Variable
The primary dependent variable was the hit rate of the true
mean model being successfully identified by the model selection
indices across the different starting models. For this dependent
variable, correct model recovery was coded as a binary variable
(i.e., 0 for a miss and 1 for a hit) for all replicates by all
conditions. The hit rate (i.e., percentage of replicates reaching
the true mean model) was summarized according to the
performance of different starting models and model selection fit
indices.

RESULTS: SIMULATION STUDY

Before using the model search process, we first analyzed the
correctly specified model in terms of both mean and within-
subject V-CV structures to validate the data generation process.
Results show that all simulations for linear and quadratic
growth models with the corresponding true error variance
structures [i.e., ID, AR(1), and UN(1)] are properly converged
with the accurate parameter estimates indicating that the data
were adequately generated. Next, for each true model, four
different starting models have been utilized to search for the true
mean structure: (1) the simplest mean (intercept-only) with the
simplest ID error variance structure, (2) the most complex mean
(e.g., highest possible polynomial growth term) and the simplest
ID structure, (3) the simplest mean and the most complex UN
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error variance structure, and (4) the most complex mean and the
error variance structure. We present the results of our simulation
studies by two research questions.

Which Starting Model Performs Best in
Searching for the Correct Growth
Trajectory?
Table 1 presents the average hit rates (i.e., percentage of
replicates reaching the true growth shape) across all six model
fit evaluation criteria when using the four different starting
models. Although each fit index is used independently for
model search, we average the hit rates of all six fit indices
to clearly compare the performance of the four starting
models corresponding to the research question. The first three
columns provide the information regarding the analyzed model
using different starting points5. For the within-subject V-CV
structure, ID [identity] is the simplest structure while UN
[unstructured] is the most complex structure. For the mean
structure in the next column, step-up refers to starting with
the simplest mean (i.e., intercept-only model) while top-down
refers to starting with the most complex mean model (i.e.,
cubic growth model for 4 wave data; 6th-order polynomial
growth model6 for 8 wave data). The next two columns
give the information about the true model conditions for the
covariate effect size and sample size. The 6th to 11th columns
report the average hit rates under six different true model
conditions.

As shown in Table 1, starting model (4), which is specified
with the most complex mean and residual variance structure,
performs best in searching for the population growth trajectory.
The average hit rate is 82.3% across all simulation conditions and
all model selection criteria. The average hit rates for six different
population models range between 75.6 and 87.3% indicating
relatively stable performance across all simulation conditions.
As covariate effect size and sample size increase, the percentage
of finding the true growth shape slightly increases when using
the starting model (4). Following Model (4), Model (3) that
uses the intercept-only with the most complex UN structure
as the starting point shows 70.5% of average hit rate with
a range between 47.8 and 90.8%. While Model (3) performs
relatively well for searching for the linear growth model (ranged
between 88.3 and 90.8%), hit rates are substantially decreased
for the quadratic growth model (ranged between 47.8 and
53.9%). As shown in Table 1, as covariate effect size increases,
hit rates for Model (3) decreases across different sample size
conditions and error variance structures. Results for each fit
index show that the fit statistic difference between the intercept-
only model and linear growth model is minimal, which leads
to select the intercept-only model as the better fitting model
than the linear growth model. Although Model (3) outperforms

5Given the limited space, we present the summary of the simulation results. Result

tables for six true model conditions including covariate effect size and sample size

information are available from the first author upon request.
6Instead of the seventh-order polynomial model, we used the sixth-order

polynomial model as the most complex mean model given that the seventh-order

polynomial model resulted in serious nonconvergence issue.

Model (4) for the true linear growth model, it shows unstable
results for the true quadratic mean structure, which indicates
that Model (3) is sensitive to the true mean structure while
Model (4) is relatively robust to the true growth shape. More
specifically, hit rates for Model (3) substantially decreases when
the sample size becomes smaller and covariate effect size gets
larger.

Meanwhile, Model (1), which is the most commonly used
starting model in practice, shows the worst performance in
searching for the accurate growth shape with overall average
hit rate of 50.1% (ranged between 21.0 and 81.5%). Only
when the true model is a linear growth model with the ID
structure, Model (1) shows a good performance (81.5% hit
rate). Given that not only the true mean structure is adjacent
to the starting mean structure (i.e., a linear growth model
and an intercept-only model) but also the V-CV structure
is correctly specified (i.e., ID), it can be well expected that
Model (1) performs successfully under this specific condition.
Similarly, Model (2) (i.e., the most complex mean with the
simplest V-CV structure model) shows no promising results
in searching for the true mean structure with the average hit
rate of 53.1% (ranged between 22.9 and 90.9%). Model (2)
shows a good performance only when the true V-C structure
is the true ID structure; the average hit rates are 88.0 and
90.9% for the linear and quadratic growth model, respectively.
However, when the true V-CV structure is not ID but UN(1)
or AR(1), both Model (1) and (2) show poor performance
in detecting the true shape of the growth. Notably, Model
(1) and (2) perform worse as sample size increases, which
can be an evidence of the unstable model results (Kim et al.,
2016).

Which Model Selection Index Performs
Well in Searching for the Accurate Growth
Shape?
Table 2 presents the average hit rates for six model selection
fit indices across all simulation conditions. As shown in the
table, 1BIC shows the highest average hit rate (84.4%) across
all simulation conditions followed by 1AIC (average hit rate
of 73.3%). The average hit rate of LRT across all simulations
is 67.5% followed by 1SRMR (57.4%), 1CFI (53.6%), and
1RMSEA (48.2%). Specifically, 1BIC and 1AIC using the
starting Model (4) show outstanding performance to search for
the true growth shape with the average hit rate of 97.1% (ranged
between 96.8 and 97.7%) and 95.2% (ranged between 93.9 and
96.7%), respectively. As shown in Table 2, using 1BIC for Model
(4) shows consistently good performance regardless of other
design factors, which are, true mean and covariance structure,
covariate effect size, and sample size. Although LRT and 1GFI
(i.e., 1CFI, 1RMSEA, and 1SRMR) show no advantages over
the information criteria, when starting with Model (4), hit rates
for 1CFI and LRT notably increase with an average hit rate
of 93.8 and 85.5%, respectively. In summary, 1BIC and 1AIC
perform optimally to search for the accurate growth shape when
starting with the most complex mean structure with the saturated
error variance structure.
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TABLE 1 | Average percentage of finding the correct mean structure by four starting models.

Linear growth Quadratic growth

Starting modela Cov spec Mean spec Effect size n Average hit ID UN(1) AR(1) ID UN(1) AR(1)

(1) ID Step-up 0.1 100 56.0 76.1 65.6 51.1 64.0 49.8 29.3

(1) ID Step-up 0.1 210 48.1 80.9 57.5 31.7 65.1 36.7 16.8

(1) ID Step-up 0.1 390 41.2 83.9 45.5 14.2 65.3 25.6 12.6

(1) ID Step-up 0.3 100 57.7 78.3 68.3 51.5 64.4 53.8 29.9

(1) ID Step-up 0.3 210 50.2 81.6 61.6 32.2 65.3 42.1 18.1

(1) ID Step-up 0.3 390 43.3 84.5 50.7 14.4 65.1 30.9 14.2

(1) ID Step-up 0.5 100 58.6 79.4 70.1 51.9 64.9 53.5 31.8

(1) ID Step-up 0.5 210 51.1 82.6 65.1 32.8 65.4 40.9 20.0

(1) ID Step-up 0.5 390 44.6 86.1 56.2 14.6 65.1 29.3 16.0

Model (1) Average hit 50.1 81.5 60.1 32.7 64.9 40.3 21.0

(2) ID Top-down 0.1 100 56.6 71.3 62.2 49.3 86.3 41.8 28.7

(2) ID Top-down 0.1 210 50.7 76.5 55.6 31.0 91.7 32.5 16.7

(2) ID Top-down 0.1 390 45.5 80.0 44.9 14.1 93.9 27.7 12.2

(2) ID Top-down 0.3 100 58.5 73.6 64.8 49.6 86.7 45.7 30.5

(2) ID Top-down 0.3 210 52.7 77.2 59.7 31.4 91.9 35.9 20.2

(2) ID Top-down 0.3 390 47.6 80.9 50.1 14.3 94.1 30.4 15.8

(2) ID Top-down 0.5 100 60.4 74.7 66.6 50.1 87.5 49.1 34.6

(2) ID Top-down 0.5 210 55.2 78.5 63.2 31.9 92.1 40.1 25.6

(2) ID Top-down 0.5 390 50.7 83.0 55.5 14.4 94.0 35.9 21.6

Model (2) Average hit 53.1 77.3 58.1 31.8 90.9 37.7 22.9

(3) UN Step-up 0.1 100 73.8 81.0 84.1 83.3 66.7 69.1 58.7

(3) UN Step-up 0.1 210 83.4 88.3 89.1 91.5 79.5 80.6 71.6

(3) UN Step-up 0.1 390 86.3 90.6 91.5 93.7 83.6 83.8 74.4

(3) UN Step-up 0.3 100 64.2 85.7 86.4 88.3 43.0 44.6 37.4

(3) UN Step-up 0.3 210 73.4 88.8 89.8 91.7 58.2 59.0 52.6

(3) UN Step-up 0.3 390 77.9 91.4 92.4 93.8 64.6 64.3 60.6

(3) UN Step-up 0.5 100 52.0 86.7 87.4 89.2 16.8 16.9 15.1

(3) UN Step-up 0.5 210 58.1 89.8 90.8 91.9 25.5 26.8 23.6

(3) UN Step-up 0.5 390 65.8 92.3 93.1 94.0 38.6 39.9 36.6

Model (3) Average hit 70.5 88.3 89.4 90.8 52.9 53.9 47.8

(4) UN Top-down 0.1 100 76.6 67.8 70.7 71.2 82.8 83.8 83.3

(4) UN Top-down 0.1 210 82.5 75.0 75.9 80.8 87.2 88.1 87.7

(4) UN Top-down 0.1 390 85.3 78.7 79.8 84.9 89.4 89.3 89.7

(4) UN Top-down 0.3 100 78.8 72.4 72.9 76.2 83.2 84.2 83.8

(4) UN Top-down 0.3 210 82.9 75.7 76.8 81.1 87.5 88.2 87.9

(4) UN Top-down 0.3 390 85.8 79.8 81.0 85.2 89.4 89.4 89.7

(4) UN Top-down 0.5 100 79.5 73.2 73.8 77.0 83.7 84.6 84.4

(4) UN Top-down 0.5 210 83.5 76.9 77.9 81.6 87.8 88.5 88.1

(4) UN Top-down 0.5 390 86.2 81.0 81.9 85.7 89.5 89.5 89.7

Model (4) Average hit 82.3 75.6 76.7 80.4 86.7 87.3 87.1

aModel (1): intercept-only with the simplest Identity V-CV structure, Model (2): highest-order polynomial growth (i.e., cubic for linear growth and sextic for quadratic growth population

model) with the Identify V-CV, Model (3): intercept-only with the most complex UN V-CV structure, Model (4): highest-order polynomial growth with the UN V-CV structure.

APPLIED STUDY

To illustrate the use of the proposed model search strategy,
we have examined the longitudinal trajectories of depressive
symptoms among Mexican American elders in the U.S. using

the Hispanic Established Population for Epidemiological Studies
of the Elderly (EPESE), which is retrieved from Inter-university
Consortium for Political and Social Research (ICPSR). The first
wave of interviews was conducted between September 1993
and June 1994 (Markides, 1993-1994), with 3,050 Mexican
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TABLE 2 | Average percentage of finding the correct mean structure by different model evaluation criteria.

Linear growth Quadratic growth

Selection criteria Starting modela Overall average (%) ID UN(1) AR(1) ID UN(1) AR(1)

LRT (1) 53.1 95.3 65.2 29.3 94.4 28.9 5.6

(2) 45.8 95.3 65.1 29.3 80.3 2.8 2.3

(3) 85.6 94.9 95.1 95.0 76.6 78.3 73.9

(4) 85.5 90.2 90.4 90.3 80.8 80.9 80.6

LRT Average 67.5 93.9 78.9 61.0 83.0 47.7 40.6

1CFI (1) 20.9 75.1 33.4 16.9 0.0 0.0 0.0

(2) 43.4 66.0 28.4 15.9 98.5 29.0 22.5

(3) 56.3 83.0 86.2 94.9 33.6 23.8 16.4

(4) 93.8 83.0 86.2 94.9 99.5 99.7 99.8

1CFI Average 53.6 76.7 58.5 55.6 57.9 38.1 34.7

1RMSEA (1) 31.1 84.3 72.2 29.7 0.2 0.0 0.0

(2) 55.0 74.6 67.5 26.2 82.9 62.1 16.6

(3) 49.5 83.9 83.9 83.8 15.0 17.9 12.5

(4) 57.4 56.4 56.3 56.6 58.4 58.3 58.5

1RMSEA Average 48.2 74.8 70.0 49.1 39.1 34.6 21.9

1SRMR (1) 54.7 35.3 18.6 8.5 96.4 91.5 77.9

(2) 47.9 30.8 17.4 8.1 89.3 81.6 59.9

(3) 63.9 71.2 72.9 74.5 53.4 59.5 52.0

(4) 63.0 28.9 30.8 45.0 89.3 92.4 91.4

1SRMR Average 57.4 41.5 34.9 34.0 82.1 81.3 70.3

1AIC (1) 61.0 98.1 77.7 40.9 98.5 40.8 10.1

(2) 53.7 96.7 76.6 40.3 94.3 8.3 6.4

(3) 83.3 97.4 98.1 97.4 69.2 71.5 66.0

(4) 95.2 96.0 96.7 96.0 93.9 94.3 94.1

1AIC Average 73.3 97.1 87.3 68.6 89.0 53.7 44.1

1BIC (1) 83.5 99.0 98.4 81.2 100.0 86.8 35.8

(2) 75.6 98.3 97.6 80.7 98.5 45.7 33.1

(3) 81.2 97.6 98.6 97.7 64.8 67.5 61.1

(4) 97.1 96.9 97.9 97.0 96.8 97.0 97.0

1BIC Average 84.4 97.9 98.1 89.1 90.0 74.3 56.7

aModel (1): intercept-only with the simplest Identity V-CV structure, Model (2): highest-order polynomial growth (i.e., cubic for linear growth and sextic for quadratic growth population

model) with the Identify V-CV, Model (3): intercept-only with the most complex UN V-CV structure, Model (4): highest-order polynomial growth with the UN V-CV structure.

Americans aged 65 and over residing in the five southwestern
states that contain the majority of Mexican Americans: Texas,
California, New Mexico, Colorado and Arizona. Follow-up
interviews were then conducted approximately every 2–3 years,
with a supplemental sample from the same cohorts as the
original sample added in wave 5. Literature has shown that
limited English proficiency (LEP) is frequently reported to be
associated with more depression among immigrants because
language barriers can be a significant source of stress (Nwadiora
and McAdoo, 1996; Constantine et al., 2004; Sadule-Rios, 2012).
Kim et al. (in press) have investigated whether LEP is a
significant factor associated with the longitudinal trajectory of the
depressive symptoms using a latent growth model. In the current
demonstration, we illustrate the model search procedure using

the EPESE data to search for the optimal growth shape of the
depressive symptoms for older immigrants.

Specifically, we have used a total of six waves of data for
the depressive symptoms, which are measured with the Center
for Epidemiologic Studies Depression Scale (CES-D), a 20-item
self-administered questionnaire (Radloff, 1977), in the EPESE
between 1993 and 2007. Respondents were asked to assess the
frequency of depressive symptoms experienced during the past
week, based on a 4-point scale with categories in the subsequent
order: rarely or none of the time (0), some or a little of the time
(1), much of the time (2), and most or all of the time (3). The
total scores for 20 items potentially ranged from 0 to 60, with
higher scores indicating more depressive symptoms. Among a
total of 3,952 participants, 602 respondents who have all six waves
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TABLE 3 | The AIC and BIC for unconditional growth models for EPESE data.

Quartic Cubic Quadratic Linear Intercept

AIC 24,400 24,400 24,407 24,478 24,509

BIC 24,514 24,510 24,513 24,579 24,606

of data for CES-D are included in the further analysis. Mplus 7.3
usingMaximum Likelihood estimation method (ESTIMATOR=

MLR) was utilized for handling non-normality of the depression
scores.

To search for the optimal growth trajectory, we analyzed
a series of unconditional latent growth models (i.e., without
having covariates) by changing the shape of the growth and
compared the adjacent growth models using the information
criteria (i.e., 1BIC and 1AIC), which showed the best hit rate
for selecting the true population growth trajectory in simulations.
Other fit indices (i.e., CFI, RMSEA, and SRMR) were also
considered to meet the absolute fit criteria. First, based on
our finding from the simulation study above, we specified the
most complex (saturated) within-subject V-C structure (i.e., UN
structure), which allows to freely estimate all the variance and
covariance components. For the mean structure, we started
with the quartic (i.e., 4th-order polynomial) growth model as
the most complex mean structure with leaving one degree of
freedom to generate the fit statistics for 6 waves of data7.
Next, the quartic growth model with the UN error variance
structure was compared with the cubic growth model, which
has one less parameter in the mean structure to estimate. If
there is no significant difference between the two competing
models, we selected the simpler (cubic) growth model over
the more complex (quartic) growth model. Next, the cubic
growth model was compared to the quadratic growth model
by eliminating the next highest-order polynomial growth term,
and so on. When the model fit significantly got worse (i.e.,
1BIC > 2 and 1AIC > 4), the model search was stopped
and the more complex model was selected as the best fitting
model.

Table 3 presents the model fit indices including the AIC
and BIC for the series of latent growth models for the CES-
D measures. As shown in Table 3, the cubic growth model
was selected as the best fitting model by both information
criteria. Using the 1AIC, the quartic growth model shows
no improvement from the cubic growth model, whereas the
cubic growth model significantly better fits to the data than the
quadratic growth model. Likewise, the cubic growth model is
selected over the quartic growthmodel using the1BIC, and then,
the cubic growth model is compared to the quadratic growth
model, and indeed, the cubic growth model shows the better fit.
Interestingly, the cubic growth model was selected by both step-
up approach (i.e., starting from the intercept-only model) and
top-down approach (i.e., starting from the quartic growthmodel)
when specifying the saturated UN error variance structure in

7Fully saturated model in both mean and V-CV structures is just-identified model

and generates no fit evaluation statistics other than the information criteria.

the current example. In other words, both starting points (i.e.,
simplest and the most complex) in terms of the mean structure
reached to the same result in selecting the cubic growth model
as the best fitting model. Results show that older immigrants’
depressive symptoms have been decreased during the first two
waves of data and then increased for the following four waves of
data (see Figure 3). Further investigation and implication of the
findings should be referred to the work by Kim et al. (in press).

DISCUSSIONS

The purpose of the current study is to explore the optimal
model search strategy for searching for the best-fitting growth
trajectory in latent growth models (LGM). While starting with
the unconditional model without covariates has been known to
be a classical method for model building in longitudinal data
analysis (Meredith and Tisak, 1990; Singer and Willett, 2003),
there is a lack of research incorporating both mean and residual
variance structure in model search process under the framework
of LGM. In the current study, we expanded the previous
simulation study by Kim et al. (2016) by considering the time-
invariant covariates on the growth trajectory to provide a model
search strategy under more general conditions. We specifically
examined two research questions: (a) which starting model
performs best in searching for the correct growth trajectory, and
(b) which model selection index performs best in identifying
the true growth shape. Based on the results of the simulation
study, we found that (a) starting with the fully saturated model
with the most complex mean structure as well as the most
relaxed (unstructured) error variance structure, and (b) using
the information criteria (i.e., 1BIC and 1AIC) over the other fit
evaluation criteria (i.e., LRT and 1CFI, 1RMSEA, and 1SRMR)
performed best in search for the population growth shape in
LGM.

To examine the first research question, we have compared
the four starting models in terms of the complexity of the
mean structure and the within-subject variance-covariance (V-
C) structure in LGM (Figure 1). For the within-subject V-CV
structure, results of the simulations have shown that starting with
the most complex (saturated) structure (i.e., Model 3 and 4) best
recovers the true growth shape across all simulation conditions,
which is a consistent finding with the previous simulation study
(Kim et al., 2016). Unlike the previous study, however, the current
results show that starting point in the mean structure also does
matter to successfully search for the true growth trajectory.
When there is a small to moderate effect of covariates regressed
on growth trajectories, starting with the most complex mean
structure outperforms the simplest mean structure to recover the
true growth shape. This new finding is important because many
applied research have been using the simpler starting model (e.g.,
intercept-only model or linear growth model) to search for the
possibly more complex growth trajectory (e.g., quadratic growth
or cubic growth model) in practice. Based on the simulation
results, if the simpler growth model is used as the starting point,
they are more likely to select the incorrectly simpler growth
model, which may not represent their data adequately. As shown
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FIGURE 3 | Cubic growth trajectory for depressive symptoms using CES-D measure for EPESE data.

in the results of the simulation study (Table 1), when the true
growth trajectory is a quadratic growth, the average hit rate of the
fully saturated model (Model 4) is 87.0% while the hit rate of the
simplest mean with the most complex error variance structure
model (Model 3) is 51.5%. As sample size gets smaller and the
covariate effect size gets larger, the impact of the starting point in
the mean structure on recovering the true model becomes more
substantial.

On the other hand, when the simplest ID structure is
specified for the within-subject V-CV, neither step-up method
nor top-down method successfully recovers the population
growth trajectory except when the population model is generated
to have the ID structure. Specifically, we note that the most
commonly used intercept-only model with the simplest within-
subject V-CV structure performs poorly to search for the correct
mean trajectory, which is a consistent finding with the previous
simulation study (Kim et al., 2016). When the true within-subject
V-CV is not Identity but more complex structure (i.e., UN(1) or
AR(1) in the current study), the average hit rate even decreases
as sample size increases, which is another evidence of model
instability. Given that researchers do not know the population
or true variance structure in reality, specifying the simplest V-CV
structure with no further consideration should be avoided in the
model search process based on the current research finding.

To examine the second research question, we have used six
model fit indices, which are LRT, 1CFI, 1RMSEA, 1SRMR,
1AIC, and 1BIC to select for the best fitting growth trajectory
model. Results show that there is no single fit index performing
consistently well across all starting models. On the other hand,
1BIC and 1AIC performed successfully to search for the
accurate growth trajectory with the use of the most complex
starting model. As shown in the Appendix, average hit rates

of 1BIC and 1AIC with using the Model (4) are above 95%
on average across all simulation conditions. That being said,
when researchers search for the optimal growth trajectory in
LGM, starting with the most (or possibly more) complex mean
structure with relaxing any constraints on error V-CV structure
is highly recommended.

LIMITATIONS AND FUTURE

The current study has several limitations in study designs and
conditions as with most simulation studies. First, we limited
our study conditions for polynomial one-piece growth models
(e.g., linear and quadratic growth models) in simulations based
on the literature review, where majority of the applied research
employed the polynomial growth models. While starting with a
polynomial growth model is a reasonable approach, the proposed
method might perform differently when the best model is a
family of exponential growthmodels or piecewise growthmodels.
Since the existence of multiple-piece non-linear model (e.g.,
piecewise exponential growth) is possible in reality, further
research on the effectiveness of current approach with more
complex multiple-piece models is needed. In addition, when the
number of repeated measures is 3, this approach may not be
adequate due to the limited number of testable growth models
(intercept only, linear and quadratic).

Next, we used a single covariate with effect sizes to be equally
regressed on all time factors (e.g., intercept and linear for a linear
growth model). Some predictors may have a stronger effect on
the initial time measure (e.g., intercept) than on the changing
rate (e.g., linear and quadratic growth factors) or vice versa.
Moreover, when there are multiple covariates or factors, models
get easily complicated with possible interaction effects and effect
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sizes differed. We simplified the simulation conditions to use
the constant effect sizes for the single covariate so that we can
examine the effect of time-invariant covariates in model search
process more clearly.

In the current study, we only considered the predictor(s) to
be time-invariant covariates (e.g., gender, age, years of education,
etc.) by excluding the scenarios for the time-varying covariates.
Moreover, we have limited the assumption for the time-invariant
covariates to be fully mediated by the growth parameters at the
subject level. That is, we have assumed that the direct effect
of time-invariant covariate on each time measure is equal to
zero, which is regarded as a more standard way to model the
time-invariant covariates in LGM (Whittaker and Khojasteh,
2017). While we believe that the current findings can be applied
to more complex situations, further research is warranted to
investigate the generalizability of the current research finding to
more general conditions including the time-varying covariates in
the population model.

This study has focused on the model specification search
for finding for the accurate growth trajectory while having
the search process for the residual variance structure left
questionable. Given that the misspecified error variance
structure has detrimental impacts on the inferences about
growth parameters (Ferron et al., 2002; Kwok et al., 2007),
searching for the correct or adequate error variance structure
should be followed by specifying the optimal growth trajectory.
Recently published simulation study by Ding et al. (2017)
has provided a systematic approach to facilitate identifying a
plausible covariance structure. Although they have conducted
a study based on unconditional growth models, the guideline
given in the study can be used as another starting point
for searching the adequate error variance structure in
LGM.

Implications and Practical
Recommendations
Latent growth models are a popular method for longitudinal data
analysis for decades given the flexibility of modeling the within-
and between-subject error variance structure. This simulation
study has investigated the performance of different starting
models to search for the best-fitting growth trajectory in LGM
under more general conditions than the previous simulation
study. In the absence of certainty for the growth trajectory, the
current study proposes to use the most complex (fully saturated)
starting model with the highest-order polynomial growth factors
and the most relaxed error variance structure, which performed
the best to search for the true growth trajectory. Among the
widely used fit indices for model comparisons (i.e., LRT, 1GFI,
and1IC),1BIC and1AICwith using the fully saturated starting
model showed the most promising results in detecting the
population growth trajectory over other fit indices. Based on the
optimally specified growth trajectory, researchers should follow
the next steps for model building process, such as, modeling
the time-invariant and time-varying predictors, moderating
effects, and specifying the proper covariance structures, to best
understand the data and to examine their research questions.
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This study investigated the performance of three selected approaches to estimating a

two-phase mixture model, where the first phase was a two-class latent class analysis

model and the second phase was a linear growth model with four time points. The

three evaluated methods were (a) one-step approach, (b) three-step approach, and

(c) case-weight approach. As a result, some important results were demonstrated.

First, the case-weight and three-step approaches demonstrated higher convergence

rate than the one-step approach. Second, it was revealed that case-weight and

three-step approaches generally did better in correct model selection than the one-step

approach. Third, it was revealed that parameters were similarly recovered well by all

three approaches for the larger class. However, parameter recovery for the smaller

class differed between the three approaches. For example, the case-weight approach

produced constantly lower empirical standard errors. However, the estimated standard

errors were substantially underestimated by the case-weight and three-step approaches

when class separation was low. Also, bias was substantially higher for the case-weight

approach than the other two approaches.

Keywords: mixture model, latent class analysis, case-weight approach, one-step approach, three-step approach

INTRODUCTION

Mixture modeling has become a widely used statistical method in behavioral sciences because it
allows for an exploration of identification and understanding of latent subpopulations in a given
population. Among them, a method where categorical latent trait constructs are identified based
on multiple observed categorical variables is specifically referred to as a latent class analysis (LCA)
(Lazarsfeld and Henry, 1968; Dayton and Macready, 1998). While identifying and interpreting
latent classes may be of the main interest with LCA, researchers may be also interested in how the
identified latent classes are related to auxiliary variables, such as covariates and distal outcomes. In
other words, researchers are not only interested in latent classes of individuals, but also in potential
causes and/or consequences of the class membership (Bakk et al., 2013, 2014). This type of analysis
would provide additional information about heterogeneity of the relations, since it is not realistic to
assume that all individuals in the population have the same relations to auxiliary variables (Nylund-
Gibson et al., 2014). Moreover, researchers may be interested in considering an auxiliary model in
conjunction with LCA, such that separate auxiliary model parameters are estimated for each of
the latent classes. For example, a simple linear regression model as an auxiliary model to LCA was
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presented and investigated in Asparouhov and Muthén (2014).
In such a modeling, the latent class variable can be thought of a
moderator for the auxiliary model (i.e., secondary model). In this
paper, this type of a model is referred to as a two-phase mixture
model, because the model is consisted of two phases, the LCA
model phase and the auxiliary model phase.

One may argue that a single mixture model without a
latent class measurement model may be sufficient to describe
heterogeneity on the auxiliary model, such as mixture regression
and growth mixture model. However, there are contexts where
latent classes should be defined by a latent class measurement
model, rather than by a single mixture model. For example,
Asparouhov and Muthén (2014) and Vermunt (2010) pointed
out that a single mixture model approach will not fit a logic of
a researcher, if the latent class measurement model is theorized
to define latent classes, rather than the mixture distribution of
the auxiliary variable or model. In such a case, results from the
two-phase mixture model are not necessarily the same as results
from the single mixture model. Therefore, it is paramount to
identify latent classes by measurement indicators in the latent
class measurement model first, rather than directly attempting to
identify latent classes based on heterogeneity in their auxiliary
variable or model. Thus, an implementation of a two-phase
mixture model becomes important.

METHODS TO TWO-PHASE MIXTURE

MODELS

There are several different approaches that can be undertaken to
estimate a two-phase mixture model. In this section, four selected
approaches are described, although the first approach will not be
investigated in this study.

Classify and Analyze Approach
Classify-and-analyze approach is a two-step process, also referred
to as hard partitioning (Vermunt, 2010). In the first step, LCA
is conducted, and each individual is assigned to a specific
latent class by the highest posterior class-membership probability
that is obtained from the LCA. Then, in the second step,
class assignments are used as an observed grouping variable to
compare groups on auxiliary variables, if the model contains
auxiliary variables. If the model contains auxiliary model, the
auxiliary model will be fitted for each of identified classes.
In either case, membership in identified classes is mutually
exclusive, such that each observation is classified into only
one of the identified classes. While it is straightforward
to implement (Hibbard et al., 2007; Reinke et al., 2008;
Archambault et al., 2009; Hardigan, 2009), this strategy comes
with some critical disadvantages. First, there can be misclassified
individuals, because deterministic classifications are based on
the probabilistic information of class-membership probabilities.
It is known that misclassification of individuals in the classify-
and-analyze approach can result in biased estimates of the
relations between the latent classes and the auxiliary variables
and auxiliary model parameters (Hagenaars, 1993; Clogg, 1995).
Second, somewhat related to the first disadvantage, classification

uncertainties (namely, measurement errors in classifications
from the LCA) would be ignored. Since classifications are treated
as true states, the standard errors for parameter estimates by the
classify-and-analyze approach are likely underestimated (Roeder
et al., 1999; Loken, 2004; Clark and Muthén, 2009). Overall,
the literature to date is in agreement that the classify-and-
analyze approach is no longer recommended for estimating an
LCA model with auxiliary variables and/or auxiliary models.
Therefore, the classify-and-analyze approach was not considered
further in this study.

One-Step Approach
The one-step approach involves a simultaneous estimation
of an LCA model and auxiliary variables and/or auxiliary
models (Formann, 1992; Heijden et al., 1996; Bandeen-Roche
et al., 1997; Dayton and Macready, 1998; Muthén and Muthén,
2000; Clark and Muthén, 2009; Kim et al., 2016). The one-
step approach is recommended particularly by earlier literature
(Heijden et al., 1996; Muthén, 2001), because estimating LCA
and auxiliary models in one-step has advantages over the classify-
and-analyze approach. First, occurrence of classifying individuals
into incorrect classes would be irrelevant, because the one-
step approach does not involve classifications of individuals
into particular classes based on estimated class probabilities. In
other words, the estimation of the latent classes is accomplished
jointly by the inclusion of auxiliary variable(s) and/or model(s)
(Kim et al., 2016). As underlined by Clark and Muthén (2009),
individuals can be fractional members of all identified latent
classes in the one-step approach. Thus, it reduces problems that
arise from treating the latent classes as a true state, the procedure
that is followed by the classify-and-analyze approach. Second,
measurement errors of class membership would be incorporated
in the analysis, because they are embedded in the model by the
one-step approach. Another advantage of the one-step approach
is a contribution of the included auxiliary variable(s)/model to
the estimation of latent classes. Clark and Muthén (2009) argue
that this inclusion improves the class separation and reduces the
standard errors.

However, while it is still known as an efficient approach, recent
studies are cautious about employing the one-step approach
(Vermunt, 2010; Nylund-Gibson et al., 2014). The prominent
reason is that the parameters of the first-phase LCAmodelmay be
affected by auxiliary variables and/ormodels, if the strength of the
associations between latent class indicators and latent classes are
not sufficiently strong (Vermunt, 2010; Asparouhov andMuthén,
2014). If this becomes a problem, it could lead to a different
number and/or interpretations of latent classes by including
auxiliary variables and/or models. Changing the parameters in
this manner would be disconcerting and leads to problems with
model construction. While the inclusion of auxiliary variables
and/ormodels is important, themeasurement of the latent classes
should be free from influence of auxiliary variables and models
(Nylund-Gibson et al., 2014).

Three-Step Approach
Another approach to a two-phase mixture model is the three-
step approach (Bolck et al., 2004; Vermunt, 2010). The key
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advantage of the three-step approach is a separate treatment
of the LCA model and auxiliary variables or models, just like
classify-and-analyze approach, while classification measurement
errors are still taken into account. As a result, class separation
is accomplished without being affected by auxiliary variables
and models (Vermunt, 2010; Kim et al., 2016). As the first step
with the three-step approach, the LCA model is estimated as a
measurementmodel by using only latent class indicator variables.
In the second step, a variable for most likely classes ( ) is created
by the modal assignment using the largest posterior probabilities
obtained in the first step. Just like classify-and-analyze approach,

is treated as a manifest nominal variable that represents
the class assignments. However, the three-step approach retains
the information about classification uncertainties and utilizes it
as the measurement errors of classifications as follows. Using
the estimated posterior class probabilities and number of the
individuals assigned to each of the latent classes, classification
uncertainty rates are computed. These rates are the average
posterior probabilities in the form of k × k matrix, where k
is the number of latent classes. In the third step, the auxiliary
model is fit separately for each of the identified classes in
the first step by incorporating the measurement errors derived
in the second step. Bolck et al. (2004) demonstrated their
three-step approach underestimated associations between class
membership and auxiliary variables. Vermunt (2010) proposed
a correction method by maximizing a weighted log-likelihood
function for clustered data. With a series of simulation studies,
Vermunt demonstrated that the correction improved the method
substantially. Currently, the three-step approach with Vermunt’s
correction is incorporated in Mplus software (Asparouhov and
Muthén, 2014).

Asparouhov and Muthén (2014) demonstrated that the three-
step approach with Vermunt’s correction recovered parameters
very well, when the latent class variable was measured well by the
LCA model (i.e., high entropy). Also, it was demonstrated that
the loss of efficiency for the three-step approach was minimal,
compared to the one-step approach. On the other hand, Bakk
et al. (2014) reported that the bias-corrected three-step approach
utilized in Mplus software tends to underestimate the standard
errors of the auxiliary variables effects. Nylund-Gibson et al.
(2014) extended the application of this three-step approach to a
latent transition analysis (LTA). Overall, the three-step approach
with Vermunt’s correction has become a promising method
to estimate a mixture model with auxiliary variables and/or
auxiliary models. Nonetheless, Asparouhov and Muthén (2014)
argued that anymethod could fail to achieve satisfactory accuracy
and efficiency, if the latent class variable is poorly measured
by the measurement model (i.e., low entropy), including the
three-step approach.

Case-Weight Approach
The case-weight approach for mixture models is also a three-
step procedure. In the first step, the measurement model (i.e.,
LCA) is estimated by using only latent class indicator variables.
In fact, this first step LCA is exactly the same as the first step
of the aforementioned three-step approach. However, how the
information about classification uncertainties are derived in the

second step is different from the three-step approach. In the
second step of the case-weight approach, the estimated posterior
class probabilities from the first step are directly saved as weight
variables (one weight variable for each identified class). In the
third step, the auxiliary model is fit separately for each of the
latent classes by using the corresponding weight variable from
the second step as the case weights.

This way, each observation is treated as a fractional member of
all identified latent classes, as a way to incorporate classification
uncertainties. As a result, the contribution of each observation
to a given class is represented by the estimated class probability
for the observation. For example, if an observation has a very
small class probability for a given latent class, the observation
will have a very small impact on estimating parameters of an
auxiliary model, but not zero. Also, the effective sample size for
each class is the sum of the estimated class probabilities, which is a
reasonable realization of the estimated class size. This procedure
is analogous to computing a weighted data summary quantity,
such as a weighted mean, which is also similar to the propensity
score weighting procedure (Robins and Rotnitzky, 1995; Hirano
and Imbens, 2001).

As one example related to this approach, Clark and Muthén
(2009) demonstrated an approach, where the latent class variable
was regressed on a predictor variable by using the classification
probabilities from the initial-step LCA as regression weights.
Cheng (2012) also employed the same approach for an LCA
model with a distal outcome. Clark andMuthén, as well as Cheng,
confirmed that the weighted regression approach worked well,
while the one-step approach was still found to best account for
the uncertainty in latent class membership.

The case-weight approach discussed in this paper assumes any
kind of latent-class measurement model and any kind of auxiliary
model. For example, Nese et al. (2017) employed this approach to
study heterogeneity of the growth of emergent literacy knowledge
by combining a zero-inflated Poisson regression model (i.e.,
the latent-class measurement model phase) and a three-class
growth mixture model (i.e., the auxiliary model phase). However,
the performance of this approach is rather unknown. Thus,
the current study aimed to investigate the performance of the
case-weight approach under various conditions for a two-phase
mixture model through a simulation study. The performance
of the case-weight approach was also compared to two other
approaches; namely, one-step and three-step approaches.

METHODS

Model
The first phase of the investigated two-phase mixture model was
a two-class LCA model with four dichotomous measurement
indicators. The model is expressed as

P
(

Up = 1|c
)

=
[

1+ exp
(

τcp
)]−1

,

where Up is the response on the pth dichotomous measurement
indicator (p = 1, . . . , 4) and c is the latent class variable (c = 1
or 2). Also, τcp is the threshold parameter for pth measurement
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indicator for latent class c. Accordingly, τcp is the logit of Up = 1,
given in the cth class.

The second phase of the two-phase mixture model was an
auxiliary model, which was a linear growth model (LGM) with
four time points. The LGM was set up as a special case of a two-
factor confirmatory factor analysis model, where the two latent
factors represented the growth intercept and growth slope that
varied between individuals. The model is expressed as

y = 3η + ǫ,

where y is a 4 × 1 vector of outcome measures, 3 is a 4 ×

2 matrix of factor loadings, η is 2 × 1 vector of two latent
factors, and ǫ is a 4 × 1 vector of residuals. Factor loadings
for the four outcome measures were all constrained to fixed
values: [1, 1, 1, 1] for the intercept factor (the first column of
3), and [0, 1, 2, 3] for the slope factor (the second column
of 3). As a result, the growth intercept was a realization of
the initial status. In addition, ǫ was assumed to be normally
distributed with 0 means and covariance matrix with equal
diagonals and 0 off-diagonals, indicating that error variances for
the four outcome measures were constrained to be equal and
zero covariances between errors. In addition, η was assumed to
be normally distributed with unknown means (mean intercept
and mean growth trajectory) and covariance matrix (variances
of intercept and growth trajectory, and covariance between
intercept and growth trajectory). All parameters in the auxiliary
model (i.e., mean intercept, mean slope, intercept variance,
slope variance, covariance between intercept and slope, and
error variances) were assumed to be different between the
two latent classes. A graphical representation of this two-phase

mixture model is also provided in Figure 1. As mentioned
above, all parameters in the auxiliary model were assumed
to be different between latent classes. These parameters are
graphically indicated as dots on straight and curved arrows in
Figure 1.

The true parameter values for the LCA model were varied,
including the class proportion for the smaller class. Hereafter,
the smaller class will be referred to as “class 2.” The threshold
parameters were constrained to be the same for the four
measurement indicators, but the value was varied depending
on simulation conditions (see below). These differences in
threshold parameter values indirectly affected differences in class
separation (i.e., entropy), where a lower threshold resulted into
a lower class separation. Parameters for the auxiliary LGM
were assumed to be different between the two classes, but fixed
for all simulation conditions. The parameter values for the
auxiliary model are provided in Table 1. Note that we did not
hypothesize any direct relations between the auxiliary model
variables and latent class indicators, just like in Bakk et al.
(2013).

Simulation Study
Data were generated for the two model phases simultaneously,
just like how Asparouhov and Muthén (2014) generated data.
According to Asparouhov and Muthén, this data generation
strategy generates data that would be consistent with a 2-
phase mixture model, because the latent class variable is not an
endogenous variable in the data generationmodel. Data sets were
generated for a total of 27 within-method simulation conditions,
with a minimum of 1,000 replications for each condition. We
generated additional replications if there were fewer than 1,000

FIGURE 1 | Graphical representation of the studied two-phase mixture model. On the measurement model, U1, U2, U3, and U4 represent four dichotomous

outcome variables related to latent class variable c. On the auxiliary model, y1, y2, y3, and y4 represent repeatedly measured outcome variable at four time points.

Also, I represents the growth intercept, S represents the growth slope, and ǫ represent the residuals. Black dots indicate that parameters represented by these arrows

are different between latent classes.
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TABLE 1 | True parameter values for the auxiliary model.

Parameter Class 1 (larger class) Class 2 (smaller

class)

Mean(I) 0.6 0.4

Mean(S) 1.0 1.8

Variance(I) 1.9 1.4

Variance(S) 0.4 0.3

Covariance(I, S) 0.5 0.3

Variance(ǫ) 0.5 0.7

I, intercept; S, slope; ǫ, residuals.

successfully converged replications that correctly identified the
2-class model as the best model by BIC for any of the analysis
methods. We followed this strategy only for fitting the 2-
class model, because the parameter recovery evaluations were
undertaken only when the 2-class model was fitted. In addition,
if any methods that had more than 1,000 successfully converged
replications with 2-class model as the best model by BIC for
a particular condition, only the first 1,000 replications were
evaluated for parameter recovery evaluations.

The 27 within-method simulation conditions were
represented by three simulation factors; namely, sample
sizes, class proportion for the smaller class (class 2), and class
separation (i.e., threshold parameter in the LCA phase of the
model). These three simulation factors were chosen, because
they are known to affect the performance of mixture model
estimation. Three sample sizes were: small (500 examinees),
medium (1,000 examinees), and large (2,000 examinees). Three
class-2 proportions were: small (0.05), medium (0.15), and large
(0.30). Note that this study generated latent classes only by a
two-class LCA model. Lastly, three levels of class separation
(the threshold parameter the LCA phase of the model) were:
low (0.754), medium (1.254), and high (1.750). These threshold
parameter values were computed by first defining the log-odds
difference between classes for the LCA phase of the model;
low = 1.50, medium = 2.50, and high = 3.50. As a result, the
average entropy was 0.66, 0.77, and 0.90 for the three levels of
the class separation in the simulation. Data generated for each of
the 27 within-method simulation conditions were fitted by three
methods, namely, one-step approach (OS), case-weight approach
(CW), and three-step approach (TS).

For each simulation condition, the model fit for the 2-class
model was evaluated relative to 1-class and 3-class models. To do
so, the proportion of replications, in which Bayesian information
criterion (BIC) for the 2-class model was smaller than ones for
1-class and 3-class models, was computed for each of the three
methods for each of the 27 within-method simulation conditions.
For the case-weight and three-step approaches, this evaluation
was commonly performed for the first-step LCA model, because
it would be the step where one would make a model selection
decision regarding the number of latent classes for these two
approaches. Also, convergence rate was evaluated for the 1-class,
2-class, and 3-class models for each simulation condition. Note
that a computation of the convergence rate for the CW and TS
approaches involved a multiplication of the convergence rate

of the first-step LCA model and the convergence rate of the
third-step auxiliary LGMmodel.

Finally, parameter recovery performance was evaluated for
the 2-class model, separately for the three approaches for each
auxiliary model parameter for the two latent classes for each
of the 27 within-method simulation conditions, by computing;
(a) absolute relative bias, (b) empirical standard error (SE), (c)
the mean estimated SE relative to the empirical SE, and (d)
root mean square error (RMSE). Then, each of the four indices
were averaged across all model parameters for the two latent
classes separately for each of the 27 within-method simulation
conditions. As mentioned earlier, only the first 1,000 successfully
converged replications were included in the parameter recovery
evaluations, including only replications that concluded the 2-
class model was correctly selected by the BIC.

Note that a bias is the systematic part of the estimation error.
In this study an absolute relative bias was computed by taking the
absolute value of a relative bias value (i.e., bias divided by the true
parameter value). For a given parameter θ ,

(absolute relative bias)θ =

∣

∣

∣

∣

∣

∣

∣

(∑r
i=1

̂θi
r

)

− θ

θ

∣

∣

∣

∣

∣

∣

∣

,

where θ̂i is the parameter estimate for the ith replication, θ is
the true parameter value, and r is the number of replications.
On the other hand, an empirical SE is the random part of
estimation error that attributes to sampling and was computed
as the standard deviation of repeatedly obtained 1,000 parameter
estimates for a given parameter θ by

(

empirical SE
)

θ
=

√

√

√

√

∑r
i=1

(

̂θi −
(∑r

i=1
̂θi

r

))2

r
,

where all symbols are defined above. Also, each simulation
replication produced an estimated SE, and it is explicitly referred
to as the “estimated SE” in this study to distinguish it from
the empirical SE. The empirical SE is a numerically realized
theoretical SE based on repeatedly sampled data, while the
estimated SE is an analytically (or numerically, in some other
cases, such as the bootstrap method) estimated SE based on
one given sample data. In practice, only an estimated SE will
be available to data analysts and will be treated as the best
estimate of the theoretical SE. Therefore, it would be of interest
how much the estimated SEs are close to the theoretical SE
(i.e., the empirical SE) to evaluate the quality of the estimated
SEs. Therefore, the mean of the estimated SEs was computed
across 1,000 replications, and its magnitude was compared to
the empirical SE by their ratio to evaluate potential under- or
over-estimation of the estimated SEs. Finally, RMSE is the total
estimation error, and it was computed for a given parameter θ by

(RMSE)θ =

√

∑r
i=1

(

̂θi − θ
)2

r
,

where all symbols are defined above.
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Mplus software (Muthén and Muthén, 1998–2012) was used
to generate the data, as well as to fit the model. Data generations
and analyses with Mplus were controlled by R software (R
Core Team, 2016). Examples of Mplus syntax are provided as a
Supplementary Material.

RESULTS

Convergence Rate
Convergence rates are summarized in Table 2. Although they are
not shown in the table, all replications converged without any
warning or error for the 1-class one-step approach and first step
1-class LCA model. Also, almost all replications of the first-step
2-class LCA model converged, which was shared by the case-
weight and three-step approaches, with the lowest convergence
rate of 97.1%.

For the 2-class model, the case-weight approach had the
highest convergence rate among the three methods. For example,
they converged nearly 100% for all conditions when n = 2,000,

while its convergence rate dropped somewhat when the class-2
proportion was small with n= 500. Nonetheless, its convergence
rates were always higher than 96%. The convergence rates for
the three-step approach had a similar pattern as the case-
weight approach, namely, when class-2 proportion was small,
convergence rate was lower. However, the convergence rates were
constantly lower than the ones for the case-weight approach
within the same conditions. In some conditions, they were
substantially lower, especially when n = 500, and/or when the
class-2 proportion was small. Even with n = 2,000, when the
class-2 proportion was small and the class separation was low, the
convergence rate dropped to 56.9%, whereas the convergence rate
remained nearly 100% for the case-weight approach. On the other
hand, the convergence rate for the one-step approach dropped to
even lower percentages with lower sample size, smaller class-2
proportion, and/or lower class separation. For example, the
convergence rate was 79.6% when the class-2 proportion was
small and the class separation was low even with n = 2,000. It
dropped to only 29.4% in the same condition with n= 500.

TABLE 2 | Percentages of convergence and correct model selection.

Sample size Class-2

proportion

Class

separation

Convergence:

OS approach

Convergence:

CW approach

Convergence:

TS approach

Correct model

selection

2-Class 3-Class 2-Class 3-Class 2-Class 3-Class OS LCA

Low 29.4 2.7 96.9 80.1 50.0 32.7 11.3 7.1

Small Medium 64.5 5.8 98.9 72.7 71.1 37.0 61.3 86.0

High 80.5 7.3 97.5 62.4 81.2 38.7 79.7 99.5

Low 83.3 6.9 99.4 78.3 84.5 40.1 81.2 70.4

n = 500 Medium Medium 94.8 9.1 100.0 53.8 94.5 38.1 93.9 99.8

High 98.4 9.3 100.0 51.4 97.9 42.1 97.9 99.8

Low 98.3 8.8 100.0 75.5 97.4 49.9 97.2 97.8

Large Medium 99.9 11.7 100.0 47.5 99.5 41.2 98.9 100.0

High 99.9 10.5 100.0 53.6 99.9 48.3 98.6 99.6

Low 53.2 5.2 96.8 74.8 51.4 26.3 24.2 9.2

Small Medium 84.6 9.4 99.7 62.9 85.5 27.4 84.5 98.1

High 93.7 11.9 99.8 48.0 94.6 31.4 93.7 100.0

Low 96.1 10.4 99.9 67.8 94.6 33.9 96.0 94.2

n = 1,000 Medium Medium 99.4 11.3 100.0 41.9 99.2 28.8 99.4 100.0

High 99.9 11.2 100.0 36.0 99.9 25.9 99.9 100.0

Low 99.9 11.9 100.0 55.5 99.9 35.0 99.8 99.7

Large Medium 100.0 11.2 100.0 35.3 100.0 29.2 99.9 100.0

High 100.0 12.3 100.0 44.7 100.0 37.7 100.0 100.0

Low 79.6 8.8 98.0 69.1 56.9 15.3 61.2 19.8

Small Medium 96.2 12.3 100.0 53.1 95.1 20.5 96.2 100.0

High 98.6 15.3 100.0 38.2 98.7 19.4 98.6 100.0

Low 99.7 11.3 100.0 55.5 99.3 20.3 99.7 100.0

n = 2,000 Medium Medium 100.0 12.8 100.0 31.6 100.0 18.1 100.0 100.0

High 100.0 12.7 100.0 33.9 100.0 20.9 100.0 100.0

Low 100.0 11.8 100.0 36.7 100.0 22.9 100.0 100.0

Large Medium 100.0 12.8 100.0 31.2 100.0 23.3 100.0 100.0

High 100.0 15.3 100.0 40.7 100.0 31.9 100.0 100.0

OS, one-step approach; CW, case-weight approach, and TS, three-step approach. LCA was common first step for CW and TS approaches.
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For the 3-class model, convergence rates for the one-step
approach dramatically dropped. The highest convergence rate
was only 15.3% for the conditions with n = 2,000 and high
class separation. On the other hand, the convergence rates
remained high for the case-weight approach, although they were
uniformly lower than 2-class model in comparable conditions.
For the three-step approach, convergence rates for 3-class
model dropped much more than the case-weight approach. Yet,
convergence rates were considerably higher than the ones for the
one-step approach.

Model Selection
Percentages of correct model selection are summarized in the last
two columns of Table 2. First, correct model selection rates were
quite low either by the one-step approach or the first-step LCA
when class separation was low and class-2 proportion was small.
For this combination of the conditions, correct model selection
rates were always low, regardless of the sample size.

On the other hand, correct model selection rates were 100%
or nearly 100% with high class separation and large or medium
class-2 proportion, regardless of the analysis method and the
sample size. Also, conditions with medium class separation and
large class-2 proportion demonstrated quite high correct model
selection rates. With high class separation and small class-2
proportion, the correct model selection rate was nearly 100%
with n = 2,000 (98.6% for OS and 100% for first-step LCA).
However, the rates decreased as the sample size became smaller
for OS; 93.7% with n= 1,000, and 79.7% with n= 500, while the
rates remained near 100% for the first-step LCA. Similar patterns
were observed for conditions with medium class separation and
medium class-2 proportion.

Overall, the first-step LCA (i.e., case-weight approach and
three-step approach) was better in correct model selection than
the one-step approach. Exceptions were when class separation
was low and class-2 proportion was small. Another exception
was when class separation was low and class-2 proportion was
medium with n= 500.

Parameter Recovery
As mentioned earlier, parameter recovery results were
summarized by averaging for all parameters in the auxiliary
LGM for each latent class. The summary results are presented
in Figure 2 (mean of absolute relative bias), Figure 3 (mean
of empirical SE), Figure 4 (mean of estimated SE relative to
empirical SE), and Figure 5 (mean of RMSE). For each figure,
results are summarized into three columns of graphs for three
sample sizes (n = 500; n = 1,000; n = 2,000) for each latent
class. The first three columns of graphs are for the larger class
(class 1), and the last three columns of graphs are for class 2
(smaller class). Three rows of graphs are for the three levels of the
class-2 proportion (small; medium; large). The three ticks on the
horizontal axis of each graph are three levels of class separation
(low; medium; high).

For the larger class (class 1), all of absolute relative
bias, empirical SE, and RMSE were substantially smaller.
Particularly, differences between the three approaches were
nearly undistinguishable for class 1 for high class-separation

conditions, regardless of sample size and class-2 proportion.
The only exception was the relative estimated SE, where
underestimation of the estimated SE was revealed for the
case-weight and three-step approaches, especially when class
separation was low. Underestimation of estimated SE was nearly
zero for conditions with medium or high class separation for
all three approaches. Interestingly, underestimation was much
larger by the one-step approach than the other two approaches
when class separation was low, class-2 proportion was small, and
n= 500.

There were some important observations for results for the
smaller class (class 2). Hereafter, discussions of the results are
focused on class 2. First, it was revealed that the mean of absolute
relative bias (Figure 2) was larger for the case-weight approach
than the other two approaches in all conditions. Relative bias
for the one-step approach and the three-step approach sharply
decreased as the sample size became larger, as the class separation
became higher, and as the class-2 proportion became larger.
However, relative bias for the case-weight approach was affected
much less by the class-2 proportion and the sample size, while it
was still affected by the class separation. In other words, larger
sample size and larger class-2 proportion did not reduce the
relative bias by the case-weight approach. On the other hand,
relative bias for all three approaches decreased sharply as the class
separation became higher, and the discrepancy between the case-
weight approach and the other two approaches became smaller
when the class separation was high. Overall, the one-step and
three-step approaches displayed strength with respect to relative
bias, while the case-weight approach did not.

Although details are not presented in this paper, results for
each parameter were examined under n = 500 conditions. The
mean and variance parameters of the slope for class 2 was
particularly high in relative bias by all three approaches when the
class-2 proportion was small and the class separation was low.
However, sharp decrease was observed for all three approaches
as the class separation became higher. Also, sharp decrease was
observed for the one-step and three-step approaches as the
class-2 proportion became larger. Overall, it was confirmed that
relative bias for the case-weight approach was constantly higher
than the two other approaches for all parameters for the smaller
class. Also, it was confirmed that the discrepancy between the
three approaches became smaller as the class separation became
higher.

With respect to empirical SE (Figure 3), the performance
of the case-weight approach was better than the other two
approaches, especially when the class-2 proportion and the
sample size was small. However, the discrepancies between
the three approaches became smaller as the class separation
became higher and the class-2 proportion became larger. The
performance of the one-step and three-step approaches were
similar; when the class separations were medium or high, their
empirical SEs were nearly identical, especially under medium
and large class-2 proportion conditions. Overall, the case-weight
approach displayed strength with respect to empirical SE. To
evaluate potential under- or over-estimation of the estimated SE,
the relative magnitude of the mean estimated SE to empirical
SE was evaluated (Figure 4). As a result, the case-weight and
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FIGURE 2 | Averaged absolute relative bias for auxiliary model parameters. OS, one-step approach; CW, case-weight approach, and TS, three-step approach.

three-step approaches displayed substantial underestimation of
the SE for both classes particularly when class separation
was low. For class-1 parameters, underestimation for the two
approaches became small when class separation was medium
or high. However, for class-2 parameters, underestimation for
the case-weight approach did not diminished under small
class-2 proportion conditions. Another notable result for the
underestimation of the estimated SE was that the one-step
approach displayed substantial underestimation for both class-1
and-2 parameters under themost demanding condition (n= 500,
small class-2 proportion, and low separation) compared to the
case-weight and three-step approaches.

As empirical SEs were evaluated for each parameter for
n = 500 conditions (again, details are not presented here), they
were notably high for the mean and variance of the intercept for
class 2 by the one-step and three-step approaches when the class
separation was small and the class-2 proportion was small. As the
class-2 proportion became larger, empirical SE values improved

for the one-step and three-step approaches, however, empirical
SE values were still constantly lower by the case-weight approach.

With respect to RMSE (Figure 5), the performance of the one-
step and three-step approaches were nearly identical and slightly
better than the case-weight approach under medium/high class
separation and medium/large class-2 proportion conditions.
When class-2 proportion was small, the one-step approach
performed slightly better than the three-step approach for larger
sample sizes (n = 1,000 and 2,000). The case-weight approach
performed better than the other two approaches in limited
conditions. First, under small class-2 proportion conditions
with n = 500, the case-weight approach performed constantly
better than the other two approaches. Also, the case-weight
approach performed better than the other two approaches under
small class-2 proportion and low class separation condition with
n= 1,000.

When RMSE were evaluated for each parameter for n = 500
conditions (again, not presented here), they were constantly
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FIGURE 3 | Averaged empirical SE for auxiliary model parameters. OS, one-step approach; CW, case-weight approach, and TS, three-step approach.

low for class-1 parameters for all three approaches. For class-
2 parameters, the case-weight approach constantly performed
better than the other two approaches for three parameters; latent
factor covariance (i.e., covariance between intercept and slope),
the mean and variance of the intercept. However, the case-
weight approach constantly performed worse than the other two
approaches for the mean of the slope.

CONCLUSIONS

This study investigated the performance of three selected
approaches for estimating two-phase mixture model, where the
first phase was a two-class LCA model and the second phase
was a LGM with four time points. There were some important
observations in relation to the literature. First, according to
Asparouhov and Muthén (2014), the loss of efficiency for the
three-step approach would be minimal, compared to the one-
step approach. Our results confirmed that this was the case. On
the other hand, according to Asparouhov and Muthén (2014)

and Vermunt (2010), parameters of the LCA model may be
affected by auxiliary models, if the strength of the associations
between the latent class indicators and latent classes are not
sufficiently strong. This made us anticipate that parameter
recovery for one-step approach would suffer in conditions with
low class separations. Also, it was our hope that the case-
weight approach and/or three-step approach would show better
results than the one-step approach. However, it was not the
case with respect to bias. One-step approach was less affected
by low class separation. Also, our results displayed substantial
underestimation of estimated SE for the case-weight and three-
step approaches in certain conditions, which is consistent with
Clark andMuthén (2009), Vermunt (2010) and Bakk et al. (2014).

PRACTICAL IMPLICATIONS

Some practically important results were demonstrated in this
study. First, it was revealed that case-weight approach displayed
constantly larger bias than the other two approaches. It should
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FIGURE 4 | Averaged mean estimated SE relative to mean empirical SE for auxiliary model parameters. OS, one-step approach; CW, case-weight approach, and TS,

three-step approach.

be noted that this is a critical limitation of the case-weight
approach. On the other hand, one-step and three-step approaches
displayed much smaller bias. Their bias values were nearly
identical especially when class separation was medium or high.
However, their biases were high, when class-2 proportion was
small, class separation was low, and the sample size was not large.
Second, it was found that the case-weight approach had a strength
with respect to empirical SE. However, one should be cautioned
that estimated SEs were quite underestimated by the case-weight
approach. Also, correct model selection rates were extremely low
in such demanding conditions for all approaches, including the
case-weight approach. Therefore, in practice one may not be able
to take advantage of the strength of the case-weight approach
with respect to SE, because there will be a lot of uncertainty in
correct model selection in such demanding conditions.

Regarding successful convergence, it was found that one-step
approachwas very sensitive to demanding conditions. Practically,
this will make one-step approach difficult to use unless the data

are from ideal conditions, such as large sample size, medium to
high class separation, and no presence of small class proportion.
On the other hand, convergence rate was a strength of the
case-weight approach under the demanding conditions. This
strength makes case-weight approach allow one to explore and
test more model options even in less ideal conditions. However,
the case-weight approach should be used with caution in practice,
because it come with substantially larger bias than the other two
approaches.

Based on the results of this study, our recommendation for
an application of a two-phase mixture model is as follows. First,
ensure that the sample size is sufficiently large, a minimum of
500, as Asparouhov and Muthén (2014) and Vermunt (2010)
have already suggested. Second, fit the latent-class measurement
model part by itself to explore the number of latent classes.
This makes sense because this study has demonstrated that
the first-step LCA would identify a correct model better than
the one-step approach. Also in this stage, it is recommended
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FIGURE 5 | Averaged RMSE for auxiliary model parameters. OS, one-step approach; CW, case-weight approach, and TS, three-step approach.

to ensure (a) the class separation is reasonably high, such as
entropy >0.80, (b) there is no small class with <15%, to utilize
the three-step approach. If these two conditions are not met,
or sample size is not as large as 2,000, it is recommended to
implement the one-step approach. However, if these conditions
becomemore challenging (lower class separation and presence of
smaller class), the one-step approach and the three-step approach
may not converge. If so, it is when the case-weight approach
is recommended to be fit. However, even if the case-weight
approach converges, the results should be used with caution.

LIMITATIONS

The investigated model in this study was limited to a very
specific model. As mentioned earlier in this paper, the case-
weight approach and three-step approach can be applied to any
kind of latent-class measurement model and any kind of auxiliary
model. For example, Nese et al. (2017) employed this approach to

study heterogeneity of the growth of emergent literacy knowledge
by combining a two-class zero-inflated Poisson regression model
as the latent-class measurement model phase, and a three-class
growth mixture model as the auxiliary model phase. A future
study to investigate the performance of the one-step, case-
weight and three-step approaches in such a complex model is
warranted.
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Population heterogeneity in growth trajectories can be detected with growth mixture

modeling (GMM). It is common that researchers compute composite scores of repeated

measures and use them as multiple indicators of growth factors (baseline performance

and growth) assuming measurement invariance between latent classes. Considering that

the assumption of measurement invariance does not always hold, we investigate the

impact of measurement noninvariance on class enumeration and parameter recovery

in GMM through a Monte Carlo simulation study (Study 1). In Study 2, we examine

the class enumeration and parameter recovery of the second-order growth mixture

modeling (SOGMM) that incorporates measurement models at the first order level.

Thus, SOGMM estimates growth trajectory parameters with reliable sources of variance,

that is, common factor variance of repeated measures and allows heterogeneity in

measurement parameters between latent classes. The class enumeration rates are

examined with information criteria such as AIC, BIC, sample-size adjusted BIC, and

hierarchical BIC under various simulation conditions. The results of Study 1 showed

that the parameter estimates of baseline performance and growth factor means were

biased to the degree of measurement noninvariance even when the correct number of

latent classes was extracted. In Study 2, the class enumeration accuracy of SOGMM

depended on information criteria, class separation, and sample size. The estimates

of baseline performance and growth factor mean differences between classes were

generally unbiased but the size of measurement noninvariance was underestimated.

Overall, SOGMM is advantageous in that it yields unbiased estimates of growth trajectory

parameters and more accurate class enumeration compared to GMM by incorporating

measurement models.

Keywords: growth mixture modeling, second-order growth mixture modeling, measurement invariance, latent

class, class enumeration
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INTRODUCTION

In educational and psychological research the change or growth
in temporal outcomes (e.g., alcohol use, depression, antisocial
behavior, reading skills over time) is one of the major research
questions (e.g., Muthén et al., 2000; Li et al., 2001; Miner and
Clarke-Stewart, 2008). Given that the growth over time is likely
variant across units of analysis (e.g., children), researchers are
often interested in clustering in terms of the pattern or trend
of growth. To investigate potential unobserved groups or latent
classes in growth trajectories growth mixture modeling (GMM)
is often used. For example, using GMMBaams et al. (2014) found
resilients, undercontrollers, and overcontrollers in personality
types; Hill et al. (2017) identified mild, increasing, elevated,
and decreasing trajectories of depressive symptoms; and Oshri
et al. (2017) observed declining, ascending, and stable high self-
esteem.

Like many statistical methods, GMM is based on statistical
assumptions. It is generally expected that the results of a
statistical method are compromised to the extent to which
statistical assumptions of the method are violated. One of
the major assumptions of GMM is measurement invariance
of longitudinal outcomes across latent classes that emerge
from the data (Grimm and Ram, 2009). However, it is not
known how the violation of the measurement invariance
assumption impacts the performance of GMM. Thus, this
study investigated the behaviors of GMM under the violation
of measurement invariance across latent classes. Furthermore,
we proposed the second-order growth mixture modeling
(SOGMM) that allows modeling and testing measurement
invariance explicitly across latent classes in the growth mixture
analysis.

In the following section we first introduced latent growth
modeling (LGM) that is a basic building block of second-order
LGM and, next, discussed the advantages of second-order LGM
addressing measurement invariance issues between observed
groups in LGM. Then, we shift the focus to GMM for unobserved
groups in growth trajectories and its extension to second-order
GMM raising the issues of measurement noninvariance across
latent classes.

Latent Growth Modeling and
Second-Order Latent Growth Modeling
When researchers are interested in changes of individuals
over time (e.g., changes in social role functioning over time
in developmental psychology), LGM is often employed. LGM
is appropriate to address research questions about the (a)
average baseline performance, (b) average growth trajectories, (c)
variability in baseline performance, and (d) variability in growth
trajectories across individuals. That is, in addition to estimating
the mean level of initial performance and growth, it allows
those growth parameters to randomly vary across individuals
(i.e., random effects). For example, in a study investigating
the development of depressive symptoms of 7th graders over
3 years, the average depressive symptoms at grade 7 and the
average growth rate of depressive symptoms over 3 years can
be estimated with LGM. In addition, psychologists will be

informed of how much variability exists among adolescents
in terms of their initial depressive symptoms and growth
rates.

In LGM, researchers can also incorporate covariates to
explain the variability in the baseline scores and growth rates
of depressive symptoms. For example, when gender difference
is expected in the development of depressive symptoms among
adolescents, this effect can be modeled and tested in LGM as
shown in Figure 1A: gender differences in baseline depressive
symptoms and growth trajectories (paths a and b, respectively). In
estimating these gender differences, LGM assumes measurement
invariance of depressive symptoms between boys and girls.
In other words, it is assumed that boys and girls respond
to the items of a depressive symptoms checklist in the same
manner.

However, this assumption of measurement invariance
between boys and girls can be violated, which is illustrated in
Figure 1B. In this figure, gender differences are present not
only in the initial performance and growth rates of adolescents
but also in their responses to an item that measures depressive
symptoms (denoted by path e). When measurement invariance
between boys and girls is violated, it is well-known that the
mean comparison between them is not legitimate. Generally,
scalar measurement invariance (i.e., invariance of factor
structure, factor loadings, and intercepts of a measurement
model) is required for meaningful mean comparisons
between groups (Millsap and Kwok, 2004). Specifically in
the context of LGM, Kim and Willson (2014a) investigated
the impact of measurement noninvariance between groups
on the performance of LGM and demonstrated that intercept
noninvariance was directly associated with bias and Type I
error inflation on the group effect on baseline performance
(path a in Figure 1A) whereas factor loading noninvariance was
associated with bias and Type I error inflation on the growth
rate (path b in Figure 1A). To explicitly test measurement
invariance in LGM, they recommended the second-order LGM
(SOLGM).

As shown in Figure 1B, SOLGM includes measurement
models of longitudinal outcome variables as the first-order
part (McArdle, 1988; Meredith and Tisak, 1990). In LGM, the
temporal outcomes are observed variables measured repeatedly
over a period of time (squares denoted by T1–T4 in Figure 1A).
When multiple items are used to measure the outcome (e.g.,
depressive symptoms), it is a common practice to use composite
scores of the items (Leite, 2007). When composite scores are
created, all items in a measure are equally weighted regardless
of their relation to the latent factor measured. On the other
hand, in SOLGM the temporal outcomes are latent factors
that are measured by multiple items (circles denoted by T1–T4

in Figure 1B). Thus, the relations of items to the factors are
explicitly modeled with different weights (i.e., factor loadings).
Because unique factor variance or error variance is taken out,
growth parameters are estimated with reliable sources of variance
(common factor variance; McArdle, 1988; Grimm and Ram,
2009). In addition, measurement invariance (both longitudinal
invariance and group invariance) can be examined with SOLGM
(Kim and Willson, 2014b).
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FIGURE 1 | (A) Latent growth model, LGM (B) second-order latent growth model, SOLGM (C) growth mixture model, GMM (D) second-order growth mixture model,

SOGMM. I = continuous latent intercept, S, continuous latent slope; c, unobserved categorical variable or latent classes; G, observed covariate (e.g., gender). T1–T4
are observed longitudinal outcome variables (squares) in LGM and GMM, but latent factors (circles) in SOLGM and SOGMM. Y11–Y43 are observed items of latent

factors, T1–T4. Note that Y21–Y33 are not shown due to a limited space. Paths a–d represent covariate effects on the intercept and slope factors (or group-specific

effects if a covariate is categorical). Paths f–i represent class-specific effects on the intercept and slope factors. Path e (a dotted line) represent a covariate effect on an

item (measurement noninvariance in terms of a covariate). Path j (a dotted line) represent a class-specific effect on an item (measurement noninvariance between

latent classes).

Growth Mixture Modeling
Although, LGM is very useful providing information of the
average initial performance and growth trajectory, it is generally
assumed that all individuals are from a single population and
thus the same growth pattern is applied to all individuals
(Muthén, 2004; Frankfurt et al., 2016). However, it is often
observed in social sciences that individuals change over time
and those changes are not homogeneous across individuals.
For example, the development patterns of depressive symptoms
could be different among adolescents. Not to mention potential
heterogeneity in baseline depressive symptoms, somemay exhibit
stably low or high symptoms over time, some may show steadily
increasing trend, and others may experience exponential change.
GMM allows researchers and practitioners to investigate the
heterogeneity of growth patterns across individuals by combining
the latent class approach or mixture modeling to LGM (Grimm
and Ram, 2009; Frankfurt et al., 2016). Latent classes are
unobserved groups that emerge from the data depending on the

patterns of growth in GMM. Subgroups with their own unique
growth parameters are identified as illustrated in Figure 1C

(latent classes c represented by a circle as an unobserved
categorical variable and their specific means of intercept and
slope factors denoted by paths f and g). For example, Cabrera
et al. (2016) identified four distinctive trajectories of post-combat
aggression among American combat team soldiers returned
from an Iraq deployment: low-stable, delayed, recovery, and
chronic. They expected that their study findings could help
targeted intervention of combat-related posttraumatic stress
disorder through improved identification of at-risk subgroups. In
addition to identifying subpopulations of heterogeneous growth
curves, GMM is used to approximate non-normal distributions
(McLachlan and Peel, 2000; Lubke and Neale, 2006). Normal
distribution is typically assumed within subpopulation (Muthén,
2004) and the distribution of observed variables is the mixture
distribution of subpopulations (Lubke and Neale, 2006). As in
LGM, researchers can incorporate covariates in GMM although
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not demonstrated in the figure. For interested readers, refer to
Muthén (2004) about the extension of GMM with covariates and
distal outcomes.

When subpopulations are identified in GMM, it is assumed
that measurement invariance of longitudinal outcome variables
holds across identified subpopulations. For example, soldiers
showing low-stable post-combat aggression and soldiers showing
chronic post-combat aggression (Cabrera et al., 2016) are
assumed to respond to the items of the aggression scale in the
same way. However, this assumption can be violated as illustrated
in Figure 1D. The figure shows that there is heterogeneity across
latent classes not only in baseline performance and growth
rates (paths h and i, respectively) but also in their responses
to an item (path j). As discussed in the LGM section above,
it is well-known that scalar invariance between groups is a
prerequisite to a meaningful group mean comparison. Similarly,
a comparison between latent classes in terms of means of
intercept and slope factors (or initial performance and growth)
is expected to be meaningfully interpretable when measurement
invariance holds. Based on the findings of Kim and Willson
(2014a) with LGM, when measurement noninvariance across
latent classes is present but invariance is assumed in GMM,
it is possible that spurious heterogeneity in growth parameters
occurs, which can result in the detection of a spurious latent
class. It is also reported that assumption violations could lead to
the misidentification of an extra latent class (Bauer and Curran,
2003). Particularly, specifying a more restrictive model than a
true population model within class could result in overestimation
of the number of classes (Lubke and Neale, 2008; Vermunt,
2011). For example, four latent classes may be identified when
there are three distinctive classes in the population. However, the
impact of measurement noninvariance across latent classes on
the performance of GMMhas not been systematically studied yet.

Second-Order Growth Mixture Modeling
In GMM, longitudinal outcome variables are observed variables.
Many applied studies using GMM employed mean or sum
composite scores of multiple items of a scale (e.g., mean of
eight items of 3-point peer victimization scale, Brendgen et al.,
2016; sum of five items of 4-point positive religious coping
scale and sum of five items of 4-point negative religious coping
scale, Hayward and Krause, 2016; sum of five items of 5-
point self-esteem scale, Oshri et al., 2017; mean of 16 items
of 5-point depressive symptoms, Wang et al., 2015). On the
other hand, the second-order GMM (SOGMM) directly models
the relation of multiple items to the factor that is repeatedly
measured for changes as illustrated in Figure 1D. Grimm and
Ram (2009) described SOGMM by decomposing the model into
four components: (1) a longitudinal measurement model or
longitudinal common factor model, (2) measurement invariance
constraints, (3) a latent growth model, and (4) a mixture model.
On top of GMM (components 3 and 4) which is the second-
order part, SOGMM includes a measurement model at each
time point as the first-order part (components 1 and 2). Thus,
the benefits of SOLGM over LGM we listed above will equally
apply to SOGMM over GMM and we do not reiterate those
benefits here. Of note is that Grimm and Ram demonstrated

the application of SOGMM with multiple assessment (different
reporters of a measure, that is, mother, father, and teacher reports
of child externalizing behavior) not with multiple items of a
measure. They still used sum composite scores of multiple items
of mother, father, and teacher reports, and a measurement model
of each scale was not employed in their SOGMM. Following their
demonstration, some applications of SOGMM included multiple
assessment in the measurement model with composite scores
not with multiple items of a measure (e.g., Nash et al., 2015;
Lee et al., 2017). Of another note is measurement invariance
constraints. When measurement invariance holds over time,
invariance constraints are imposed as illustrated in Grimm
and Ram and also in Figure 1D (denoted by k, l, and m
over occasions). In their demonstration measurement invariance
across latent classes were assumed (Grimm and Ram, 2009).
That is, a path from latent classes to an item (or multiple
assessment) denoted by path j was constrained at zero for all
items. However, in SOGMM this path, that is, measurement
invariance of the corresponding item can be explicitly tested and
also freely estimated when the invariance assumption does not
hold. Even though SOGMM has great flexibility in testing and
modeling heterogeneity across latent classes not only in growth
patterns but also in measurement models, its application is not
common and very limited (only with multiple assessment not
with items) up to date. Moreover, the efficacy of SOGMM in
detecting heterogeneous subpopulations is unknown.

Given that research on the performance of GMM and second-
order GMM in the presence of measurement noninvariance
is lacking, the purpose of this study is two-fold. In Study
1, we purport to investigate the impact of measurement
noninvariance on class enumeration and parameter recovery
in GMM. Specifically, when population heterogeneity exists
in terms of measurement parameters but the scale composite
scores are used in GMM ignoring measurement noninvariance,
how the violation of measurement invariance affects the class
enumeration and parameter estimates is examined through a
Monte Carlo simulation study. In Study 2, we examine the class
enumeration accuracy and parameter recovery of SOGMM in
which measurement parameters are allowed to vary across latent
classes.

THEORETICAL FRAMEWORK

Latent Growth Modeling
With data from repeated measures researchers can investigate
growth trajectories such as the average performance at the
initial stage and the average growth rate across individuals. The
common factor model in structural equation modeling (SEM)
can be used to address such research interest. In the SEM
framework, growth trajectories such as baseline performance
and growth are modeled as latent variables. As shown in
Figure 1A, baseline performance and growth are represented by
the intercept and slope latent factors, respectively in LGM. For
the sake of simplicity, we assume linear growth in this example,
but the model can be easily extended to different growth curves
by including additional latent factors (e.g., a quadratic factor
for curvilinear growth) or freely estimating factor loadings of
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the slope factor. The intercept and slope (ξ i) are estimated with
observed continuous outcome variables of repeated measures
(Ti) for an individual i (Meredith and Tisak, 1990; Wu et al.,
2009) as shown in Equation (1).

Ti = Ŵξ i + ζ i (1)

where Ti is a m × 1 vector of observed variables, Ŵ is a m × r
matrix of factor loadings, ξ i is a vector of latent factor scores (i.e.,
intercept and slope values), ζ i is a m × 1 vector of time-specific
error scores for an individual i, m is the number of occasions, and
r is the number of latent factors (2 with the intercept and slope
factors). For linear growth over time, the factor loadings of the
intercept and slope factors can be specified as:

Ŵ =











1
1
...
1

0
1
...

m− 1











.

The factor loadings of the intercept factor are all unity and those
of the slope factor increase by unity from 0 tom− 1 to represent
linear growth over m occasions. The subscript i in the intercept
and slope factors (ξ i) indicates that individuals are allowed to
have different intercepts (initial performance) and slopes (linear
growth rates), but the average is of focal interest. The means of
two latent factors, E(ξ i) are expressed as:

E(ξ i) = κ =

[

κI
κS

]

(2)

where κI and κS represent the average baseline performance
and the average growth rate across individuals, respectively. The
variance covariance matrix of the latent factors is:

8 =

[

φI

φIS φS

]

where φI , φS, and φIS represent the variability in baseline
performance and growth across individuals and the covariance
between baseline performance and growth, respectively. Finally,
the population mean vector µT and variance covariance matrix
6T of Ti are defined as:

µT = Ŵκ

6T = Ŵ8Ŵ
′
+ 9 (3)

where 9 is the variance covariance matrix of residuals (ζ i). The
residuals (ζ i) are assumed to bemultivariate normally distributed
with the mean of zero and independent of each other, but the
assumption of independence can be relaxed by allowing residual
covariance. Of note is that in LGM applications the observed
outcome variables (Ti,) are typically mean or sum composite
scores of a measure.

Growth Mixture Modeling
To model the differences specifically in growth trajectories across
individuals, GMM incorporates latent classes in LGM. Thus,
GMM includes both latent continuous variables (latent factors)
and latent categorical variables (latent classes; Muthén, 2004).
The latent growth model introduced in Equation (1) will be
specified for each latent class as shown below.

(Ti|c) = Ŵcξ ic + ζ ic (4)

where c denotes latent classes (c = 1, 2, . . . , C). Within class,
the residuals (ζi|c) are assumed to be multivariate normally
distributed with a mean vector of 0 and variance covariance
matrix of 9c. Accordingly, Equations (2) and (3) are rewritten as

κc =

[

κIc
κSc

]

,

µTc = Ŵcκc,

6Tc = Ŵc8cŴc
′
+ 9c.

Thus, all parameters of LGM such as the intercept and slope
factor means (κI and κS) and their variances and covariance
(φI , φS, and φIS) can be class specific in GMM. In addition, the
probability that an individual belongs to each category of latent
classes is estimated. Hence, the distribution of the longitudinal
outcome variables is a mixture of normal distributions of latent
classes as shown below:

f (Ti) =

C
∑

c=1

πcϕc(µc, 6Tc) (5)

where ϕc is am-dimensional normal probability density function
for class c, πc is the proportion of participants in class c, and
∑C

c=1 πc = 1 (Bauer, 2007).

Measurement Invariance Testing in the
Second-Order Growth Mixture Model
With repeatedmeasures, the second-order growthmixturemodel
(SOGMM) that incorporates a measurement model at the first-
order level has advantages over GMM that usually uses composite
scores of repeated measures. SOGMM takes into account
measurement error (residuals of items not related to a common
factor) and allows researchers to evaluate psychometric qualities
of a scale including measurement invariance across latent classes.
Thus, SOGMM is appropriate to detecting unknown clustering
due to noninvariance in measurement parameters of a scale as
well as heterogeneity in growth trajectories among individuals.

As illustrated in Figure 1D, the first-order part of SOGMM is
a measurement model at each occasion t that models the relation
of observed continuous variables to latent factors (e.g., depressive
symptoms items to a latent factor depressive symptoms):

(Y it|c) = νtc + 3tcηitc + εitc (6)

where conditional on latent class c, Yit is a p × 1 vector of
continuous observed variables (or items), νtc is a p × 1 vector
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of item intercepts, 3tc is a p × q matrix of item factor loadings,
ηitc is a q × 1 vector of latent factor scores, εitc is a p × 1
vector of the corresponding item error scores for an individual
i, and p and q are the number of items and the number of
factors, respectively. Within class, the residuals are assumed to
be multivariate normally distributed with a mean vector of 0:

(εit|c) ∼ N(0,2tc).
Because measurement models are explicit in SOGMM,

measurement invariance over time can be specified. Strict
measurement invariance holds over time for class c if

3tc = 3c, νtc = νc, 2tc = 2c.

Similarly, measurement invariance across latent classes can be
specified in SOGMM. If measurement invariance over time holds
as shown above, strict measurement invariance across latent
classes (c= 1, 2, . . . , C) can be further defined as:

3c = 3, (7)

νc = ν, (8)

2c = 2. (9)

When strict invariance holds across classes, factor variances and
means are freely estimated and compared across classes (or over
time).

Then, the second-order part of SOGMM is basically GMM
that is shown in Equation (4). To thread the first- and second-
order parts of SOGMM together, the measurement model at
occasion t in Equation (6) is rewritten as a measurement model
over t occasions without the t subscript: (Yi|c) = νc+3cηic+εic.
By replacing ηic with (Ti|c) in Equation (4), the measurement
model and the growth mixture model (Equation 4) are combined
as the second-order growth mixture model (Figure 1D):

(Yi|c) = νc + 3c

(

Ŵcξ ic + ζ ic

)

+ εic.

The mean vector µYc and variance covariance matrix 6Yc of

(Yi|c) are defined as

µYc = νc + 3cŴcκc,

6Yc = 3c

(

Ŵc8cŴ
′

c + 9c

)

3
′

c + 2c. (10)

When GMM is used with composite scores of repeated
measures, measurement noninvariance, if present, cannot be
properly modeled. Kim and Willson (2014a) showed that when
measurement noninvariance was present between groups but not
correctly modeled by constructing latent growth models with
composite scores, ignoring measurement noninvariance resulted
in biased estimates of baseline performance and growth factor
means and incorrect statistical inferences on these parameters.
Specifically, they found that noninvariance in factor loadings led
to a spurious mean difference in growth between groups whereas
noninvariance in intercepts yielded a spurious mean difference in
baseline performance. The size of measurement noninvariance
ignored in LGM was directly related to the size of bias in those
mean differences. In Appendix (Supplementary Material) we

analytically demonstrated the impact of ignored measurement
noninvariance on the estimates of growth factor means using
SOGMM.

Class Enumeration in Growth Mixture
Modeling
In practice of mixture modeling, a series of models with
an increasing number of latent classes are specified. Then,
the number of latent classes is commonly determined by
identifying the best-fitting model among all specified models
through model comparisons. To select the best-fitting model,
different methods are introduced in the literature. Tein et al.
(2013) summarized class enumeration methods into three
categories: (a) using information criterion (IC) such as the
Akaike Information Criterion (AIC; Akaike, 1974), Consistent
AIC (CAIC; Bozdogan, 1987), Bayesian Information Criterion
(BIC; Schwarz, 1978), and sample-size adjusted BIC (saBIC;
Sclove, 1987), (b) conducting likelihood ratio tests (LRT) such
as Lo-Mendell-Rubin LRT and bootstrap LRT, and (c) using
entropy that evaluates how well the classes are separated. In
this study we use information criteria for class enumeration.
Among ICs, Nylund et al. (2007) recommended BIC and saBIC
for class enumeration in GMM. These two ICs are also commonly
used and suggested in the general mixture modeling literature
(e.g., Lubke and Muthén, 2005; Tay et al., 2011). However, some
authors showed the outperformance of AIC over BIC particularly
when sample size was small and the class separation was poor
(Lukočienė et al., 2010), but the AIC tended to overestimate the
number of latent classes in other cases (Celeux and Soromenho,
1996; Nylund et al., 2007; Tein et al., 2013). In model selection
with mixture modeling, the hierarchical BIC (HBIC) is also
suggested (Zhao et al., 2013, 2015; Gollini and Murphy, 2014;
Zhao, 2014). Zhao et al. (2015) argued that BIC tends to
overpenalize model complexity in mixture modeling by using
the total sample size for all estimated parameters and suggested
to penalize parameters with their relevant sample size, that is,
local or effective sample size that is used to estimate parameters
associated with a specific class (nπc in the equation below). As
shown in Equation (11), the HBIC equals to the BIC when c
= 1, but is smaller than BIC when c > 1. Zhao and colleagues
demonstrated that the HBIC outperformed the BIC especially
when sample size was small. Thus, we included these four ICs
in our study. These ICs are computed as:

AIC = −2logL+ 2∗k,

BIC = −2logL+ log(n)∗k,

saBIC = −2logL+ log[(n+ 2)/24]∗k,

HBIC = −2logL+
(

k0 + C − 1
)

log (n) +

C
∑

c=1

log (nπc) ∗k
′

c

(11)

where logL means log likelihood, log(n) is the natural logarithm
of sample size, log(nπc) is the natural logarithm of sample size
specific to a latent class c where πc ≥ 0, c = 1, 2, . . . , C,
and

∑C
c=1 πc = 1, k and k

′

c represent the number of freely
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estimated parameters for the total sample and for a latent class
c, respectively, and k0 is the number of free parameters common

across latent classes (hence, k = k0 + C − 1+
∑C

c=1 k
′

c).
This study investigated how measurement noninvariance in a

scale across latent classes makes impact on class enumeration and
parameter estimates when GMM is used to evaluate growth over
time ignoring the lack of invariance. In addition, when SOGMM
is used, that is, measurement models are incorporated in GMM
and measurement parameters are allowed to be heterogeneous
across latent classes, the class enumeration accuracy and bias
of parameter estimates in SOGMM was examined in the
presence of measurement noninvariance. We hypothesize the
following:

1. When baseline performance and growth are homogeneous on
average, that is, latent classes are not present in terms of the
intercept and slope factor means, GMM would falsely identify
latent classes because the ignoredmeasurement noninvariance
would be detected as heterogeneity in these factor means.

2. When latent classes are falsely identified, a spurious mean
difference in the slope factor would be observed if there is
noninvariance in factor loadings; a spurious mean difference
in the intercept factor would be observed if there is
noninvariance in intercepts. The size of the spurious mean
difference would be associated with the size of ignored
measurement noninvariance.

3. SOGMMwould correctly identify the number of latent classes
in the presence of measurement noninvariance.

4. SOGMM would yield unbiased estimates of the difference
between latent classes with respect to the intercept and slope
factor means in the growth model part as well as factor
loadings and intercepts in the measurement model part.

STUDY 1: GROWTH MIXTURE MODELING
IN THE PRESENCE OF MEASUREMENT
NONINVARIANCE BETWEEN LATENT
CLASSES

Method
We conducted a Monte Carlo simulation study to investigate the
impact of measurement noninvariance on the class enumeration
and parameter recovery of GMM. The simulation factors
included (a) location of noninvariance (factor loading/intercept),
(b) degree of noninvariance (small/large), (c) difference
in the intercept and slope factor means (zero/large), (d)
sample size (100/200/400/1000), and (e) mixing proportion
(balanced/unbalanced). Because the impact of measurement
noninvariance on the performance of GMM was of focal
interest in this study, the following factors were fixed as
a constant for simplicity of discussions: two latent classes,
four occasions, six items that load on a single factor at each
occasion, and two noninvariant items, which were commonly
adopted in previous simulation studies (e.g., Nylund et al.,
2007; Chen et al., 2010; Kim and Willson, 2014a). In addition,
measurement invariance over time was simulated. Although
temporal invariance can also be violated in reality, the impact

of noninvariance across latent classes could be less clear to
delineate when noninvariance is present at both locations.
Of note is that measurement invariance over time can be
tested separately with a longitudinal common factor model
and, if invariance holds, researchers can impose temporal
invariance constraints on SOGMM which was demonstrated
by Grimm and Ram (2009). However, measurement invariance
across classes cannot be tested separately because latent classes
are unobservable in advance. Of another note is that we
investigated the impact of measurement noninvariance in
factor loadings and intercepts between latent classes (violation
of Equations 7 and 8) because scalar invariance is considered
as a prerequisite to meaningful mean comparisons across
groups (Millsap and Kwok, 2004; Raykov et al., 2012; Jak et al.,
2014). Finally, error correlations over time were not simulated
for the simplicity because this is not a major interest in this
study.

Data Generation

Data were generated using the second-order growth mixture
model with a measurement model at each occasion of repeated
measures. The population parameters used for data generation
are presented in Figure 2. The parameters in the first-order
measurement model were majorly adopted from Kim and
Willson (2014a) who conducted a similar study with observed
groups using the second-order LGM. The generated values
of factor loadings (0.80 ∼ 1.25), intercepts (−0.15 ∼ 0.25),
and residual variances (0.36) were also observed in previous
simulation studies of measurement invariance (Wirth, 2009; Kim
et al., 2012). In the second-order latent growth model, a linear
growth over four occasions was simulated. The means of baseline
performance and growth factors (or intercept and slope factors)
were 0 and 1, respectively. The respective variances were 0.5
and 0.1, and their covariance was 0.089 which corresponded to
correlation 0.4 (Leite, 2007). The ratio of the intercept factor
variance to the slope factor variance, 5:1 is considered reasonable
in practice and adopted in other simulation studies (Muthén
and Muthén, 2002; Depaoli, 2013; Li and Harring, 2016). The
reliability estimates of 24 generated items (6 items per occasion)
ranged from 0.59 to 0.91.

In the first-order measurement model, two out of six items
were simulated as noninvariant across all simulation conditions.
The 0.20 and 0.40 differences between classes for small and
large factor loading noninvariance, respectively, and the 0.30
and 0.60 differences for small and large intercept noninvariance,
respectively, were generated (e.g., Stark et al., 2006). On top
of measurement noninvariance, population heterogeneity was
simulated in the mean of intercept and slope factors at two
levels (zero or large). When there was no difference between two
classes in the intercept and slope factor means, both classes had
the intercept and slope factor means of 0 and 1, respectively.
When a large difference between latent classes was generated, the
intercept and slope factor means of the second class were higher
by 1.4 and 0.4, respectively and thus this class performs better
at the baseline and also grows faster over time. The generated
mean differences corresponded to Mahalanobis distance (MD)
2.0. In the mixture literature, MD 2.0 is considered as large class
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FIGURE 2 | Population parameters for data generation with the second-order growth mixture model under the factor mean difference conditions. A linear growth over

time is generated. I, Latent intercept; S, latent slope; c, unobserved categorical variable or latent classes. For simplicity the measurement intercept values are not

specified in this figure. Y11–Y46 are observed items of latent factors, η1–η4. Note that Y21–Y36 are not shown due to a limited space. The same set of factor loadings

and residual variances of six items are applied over time for η1–η4. aThe intercept and slope factor means of a latent class (i.e., reference class), respectively. bThe

mean differences between latent classes for the intercept and slope factors, respectively when the number of classes is two.

separation (e.g., Tueller and Lubke, 2010; Depaoli, 2013; Li and
Harring, 2016). Of note is that class separation is one of major
factors associated with the correct enumeration of latent classes
(Henson et al., 2007; Tofighi and Enders, 2008; Chen et al., 2010).

The combination of two simulation factors, that is, (a)
noninvariance in measurement parameters and (b) mean
differences in the intercept and slope factors yielded two types
of population heterogeneity. When there was no factor mean
difference, measurement noninvariance was the only source of
population heterogeneity that differentiated two latent classes.
When there were factor mean differences, two sources of
population heterogeneity, that is, measurement noninvariance
and factor mean differences separated two latent classes. In
the latter, the latent class with higher item factor loadings had
higher factor means under the factor loading noninvariance
conditions; the latent class with higher item intercepts had higher
factor means under the intercept noninvariance conditions. By
generating data in this way (positive pairing), we expected that
the factor mean differences between latent classes would be
overestimated when the invariance was assumed because the
ignored noninvariance could make the factor mean of the higher
class even higher (the factor mean of the lower class even lower).
This was illustrated in Appendix (Supplementary Material).

When two latent classes were disproportionately formed, the
mixing proportion was 80 and 20%. The latent class with higher
factor means and/or measurement parameters was associated
with a large sample size (i.e., 80%) when two latent classes were
unbalanced. For each condition, 500 replications were generated
using Mplus version 7.3 (Muthén and Muthén, 2014).

Fitted Models and Simulation Outcomes

In Study 1, the fitted model was a growth mixture model in which
measurement noninvariance could not be modeled although
the data were generated with measurement noninvariance. The
mean composite scores were used as observed indicators of the
growthmixture model ignoring noninvariance of items. It should
be noted that equal weights were applied for all items when
composite scores were created although factor loadings were
different across items in the population. A linear growth was
modeled with factor loadings of the intercept factor all fixed
at 1 and those of the slope factor specified at 0, 1, 2, and 3
for four occasions. Because there were two latent classes in the
population, models with one, two, and three latent classes were
evaluated and a best fitting model was selected on the basis of the
selected fit index (i.e., AIC, BIC, saBIC, and HBIC). Note that a
latent class with a cell proportion<0.05 was ruled out because the
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number of observations in a class (e.g., less than five observations
with N = 100) was too small (e.g., Feldman et al., 2009). For
example, even though the ICs supported three classes, if one of
them constituted <5% of total observations, this replication was
counted as two classes. The class enumeration was recorded for
each replication and the enumeration rates for one-, two-, and
three-class models were computed by simulation conditions and
fit indexes. The enumeration rate of two classes, for example, was
computed by dividing the number of replications that supported
a two-class model by the total number of replications.

When no factor mean difference was simulated in the growth
model (precisely speaking, the second-order part of SOGMM),
one class was considered as a correct number of classes.
However, we hypothesized that two classes would emerge due
to ignored measurement noninvariance between two classes as
observed in Kim and Willson (2014a; that is, a factor mean
difference was detected when there was no factor mean difference
between two groups). When two classes were generated with
different factor means in the intercept and slope factors, two
classes were expected to be detected correctly. However, in
either scenario (one class or two classes), we hypothesized
that the parameter estimates of GMM would be biased due
to ignored measurement noninvariance in the measurement
model. Specifically, we examined the bias in the means of
the intercept and slope factors. The bias was estimated as the
average difference between the estimated factor mean and the
generated population factor mean across replications. If the
population parameter was not zero, we also estimated relative
bias which is the ratio of the estimated bias to the population
parameter. Relative bias >0.05 is typically considered substantial
in the simulation studies (Hoogland and Boomsma, 1998).
Standardized bias was not considered because it is possibly
affected by sample size (the larger sample size, the smaller
standardized bias holding raw bias constant). Although, the
values of raw bias are less interpretable, raw bias would suffice to
show the impact of measurement noninvariance on the estimates
of GMM. GMM was fitted with Mplus version 7.3 (Muthén and
Muthén, 2014).

Results
Class Enumeration

The class enumeration rates of AIC, BIC, saBIC, andHBIC for the
balanced conditions are presented in Table 1. The enumeration
rates for the unbalanced conditions are similar and, thus, not
presented here. The top panel ofTable 1 showed the enumeration
rates of GMM when there was no heterogeneity in the intercept
and slope factor means. Thus, one class was considered as a
correct number of classes. However, because GMM used mean
composite scores ignoring measurement noninvariance between
two latent classes, we hypothesized that two classes would
emerge. Unexpectedly, one class was generally selected, which
might indicate that GMM was not very sensitive to the ignored
measurement noninvariance. The BIC and HBIC identified one
class as a best fit model almost always regardless of simulation
factors. The saBIC also selected one class, but less frequently
as sample size decreased (e.g., 0.97 with N = 1,000 and 0.28
with N = 100 when small noninvariance was simulated in factor

loadings). The AIC was not affected by simulation factors much:
the enumeration rates for a one-class model were around 0.60
across simulation conditions.

The bottom panel of Table 1 showed the enumeration rates of
GMM when differences in the intercept and slope factor means
were simulated between two classes in addition to measurement
noninvariance. The model with two latent classes was expected
to be selected. However, the BIC and HBIC still selected one
class more frequently showing its insensitivity to population
heterogeneity when sample size was not large. Only when sample
size reached 1,000 and the size of noninvariance was large, two
classes were mostly identified. We could observe the impact of
the unmodeled measurement noninvariance on the enumeration
rates of BIC and HBIC. Specifically, the enumeration accuracy
of BIC and HBIC depended on the size and location of
noninvariance. When factor loadings were noninvariant, both
selected two classes more frequently compared to the intercept
noninvariance conditions. As the size of noninvariance increased,
the correct enumeration rates also increased. This possibly
implies that the ignored measurement noninvariance created
larger class separation by adding its unmodeled effect to the
factor mean differences in GMM. This impact of measurement
noninvariance was not observed with the AIC and saBIC. In
general, the correct enumeration rates of the saBIC were higher
than those of the AIC, BIC, and HBIC. The HBIC outperformed
the BIC, but it sometimes over-identified latent classes (i.e.,
three classes). For all four information criteria, it was prominent
that the enumeration accuracy was associated with sample size
(the larger, the more accurate). We also examined the class
proportion when two classes were selected. The class proportion
was generally consistent to the population proportion (that is, 50
and 50% for the balanced conditions and 20% and 80% for the
unbalanced conditions).

Bias and Relative Bias

Bias and relative bias were examined with the replications in
which the number of classes was correctly identified (seeTable 2).
It should be noted that the raw bias of the intercept and
slope factor means is presented for no factor mean difference
conditions because the intercept factor mean is zero (i.e., relative
bias cannot be computed). For factor mean difference conditions
the relative bias of the differences is presented (the intercept
factor mean difference = 1.4; the slope factor mean difference
= 0.4). Across conditions, three patterns emerged. First, only
the factor means associated with the ignored noninvariance
were biased whereas the factor means not associated with the
ignored noninvariance were unbiased with raw and relative bias
close to zero. Specifically, when noninvariance was simulated
in the factor loadings of the first-order measurement model
but ignored in GMM, the slope factor means showed notable
bias while the intercept factor means remained unbiased; when
noninvariance was simulated in the intercepts of the first-order
measurement model but ignored in GMM, the intercept factor
means were biased while the slope factor means were unbiased.
Second, the magnitude of bias was directly related to the
magnitude of ignored measurement noninvariance irrespective
of sample size. This pattern was clearly observed in the raw
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TABLE 1 | The class enumeration rates of growth mixture modeling for the balanced conditions.

DIF location DIF size Sample size AIC BIC saBIC HBIC

Number of latent classes

1 2 3 1 2a 1 2 3 1 2a

NO FACTOR MEAN DIFFERENCE

Loading Small 50/50 0.56 0.28 0.16 0.99 0.01 0.28 0.41 0.30 0.89 0.09a

100/100 0.65 0.23 0.11 0.99 0.01 0.71 0.19 0.10 0.97 0.02a

200/200 0.68 0.24 0.08 1.00 0.00 0.91 0.08 0.02 0.99 0.01

500/500 0.72 0.23 0.05 1.00 – 0.97 0.03 0.00 0.99 0.01

Large 50/50 0.55 0.29 0.16 0.99 0.01 0.28 0.42 0.31 0.90 0.08a

100/100 0.64 0.27 0.09 1.00 0.00 0.69 0.23 0.08 0.96 0.03a

200/200 0.67 0.25 0.08 1.00 – 0.89 0.09 0.02 0.99 0.01

500/500 0.68 0.27 0.05 1.00 0.00 0.95 0.05 0.00 0.99 0.01

Intercept Small 50/50 0.57 0.26 0.17 0.99 0.01 0.30 0.39 0.31 0.89 0.09a

100/100 0.64 0.25 0.11 0.99 0.01 0.69 0.23 0.08 0.97 0.02a

200/200 0.69 0.25 0.06 1.00 0.00 0.90 0.08 0.02 0.99 0.01

500/500 0.74 0.22 0.04 1.00 – 0.97 0.02 0.00 1.00 0.00

Large 50/50 0.59 0.24 0.17 0.99 0.01 0.31 0.37 0.32 0.90 0.09a

100/100 0.63 0.26 0.11 0.99 0.01 0.68 0.23 0.09 0.97 0.03a

200/200 0.68 0.26 0.06 1.00 0.00 0.90 0.08 0.02 0.99 0.01

500/500 0.75 0.20 0.05 1.00 – 0.97 0.03 – 1.00 0.00

FACTOR MEAN DIFFERENCE

Loading Small 50/50 0.36 0.40 0.24 0.94 0.06a 0.17 0.44 0.39 0.80 0.16a

100/100 0.19 0.63 0.18 0.91 0.09 0.22 0.63 0.16 0.80 0.18a

200/200 0.08 0.75 0.17 0.78 0.22 0.21 0.72 0.07 0.63 0.37a

500/500 0.00 0.80 0.20 0.21 0.79 0.02 0.94 0.04 0.12 0.87a

Large 50/50 0.25 0.48 0.27 0.87 0.12a 0.09 0.48 0.43 0.70 0.24a

100/100 0.10 0.65 0.25 0.79 0.21a 0.13 0.65 0.22 0.60 0.37a

200/200 0.01 0.67 0.32 0.42 0.57a 0.03 0.79 0.18 0.29 0.68a

500/500 – 0.52 0.48 0.00 0.98a – 0.78 0.22 0.00 0.90a

Intercept Small 50/50 0.40 0.40 0.20 0.94 0.06 0.20 0.45 0.35 0.82 0.16a

100/100 0.31 0.55 0.13 0.93 0.07 0.35 0.53 0.11 0.84 0.16

200/200 0.13 0.71 0.17 0.83 0.17 0.28 0.67 0.05 0.73 0.27

500/500 0.00 0.90 0.09 0.35 0.65 0.04 0.94 0.02 0.23 0.77

Large 50/50 0.32 0.46 0.22 0.92 0.08a 0.12 0.49 0.39 0.78 0.20a

100/100 0.23 0.58 0.19 0.88 0.12 0.27 0.57 0.15 0.78 0.22a

200/200 0.06 0.80 0.15 0.74 0.26 0.17 0.78 0.05 0.61 0.39a

500/500 – 0.87 0.13 0.18 0.82 0.01 0.96 0.03 0.10 0.90a

The hypothesized correct enumeration rates are in bold. DIF, Differential item functioning or measurement noninvariance; AIC, Akaike information criterion; BIC, Bayesian information

criterion; saBIC, sample-size adjusted BIC; HBIC, hierarchical BIC. Due to rounding 0.00 means one or two replications out of 500.
aWe compared one-, two-, and three-class models, and the three-class model was selected with a small proportion.

bias under no factor mean difference conditions. When the
magnitude of noninvariance was doubled, the magnitude of
bias in factor means was also doubled. For example, for the
balanced conditions with ignored intercept noninvariance, the
raw bias in the intercept factor means was about 0.05 when
small noninvariance was ignored and about 0.10 when large
noninvariance was ignored. Third, the direction of bias also
reflected the direction of ignored measurement noninvariance.
Under the no factor mean difference conditions, two factor
loadings were simulated lower in one class, which probably led
to negative bias in the slope factor means whereas two intercepts
were simulated higher in one class, which conceivably resulted in

positive bias in the intercept factor means. Under the factor mean
difference conditions, noninvariance, regardless of its location,
was simulated in favor of the class with higher factor means
(positive pairing; the latent class with higher item factor loadings
had higher factor means under the factor loading noninvariance
conditions; the latent class with higher item intercepts had higher
factor means under the intercept noninvariance conditions).
As hypothesized and illustrated in Appendix (Supplementary
Material), the corresponding factor mean differences were mostly
positively biased because the factor mean of the class with a
higher factor mean tended to be overestimated and that of the
class with a lower factor mean tended to be underestimated.
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TABLE 2 | The bias and relative bias of the intercept and slope factor means in

growth mixture modeling.

DIF

location

DIF

size

Sample

size

No difference

(Raw bias)

Difference

(Relative bias)

Intercept Slope Intercept

d

Slope

d

Loading Small 50/50 0.006 −0.034 −0.003 −0.210

100/100 0.004 −0.034 0.002 0.035

200/200 0.005 −0.033 −0.003 0.125

500/500 0.002 −0.033 0.009 0.165

Large 50/50 0.006 −0.067 0.001 0.182

100/100 0.004 −0.067 0.010 0.317

200/200 0.004 −0.066 0.019 0.345

500/500 0.002 −0.066 0.017 0.360

Intercept Small 50/50 0.057 0.000 0.054 −0.510

100/100 0.055 −0.001 0.083 −0.155

200/200 0.055 0.001 0.089 −0.053

500/500 0.051 0.000 0.071 0.001

Large 50/50 0.107 0.000 0.110 −0.108

100/100 0.105 −0.001 0.165 −0.028

200/200 0.105 0.001 0.151 −0.020

500/500 0.101 0.000 0.145 −0.008

Loading Small 80/20 0.006 −0.014 0.007 −0.245

160/40 0.004 −0.014 0.017 0.006

320/80 0.005 −0.013 −0.009 0.114

800/200 0.002 −0.013 −0.035 0.113

Large 80/20 0.006 −0.027 −0.058 −0.080

160/40 0.004 −0.027 −0.015 0.138

320/80 0.004 −0.026 −0.044 0.237

800/200 0.002 −0.026 −0.065 0.238

Intercept Small 80/20 0.087 −0.001 0.081 −0.270

160/40 0.085 −0.001 0.118 −0.043

320/80 0.085 0.001 0.094 0.015

800/200 0.081 0.000 0.072 0.000

Large 80/20 0.167 −0.001 0.159 −0.220

160/40 0.165 −0.001 0.184 −0.023

320/80 0.165 0.001 0.155 −0.003

800/200 0.161 0.000 0.142 0.004

DIF, Differential item functioning or measurement non-invariance; No difference, no factor

mean difference; Difference, factor mean difference; Intercept, intercept factor mean;

Slope, slope factor mean; Intercept d, intercept factor mean difference; Slope d, slope

factor mean difference.

Compared to the balanced conditions, the parameter estimates
in the unbalanced conditions were more biased when intercepts
were not invariant, but less biased when factor loadings were not
invariant.

STUDY 2: SECOND-ORDER GROWTH
MIXTURE MODELING

Method
Fitted Models and Simulation Outcomes

The data generated in Study 1 were fitted to the second-
order growth mixture models that allow heterogeneity in the

measurement parameters at the first-order measurement model.
The second-order part was specified identical to the GMM
in Study 1. Instead of using observed mean composite scores
for the indictors of the intercept and slope factors, a latent
factor on which six items loaded was included at each occasion
as shown in Figure 2. As in Study 1, we fitted one-, two-,
and three-class models and decided the number of classes
based on the fit criteria (lowest information criterion) applying
the minimum class proportion 0.05 rule. Because two latent
classes were generated in the population and SOGMM was a
correctly specifiedmodel, two classes were expected to be selected
across all simulation conditions. In addition, bias or relative
bias in parameter estimates was evaluated. The parameters of
interest included the differences between classes in the intercept
and slope factor means and the size of noninvariance in the
factor loadings and intercepts of two noninvariant items. The
size of noninvariance was averaged across two items. It was
hypothesized that SOGMM would yielded unbiased estimates of
these parameters. Mplus version 7.3 (Muthén andMuthén, 2014)
was used for SOGMM.

Results
Class Enumeration

The class enumeration rates of AIC, BIC, saBIC, and HBIC are
presented in Tables 3, 4. Because population heterogeneity was
simulated between two classes either in measurement parameters
only (no factor mean difference conditions in Table 3) or
in both measurement and structural parameters (factor mean
difference conditions in Table 4), we hypothesized that SOGMM
would identify two latent classes correctly. However, the correct
enumeration rates varied depending on the fit criteria and
simulation factors. First, when there were differences in both
measurement and structural parameters with substantial factor
mean differences, the BIC and HBIC almost always endorsed two
classes correctly. However, when measurement noninvariance
was the only source of population heterogeneity (i.e., lower
class separation), the correct enumeration rates of BIC and
HBIC deteriorated notably as sample size decreased and the
noninvariance size was small. For example, the BIC was totally
insensitive to the small noninvariance in the intercepts and
selected one class across all replications. Under these conditions,
the outperformance of HBIC over BIC was observed. On the
other hand, the performance of saBIC was related more with
sample size but less with the magnitude of noninvariance
and class separation. Thus, as sample size increased, the
correct enumeration rates of saBIC reached 100% with a few
exceptions in the small intercept noninvariance only conditions.
Interestingly, no salient difference was observed between small
and large noninvariance conditions and also between no factor
mean difference and factor mean difference conditions. For the
AIC, the impact of sample size was observed only when the
class separation was low (i.e., small noninvariance conditions
without factor mean differences). When the class separation
was sufficiently large (i.e., large noninvariance conditions even
without factor mean differences), the overall performance of AIC
was less affected by other simulation factors showing consistent
enumeration rates. Of note is that as classes were separated more
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TABLE 3 | The class enumeration rates of second-order growth mixture modeling under the no factor mean difference conditions.

DIF location DIF size Sample size AIC BIC saBIC HBIC

Number of latent classes

1 2 3 1 2a 1 2 3 1 2b

Loading Small 50/50 0.18 0.77 0.05 0.99 0.01 0.03 0.80 0.17 0.63 0.37

100/100 0.03 0.90 0.07 0.90 0.10 0.03 0.92 0.05 0.52 0.48

200/200 – 0.93 0.07 0.36 0.64 0.00 0.99 0.01 0.10 0.90

500/500 – 0.94 0.06 – 1.00 – 1.00 – – 1.00

Large 50/50 – 0.90 0.10 – 1.00 – 0.74 0.26 – 0.98b

100/100 – 0.90 0.10 – 1.00 – 0.93 0.07 – 1.00

200/200 – 0.94 0.06 – 1.00 – 0.99 0.01 – 1.00

500/500 – 0.95 0.05 – 1.00 – 1.00 – – 1.00

Intercept Small 50/50 0.65 0.31 0.04 1.00 – 0.22 0.66 0.12 0.84 0.15b

100/100 0.59 0.39 0.02 1.00 – 0.66 0.33 0.01 0.92 0.08

200/200 0.46 0.51 0.03 1.00 – 0.83 0.16 0.00 0.96 0.04

500/500 0.08 0.87 0.04 1.00 0.00 0.70 0.30 – 0.95 0.05

Large 50/50 0.02 0.88 0.09 0.80 0.20 0.00 0.78 0.22 0.29 0.69b

100/100 – 0.92 0.08 0.27 0.73 – 0.95 0.05 0.06 0.94

200/200 – 0.95 0.05 0.00 1.00 – 0.99 0.01 – 1.00

500/500 – 0.97 0.03 – 1.00 – 1.00 – – 1.00

Loading Small 80/20 0.46 0.51 0.03 1.00 0.00 0.12 0.75 – 0.77 0.23

160/40 0.25 0.71 0.04 1.00 0.00 0.31 0.67 – 0.79 0.21

320/80 0.06 0.89 0.05 0.95 0.05 0.21 0.78 0.01 0.54 0.46

800/200 0.00 0.95 0.05 0.32 0.68 0.01 0.99 – 0.03 0.97

Large 80/20 – 0.93 0.07 0.08 0.92 – 0.75 0.25 0.01 0.99b

160/40 – 0.93 0.07 – 1.00 – 0.95 0.05 – 1.00b

320/80 – 0.92 0.08 – 1.00 – 1.00 0.00 – 1.00b

800/200 – 0.96 0.04 – 1.00 – 1.00 – – 1.00

Intercept Small 80/20 0.72 0.25 0.03 1.00 – 0.23 0.64 0.13 0.85 0.15b

160/40 0.70 0.29 0.01 1.00 – 0.77 0.23 0.01 0.93 0.07

320/80 0.68 0.31 0.01 1.00 – 0.94 0.06 – 0.94 0.06

800/200 0.47 0.50 0.03 1.00 – 0.97 0.03 – 0.97 0.03

Large 80/20 0.18 0.76 0.07 0.97 0.03 0.04 0.78 0.18 0.59 0.41b

160/40 0.02 0.92 0.06 0.88 0.12 0.02 0.92 0.05 0.33 0.67b

320/80 – 0.94 0.06 0.33 0.67 – 0.99 0.01 0.03 0.97

800/200 – 0.97 0.03 – 1.00 – 1.00 – – 1.00

The hypothesized correct enumeration rates are in bold. DIF, Differential item functioning or measurement noninvariance; AIC, Akaike information criterion; BIC, Bayesian information

criterion; saBIC, sample-size adjusted BIC; HBIC, hierarchical BIC. Due to rounding 0.00 means one or two replications out of 500.
aWe compared one-, two-, and three-class models, but the number is not shown when the enumeration rates are zero across all conditions.
bThe three-class model was selected with a small proportion.

including factor mean differences, the AIC tended to over-extract
latent classes more frequently.

The impact of mixing proportion (balanced and unbalanced)
was not very noticeable and inconsistent across simulation
conditions. For example, the unbalanced conditions showed
slightly lower correct enumeration rates of BIC when there
was only measurement noninvariance at the measurement
model. It is possibly related to the bias in noninvariance
size. That is, noninvariance size was underestimated more
in the unbalanced conditions (see bias and relative bias
below). However, although not very noticeable, the opposite
pattern was observed in the conditions of both measurement

noninvariance and factor mean difference conditions. Overall,
accurate class enumeration (and relatedly accurate parameter
estimation) appeared more challenging when one class had
a notably small sample size under low class separation, but
when sample size and class separation became larger with
both measurement noninvariance and factor mean difference,
the impact of a small class was not observed. However, it
should be replicated in future research. When two classes were
identified, the mixing proportions were generally well recovered
with about 50%, 50% for balanced conditions and about 80%,
20% for unbalanced conditions save the unbalanced conditions
under small measurement noninvariance in which the mixing
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TABLE 4 | The class enumeration rates of second-order growth mixture modeling under the factor mean difference conditions.

DIF location DIF size Sample size AIC BIC saBIC HBIC

Number of latent classes

2 3 1 2a 2 3 1 2

Loading Small 50/50 0.80 0.20 0.00 1.00 0.44 0.56 – 0.98c

100/100 0.82 0.18 – 1.00 0.88 0.12 – 1.00c

200/200 0.84 0.16 – 1.00 0.98 0.02 – 1.00

500/500 0.95 0.05 – 1.00 1.00 – – 1.00

Large 50/50 0.84 0.16 – 1.00 0.48 0.52 – 0.96c

100/100 0.85 0.15 – 1.00 0.89 0.11 – 0.99c

200/200 0.89 0.11 – 1.00 0.99 0.01 – 1.00

500/500 0.91 0.09 – 1.00 1.00 – – 1.00

Intercept Small 50/50 0.77b 0.21 0.59 0.41 0.43b 0.56 0.09 0.89c

100/100 0.78b 0.22 0.02 0.98 0.84b 0.15 0.00 1.00

200/200 0.81b 0.19 0.00 1.00 0.98b 0.02 0.00 1.00

500/500 0.94 0.06 – 1.00 1.00 – – 1.00

Large 50/50 0.77 0.23 0.01 0.99 0.40 0.60 0.00 0.98c

100/100 0.81 0.19 – 1.00 0.86 0.14 – 1.00c

200/200 0.85 0.15 – 1.00 0.99 0.01 – 1.00

500/500 0.97 0.03 – 1.00 1.00 – – 1.00

Loading Small 80/20 0.80b 0.19 0.00 1.00 0.52b 0.47 0.00 0.99c

160/40 0.85 0.15 – 1.00 0.88 0.12 – 1.00c

320/80 0.83 0.17 – 1.00 0.99 0.01 – 1.00

800/200 0.93 0.07 – 1.00 1.00 – 1.00

Large 80/20 0.82 0.18 – 1.00 0.51 0.49 – 0.99c

160/40 0.86 0.14 – 1.00 0.89 0.11 – 1.00c

320/80 0.86 0.14 – 1.00 0.99 0.01 – 1.00

800/200 0.92 0.08 – 1.00 1.00 . – 1.00

Intercept Small 80/20 0.77b 0.17 0.06 0.94 0.48b 0.50 0.06 0.94c

160/40 0.80b 0.17 0.05 0.95 0.84b 0.12 0.04 .96

320/80 0.84b 0.15 0.01 0.99 0.98b 0.02 0.01 .99

800/200 0.88 0.12 – 1.00 1.00 – – 1.00

Large 80/20 0.80 0.20 0.00 1.00 0.45 0.55 0.00 0.99c

160/40 0.84 0.16 – 1.00 0.88 0.12 – 1.00c

320/80 0.87 0.13 – 1.00 0.99 0.01 – 1.00

800/200 0.88 0.12 – 1.00 1.00 – – 1.00

The hypothesized correct enumeration rates are in bold. DIF, Differential item functioning or measurement noninvariance; AIC, Akaike information criterion; BIC, Bayesian information

criterion; saBIC, sample-size adjusted BIC; HBIC, hierarchical BIC. Due to rounding 0.00 means one or two replications out of 500.
aWe compared one-, two-, and three-class models, but the three-class model was not selected across all conditions.
bThe one-class model was selected with a small proportion.
cThe three-class model was selected with a small proportion.

proportions turned out to be close to 50%, 50% as sample size
became smaller.

Bias and Relative Bias

We examined the bias or relative bias of parameter estimates in
terms of the size of noninvariance and factor mean differences
when two latent classes were correctly identified. Because
SOGMM was correctly specified, all parameter estimates were
expected to be unbiased. As expected, the relative bias of factor
loading and intercept noninvariance was negligible in most
conditions when there were differences in both measurement

parameters and factor means between classes. On the contrary,

when measurement noninvariance was the only sources of

population heterogeneity between classes, the noninvariance
size was underestimated consistently across conditions as

shown in Table 5 (left panel). The relative bias ranged from

−0.788 to −0.010. The variability of relative bias was in

general associated with sample size (the larger, the smaller),
mixing proportion (smaller with the balanced proportions), and
noninvariance size (smaller with large noninvariance). Note that
under these conditions growth parameters were still unbiased.
It appeared that the class specific measurement parameters
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TABLE 5 | The bias and relative bias of the parameter estimates in second-order growth mixture modeling.

DIF location DIF size Sample size No difference Difference No difference Difference

Raw bias Rel. bias Raw bias Rel. bias

DIF DIF Intercept Slope Intercept d Slope d

Loading Small 50/50 −0.600 0.022 −0.039 0.121 −0.008 −0.020

100/100 −0.515 0.008 −0.021 0.053 0.007 −0.013

200/200 −0.403 −0.005 −0.005 0.027 0.000 −0.005

500/500 −0.190 0.000 −0.003 0.007 −0.001 −0.005

Large 50/50 −0.425 0.000 −0.020 0.027 −0.009 −0.023

100/100 −0.321 0.000 −0.009 0.012 0.001 −0.003

200/200 −0.184 −0.003 −0.002 0.008 0.000 0.000

500/500 −0.018 0.003 −0.001 0.000 0.001 0.000

Intercept Small 50/50 −0.157 −0.077 −0.129 0.230 −0.034 −0.095

100/100 −0.327 0.000 −0.111 0.141 −0.018 −0.018

200/200 −0.267 0.005 −0.060 0.095 −0.001 −0.005

500/500 −0.173 0.000 −0.006 0.028 0.002 0.009

Large 50/50 −0.310 −0.004 −0.026 0.049 0.002 0.010

100/100 −0.231 −0.006 −0.012 0.014 0.000 0.000

200/200 −0.091 −0.003 −0.001 0.005 0.004 0.000

500/500 −0.010 0.008 0.004 0.001 −0.002 0.001

Loading Small 80/20 −0.788 0.007 −0.105 0.210 0.013 −0.080

160/40 −0.713 0.032 −0.041 0.119 0.002 −0.015

320/80 −0.493 0.015 0.014 0.059 0.002 −0.003

800/200 −0.240 −0.003 −0.004 0.012 0.002 −0.003

Large 80/20 −0.456 0.003 −0.019 0.028 0.003 −0.005

160/40 −0.450 0.006 −0.017 0.021 0.002 0.006

320/80 −0.408 0.003 0.005 0.016 0.001 0.003

800/200 −0.375 0.000 −0.003 0.005 0.001 0.001

Intercept Small 80/20 −0.357 −0.142 −0.180 0.251 0.016 −0.143

160/40 −0.395 −0.030 −0.122 0.210 −0.004 −0.005

320/80 −0.317 −0.020 −0.100 0.154 0.004 0.006

800/200 −0.328 −0.005 −0.074 0.073 0.001 −0.008

Large 80/20 −0.463 −0.018 −0.091 0.100 0.012 −0.065

160/40 −0.339 −0.003 −0.033 0.029 0.003 −0.013

320/80 −0.304 −0.014 −0.003 0.013 0.004 −0.003

800/200 −0.144 −0.003 0.001 0.003 0.001 −0.003

DIF, Differential item functioning or measurement non-invariance; No difference, no factor mean difference; Difference, factor mean difference; Rel. bias, relative bias; Intercept, intercept

factor mean; Slope, slope factor mean; Intercept d, intercept factor mean difference; Slope d, slope factor mean difference.

(i.e., noninvariance) in the first order model were in general less
accurately estimated than the class specific growth parameters
(i.e., structural parameters) in the second order model when class
separation was low. The estimation of the first (i.e., noninvariance
size) improved with a larger sample and bigger separation.
With respect to mixing proportions, the estimation could be
less accurate with a disproportionately smaller class size in the
unbalanced conditions when the total sample size was small (e.g.,
20 when total N = 100)1. The underestimation of noninvariance

1It should be noted that the accuracy of class membership assignment appeared

not related to the underestimation of noninvariance size because (a) the growth

parameters were unbiased under the same conditions, and (b) we did not

observe an apparent association between the assignment accuracy and bias. For

size was possibly related to the lower enumeration rates under
the measurement noninvariance only conditions (no factor mean
difference) because in these conditions noninvariance was the
only source of heterogeneity that separated two classes.

The right panel of Table 5 presents the bias or relative bias
of factor mean difference estimates between classes. Of note
is that the bias or relative bias was estimated for the factor
mean differences (not for the factor means). When there were
factor mean differences, the estimated differences were generally
unbiased regardless of simulation factors. The relative bias of

example, under the unbalanced conditions in which the underestimation was

larger, the assignment accuracy was even slightly higher compared to the balanced

conditions.
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the factor mean differences between classes was <0.05 across
conditions except the smallest sample size conditions (N = 100;
see the two columns of the last panel in Table 5). When there
was no factor mean difference and two classes were different only
due to measurement noninvariance, the estimated factor means
generally showed no difference between classes (i.e., no bias) with
large sample, but when sample size was small, bigger size of raw
bias was observed (See the two columns of the middle panel in
Table 5).

DISCUSSION

When researchers run GMM, it is a common practice to use
composite scores of repeated measures to model the baseline
performance and growth over time. This could be problematic
when the measure does not have desirable psychometric
properties because GMMdoes not allow evaluatingmeasurement
models. In this study we addressed one of these issues—
measurement noninvariance. When there was measurement
noninvariance between unknown groups, we investigated the
impact of the ignored noninvariance on the performance of
GMM, particularly, the accuracy of class enumeration and the
parameter recovery. In addition, we examined the performance
of SOGMM that incorporates measurement models and allows
measurement noninvariance between latent classes.

First, we hypothesized that due to unmodeled noninvariance
in items GMM would incorrectly identify two latent classes
showing differences in factor means between classes when there
was no difference in factor means. In Study 1, this hypothesis was
not supported because the BIC and HBIC mostly selected a one-
class model as a best-fitting model. However, this finding should
not be interpreted as no impact of the ignored measurement
noninvariance on the GMM class enumeration. Rather, it might
indicate that overall, GMM is not very sensitive to a small
degree of population heterogeneity. This was confirmed in the
conditions with both measurement noninvariance and factor
mean differences. Although the generated class separation (MD
or mahalanobis distance = 2) in the factor mean differences
was considered large, the BIC, for example, supported one class
more often when sample size was 400 or less. Under these
conditions the enumeration rates of BIC were associated with
the location and size of noninvariance, which implies that the
ignored measurement noninvariance affected the performance of
GMM, specifically, the enumeration accuracy of BIC and HBIC.

Second, as hypothesized, the parameter estimates of GMM,
namely, the intercept and slope factor means were biased
regardless of simulation factors. The location, size, and direction
of bias were directly related to the location, size, and direction
of unmodeled measurement noninvariance. That is, we observed
positive bias in the intercept factor when positive noninvariance
in the item intercepts were ignored and negative bias in the slope
factor when negative noninvariance in the item factor loadings
were ignored. When the size of noninvariance was doubled,
the size of bias was also doubled. This finding is consistent
to what Kim and Willson (2014a) found with multiple group
LGM. Because GMM yields biased parameter estimates even if
the number of latent classes is correctly detected, GMM is not
recommended in the presence of measurement noninvariance.

Third, with respect to SOGMM, our hypothesis about high
accuracy of class enumeration of SOGMM was partly supported
in Study 2 because class enumeration rates largely depended on
class separation and sample size. When the class separation was
large under the conditions of both measurement noninvariance
and factor mean differences, the correct enumeration rates of
BIC were almost 100% even with a very small sample size
(i.e., 100). However, when the class separation was low (small
noninvariance only) and sample size was small (400 or less),
the correct enumeration rates of BIC dropped substantially
(e.g., 0%). A previous simulation study (Lubke and Neale,
2008) that investigated the class enumeration rates in detecting
measurement noninvariance also found that more parsimonious
models (e.g., one-class model) were favored indicating no
measurement noninvariance. The overall insensitivity of ICs to
the presence of small measurement noninvariance between latent
classes can be explained as relatively low class separation that
measurement noninvariance created. The small noninvariance in
the intercepts corresponded to MD = 1, which is considered as
small class separation in the literature. It is widely recognized
that class separation is greatly related to the accuracy of class
enumeration (e.g., Henson et al., 2007; Tofighi and Enders, 2008;
Chen et al., 2010).

Fourth, the hypothesis that SOGMM would yield unbiased
estimates was also partly correct. As hypothesized, the intercept
and slope factor means of SOGMM were generally unbiased.
When sample size was very small, we observed some biased
estimates of these parameters. On the other hand, the size
of noninvariance in the intercepts and factor loadings
were generally underestimated. This underestimation of
noninvariance size might make it more difficult for ICs to detect
the difference and be partly related to the low class enumeration
accuracy when measurement noninvariance was the only source
of population heterogeneity between classes.

With respect to information criteria, the findings in this study
generally conform to those of previous studies. The BIC showed
excellent performance in identifying the number of classes when
class separation was large and sample size was large (Nylund
et al., 2007; Lubke and Neale, 2008; Li et al., 2009). When both
class separation was low and sample size was small, the BIC
tended to under-extract latent classes (Kim et al., 2016). The
HBIC showed similar or slightly better performance than the
BIC. The outperformance of HBIC was prominent when sample
size and class separation were small, which is consistent to the
findings of previous studies (e.g., Zhao et al., 2015). It should be
noted that the over-extraction of latent classes was also observed
with the HBIC, which is possibly due to under-penalization
of model complexity compared to the BIC although the over-
extraction was not very serious in this study. The saBIC showed
more consistent performance across simulation conditions, but
its accuracy was lower compared to BIC and HBIC when these
two ICs worked reasonably. The AIC seemed least affected by
simulation factors usually showing consistent enumeration rates
across simulation conditions and most sensitive to population
heterogeneity in the extreme conditions (i.e., smallest sample
size in this study under low class separation; e.g., Lukočienė
and Vermunt, 2010; Lukočienė et al., 2010; Kim et al., 2016),
but the performance of AIC was generally not optimal and
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also tended to over-extract latent classes (e.g., Bozdogan, 1987;
Nylund et al., 2007; Tein et al., 2013). As explained in previous
studies (Henson et al., 2007; Kim et al., 2015, 2016), the BIC
uses the natural logarithm of sample size multiplied by the
number of free parameters (k) to penalize for model complexity.
The penalty of BIC on additionally estimated parameters (i.e.,
additional latent class) is more severe than that of AIC (2∗k).
Thus, when class separation is low, a complex model with more
parameters from additional latent classes may not be favored
with the BIC due to too severe penalty on model complexity
relative to small differences between latent classes. Under these
circumstances, the AIC as well as HBIC generally outperformed
the BIC. Also the AIC is not supposed to be affected by sample
size as much as the other ICs that include sample size in their
computations.

Taken all together, when sample size is large (over 400 or
1,000 in this study) or class separation is expected to be large,
the BIC or HBIC is recommended in GMM. When sample size
is 400 or less and class separation is expected to be low, the
saBIC seems a better choice in GMM. In SOGMM, if class
separation is substantially large (MD = 2 or larger), the BIC
or HBIC can be considered for class enumeration regardless of
sample size. However, similar to GMM, when class separation is
expected to be low and sample size is 400 or less, the saBIC is
more recommended than the BIC and HBIC in determining the
number of latent classes. The AIC could be a choice only when
sample size is extremely small (100), but the mixture modeling is
not recommended with this small sample.

Based on the findings in this study, it can be said that overall,
GMM and SOGMM require large sample to correctly identify
the number of classes and yield unbiased parameter estimates
(Tueller and Lubke, 2010; Depaoli, 2013; Li and Harring, 2016).
Vermunt (2010) noted that sample size 500 can be considered
small for correct class enumeration especially under poor class
separation, which was observed in this study particularly with the
BIC. Even when the model is correctly specified as demonstrated
in Study 2 with SOGMM, latent classes are not expected to be
properly detected with small samples. Even when the number
of latent classes is correctly identified, the parameter estimates
could be substantially biased. Therefore, researchers interested in
GMM or SOGMM should consider a large sample. This study
also confirmed that class separation and sample size are generally
major factors related to the class enumeration accuracy, which
was consistently shown in the mixture modeling literature (e.g.,
Dias, 2004; Henson et al., 2007; Lubke and Neale, 2008; Tofighi
and Enders, 2008; Chen et al., 2010).

We recommend SOGMM over GMM whenever possible
for two major reasons. First, across all simulation conditions
SOGMM produced unbiased estimates of growth trajectory
parameters which are generally the focal interest of growth

analysis in psychological research. SOGMM is advantageous
because it includes measurement models of repeated measures
that take into account measurement error and allows
heterogeneity in measurement parameters between unknown
groups. If there are differences in measurement models
between potential groups, the differences can be captured by
heterogeneous latent classes in SOGMM. As illustrated in this
study, when the heterogeneity in measurement models is ignored
and GMM is run, the parameter estimates of GMM are expected
to be biased to the degree of the size of ignored differences. For
example, developmental psychologists may observe an inflated
difference between increasing and decreasing trajectory classes
in terms of depressive symptoms. Or they may observe a smaller
difference between them due to biased trajectory estimates. It
was also observed that the ignored measurement noninvariance
impacted on the enumeration rates of BIC and HBIC. Of note
is that measurement invariance across latent classes cannot
be tested separately using longitudinal common factor models
because latent classes are unknown in advance. Thus, SOGMM
is more imperative when researchers are interested in unknown
clustering of growth trajectories. Second, SOGMM generally
showed more accurate class enumeration possibly because it
could directly detect any differences in the measurement models
as well as in the growth model.

Finally, it should be kept in mind that some simulation
factors were manipulated for the purpose of the study and
hence generalization of the results beyond the simulation settings
should be done with caution. For example, to highlight the
impact of ignored measurement noninvariance between latent
classes, we assumed measurement invariance over time. In
reality, this assumption is not guaranteed and researchers should
test and establish the temporal measurement invariance. Another
assumption we made for the simplicity of discussion is no error
correlation over time, but this assumption is less likely to be met
with real data. In the presence of error correlation over time, the
correct class enumeration is possibly more challenging because
class separation becomes lower. Future research is called for the
impact of different types of error structures on the performance
of GMM and SOGMM.
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When analyzing complex longitudinal data, especially data from different educational

settings, researchers generally focus only on the mean part (i.e., the regression

coefficients), ignoring the equally important randompart (i.e., the random effect variances)

of the model. By using Project English Language and Literacy Acquisition (ELLA) data,

we demonstrated the importance of taking the complex data structure into account by

carefully specifying the random part of the model, showing that not only can it affect the

variance estimates, the standard errors, and the tests of significance of the regression

coefficients, it also can offer different perspectives of the data, such as information related

to the developmental process. We used xxM (Mehta, 2013), which can flexibly estimate

different grade-level variances separately and the potential carryover effect from each

grade factor to the later time measures. Implications of the findings and limitations of the

study are discussed.

Keywords: longitudinal data analysis, multilevel structural equation models, educational psychology, intervention,

bilingual education

INTRODUCTION

Educational researchers have always involved complex data structure. For example, in
cross-sectional studies, students are likely nested within classrooms and schools at a particular time
point (i.e., a strictly hierarchical structure), and while theymay come from different neighborhoods,
neighborhoods and schools are not nested but crossed with each other (i.e., a cross-classified
structure). Similarly, for longitudinal data, repeated measures (e.g., reading achievement test scores
collected at different grade levels from the same student) are nested within students while the
students are likely to change classrooms over the course of study. A change of classroom results in a
non-strictly hierarchical, but cross-classified structure, with repeated measures now nested within
both students and classrooms, while students and classrooms are crossed with each other (see
Figure 1A). Without adequately taking into account all these complex data structures, educational
researchers not only may obtain biased parameter estimates and standard errors, but also they miss
the opportunity to uncover important phenomena from their data.
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FIGURE 1 | (A) Model 2 data structure with repeated measures

cross-classified by students and classrooms. O, Observation; S, Student. KC,

Kindergarten classroom; G1, Grade 1; C1, Classroom 1; G2, Grade 2; C2,

Classroom 2. (B) Model 1 data structure with repeated measures nested

within students in kindergarten classrooms.

Although most educational researchers realize the importance
of taking into account the complex data structure when they
analyze their data, they may not be aware of how to fully
address the complex data structure in their analysis and, as
a result, they may only partially take into account the data
structure. For instance, researchers may analyze the cross-
classified data structure (e.g., repeated measures nested within
students and classrooms, as presented in Figure 1A) by treating
it as a strictly hierarchical data structure with the exclusion
of the non-kindergarten classroom effect (e.g., first and second
grade), as presented in Figure 1B. Without fully addressing the
complex data structure, this mis-specified model may lead to a
biased estimation of both fixed and random parameters and to
incorrect significance tests for the parameter estimates (Meyers
and Beretvas, 2006; Luo and Kwok, 2009).

The purpose of this paper was to demonstrate how to analyze
this type of complex data structure with the use of data from
the Project English Language and Literacy Acquisition (ELLA),
a large-scale longitudinal study. The researchers intervened with
and followed English language learners (ELLs) from kindergarten
to third grade, which was funded by the U.S. Department of
Education (Grant Number: R305P030032).

We first provide a brief review of the Project ELLA and
the data derived from it. We, then, analyze the data with the
commonly used hierarchical linear model [HLM] approach. We
subsequently move from this HLM model to the more complex
cross-classified random effect model (CCREM) which addresses
the complex data structure issue by taking into account the

classroom effect. However, the CCREM has its own limitations
and is unable to address some of the important features of
longitudinal data (which is representative of the dataset from
Project ELLA), such as the potential carryover effect (i.e., the
effect from the previous grade level on the later time measures).
To address this special feature, we used the xxM software (Mehta,
2013; may be downloaded from http://xxm.times.uh.edu/), which
could flexibly model the carryover effect during the analysis (the
corresponding annotated input syntax and outputs are presented
in the appendices). Finally, we discuss the implications of the
different results based on different models and re-emphasize the
importance of taking the carryover effect into account, followed
the limitations of the study and directions for future research.

Project English Language and Literacy

Acquisition (ELLA)
Project ELLA (Lara-Alecio, 2003) was a longitudinal, field-based,
large-scale, experimental research project following the same
group of native Spanish-speaking, English language learners
(ELLs) over time (from kindergarten to third grade) in an urban
school district in Southeast Texas. For more than 45% of the
students in the district, Spanish was their first language was
Spanish. The majority of students qualified for free or reduced-
price lunch. All the materials and protocols of Project ELLA were
approved by Institutional Review Board (IRB) at Texas A&M
University.

Texas state law (Texas Education Code, 1995) has prohibited
random selection and assignment to specific instructional
delivery models in schools on the basis of individual students;
therefore, the research team selected schools where structured
English immersion (SEI) and/or transitional bilingual education
(TBE) were being implemented within the target school district,
and they randomly assigned the selected schools to either a
control (typical practice) or an experimental (enhanced practice)
setting. Hence, in the overall project, the researchers used an
experimental design at the school (classroom) level and a quasi-
experimental design with target learning outcomes at the student
level.

In the current study, we used a partial data set from the
original data. This data set included scores on the English
version of the Woodcock Language Proficiency Battery–Picture
Vocabulary subtest (EWPV) of 876 students at five time points:
Time 1 = beginning of kindergarten (2004), Time 2 = end of
kindergarten (2005), Time 3 = end of first grade (2006), Time
4= end of second grade (2007), and Time 5= end of third grade
(2008).

As shown in Table 1, at Time 1, the study contained 24
schools with 56 classrooms and 876 students (46.00% of females
and 53.65% of males) between the ages of 49 and 80 months
(M = 59.72 and SD = 5.08); EWPV data were available for 791
students. At Time 2, it contained 24 schools with 56 classrooms,
with EWPV data available for 875 students (45.94% of females
and 53.71% of males) between the ages of 61 and 92 months
(M = 71.72 and SD = 5.08). At Time 3, it contained 24 schools
with 54 classrooms, with EWPV data available for 643 students
(46.19% of females and 53.34% of males) between the ages of
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TABLE 1 | Descriptive statistics.

Time 1

(N= 876)

Time 2

(N= 875)

Time 3

(N= 643)

Time 4

(N= 440)

Time 5

(N = 373)

Variables N (%)/

M(SD)

N (%)/

M(SD)

N (%)/

M(SD)

N (%)/

M(SD)

N (%)/

M(SD)

Gender

Male 470

(53.65%)

470

(53.71%)

343

(53.34%)

231

(52.50%)

191

(51.21%)

Female 403

(46.00%)

402

(45.94%)

297

(46.19%)

206

(46.82%)

179

(47.99%)

Age (months) 59.72

(5.08)

71.72

(5.08)

83.84

(5.01)

95.67

(4.61)

107.92

(4.64)

Conditions

Control 390

(44.52%)

390

(44.57%)

295

(45.88%)

222

(50.45%)

192

(51.47%)

Treatment 486

(55.48%)

485

(55.43%)

348

(54.12%)

218

(49.55%)

181

(48.53%)

Time 1, beginning of kindergarten; Time 2, end of kindergarten; Time 3, end of first grade; Time 4, end of second grade; Time 5, end of third grade.

73 and 104 months (M = 83.84 and SD = 5.01). At Time 4,
it contained 21 schools with 53 classrooms, with EWPV data
available for 440 students (46.82% of females and 52.50% of
males) between the ages of 85 and 112 months (M = 95.67 and
SD= 4.61) had data on EWPV. At Time 5, it contained 21 schools
with 60 classrooms, with EWPV data available for 373 students
(47.99% of females and 51.21% of males) between the ages of 97
and 124 months (M = 107.92 and SD= 4.64).

Ways to Analyze Complex Longitudinal

Data in Educational Research
We present three models, of which the first two are commonly
used in educational research; namely, the hierarchical linear
model (HLM) and the cross-classified random effect model
(CCREM). The third, the xxM-UN1 model, is a more advanced
and flexible model, which not only takes into account the
complex data structure but also provides new modeling feature
that allows researchers to examine such effects as potential
carryover in longitudinal analysis. The results from these analytic
approaches are compared, and the advantages and disadvantages
of each model are discussed.

Even though the analyses have been conducted under both
multilevel modeling (MLM; i.e., hierarchical linear modeling,
HLM) and structural equation modeling (SEM) frameworks, we
prefer using the multilevel modeling framework to present the
models for our analyses, given its simplicity for comprehension
and the equivalence between the two models (Curran, 2003;
Bollen and Curran, 2006). For example, the average trend
information in MLM is captured by the corresponding time-
related latent factors (i.e., the means and variances of these
latent factors) whereas the time-related information (i.e., the
time frame of the study) is captured by the factor loadings
between the time-related latent factors and the observed variables
measured over time under the SEM framework. There are
additional benefits of using SEM to analyze longitudinal data,

including the availability of model fit indices and modification
indices (Preacher et al., 2008; Kwok et al., 2010). Moreover,
xxM (Mehta, 2013) provides a flexible framework for modeling
complex multilevel and longitudinal data such as the carryover
effect detailed later.

MODEL 1: THE TRADITIONAL

THREE-LEVEL MULTILEVEL MODEL

Unlike the cross-sectional multilevel model, there is always an
important predictor for longitudinal analysis: time. Researchers
are particularly interested in examining the average trend of
an outcome variable (in this paper, the Woodcock Language
Proficiency Battery–Picture Vocabulary subtest; EWPV) over
time. Nevertheless, many longitudinal and developmental
phenomena are not linear in nature. In other words, the change of
the outcome variable will not happen at a constant rate over time.
For example, we may have a simple linear time-predicted model,
Math= B0+ B1 Time+ e, where Math is the math achievement
outcome variable, Time is the time predictor with grade year as
the unit, and e as the error. B0 is intercept, B1 (positive and
significantly larger than zero) is the regression coefficient, which
can be explained as one unit changes in time or one grade year
passes, and B1 points change in the math achievement score.
More importantly, this model implies the constant improvement
in math achievement (with B1 points per grade year regardless of
the actual grade year in which the students are located). Hence,
fitting a nonlinear model rather than assuming a linear trend is
common in analyzing longitudinal data (Kwok et al., 2010).

A relatively, more simple way to capture a nonlinear trend
is using a piecewise model (Bryk and Raudenbush, 1992; Sayer
and Willett, 1998; Snijders and Bosker, 1999; Duncan et al.,
2006; Kwok et al., 2010). By dividing the nonlinear growth
trend into different linear segments, one can easily understand
the nonlinear trend by applying the same straightforward
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interpretation based on the simple linear growth rate coefficients.
The key part of using the piecewise model is to determine how
(many pieces) and where to divide the whole time frame into
segments.

For our current demonstration, given the data collection time
frame, we determined to use a piecewise model containing two
pieces to capture the potential nonlinear trend, with the first
piece containing the first two time measures (i.e., beginning and
end of kindergarten) and the second piece containing the rest of
the three time measures (i.e., end of first grade, end of second
grade, and end of third grade). As described previously, we
proposed analyzing the data with a piecewise model containing
two pieces (a.k.a. a two-piece model). By using the traditional
HLM, which assumes a strictly hierarchical structure, we have
analyzed our data as a three-level model with repeated measures
(level 1) nested within students (level 2) and students further
nested within their corresponding kindergarten classrooms (level
3) without considering their mobility (i.e., change of classroom
in later time points). The corresponding model equations are
presented as follows:

Level 1 (repeated-measure level)

EWPVtij = π0ij + π1ij piece1tij + π2ij piece2tij + etij, (1)

where EWPV is the target outcome variable for the t-th repeated
measure from the i-th student of the j-th kindergarten classroom,
piece1 is the first time piece variable, which captures possible
changes in EWPV in kindergarten, and piece2 is the second piece
variable, which captures possible changes in EWPV from first to
third grade.

We used the following coding scheme:

















piece1 piece2
K − begin 0 0
K − end 1 0
1stGrade 1 1
2ndGrade 1 2
3rdGrade 1 3

















,

with piece1 coded as (0,1,1,1,1) and piece2 coded as (0,0,1,2,3)
for the five repeated measures. π0ij is the intercept (or the
baseline/predicted EWPV score at the beginning of kindergarten)
based on the repeated measures from the i-th student of the j-th
kindergarten classroom. Similarly,π1ij is the linear rate of change
of the first piece (i.e., from the beginning of kindergarten to the
end of kindergarten) while π2ij is the linear rate of change of the
second piece (i.e., from the end of first to the end of third grade)
from the i-th student of the j-th kindergarten classroom. Given
that we had 876 students in the data, and we used the repeated
measures from each student to fit the above two-piece model, we
should have 876 sets of regression coefficients (i.e., π0ij, π1ij, &
π2ij), which can be written into the following equations:

Level 2 (student level)

π0ij = β0j + u0ij (2)

π1ij = β1j + u1ij

π2ij = β2j + u2ij

where β0j is the average intercept coefficient across all the
students within the j-th kindergarten classroom; β1j is the average
piece1 regression coefficient across all the students within the j-th
kindergarten classroom, and β2j is the average piece2 regression
coefficient across all the students within the j-th kindergarten
classroom.

We further obtained the corresponding average coefficient
estimates across all kindergarten classrooms, as presented1.

Level 3 (classroom level)

β0j = γ00 + γ01treatmentj + v0j (3)

β1j = γ10 + γ11treatmentj

β2j = γ20 + γ21treatmentj

where γ00, γ10, and γ20 are the average intercept, piece1 and
piece2 coefficients across all kindergarten classrooms assuming
a nonsignificant treatment effect.

As stated previously, one of the main purposes of the Project
ELLA was to examine the effectiveness of the enhanced practice
setting (i.e., the treatment condition) on EWPV. To examine
this treatment effect, we included the treatment variable in
the level-3 equations, given that the randomization was at the
classroom/school level. In other words, students from the same
kindergarten classroom received the exact same treatment or
control materials. Treatmentj is a dummy-coded variable with
treatment condition coded as 1 and control condition coded as
0. Hence, if there is a significant treatment effect at intercept, we
expect that γ01 will not be zero and the intercept for the control
condition will be γ00whereas the intercept for the treatment
condition will be (γ00+ γ01). Similarly, if there are significant
treatment effects at both piece1 and piece2, we would expect that
both γ11and γ21will not be zero and the average piece1 coefficient
will be γ10 for the control condition and γ10 + γ11 for the
treatment condition, the same as the average piece2 coefficient
with γ20 for the control condition and γ20 + γ21 for the treatment
condition.

By substituting Equations (2) and (3) back into equation (1),
we can get the following overall average (ormean) model:

ÊWPVtij = γ00 + γ01treatmentj + γ10 piece1tij +

γ11treatmentj
∗ piece1tij

+ γ20 piece2tij + γ21treatmentj
∗ piece2tij (4)

The corresponding random effect variances that capture the
variation at different levels are as follows:

1The reason of including only one random effect (i.e., v0j) at the classroom level

in equation (3) is to have a simpler model (in terms of the number of random

effects) to avoid the potential convergence issue due to the large number of variance

and covariance estimates of the random effects. Additionally, according to our

experience, the variance estimates of the higher level non-intercept random effects

are generally very small and non-significant and trying to estimate these tiny (and

possibly non-significant) random effect variances will likely lead to non-converged

result.
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V(etij) = σ2 (within-student-level variance with the identity
structure assumption)

V(u0ij)= τ00 (between-student-level intercept variance)
V(u1ij)= τ11 (between-student-level piece1 variance)
V(u2ij)= τ22 (between-student-level piece2 variance)
V(v0ij) = θ2 (kindergarten classroom-level variance). We

used the R package xxM (Mehta, 2013) to analyze our data.
(The corresponding output for the model may be found in
Appendix A1).

Results of Model 1
As presented in Table 2 in the Model 1 (3-Lv HLM) column,
almost all the regression coefficients were significant (with the
95% confidence interval [CI], not including zero) except γ01 (i.e.,
the treatment effect at the beginning of kindergarten). Hence,
the overall average piecewise model for the control group (i.e.,
treatmentj = 0) was:

ÊWPVtij = 435.6 + 13.75 piece1tij + 9.64 piece2tij

whereas the overall average piecewise model for the treatment
group (i.e., treatmentj = 1) was:

ÊWPVtij = 435.6− 2.43(1) + 13.75 piece1tij + 2.41(1)
∗ piece1tij + 9.64 piece2tij + 1.60(1) ∗ piece2tij,

which could be further reduced to:

ÊWPVtij = 433.17+ 16.16 piece1tij + 11.24 piece2tij.

Based on the average models as presented above and in Table 2,
we have learned that the average EWPV for the control group
at the beginning of kindergarten was 435.6 whereas the average
EWPV score for the treatment group was slightly (but not
significantly) lower (2.43 points lower).We have also learned that
the average growth rate (or change) in EWPV was not a linear
trend given that the regression coefficients of the two pieces were
quite different from each other for both treatment and control
groups (i.e., 13.75 piece1tij + 9.64 piece2tij for the control
condition and 16.16 piece1tij + 11.24 piece2tij for the treatment
condition). That is, we found a faster growth or improvement rate
of EWPVwithin the kindergarten grade year and a slower growth
rate of EWPV after kindergarten (i.e., from first to third grade)
for both conditions, except that the students in the treatment
condition, on average, showed greater improvement at the end
of the kindergarten (16.16 points for the treatment condition
vs. 13.75 points for the control condition) as well as at the end
of first to third grade (11.24 points for the treatment condition
vs. 9.64 points for the control condition). These differences in
growth rates show the effectiveness of the Project ELLA enhanced

TABLE 2 | Summary of 3-Level HLM, CCREM, and xxM-UN1 model results.

Model 1:

3-Lv HLM

Model 2:

CCREM

Model 3:

xxM-UN1

FIXED

Intercept (γ00) 435.60* [432.91, 438.28] 436.99* [434.31, 439.67] 437.07* [434.16, 440.00]

Piece 1 (γ10) 13.75* [11.96, 15.54] 13.15* [11.36, 14.94] 13.12* [11.51, 14.72]

Piece 2 (γ20) 9.64* [8.95, 10.34] 9.47* [8.23, 10.71] 9.66* [8.90, 10.44]

Treatment (γ01) −2.43 [−7.41, 2.61] −3.12 [−7.20, 1.03] −7.06* [−11.96, -1.94]

P1 × Treat (γ11) 2.41* [0.01, 4.80] 3.42* [1.04, 5.81] 3.46* [1.32, 5.63]

P2 × Treat (γ21) 1.60* [0.59, 2.62] 0.59 [−1.36, 2.53] 1.42* [0.23, 2.57]

RANDOM

Student

Intercept (τ00) 137.36 157.04 193.44

P1 (τ11) 2.13 3.52 29.37

Cov(Int, P1) −17.10 −23.50 −39.80

P2 (τ22) 0.08 0.16 3.66

Cov(Int, P2) −3.22 −5.02 −13.56

Cov(P1, P2) 0.40 0.75 8.27

Class (θ2/ψ2) 97.39 64.49 –

K – – 185.37

Grade 1 – – 12.32

Grade 2 – – 10.17

Grade 3 – – 5.63

Within (σ2) 165.12 145.92 –

MODEL FIT

Deviance 25,959 25,889 25,423

AIC 25,987 25,917 25,479

BIC 26,071 26,002 25,648

Lv: 3 level. Confidence intervals were obtained using profile likelihood method in xxM.
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materials and practice on improving the students’ EWPV over
time.

In general, researchers are more interested in the significance
of the mean part (i.e., the regression coefficients) and pay less
attention to the variance part of the model. Nevertheless, the
variance part carries as much important information as the mean
part (e.g., treatment effect is sometimes found in the variance part
instead of themean part of themodel (Hedeker andMermelstein,
2007), and the misspecification of the variance, in part, may
lead to a biased estimation not only of the fixed effects (i.e., the
regression coefficients) but also of the random effect variances
(Sivo et al., 2005), which may further affect the significance tests
of the regression coefficients (Kwok et al., 2007).

Given that we analyzed the data as a three-level, strictly
hierarchical model, the corresponding variance estimates for
the different levels are presented in Table 2 under the 3-Lv
HLM column: σ2 = 165.12 (within-student-level variance with
the identity structure assumption), τ00 = 137.36 (between-
student-level intercept variance), τ11 = 2.13 (between-student-
level piece1 variance), τ22 =.08 (between-student-level piece2
variance), and θ2 = 97.39 (kindergarten classroom-level
variance).

All these variances were statistically significant, which
indicates a significant amount of variation within students
across all the repeated measures and between students across
all kindergarten classrooms. Consistent with many previous
longitudinal studies using multilevel models, we found that the
intercept variance (i.e., τ00 = 137.36) was, in general, substantial
larger than the variances of the two growth pieces (i.e., τ11 = 2.13
and τ22 = 0.08).

There are a couple of limitations to this model. First, it
only partially takes into account the classroom effect (i.e.,
only kindergarten), which may lead to biased estimation of
both regression coefficients and the random effect variances.
Moreover, only modeling the kindergarten effect restricts the
possibility of modeling the other grade-level effects, such as the
potential carryover effect from previous grade levels (e.g., first
grade) to later EWPV score (e.g., measured at third grade).

MODEL 2: THE CROSS-CLASSIFIED

RANDOM EFFECT MODEL (CCREM)

Another way to analyze this longitudinal data set is to apply the
cross-classified random effect model (CCREM; Luo and Kwok,
2012). Although CCREM has been proposed for many years,
this model is still not commonly applied in educational studies.
In our study, we also provided useful information on how this
model can be and was applied to a real, large scale randomized
controlled longitudinal dataset. Unlike Model 1, which assumes
a strictly hierarchical structure with repeated EWPV measures
nested within students who further nested only within their
kindergarten classrooms, the CCREM takes into account the
classroom effects over time as a whole by creating a classroom
crossed factor. In other words, instead of only considering the
kindergarten classroom effect, the CCREM considers all (from
kindergarten to third grade) classroom effects and assumes that

at a given time point the only classroom effect present is the
one at that particular time point. Additionally, classroom effects
at different time points are interchangeable and, therefore, form
one source of random effect variance. The setup of this model is
similar to that of Model 1, as illustrated below.

Level 1 (repeated-measure level)

EWPVt(ij) = π0(ij) + π1(ij) piece1t(ij) + π2(ij) piece2t(ij)

+ et(ij), (5)

where EWPV is the target outcome variable for the t-th repeated
measure from the i-th student of the j-th classroom and piece1
and piece2 are the time variables with the exact same coding
scheme. The major difference between this model and Model
1 is the presentation and meaning of the subscript (specifically
the “j” subscript). Unlike in Model 1 where the j subscript is
only for a particular kindergarten classroom, the j subscript in
Model 2 represents a particular classroom of any grade level
(i.e., from kindergarten to third grade). That is, the students are
no longer nested only within the kindergarten classrooms, as
shown in Figure 1B. Instead, as shown in Figure 1A, the repeated
measures are now nested within the i-th students and the j-th
classroom whereas student and classroom are now crossed with
each other. Hence the subscripts i and j in Equation (5) are
now grouped in the parentheses (ij). For example, Student S1
in Figure 1A has three repeated measures (O11, O12 and O13),
as does Student S2 (O21, O22 and O23). Students S1 and S2 are
in different kindergarten classrooms (KC1 for S1 and KC2 for
S2) but are in the same classroom in first grade (G1C1) and are
assigned to different classrooms second grade (G2C1 for S1 and
G2C2 for S2). Hence, the repeated measures (i.e., Os) are nested
both within students (S1 and S2) and classrooms (KC1, KC2,
G1C1, G2C1 and G2C2), whereas students and classrooms are
crossed instead of nested.

Given that student and classrooms are crossed with each
other, the level-2 model in CCREM includes both students and
classrooms simultaneously as presented below:

Level 2 (student and classroom level)

π0(ij) = γ00 + γ01treatmentj + u0i + v0j (6)

π1(ij) = γ10 + γ11treatmentj + u1i

π2(ij) = γ20 + γ21treatmentj + u2i,

where γ00, γ10, and γ20 are the average intercept, piece1 and
piece2 coefficients across all classrooms, assuming the non-
significant treatment effect. On the other hand, given that
the randomization was at the classroom level, we included
the dummy-coded treatment variable, treatmentj, in the level-
2 equations. Hence, if there is a significant treatment effect
at intercept, γ00will be the intercept for the control condition
whereas γ00+ γ01 will be the intercept for the treatment
condition. Similarly, if there are significant treatment effects at
both piece1 and piece2, the average piece1 coefficient will be
γ10 for the control condition and γ10 + γ11 for the treatment
condition; the same holds for the average piece2 coefficient, with
γ20 for the control condition and γ20 + γ21 for the treatment
condition.
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By substituting Equation (6) back into Equation (5), we
obtained the following overall average (or mean) model, which
is almost the same as Equation (4) under Model 1:

ÊWPVt(ij) = γ00 + γ01treatmentj + γ10 piece1t(ij)

+ γ20 piece2t(ij) + γ11treatmentj
∗ piece1t(ij)

+ γ21treatmentj
∗ piece2t(ij) (7)

The corresponding random effect variances are as follows:
V(et(ij)) = σ2 (within-student-level variance with the identity

structure assumption)
V(u0i)= τ00 (between-student-level intercept variance)
V(u1i)= τ11 (between-student-level piece1 variance)
V(u2i)= τ22 (between-student-level piece2 variance)
V(v0j)= ψ2 (between-classroom-level variance).

The major difference between this CCREM model and Model
1 is with regard to the random effect part; specifically, the
classroom effect v0j with the corresponding variance equal to ψ2.
Even though it seems like only a slight change in the combined
equation (from v0j of the kindergarten random effects in Model
1 to v0j of all classroom random effects in Model 2), the actual
implication and the parameter estimates of Model 2 can be very
different from those of Model 1 due to the variance redistribution
mechanism (Luo and Kwok, 2009). The corresponding output for
this model may be found in Appendix A2. Below, we highlight
these differences.

Results of Model 2
The results are presented in Table 2 in the Model 2 (CCREM)
column. Instead of explaining each parameter estimate, we have
highlighted the major differences between Models 1 and 2.
First, the treatmentj

∗ piece2t(ij) interaction effect is no longer
significant in Model 2 (γ21 =.64 with the 95% CI covered
zero) compared with Model 1. This nonsignificant interaction
effect indicates that the rate of change or improvement in the
EWPV was the same for both treatment and control groups after
kindergarten.

In addition to the regression coefficient, some of the estimates
of the random effect variances were quite different between the
twomodels: Model 2 had a larger intercept variance (τ00 = 157.04
compared with Model 1 τ00 = 137.36), a smaller classroom
variance (ψ2 = 64.49 compared with Model 1 θ2 = 97.39), and
a smaller within-student variance (σ2 = 145.92 compared with
Model 1 σ2 = 165.12). These differences in the variance estimates
between the two models are likely the result of the variance
redistribution mechanism (Luo and Kwok, 2009). Although the
number of parameters are the same in the two models, the
meaning and setup (in terms of the design matrix) of the random
effects, especially the classroom random effects, can result in
quite different variance estimates which, in turn, can lead to
different standard error estimates and tests of significance of the
regression coefficients.

Regarding the limitation of this model, unlike Model 1 which
only takes into account the kindergarten classroom effect, Model
2 is able to fully take the classroom effect into account. However,
it does assume an acute classroom effect (i.e., it will not carry over
in later grades). In other words, once a student changes grade (i.e.,

classroom), he/she will get a new classroom effect. The classroom
effect at kindergarten is independent of the classroom effect at
grade 1, for example. Also, all classroom effects regardless the
grade (or time) have exactly the same variance given that they
are treated as a whole or a single crossed factor, even though
conceptually the classrooms at different grades/times may have
different effects on the EWPV scores.

Ideally, we wanted to analyze this data set with four classroom
crossed factors but, in reality, the specification for this model is
not straightforward, especially when using the common MLM
packages. Moreover, the model estimates only the variance for
the classroom factors, not the other effects, such as the potential
carryover effect from the previous classrooms on later EWPV
scores.

MODEL 3: xxM-UN1 PIECEWISE LATENT

GROWTH

Whereas the nesting relationship holds in cross-sectional data,
in longitudinal settings the relationship between students and
classrooms is not pure. To make things more complicated,
students’ scores at a given time point, say second grade, are not
only influenced by the classroom effect at second grade, but also
potentially by the classroom effects at both kindergarten and first
grade. Furthermore, the effect of the classroom may diminish,
such that the impact of first grade may have a stronger effect
on the second-grade scores than at third grade. Such a model
would include five crossed random effects (i.e., one at the student
level and four at the classroom level, including kindergarten,
first-, second-, and third-grade random effects) and would need
to allow the classroom effects to vary across time. None of the
default models from the standard statistical packages can fully
capture the key feature of this model.

Similar to Model 1, Model 3 (also see Figure 2) has also
effectively captured the growth pattern and the treatment
by pieces interaction effects after taking into account the
data dependency. However, both Models 1 and 2 may not
be the most optimal approach to analyze these data given
some of the restricted assumptions. For example, they both
assume that the residuals have a constant variance and are
independent across time (i.e., an identity structure for the within-
student variance-covariance structure). Moreover, they assume
a constant classroom effect across time without any impact or
carryover effect (from one grade level to the next).

The first limitation can be addressed by specifying a different
residual covariance structure than the default one (see Kwok
et al., 2007), which can be done in most multilevel software
programs, such as HLM, SAS, and SPSS, as well as with the latent
growthmodels under the SEM framework. The second limitation
requires specification of multiple, crossed random effects to
capture the potential non-constant classroom effects, which
cannot be easily estimated in standard multilevel software2.
Nevertheless, recent developments in the n-level SEM and the

2To our best knowledge, across all the commercial SEM related software, only

Mplus and Stata (the “gsem” routine) can handle cross-classified data with limited

number of crossed factors (e.g., Mplus can only handle two crossed factors).
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FIGURE 2 | Path diagram for the model accommodating carryover classroom effects with five levels. y1, beginning of kindergarten; y2, end of kindergarten; y3, end of

first grade; y4, end of second grade; y5, end of third grade. The rounded-corner boxes: Student, Student level; K, Kindergarten classroom level; Grade 1, Grade 1

classroom level; Grade 2, Grade 2 classroom level; Grade 3 classroom level.

corresponding R package xxM (Mehta, 2013) have provided the
potential to specify more complex multilevel models, including
Model 3, as presented in Figure 2.

The model specification in xxM requires a combination of
multilevel and SEM conventions. Due to its complexity, we only
discuss the portions that are relevant to our model. First, it
requires the longitudinal data to be in the wide rather than
the long format (Kwok et al., 2008) in order to model complex
residual covariance structures. This is identical to the latent
growth modeling approach using SEM. Second, it requires a
separate data set at each level, which is similar to the setup in
HLM. In our model, we want to model five levels: the student
level and four classrooms levels, including kindergarten (class-K),
first grade (class-G1), second grade (class-G2), and third grade
(class-G3). Third, it requires model specification at each level,
and also for each pairwise combination of levels. For example,
for a latent growth model with an additional classroom-level

random effect, we have y
(1)
i = 3(1,1)

η
(1)
i +3(1,2)

η
(2)
i + ε

(1)
i , where

y
(1)
i is the vector of the outcome scores of student i from Time

1 to Time 5, 3(1,1) is a fixed pattern matrix for our piecewise

growth model, η
(1)
i is the vector of latent growth factor scores

(i.e., intercept, piece1, and piece2) with mean α
(1) and variance-

covariance matrix9(1,1), and ε
(1)
i is the student-level error terms.

The superscripts (1) and (1,1) denote a student-level model. At

the classroom-level there is one latent variable η
(2)
i denoting the

random intercept, with mean α
(2) = 0 and variance ψ

(2), and

with direct paths on y
(1)
i through the between-class-K-student-

level matrix 3(1,2) = [1, 1, 1, 1, 1]T.
Because of the complexity associated with using xxM, we

skip the model equations here to focus more on the conceptual
formulation instead. The R code for fitting the model is presented
in Appendix B.

Student-Level Model
At the student level, we have a piecewise latent growth
model for the five EWPV measurement occasions,
which is equivalent to the piecewise growth model with
random intercept and random coefficients for both piece1
and piece2, as opposed to lme4 (Bates et al., 2015),
which requires the residual covariance structure to be a
constant σ2 over time (i.e., an identity (ID) structure) as
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follows:

σ2













1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1













.

In xxM, we can model many other kinds of structure, such
as freely estimating the residual variances for different time
points (i.e., the first-order unstructured [UN1] structure), as
presented here in which the residual variances vary across time
measures.













σ 2
A 0 0 0 0

0 σ 2
B 0 0 0

0 0 σ 2
C 0 0

0 0 0 σ 2
D 0

0 0 0 0 σ 2
E













This seems to be a more realistic choice than the ID structure.
The treatment condition that was assigned at kindergarten
or as a class-K level variable predicts the intercept and
the two piecewise growth factors (P1 and P2 in Figure 2).
The corresponding path coefficients (of the paths/arrows
from Treat to the growth latent factors in Figure 2) are
conceptually equivalent to γ01 (treatmentj), γ11(treatmentj

∗

piece1t(ij)) and γ21(treatmentj
∗ piece2t(ij)) in the previous two

models.

Four Classroom-Level Models
At the class-K level, we have a random intercept factor η(K) that
accounts for the variance at all five time points due to clustering
at kindergarten. We let the effect of such clustering differ across
time points, which is achieved by allowing the direct paths (or
factor loadings) from η(K) to be different on the fivemeasurement
occasions. It is reasonable to expect that the effect will diminish
across time, which means that the factor loadings should be
decreasing. At the class-G1 level, we again have a random
intercept factor η(G1) that accounts for the clustering at first
grade. Because classroom effect at first grade cannot affect prior

performance (i.e., at kindergarten), the factor loadings from η
(G1)
1

to the first two measures are fixed at zero. Similar procedures are
carried out for the remaining two random intercept factors, η(G2)

and η(G3), as shown in Figure 2.

Results of Model 3
Given that the interpretation of the coefficients of the average or
mean model is exactly the same as in the previous two models,
we will focus more on the differences between Model 3 and the
other two models. First, as shown in Table 2, all the fixed effects
or regression coefficients were statistically significant with the
95% profile likelihood CI not covering zero. Specifically, when
comparing the fixed effect estimates of Model 3 with those of the
other two models, both coefficients of treatment (γ01 = −7.06)
and Piece2× Treatment (γ21 = 1.42) became significant.

Figure 3 contains the estimated average models for both
groups based on the estimates from the xxM-UN1 column

in Table 2. As shown in Figure 3, the treatment group (the
dashed line group) has lower EWPV scores at the beginning
of kindergarten, and the growth (or improvement) rate of this
group is faster than the control group at both pieces (i.e.,
the kindergarten piece and the first- to second-grade piece).
The difference between the two groups on EWPV diminished
as time passed, and by the end of second grade, the two
lines crossed, which indicated no differences between the two
groups. In other words, even though the treatment students
started with significantly lower EWPV scores at the beginning
of kindergarten, they caught up with their control group
counterparts (by the end of second grade) and might even
outperform them at the later time points. Notice also that the
width of the CI is smaller for terms involving piece2 (compared
with the corresponding terms involving piece1). This is likely a
result of the decreasing classroom effect across time.

Another major difference between Model 3 and the previous
two models is found in the variance part of the model: not only
does Model 3 contain more random effects (i.e., four different
classroom effects for the four different grades), but the sizes of
the variance estimates (i.e., τ00, τ11, and τ22) are quite different
from Models 1 and 2. As shown in Table 2, unlike the other two
models with a single classroom variance, Model 3 contained four
classroom variances for the four different grades, respectively.

A closer analysis of these classroom variances reveals
that the kindergarten variance was the largest whereas the
third-grade variance was the smallest. This trend and the
substantial differences across grades may partly be the result of
missing data—the missing data rate increased as time passed,
and with fewer students at the later time points or grades,
it is not surprising to see the diminished variance estimates.
Other potential reasons may include the developmental
process (i.e., students learn more when they grow older)
and plausible treatment effect (e.g., students become more
homogeneous/similar to each other when they respond to
the treatment materials). Further investigation of this issue is
needed.

For the same random effect variances (i.e., τ00, τ11, and
τ22), Model 3 had substantially larger estimates than the other
two models. This again may be the result of the variance
redistribution mechanism (Luo and Kwok, 2009) due to the
additional classroom variances. Given that the standard errors
(SEs) of the fixed effect estimates (or regression coefficients) are a
function of the random effect variances, the additional significant
coefficients (i.e., γ01 & γ21) in Model 3 are likely the results of
these different variance estimates, which can directly affect the
tests of significance of these coefficients.

In addition to the fixed and random effect estimates
commonly found in the traditional multilevel models and
presented inTable 2, we further examined the potential carryover
effect using xxM due to its flexibility of specifying more complex
multilevel models. As shown in Figure 2, the direct paths
(arrows) from each classroom factor to the individual time
measures can be viewed as examining the carryover effect; that is,
the effect from the previous grade classroom to the current and
later time EWPV scores. Formodel identification, we constrained
the direct path of the current time measure to 1.0 (e.g., fixing the
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FIGURE 3 | Mean trajectories of EWPV scores by the two treatment conditions. Value labels for the time axis: 0, beginning of kindergarten; 1, end of kindergarten; 2,

end of first grade; 3, end of second grade; 4, end of third grade.

kindergarten effect to Y1 [K-begin] to 1.0, while freely estimating
other paths). As shown in Figure 2, the freely estimated direct
paths from kindergarten to all the timemeasures (K-end, 1st-end,
2nd-end, and 3rd-end) were significant, with the largest effect at
the immediate post measure (i.e., the end of kindergarten EWPV
score) followed by weaker effects at later time measures.

We found a similar pattern for the first-grade factor (i.e., larger
direct path coefficient to the immediate post measure followed
by smaller coefficient to later time measures), even though the
direct path coefficients were not all significant, possibly as a result
of the smaller sample sizes at this grade and the later grade
levels. Similar non-significant direct effects were also found for
the second-grade factor.

These significant and non-significant carryover effects at
different grade levels had some important and practical
implications. For example, the many significant carryover effects
from kindergarten may reflect the importance of the timing
(i.e., the start of the intervention) and the potential longitudinal
effect of the intervention. In other words, we may not see
the same treatment effect if the intervention starts at another
grade level as opposed to the beginning of kindergarten.
Moreover, the significant paths from kindergarten to later-grade
EWPV scores may reveal the importance of the kindergarten
classroom experience, which may relate to ELL students’ reading
performance in the later grades, and further examination of this
will be needed.

We compared the three models by using information
criteria; namely, the Akaike information criterion (AIC) and
the Bayesian information criterion (BIC). Certain guidelines
apply to interpreting the absolute difference of the information
criteria (i.e., 1IC) between two competing models. For example,
Burnham and Anderson (1998) suggested that when 1AIC
between two compared models is larger than 4, we can establish

that the model with smaller AIC is better than the other model
with larger AIC. Likewise, Raftery (1996) pointed out that the
1BIC between two competing models should be at least 2 to
indicate a real difference. Based on these guidelines, we found
that Model 3 fit the data the best given the smallest AIC and BIC
values across all three models.

DISCUSSION

In this study, we first described the complexity of the educational
data, especially in longitudinal settings, which can result in data
with a non-strictly hierarchical but more complex multilevel
structure. With the use of the ELLA data, we demonstrated
the importance of capturing the complex data structure by
examining three different models with different random effect
specification.

As stated, researchers are generally interested in the overall
average model (or the mean part of the model containing the
regression coefficients), but they fail to pay close attention to
the variance part of the model. Yet, the variance part also
carries important information, such as the implication of the
developmental process. We have discussed and shown the
importance of carefully specifying the random part of the model,
which could affect estimation of the random effect variances and
further affect estimates of the standard errors of the regression
coefficients and the corresponding significance tests of these
coefficients. For example, we found that both Models 1 and 3
had significant treatment by pieces interaction effects whereas
Model 2 only had significant treatment by piece1 interaction
effect and only contained some but not all significant coefficients.
This finding provides evidence that only partially addressing the
complex data structure may result in lower statistical power and
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loss of some important findings such as the treatment by growth
piece (i.e. piece2 covering changes from the end of first to end of
third grade) interaction effect.

Another advantage of modeling the classroom effect by grade
levels separately (i.e., Model 3) instead of as a whole (e.g., Model
2 using CCREM) is that it allows researchers to investigate
interesting phenomena that cannot be captured by the mean part
of the model. For example, the decreasing classroom or grade
variances over time may reflect the important developmental
process. For example, the high heterogeneity (or variation)
among students at the beginning of kindergarten may be the
result of the diverse backgrounds and experiences the students
have before they entered formal schooling. Once they are exposed
to the formal grade-school curriculum in addition to their natural
cognitive development, the variation among the students may
become smaller, which in turn, may lead to a reduction in
grade-level variances over time.

This is a plausible explanation, but further systematic
investigation on the change in the variances is needed to validate
this interpretation. Again, researchers should not only focus on
the mean part of the model (i.e., the significance of the regression
coefficients), but also, they should examine different random
effect structure, which may provide different perspectives and
even lead to new research questions for the target phenomena.

Moreover, we have shown how to incorporate the carryover
effect in the model via the xxM program. The pattern of the
carryover effect has shed light on some important and practical
design issues, such as the timing of the study and the potential
longitudinal impact of the intervention. For example, the only
significant carryover effects from the kindergarten factor to the
later time measures may suggest the importance of starting this
type of intervention at kindergarten (rather than at other/later
grade level). In fact, such carryover impact was also supported
by empirical evidence on Project ELLA students’ subsequent
learning as they matriculated to grade 5 (e.g., Tong et al., 2014).

Despite the important results presented here, there are a
few limitations to the study. First, even though xxM is a very
powerful software for very complex multilevel data, its lack of
model-fit indices (e.g., RMSEA and CFI) restricts researchers to
evaluate their models only based on the deviance statistic and
the information criteria. Similarly, an appropriate standardized
effect size measure for this type of complex data structure has
not yet been developed. Another major limitation is that we only
used real data for the demonstration. Thus, the actual impact of
various factors such as the magnitude of the data dependency
(or intra-class correlation) and the missing data rate over time
can only be further examined by thoughtfully planned simulation
studies. Moreover, the carry-over effects found in Model 3 (also
see Figure 2) are in arbitrary metric, and researchers need to be
cautious when interpreting these findings. Besides xxM, a similar
type of model (Model 3) may possibly specify and analyze with

non-SEM Bayesian based programs such as STAN (Carpenter

et al., 2017). Further investigation on whether and how effective
this alternative approach on fitting the same type of carry-over
effect model to similar real, large scale randomized controlled
longitudinal data will be needed.

When analyzing complex longitudinal data, especially those
from different educational settings, researchers generally focus
only on the mean part (i.e., the regression coefficients) while
ignoring the equally important random part (i.e., the random
effect variances) of the model. Throughout this paper, we have
addressed the importance of adequately taking the complex data
structure into account by carefully specifying the random part
of the model—not only can it affect the variance estimates, the
standard errors, and the tests of significance of the regression
coefficients, it can also offer additional information such as the
potential developmental process and the carryover effect. We
used xxM, which allowed us to estimate different grade level
variances (i.e., from kindergarten to third grade, separately) and
the potential carryover effect from each grade factor to the later
time measures of the EWPV scores. In closing, we encourage
researchers to look beyond the mean part of the model (i.e.,
the regression coefficients) and explore the variance part of the
model that may lead them to different perspectives or even new
information of the phenomena they are studying.
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We report the development and validation of a scale to measure online shopping

addiction. Inspired by previous theories and research on behavioral addiction, the

Griffiths’s widely accepted six-factor component model was referred to and an 18-item

scale was constructed, with each component measured by three items. The results of

exploratory factor analysis, based on Sample 1 (999 college students) and confirmatory

factor analysis, based on Sample 2 (854 college students) showed the Griffiths’s

substantive six-factor structure underlay the online shopping addiction scale. Cronbach’s

alpha suggested that the resulting scale was highly reliable. Concurrent validity, based

on Sample 3 (328 college students), was also satisfactory as indicated by correlations

between the scale and measures of similar constructs. Finally, self-perceived online

shopping addiction can be predicted to a relatively high degree. The present 18-item

scale is a solid theory-based instrument to empirically measure online shopping addiction

and can be used for understanding the phenomena among young adults.

Keywords: online shopping addiction, behavioral addiction, internet addiction, compulsive buying, scale

development

INTRODUCTION

Initial definitions of addiction focused on drug ingestion or intake of substances (Walker, 1989;
Rachlin, 1990). Some behaviors of this kind can be regarded as substance addiction. Other behaviors
that do not involve drug ingestion also have the potential for addiction, albeit with psychological
and physiological correlates similar with drug ingestion (Shaffer et al., 2004). Research on the non-
substance-related or behavioral addiction is growing. Examples of such addiction include game
playing (e.g., Fisher, 1994; Lemmens et al., 2009), gambling (Griffiths, 1995; Brand et al., 2005),
overeating (Orford, 2001), exercise (Adams andKirkby, 2002; Berczik et al., 2012), internet use (e.g.,
Young, 1998; Beard, 2005), shopping (Clark and Calleja, 2008; Davenport et al., 2012), cellphone
use (Rutland et al., 2007; Chóliz, 2010), and work (Andreassen et al., 2010; Andreassen, 2014).

With the popularity of the wired lifestyle (Bellman et al., 1999), online shopping addiction
(OSA) has begun to appear as a new behavioral addiction. According to Rose and Dhandayudham
(2014), OSA may have negative influences not only on an individual’s daily life and social life, but
also on their economic status. Consequently, the diagnosis, intervention, and treatment of OSA
are of great importance. Thus, a reliable and valid instrument to measure OSA is essential. To
operationalize OSA, it is helpful to consider some similar constructs, such as internet addiction
(IA) and compulsive buying (CB).

Over the last 15 years, there is debate about whether IA is a genuine addiction (Griffiths and
Pontes, 2014). Since “Gambling Disorder” has been re-classified as a disorder of addiction instead
of impulse control in the latest edition of the Diagnostic and Statistical Manual of Mental Disorders
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(DSM-5) (American Psychiatric Association, 2013), that re-
classification suggests considering IA as a genuine addiction.
According to Davis (2001), IA can be classified into specific and
generalized types depending on the target of the behavior. The
former IA uses the internet for particular purposes, such as online
gaming, gambling, social networking, etc., while the latter IA had
no specific aims.

As far as OSA is concerned, many researchers hold that OSA
can be classified into the category of specific IA (Brand et al.,
2014; Griffiths and Szabo, 2014; Laconi et al., 2015; Montag
et al., 2015; Pontes et al., 2015). Griffiths (2000) argued that it
is important to distinguish between addictions on the internet
and addictions to the internet. Specifically, many people spending
excessive time on the internet are not addicted to the medium
itself, but use the medium to actualize other addictions (Pontes
et al., 2015). From this perspective, OSA should be a specific type
of IA.

CB refers to a tendency toward long-term, repeated buying
behavior, which has become the individual’s primary response
to negative events and emotions (O’Guinn and Faber, 1989;
Black, 2007; Müller et al., 2015; Trotzke et al., 2015). Many
researchers regard CB as a behavioral addiction (Demetrovics
and Griffiths, 2012; Lo and Harvey, 2012; Starcke et al., 2013;
Rose and Dhandayudham, 2014), while others emphasize that a
typical behavioral addiction involvesmuch time spent in thinking
about engaging in the behavior and is therefore characterized by
intense preoccupation (Sussman et al., 2010). Although, OSA and
CB are rather similar in both external manifestation and internal
features, there may still be subtle differences between them, such
that OSA may be confined to the internet, while CB has no such
restriction.

Assessment of Online Shopping Addiction
To the best of our knowledge, no specialized instruments for OSA
exist, although some relevant instruments need to be mentioned.
The first is the Bergen Shopping Addiction Scale (Andreassen
et al., 2016), which was designed to measure the core criterion
and components of shopping addiction. The scale consists of 28
items, four for each of the seven addiction criteria listed in the
Diagnostic and Statistical Manual of Mental Disorders (DSM-IV-
TR; American Psychiatric Association, 2000). The content of the
items reflect contemporary shopping habits and the scale show
good validity and reliability. Other relevant instruments include
those used by researchers examining OSA as a specific IA. For
instance, to assess OSA, the corresponding subscale of the Shorter
PROMIS questionnaire (Christo et al., 2003) was modified by
adding the terms “internet” or “online.” The resulting ten-item
scale proved to be reasonably reliable (Laconi et al., 2015). In
another instance, Montag et al. (2015) used the short version of
the Gaming Addiction Scale (Lemmens et al., 2009) as a blueprint
and constructed several specific IA scales including OSA by
exchanging the word “game” in each item with each specific form
of IA. The resulting seven-item scale also had high consistency
across different samples.

All the instruments mentioned above followed the common
practice in behavioral addiction, in which instruments were
constructed based on certain factor models, such as the six-factor

model (Brown, 1993; Griffiths, 1996) or the seven-addiction
criteria of DSM-IV (American Psychiatric Association, 2000).
Although, the authors of these instruments claim or imply
the existence of a specific IA, they employ a similar construct
structure to the generalized IA. The particularity of instruments
is item wordings, whether a specific or generalized IA they
are designed for. The particularity of specific IA was never
examined or resolved in the content or expressions of items,
let alone the relationship and distinction between specific and
generalized IA. Nevertheless, there are instruments constructed
based on different structures, such as the Facebook Addiction
Scale (Torsheim et al., 2012) and the Game Addiction Scale
(Lemmens et al., 2009). The former was based on a one-
factor solution and the latter was on a second-order structure.
Both these scales exhibited sound reliability and validity, which
implied that other structures might also be plausible for these
specific IA.

The aim of the present study was to construct a specialized
instrument for OSA.We sampled college students as participants,
because in China, individuals of this age are independent of
their parents and they are skillful in using the internet. Previous
research also suggests that the similar disorder, CB, usually has an
onset in one’s 20s and turns into a chronic disorder in their later
years (Black, 2007).

Development of the Online Shopping
Addiction Scale
In the present study, we view OSA as a specific type of
IA. Referring to the definitions of other behavioral addiction
(Griffiths, 2005), we defined OSA as a tendency of excessive,
compulsive and problematic shopping behavior via the internet
that results in consequences associated with economic, social,
and emotional problems. Addictive shoppers still fail to control
their excessive online shopping behaviors despite problematic
consequences.

During the development of the OSA scale, we employed
the six-factor model of behavioral addiction (Brown, 1993;
Griffiths, 1996, 2002). This model holds that the following six
elements are necessary for operational definitions of addictive
behaviors: salience, mood modification, tolerance, withdrawal,
conflict, and relapse. Salience means that addiction behaviors
have become the most important activity in addicts’ lives,
preoccupying their thoughts, dominating their cravings, and
demonstrating an excessive occurrence. Mood modification
refers to the subjective experience of conducting addictive
behaviors, e.g., feeling high, buzz or exciting, quiet, released,
numb or even depressed after fulfillment. Tolerance means
that in order to achieve the effects equal to that in the past,
addicts have to increase the amount of the activities. Withdrawal
indicates the unpleasant sensation and/or physiological
reaction after the addictive behaviors are cut off or restricted.
Conflict indicates the interpersonal conflict between individuals
and others together with the intrapsychic conflict within
individuals. Relapse refers to the tendency of returning to
the original behavioral modes after dropping or restricting
addictive behaviors; the addiction will burst into the most
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severe degree after relapse (Brown, 1993; Griffiths, 1996,
2005).

In practice, we began by developing a pool of possible items,
reflecting these six factors. When constructing the preliminary
items, we also referred to several behavioral addiction or
compulsive buying instruments (e.g., Christo et al., 2003;
Lemmens et al., 2009; Torsheim et al., 2012; Müller et al., 2015;
Andreassen et al., 2016). We considered the circumstances of
online shopping and adapted the impacts of other behavioral
addiction to the context of online shopping. Three linguistic
specialists and three researchers specializing in psychometrics
reviewed the raw items. Then we modified the items elaborately
based on their comments and data from pre-tests. In all,
the review and modification process took three rounds. The
preliminary scale contained 27 items, four or five for each of
the six components. Each item included a sentence about the
strength, effect, and internal or external influence of online
shopping. The final scale was listed in Table 1 together with the
component that each item belonged to.

METHODS

Participants and Sampling
We collected three groups of participants from about 30
colleges in China for the purpose of scale development and
validation. Sample 1, the exploratory sample, consisted of 999
students (744 female); their age varied between 18 and 28
(Mean = 21.05; SD = 1.87). Sample 2, the confirmatory
sample, consisted of 854 students (575 female); their age
ranged from 18 to 28 (Mean = 21.36; SD =2.04). Sample 3,
the validation sample, consisted of 328 students (159 female);
their age ranged from 18 to 28 (Mean = 21.79; SD =

2.25).

Measures
Demographic Questionnaire
A demographic questionnaire collected information about
demographic variables, which also included an item for rating
self-perceived degree of OSA.

TABLE 1 | Mean scores, standard deviation, measures of distribution, and the corrected item-total correlation for the18-item online shopping addiction

scale based on the exploratory sample.

Subscales Item Item content M SD Skewness Kurtosis CITC

Salience S1 When I am not shopping online, I keep thinking about it 3.44 1.10 −0.61 −0.42 0.45

S2 I frequently think about how to spare more time or money to

spend in online shopping

3.27 1.17 −0.23 −0.84 0.53

S3 Online shopping is important for my life 3.80 1.03 −0.89 0.30 0.38

Tolerance T1 Recently, I have an urge to do more and more online shopping 2.38 1.18 0.47 −0.86 0.55

T2 I spend more and more time in online shopping 2.13 1.13 0.75 −0.43 0.56

T3 Recently I often shop online unplanned 2.62 1.29 0.10 −1.32 0.53

Mood modification M1 When I feel bad, online shopping can make me feel good 3.28 1.11 −0.33 −0.61 0.54

M2 When I am feeling down, anxious, helpless or uneasy, I shop

online in order to make myself feel better

2.23 1.25 0.60 −0.94 0.45

M3 Online shopping can help me to temporarily forget the troubles in

real life

2.32 1.22 0.48 −0.98 0.57

Withdrawal W1 When I can’t do online shopping for certain excuses, I will get

depressed or lost

2.19 1.14 0.67 −0.58 0.63

W2 Life without online shopping for some time would be boring and

joyless for me

2.23 1.22 0.66 −0.74 0.68

W3 I will feel restless or depressed when attempting to shop online but

unable to achieve

2.46 1.22 0.34 −1.11 0.55

Relapse R1 I have tried to cut back or stop my online shopping, but failed 2.16 1.09 0.77 −0.22 0.59

R2 I have decided to do online shopping less frequently, but not

managed to do so

2.06 1.03 0.77 −0.26 0.59

R3 If I cut down the amount of online shopping in one period, and

then start again, I always end up shopping as often as I did before

1.86 1.04 1.09 0.32 0.67

Conflict C1 My productivity for work or study has decreased as a direct result

of online shopping

1.68 0.88 1.35 1.57 0.45

C2 I have once quarreled with my parents for my online shopping 1.42 0.83 2.31 5.26 0.25

C3 I have cut off my time with parents and friends for my online

shopping

1.53 0.79 1.69 2.81 0.52

M, Mean; SD, Standard Deviation; CITC, Corrected Item-Total Correlation.
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The Online Shopping Addiction Scale
The preliminary version of the scale included 27 items, each
rated on a five-point Likert scale (1 = completely disagree, 2 =

disagree, 3 = neither disagree nor agree, 4 = agree, and 5 =

completely agree). As can be seen in the result section, the final
version consisted of 18 items. Internal consistency (Cronbach’s
alpha) was 0.90 and 0.95 for the confirmatory and the validation
samples, respectively.

The Compulsive Buying Scale
The Edward’s Compulsive Buying Scale (Ridgway et al., 2008)
is a 13-item instrument assessing compulsive buying behavior.
Each item was rated on a four-point scale with anchor of 1, with
higher scores indicating a tendency toward compulsive buying.
Cronbach’s alpha was 0.93 for the validation sample.

The Internet Addiction Test
This test consists of 20 items, each rated on a five-point Likert
scale. High scores on the test indicated serious problems caused
by the internet (Young, 1998). Cronbach’s alpha was 0.96 for the
validation sample.

Procedure
All three samples were collected online. We distributed the
survey link in different students groups at about 30 colleges in
China during the winter of 2016 and the spring of 2017. The study
was carried out in accordance with the Helsinki Convention and
the Norwegian Health Research Act. The protocol and the survey
packet were reviewed and approved by the Ethics Committee
of the research team’s university. The survey could be accessed
online for 1 week for each sample. The purpose of the study was
displayed on the top of the first webpage of the e-questionnaire.
Participants were deemed to be consent to participate if and
only if the survey was completed. All questions were collected
anonymously and no money or other incentives were given. For
both the exploratory and confirmatory samples, the demographic
questionnaire and the preliminary OSA scale were posted, while
for the validation sample, the Compulsive Buying Scale and the
Internet Addiction Test were additionally included.

Statistics
With sample 1, item discrimination based on classical test theory
(CTT) was used to select the most effective items to form a highly
reliable and valid instrument. The selected items were then used
to explore the possible factor structure with the exploratory factor
analysis (EFA). With sample 2, the factor structure explored was
justified with the confirmatory factor analysis (CFA). In addition,
the psychometric properties and validity evidence of the OSA
scale were also assessed via sample 3.

Model fit was evaluated in terms of goodness of fit
statistics, specifically the chi-square, comparative fit index (CFI),
the Tucker-Lewis index (TLI), root mean square error of
approximation (RMSEA), and the standardized rootmean square
residual (SRMR). Statistical analyses were conducted with Mplus
7.2 (Muthén andMuthén, 2013). The criteria for good fit statistics
were non-significant chi-square, CFI ≥ 0.96, TLI ≥ 0. 95, and
RMSEA ≤ 0.06 (Hu and Bentler, 1999), and for acceptable fit

were CFI ≥ 0.90, TLI ≥ 0 .90, and RMSEA ≤ 0.08 (Vandenberg
and Lance, 2000; Marsh et al., 2004). Additionally, SRMR values
below 0.08 were typically considered to reflect reasonable model
fit (Hu and Bentler, 1999).

RESULTS

Scale Construction
Item Analysis
The preliminary scale included 27 items developed with both
empirical and theoretical underpinnings. Item assessment was
intended to identify items that would be problematic to remain in
the following analyses. We considered items with low corrected
item-total correlations as problematic and excluded them from
subsequent analyses. In addition, we also reviewed the item
endorsement frequencies (noting those items whose frequencies
fell below 90% or above 10%) to detect whether there was
adequate item variance across participants and skewed responses.

As a result, we identified 18 satisfactory items based on Sample
1. Three items were included within each of the six sub-domains
to assure content validity. Table 1 showed that the corrected
item-total correlation (CITC) of the 18 items ranged from 0.25 to
0.68. Unfortunately, responses were found to depart somewhat
from normal distributions, with skewness levels ranging from
−0.89 to 2.31.

Exploratory Factor Analysis
Based on Sample 1, the final 18 items were used to conduct EFA.
Considering some of the 18 items had non-normal distribution,
EFA was run using the robust weighted least square mean and
variance (WLSMV) estimation. Item responses were treated as
categorical variables, and polychoric correlations were analyzed.
CFI, TLI, RMSEA, and SRMR were reported for each factor
solution in Table 2. Oblique rotations using the GEOMIN
method were generated because the intended OSA factors were
correlated.

Among all the seven solutions EFA extracted, both the
six-factor and the seven-factor structure underlies the newly
developed OSA scale judging by the criteria of model fit index.
Furthermore, the seven-factor is somewhat superior to the six-
factor solution from amodel comparison perspective. On the one
hand, however, including an additional 7th factor in the structure
only contributes 3.7% percent of more variance to be explained.
On the other hand, from the perspective of substantive theory,
the factor loadings pattern for the current six-factor solution
shown in Table 3 was nearly the ideal simple theoretical factor
structure. Therefore, we finally chose the six-factor structure as
the optimal factor structure. In particular, the explored factors
could be approximately defined as salience, withdrawal, relapse,
conflict, tolerance, and mood modification. As to the six-factor
solution, the corresponding eigenvalues for sample correlation
matrix were 7.73, 1.81, 1.01, 0.91, 0.83, 0.77, respectively.

Although, the nearly perfect simple six-factor structure was
explored, it should be noted that there were still some obvious
cross-loading associated with a few items, such as item T2, T3,
M1, W3, R1, R2, and C1. For example, item T2 does not only
load on tolerance, but also loads high on conflict. Item T3 loads
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TABLE 2 | Summary of model fit information for exploratory factor analysis.

Chi-Square df CFI TLI RMSEA 90% RMSEA SRMR Chi-Square compared

1-factor 2390.70* 135 0.84 0.82 0.13 [0.125, 0.134] 0.09

2-factor 952.09* 118 0.94 0.93 0.08 [0.079, 0.089] 0.05 846.92*(1-factor against 2-factor)

3-factor 686.01* 102 0.96 0.94 0.08 [0.070, 0.081] 0.04 245.97*(2-factor against 3-factor)

4-factor 441.35* 87 0.98 0.96 0.06 [0.058, 0.070] 0.03 212.72*(3-factor against 4-factor)

5-factor 281.50* 73 0.99 0.97 0.05 [0.047, 0.060] 0.02 139.47*(4-factor against 5-factor)

6-factor 194.59* 60 0.99 0.98 0.05 [0.040, 0.055] 0.02 83.66*(5-factor against 6-factor)

7-factor 121.26* 48 1.00 0.99 0.04 [0.030, 0.048] 0.01 68.91*(6-factor against 7-factor)

CFI, comparative fit index; TLI, Tucker-Lewis index; RMSEA, Root Mean Square Error of Approximation; SRMR, Standardized Root Mean Square Residual; *Significant at 5% level.

TABLE 3 | Exploratory factor analysis factor loadings for the six-factor

model of the online shopping addiction scale using weighted least square

mean and variance with GEOMIN method rotation.

Items f1 f2 f3 f4 f5 f6

S1 0.40 0.02 0.15 0.05 −0.01 0.17

S2 0.76 −0.01 0.17 0.09 −0.05 0.00

S3 0.88 0.02 −0.08 −0.05 0.02 0.01

T1 −0.01 0.78 0.03 0.28 0.00 −0.01

T2 0.17 0.27 −0.01 −0.02 0.11 0.45

T3 0.14 0.11 0.07 −0.04 0.46 0.08

M1 0.37 −0.02 0.60 0.01 0.08 −0.19

M2 −0.02 0.04 0.59 −0.21 0.26 0.03

M3 0.05 0.03 0.60 0.03 −0.04 0.22

W1 0.07 −0.02 0.27 0.63 0.03 0.04

W2 0.21 0.16 0.24 0.30 0.15 0.05

W3 −0.05 0.11 0.33 0.50 −0.03 0.04

R1 0.08 −0.09 −0.01 0.42 0.56 −0.08

R2 −0.07 0.04 −0.02 0.39 0.53 0.05

R3 −0.02 0.02 0.07 0.06 0.72 0.15

C1 0.01 0.05 −0.10 0.30 0.05 0.51

C2 −0.07 −0.13 0.07 0.07 0.03 0.53

C3 0.01 −0.01 0.12 0.00 0.02 0.76

only weak on tolerance, but high on relapse. Similarly, item M1
loads significantly on its theoretical dimension and on salience
dimension, and the same pattern occurred toW3, R1, R2, and C1.
Additionally, the covariance matrix for the EFA Sample was
attached in Appendix.

Confirmatory Factor Analysis
Based on the results of EFA and the substantial theory, the
six-factor structure was replicated through CFA using weighted
least square mean and variance (WLSMV) estimation. For this
six factor model in sample 2, the Chi-Square test was 825.22
with degrees of freedom as 120, the CFI was 0.95, the TLI was
0.94, and the RMSEA was 0.08, suggesting acceptable model
fit. The corresponding standardized factor loadings of the six-
factor model were showed in Figure 1. As can be seen, the
factor loadings were high and ranged from 0.55 to 0.84. At the
same time, the intercorrelations between six factors was also
presented in Table 4, which showed that the six factors were

highly correlated. Additionally, the covariance matrix for the
CFA Sample was attached in Appendix.

Psychometric Properties of the Online
Shopping Addiction Scale
Internal Consistency
The Cronbach’s alpha was 0.95 for samples 3, which indicated a
high degree of internal consistency. Table 5 showed that alpha
varied between 0.71 and 0.84 for different subscales, indicating
that internal consistencies of themost subscales were satisfactory.
It should be noted that Cronbach alpha was 0.71 for “Mood
modification” subscale and was 0.76 for “Salience” subscale.
In view that each subscale consists only three items, these
coefficients were acceptable. Inter-correlations between subscales
ranged from 0.48 to 0.78, all statistically significant at the 0.01
level.

Concurrent Validity
We assessed Concurrent validity against scores on the Edward’s
Compulsive Buying Scale (Ridgway et al., 2008) and the Internet
Addiction Test (Young, 1998), as external measures of constructs
similar to OSA. The evaluation of concurrent validity relies on an
understanding of how strongly constructs should or should not
relate to each other. Table 6 showed the correlations between the
total score of 18-item OSA scale, its subscale scores and the other
two scales. Correlations with the CB scale were higher than those
with the IA test, which indicated the construct of OSA actually
focused not only on excessive shopping behaviors generally, but
also fulfill this inclination on the internet.

Predictive Validity
The self-perceived online shopping addiction was an important
indicator to assess group differences and practical prediction.
Here the item asked the participants to describe their self-
perceived degree of OSA in 1 = severe, 2 = moderate, 3 = mild,
and 4= no addiction.

We first assessed the utility of the OSA scale by examining
group differences between four responses with variance analysis
technique. The homogeneity of group variance was first
examined with Levene’s test. As was showed in Table 7, the
Levene’s test was significant and suggested that the group
variances were not equal. However, the variance ratio computed
with largest variance divided by the smallest one was 2.83,
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FIGURE 1 | The six-factor model and its standardized factor loadings.

which was too small to worry much about. The group difference
was significant at 0.01 level with F(3, 324) = 60.92. Finally,
all possible pair-wise comparisons of means was conducted
using the Least Significant Difference (LSD) test. The Post-
hoc comparisons showed that the means were ordered as
expected.

We further tested the agreement between self-perceived and
model-predicted membership via the classification table from
logistic regression. We recoded severe and moderate self-ratings
as addiction, and the mild and no addiction ratings as non-
addiction. The subsequent logistic regression of self-perceived
addiction on the item performances yielded the percentage of

TABLE 4 | The intercorrelations between six factors based on the

confirmatory factor analysis.

Factors f1 f2 f3 f4 f5 f6

f1 1

f2 0.67 1

f3 0.77 0.85 1

f4 0.68 0.88 0.84 1

f5 0.58 0.92 0.76 0.85 1

f6 0.39 0.83 0.68 0.73 0.82 1

TABLE 5 | Internal consistencies (Cronbach’s alpha) and the

inter-correlations for subscales based on the validity Sample.

Subscales Alpha 1 2 3 4 5 6

1 Salience 0.76 1

2 Tolerance 0.84 0.71 1

3 Mood modification 0.71 0.67 0.70 1

4 Withdrawal 0.83 0.68 0.77 0.70 1

5 Relapse 0.84 0.64 0.77 0.65 0.78 1

6 Conflict 0.83 0.48 0.67 0.59 0.69 0.71 1

All correlations were computed with composite scores and were significant at 0.01 level.

TABLE 6 | Correlations between the total score and sub-scale scores of

the online shopping addiction scale and the scores of the compulsive

buying scale and the internet addiction test.

Compulsive buying Internet addiction

Salience 0.54 0.51

Tolerance 0.69 0.58

Mood modification 0.66 0.55

Withdrawal 0.66 0.57

Relapse 0.67 0.57

Conflict 0.64 0.53

OSA 0.75 0.64

All correlations were significant at 0.01 level.

TABLE 7 | Descriptive statistics for the self-perceived OSA and the test of

homogeneity of variance.

Self-perceived M N SD Levene’s

statistic

df1 df2 Sig.

1 66.91 11 18.99 3.73 3 324 0.01

2 51.74 78 13.28

3 42.40 134 12.55

4 30.11 105 11.29

correctly prediction shown in Table 8. The overall correctly
predicted percentage was 79.60, implying the precision of the
scale for screening and diagnosis.
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TABLE 8 | Consistency of Self-Diagnostic and Predicted Addiction by the

OSA Scale.

Predicted addiction Percentage correct

0 1

Self-perceived addiction 0 220 19 92.10

1 48 41 46.10

Overall percentage 79.60

DISCUSSION

We conducted the present study to develop a reliable and valid
instrument for OSA. Based on previous research on behavioral
addiction, we adopted the widely accepted six-factor component
model (Brown, 1993; Griffiths, 1996) and constructed an 18-item
OSA scale, with each component measured by three items. The
results of EFA indicated that the six-factor structure underlay the
newly developed scale from perspectives of model comparison
and substantive theory. Moreover, the results of CFA also
demonstrated that the six-factor structure fit the data well. In
terms of reliability and validity, the Cronbach’s alpha suggested
that the scale was highly reliable and the concurrent validity
was also satisfactory as indicated by correlations between the
scale and measures of similar constructs. Finally, the OSA scale
scores predicted the self-perceived online shopping addiction to
a relative high degree. We conclude that the present 18-item scale
is a solid theory-based instrument to empirically measure online
shopping addiction.

It has been argued that since the late 1990s that most people
who spend excessive time on the internet are not addicted
to the medium itself, but use it to fulfill specific addiction,
such as video game playing or shopping (Griffiths, 1999, 2000).
In order to clarify the structure of OSA, it was necessary to
make clear the relationship between generalized and specific IA.
The present study held that although specific type had their
special objects of thinking, feeling, and activities, they shared
common components with generalized type. Consequently,
the target of the present study, online shopping addiction,
indeed could be represented by the six-factor component
model.

The results showed the commonalities between specific
internet addiction and generalized internet addiction in that
both constructs had the common six components of behavioral
addition. However, what is the particularity of online shopping
addiction as a type of specific internet addiction? When we
examined the content of the items of two validity scales, it was
obvious that items of the OSA scale shared more similarities with
those of the Internet Addiction Test. However, the analysis of
concurrent validity showed that online shopping addition was
more relevant to compulsive buying than to internet addiction.
This contrast suggested that the similarities between OSA and
IA were more superficial than those between OSA and CB.
Furthermore, OSA is more than a form of internet addiction.
In nature, it is a form of shopping addiction and addicts use the
internet mainly to fulfill their problematic shopping inclination.

This hinted us that in terms of the diagnosis and intervention of
specific internet addiction, more emphasis should be put on its
peculiarities.

When we examined the agreement between self-perceived
and model-predicted membership, the misclassified ratio was
a little high for the self-reported addiction category. This can
be partly due to the nature of OSA and the characteristic of
the present sample. As a behavioral addiction, the base rate of
OSA in non-clinical sample could be rather low, just like the
similar disorder, compulsive buying (Black, 2007). Furthermore,
it was inevitable for some participants answered the survey
in a casual way, especially for an online version. This was
possible since a large percent rated themselves as having severe
or moderate addiction, which indicated that some participants
had the inclination to exaggerate their own status. Therefore,
self-perceived degree of OSA could only be a very gross
indicator and it finally contributed to the relative high ratio for
misclassification.

Limitations and Suggestions for Future
Research
Based on the six-factor component model for behavioral
addiction (Brown, 1993; Griffiths, 1996), we constructed a
specialized instrument for online shopping addiction and
acquired reasonable results. However, the appropriateness of
the structure was unable to cover up a couple of deficiencies
in the present study. Firstly, although the present scale asked
the examinees to respond on a five-point scale, there were still
substantial amounts of participants choosing to respond on
only four categories or less. It is still unclear why participants
choose to response in less categories than demanded. This may
result from that it is difficult for participants to distinguish the
subtleness of adjacent category when the number of categories
amounts to some extent. It may also result from that some
participants are just inclined to response in very limited
categories, which is a common style under the circumstances of
Chinese culture. In the next phase, we plan to change the scale
into a few formats to explore the optimal number of response
category.

In the present study, the results of EFA did conform to a
simple six-factor structure. The factor pattern was clear with
only a few items embodying substantial cross-loadings. These
cross-loadings could probably due to the nature of the construct.
Since different factors were set to be oblique during the EFA
process, items pertaining to highly correlating factors could
be confused instinctively. Furthermore, when we examined
the correlation matrix for exploratory sample thoroughly, it
was clear that some item pairs turned out to correlate rather
high, such as M1 and S2, C3, and T2, and T3 and R3.
These high correlations between items from different factors
might be due to phrasing and content of items, which could
possible contribute to significant cross-loadings. Cross-loadings
can contaminate the structure of the construct, which was
especially true for the “tolerance” element. Among the three
items of this subscale, there was one item loading rather high
on “relapse” and another item loading significantly both on
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“withdrawal” and “tolerance.” As for these cross-loadings and
possible flaw in items, we also plan to do more research
to recognize which loadings naturally do not adhere to the
structure, and to clarify the structure of construct and the
scale.

Although, some studies (Black, 2007; Clark and Calleja,
2008; Lejoyeux and Weinstein, 2010) have shown that shopping
addiction and CB overlap to a great extent, we hypothesized
that they were distinct, albeit related, constructs. The same
principle applied to the relationship between OSA and other
behavioral addictions, especially IA. The fact that OSA correlated
significantly with CB or IA does not mean that there was
causal relationship existing between them, all of which could
be the results of more substantial and fundamental factors,
such as personality traits (Sun and Wu, 2011; Rose and
Dhandayudham, 2014). During the development of the present
scale, the similarities between OSA and other behavioral
addictions were taken into full consideration, while the
peculiarities of OSA still remain to be emphasized in future
research.

Additionally, all examinees of the present study were college
students, which were rather similar in characteristics and
backgrounds. In near future, we plan to distribute the survey
in more heterogeneous examinees to acquire more generalized
results. Furthermore, new IRT-based methods and techniques
would also be implemented in future studies to improve the
whole quality of the scale, including the exploration of the
elaborated characteristics of the items, the item functioning

differences across genders and the measurement invariance
across groups.
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The current study investigated the measurement invariance of a classroom engagement

measure across time points, genders, and ethnicities using a sample of 523 academically

at-risk students across grades 7 through 9; this measure was based on Skinner

et al.’s (1990) original engagement measure. The engagement measure was comprised

of 16 items, yielding three factors: Behavioral Engagement, Behavioral Disaffection,

and Emotional Engagement. Configural, metric, and scalar invariance held across the

three time points, as did invariance of factor covariances and means, indicating that

scores have a similar meaning across all 3 years. The engagement measure also

featured adequate configural, metric, and scalar invariance, and invariance of factor

covariances and means across genders and ethnicities. These findings suggest the

measure is appropriate for investigating substantive hypotheses regarding classroom

engagement across different grade levels, genders, and ethnicities. In summary, the

current results indicate this measure of classroom engagement is suitable for testing

hypotheses regarding group differences in engagement across grade levels, genders,

and ethnicities. Researchers may also use this measure to examine relationships

between the engagement factors and other important academic outcomes. Limitations

of the current study, such as certain caveats regarding convergent validity and internal

consistency, are also discussed.

Keywords: engagement, longitudinal data analysis, measurement invariance, multigroup comparison,

confirmatory factor analysis

INTRODUCTION

Students’ engagement in the classroom is strongly related to academic performance outcomes such
as reading performance (Lee, 2014; Lutz Klauda and Guthrie, 2015), mathematics performance
(Rimm-Kaufman et al., 2015), and general academic performance (Skinner et al., 1990; Chen
et al., 2010). Engagement is also related to other academic variables such as student-teacher
relationship quality (Wu et al., 2010) and reading motivation (Lutz Klauda and Guthrie, 2015).
Furthermore, failing to engage in the classroom is related to various negative outcomes such as
delinquency, substance abuse, and dropout rates (Wang and Fredricks, 2014). Because engagement
has relationships with several important academic variables, it is important to consider in both
educational research and practice.
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One issue with academic engagement as a construct is that
there are differences across research studies in terms of its
measurement and theoretical definition. For example, some
researchers conceptualize engagement as a three-factor construct
consisting of behavioral, emotional, and cognitive components
(e.g., Burch et al., 2015; Sinatra et al., 2015). Other researchers
suggest engagement includes not only behavioral and emotional
engagement, but an engagement vs. disaffection component as
well; therefore, according to some researchers, engagement is
conceptualized as a four-factor construct that includes behavioral
engagement, behavioral disaffection, emotional engagement,
and emotional disaffection (e.g., Skinner et al., 2008, 2009).
Furthermore, engagement may be measured in general, as
described above, or it may be domain-specific, such as
when measuring reading (Lutz Klauda and Guthrie, 2015) or
mathematics engagement (Rimm-Kaufman et al., 2015).

Classroom engagement’s theoretical diversity is accompanied
by diversity in its measurement as well. Some engagement
measures are designed to encapsulate its behavioral, emotional,
and cognitive components (Wang and Fredricks, 2014), whereas
others attempt to capture emotional and behavioral engagement
and disaffection (Skinner et al., 2008). Furthermore, there
can also be diversity within a given theoretical perspective;
for example, various studies examining emotional and social
engagement and disaffection tend to use similar, but slightly
different versions of an engagement measure (e.g., Skinner et al.,
1998, 2008; Wu et al., 2010).

Despite the complexities with theoretically defining and
measuring engagement, the goal of the current study was to use
measurement invariance (MI) testing procedures to examine the
psychometric properties of a measure of classroom engagement.
The measure of interest has been used in empirical research
(Chen et al., 2010) and is based on Skinner et al. (1998)
measure. This particular measure was chosen because it taps
into dimensions of behavioral and emotional engagement and
disaffection, theoretical constructs that are well-established in the
literature (Skinner et al., 1990, 1998, 2008, 2009) and that predict
important outcomes such as academic performance.

Measurement Invariance
Generally speaking, MI testing procedures examine the
equivalence of a test’s measurement across distinct groups
of individuals such as genders or ethnicities. Measurement
invariance can be tested using a series of multigroup
confirmatory factor analyses (CFAs) that impose increasingly
stringent criteria on the model (Cheung and Rensvold, 2002;
Millsap, 2011). The first criterion is configural invariance, in
which the groups have the same pattern of factor coefficients and
“zero-loadings” on the factors; that is, the groups conceptualize
the concepts the same way (Vandenberg and Lance, 2000;
Cheung and Rensvold, 2002). The next criterion is metric
invariance, which examines the equality of the factor loadings
across groups. Metric invariance is an important prerequisite
for meaningful cross-group comparisons. The third criterion,
scalar invariance, refers to the equality of item intercepts across
groups. Scalar invariance indicates the latent constructs are
measured on the same scale across groups and is necessary for

comparing groups’ factor means. MI can be assessed not only
at the item-level, but at the construct-level as well; for example,
the invariance of latent factor means or covariances may be
examined across groups. These two tests of MI are typically
based on theory and may be used to address substantive research
questions (Cheung and Rensvold, 2002).

In general, a test must possess MI across groups in order
to make cross-group comparisons on the constructs being
measured. While MI can be assessed cross-sectionally, it can
also be examined using data gathered longitudinally over
multiple occasions (Vandenberg and Lance, 2000). Procedurally,
longitudinal MI can be examined using either a multisample
approach (i.e., similar to examining cross-sectional MI) or by
using an augmented covariance matrix as input (Vandenberg and
Lance, 2000). For the current study, the former approach was
chosen to avoid the shortcomings associated with the augmented
covariance matrix approach, such as increased likelihood of non-
convergence and generally worse model fit.

Existing psychometric literature has examined MI for various
types of engagement measures, but none have explored the
measure derived from Skinner et al. (1998) conceptualization.
Some studies have examined MI of measures that include
elements of cognitive, affective, and behavioral engagement
(e.g., Glanville and Wildhagen, 2007; Wang et al., 2011),
observing that these measures are largely invariant across
ethnicities and genders. Other studies have tested MI for
engagement measures featuring more complex factor structures.
For example, Bradshaw et al. (2014) examined the MI of
Maryland’s Safe and Supportive Schools Initiative survey, which
features an engagement measure including six factors: teacher
connectedness, student connectedness, academic engagement,
whole-school connectedness, culture of equity and fairness, and
parent engagement; the authors found this measure was invariant
across genders, ethnicities, and grade levels. Other studies have
also tested the MI of the Motivation and Engagement Scale,
which features five engagement factors: persistence, planning,
task management, disengagement, and self-handicapping. Marsh
et al. (2011) found this measure was invariant across genders and
time points, whereas Martin et al. (2015) showed it was invariant
across samples from different countries.

Purpose of the Current Study
Existing psychometric literature on measures of student
engagement has yet to examine a measure featuring the
theoretical conceptualization described by Skinner et al. (1998),
which includes: behavioral engagement, behavioral disaffection,
emotional engagement, and emotional disaffection. Therefore,
the goal of the current study was to investigate the MI of such an
engagement measure longitudinally across students in grades 7
through 9 as well as across ethnicity and gender.

METHOD

Participants
Participants included 523 students attending one of three
school districts in Texas (one urban and two small cities).
These participants were selected because they were part of

Frontiers in Psychology | www.frontiersin.org January 2018 | Volume 8 | Article 2345121

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Glaman and Chen Measurement Invariance of Engagement Measure

a larger longitudinal study investigating the impact of grade
retention on academic achievement among at-risk students, in
which classroom engagement was also a variable of interest.
Participants were recruited across two sequential cohorts in first
grade during the fall of 2001 and 2002. Children were eligible
to participate in the longitudinal study if they scored below
the median score on a state-approved, district-administered
measure of literacy, spoke either English or Spanish, were not
receiving special education services, and had not previously been
retained in first grade. School records identified 1,374 students
as being eligible to participate. Because teachers distributed
consent forms to parents via children’s weekly folders, the exact
number of parents who received the consent forms could not
be determined. Small gifts to children and the opportunity to
win a larger prize in a random drawing were instrumental in
obtaining 1,200 returned consent forms, of which 784 parents
(65%) provided consent. Analyses on a broad array of archival
variables including performance on the district-administered
test of literacy, age, gender, ethnicity, eligibility for free or
reduced-price lunch, bilingual class placement, cohort, and
school context variables (i.e., ethnic composition and percentage
of economically disadvantaged students), did not indicate any
differences between children with and without consent.

Of these 784 participants, 523 (66.7%) met the inclusion
criteria for participation in the current study: they had
engagement data from at least one assessment wave, and they
were still registered as active in the study at year 9. The sample
was 45.0% female and 55.0% male, and its ethnic composition
was 37.2% Hispanic, 33.5% White, 25.5% Black, and 3.8% other.
A cross-tabulation of ethnic and gender groups is shown in
Table 1. The results of a chi-square test showed that each of these
groups were represented equally within the sample, χ2

(5)
= 6.282,

p= 0.280, Cramer’s V = 0.110.
Based on attrition analyses, the 523 students in the current

sample did not differ from the 261 students who did not complete
the study in terms of most demographic variables including:
ethnicity, age, socioeconomic status, reading achievement scores
based on the Woodcock-Johnson III Broad Reading test
(Woodcock et al., 2001), and base-year engagement scores.
However, a larger proportion of males remained active in the
study than females [χ2

(1)
= 3.988, p= 0.046, Cramer’sV = 0.071],

a smaller proportion of bilingual students remained active in
the study [χ2

(1)
= 4.615, p = 0.032, Cramer’s V = 0.077],

active students scored slightly higher on the Woodcock-Johnson
III Broad Math test than inactive students [F(1, 754) = 6.724,
p = 0.010, η2 = 0.009], and a larger proportion of students

TABLE 1 | Cross-tabulation of participant demographic frequencies by ethnicity

and gender.

Gender Ethnicity Row Total

Hispanic Black White Other

Female 91 63 70 11 235

Male 104 71 104 9 288

Column total 195 134 174 20 523

whose parents obtained a high school diploma remained active
in the study whereas a larger proportion of students whose
parents obtained a graduate-level degree dropped out of the study
[χ2

(4)
= 11.173, p= 0.025, Cramer’sV = 0.119]. However, because

the effect sizes for these differences between active and inactive
students were small, it was assumed that there were no practical
differences between students who dropped out of the study and
those who did not.

This study was carried out in accordance with the
recommendations of the Institutional Review Board of Texas
A&M University with written informed consent from all
participants. All participants gave written informed consent
in accordance with the Declaration of Helsinki. The protocol
was approved by the Institutional Review Board of Texas A&M
University.

Design Overview
Assessments were conducted annually for 9 years, beginning
when participants were in the first grade (year 1). Student-report
classroom engagement was assessed at years 4, 7, 8, and 9 (these
correspond to grades 4, 7, 8, and 9, respectively). However,
substantive research suggests developmental differences in
engagement exist; that is, students’ classroom engagement is
likely to shift dramatically between elementary andmiddle school
(Skinner et al., 2008, 2009; Wang et al., 2014). These changes in
classroom engagement have been attributed to younger children
being developmentally different than young adults in terms their
learning strategies, self-regulation, and other factors relevant to
classroom engagement (Fredricks and McColskey, 2012; Sinatra
et al., 2015). Because fourth grade students are substantially
developmentally different from seventh, eighth, and ninth grade
students in terms of the cognitive attributes associated with
engagement, it would be inappropriate to directly compare those
two age groups. Therefore, the year 4 assessment wave was
dropped, and only data from years 7, 8, and 9 were included in
the MI analyses.

Engagement Measure
Student engagement was measured using a student-report, 18-
item scale based on Skinner et al. (1998) original measure. Both
English and Spanish versions of the measure were available,
and students completed the measure using the language they
were more proficient in; ∼3.63% of students completed the
engagement measure in Spanish at year 7, ∼2.68% of students
completed the measure in Spanish at year 8, and ∼1.91% of
students completed the measure in Spanish at year 9. Students
indicated how true each item was in describing them using a
1–4 scale (1 = “not at all true,” 4 = “very true”). Previous
empirical research using this measure of student classroom
engagement suggests that it contains three latent factors,
Behavioral Engagement, Behavioral Disaffection, and Emotional
Engagement, and that one item should be removed from the
measure due to low factor loadings (Chen et al., 2010). Example
Behavioral Engagement scale items include “When I am in class,
I work as hard as I can,” and “I try to learn as much as I can
about my school subjects.” Example Behavioral Disaffection scale
items include “When I am in class, I just act like I am working,”
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(reverse scored) and “When I am in class, I just try to look busy”
(reverse scored). Example Emotional Engagement scale items
include “When I am in class, I feel angry” (reverse scored), and
“When I am in class, I feel happy.” The internal consistency
reliabilities for the current sample across all three time points
are shown in Table 2. Because dropping an item assessing
feeling anxious in class increased the internal consistency of the
Emotional Engagement composite scale, one item was dropped,
reducing the total number of items in the measure to 16.
Overall, the Behavioral Engagement and Behavioral Disaffection
scales featured adequate internal consistency reliability across all
three measurement occasions according to generally accepted
standards (Henson, 2001), but the Emotional Engagement scale
did not.

Data Analysis Overview
A series of MI analyses were conducted to examine the
longitudinal stability of the engagement measure’s structure
across 3 years; the configural, metric, and scalar invariance
assumptions, as well as invariance of factor covariances and
means, were sequentially tested using a CFA framework. Before
conducting the MI analyses, the normality of the engagement
item responses was examined across the 3 years. All the
skewness and kurtosis statistics were within the acceptable
range (skewness within ±3.00 and kurtosis within ±8.00;
Kline, 2010), indicating all the study variables were normally
distributed. We tested the three-factor CFAmodel from previous
research as described above (Chen et al., 2010) with data from
the three assessment waves. Model chi-square test statistics,
along with Hu and Bentler’s (1999) commonly used model fit
criteria, were used to provide evidence of adequate model fit.
Modification indices were used to provide statistical evidence
for the unknown underlying relationships among items. An
examination of modification indices indicated that that three
pairs of correlated items had consistently large modification
indices across all 3 years (i.e., modification index ≥20). Items 2
and 6 both involved concentrating on doing class work. Items
9 and 10 both involved trying to look busy during class. Lastly,
items 15 and 17 both involved thinking about non-class-related
things during class time. As researchers recommend that use
of modification indices have substantive justification (Byrne,
1998; Kline, 2010), the original three-factor CFA was modified
to include these three pairs of correlated items due to the pairs’
content similarity. This revised three-factor CFA demonstrated
an adequate model goodness-of-fit across all three assessment
waves, average comparative fit index (CFI) = 0.952, average
Tucker-Lewis index (TLI) = 0.941, average root-mean-square

TABLE 2 | Cronbach’s alpha reliabilities of the engagement scales across 3 years.

Behavioral

Engagement

(7 Items)

Behavioral

Disaffection

(6 Items)

Emotional

Engagement

(3 Items)

Year 7 0.810 0.810 0.552

Year 8 0.819 0.795 0.517

Year 9 0.825 0.810 0.572

error of approximation (RMSEA) = 0.049, average standardized
root mean square residual (SRMR) = 0.050. Fit indices for the
three individual assessment waves are shown in Table 3.

Additionally, the engagement factors’ convergent and
discriminant validity were assessed across all three time
points by examining the standardized factor pattern/structure
coefficients, average variance extracted (AVE) for each factor,
and factor correlations. Standardized factor pattern/structure
coefficients and associated standard errors across all 3 years are
shown in Table 4 and factor AVEs, correlations, and squared
correlations are all shown in Table 5. Kline (2010) suggested
that standardized factor pattern coefficients of at least 0.70
indicate good convergent validity. While the majority of items
across the engagement subscales met or came close to meeting
this threshold (see Table 4), certain items were problematic
across time points, specifically items 13, 14, 15, 16, and 17.
Regarding discriminant validity, although the squared factor
correlations are relatively high compared to the AVEs in several
cases (see Table 5), moderately high correlations between these
engagement factors have also been observed in prior research
(e.g., Skinner et al., 2009), suggesting that the correlations in the
present study are consistent with existing theory. Furthermore,
Kline (2010) suggested that as long as factor correlations are not
excessively high (i.e., ≥0.90 in absolute value), that is evidence of
adequate discriminant validity. Therefore, despite relatively low
pattern coefficients for select items and high factor correlations
in some cases, the current three-factor model demonstrated
moderate convergent and discriminant validity across all three
time points.

The CFA structure described above was used as the factor
structure in testing the longitudinal MI of the engagement
measure across the 3 years. To do so, we followed a procedure
recommended by Millsap (2011) and employed by previous MI
researchers (e.g., Wu and Hughes, 2015). First, we examined
the configural invariance of the measurement structures across
the three time points. Next, we tested the metric invariance of
items’ factor loadings by comparing the model for a given year
with the model of the previous year(s). This procedure has two
advantages: (a) we can know if the parameters remain the same
across the 3 years, and (b) we can detect at which years items
become non-invariant. For example, first, we tested the metric
invariance between year 7 and year 8 (37 = 38), allowing the
factor loadings for year 9 to be freely estimated. Then, we tested
the metric invariance between all 3 years (37 = 38 = 39).
After confirming the metric invariance assumption, we tested
the scalar invariance assumption, the invariance of factor
covariances, and the invariance of factor means using the same
procedure.

TABLE 3 | CFA model fit indices across all three measurement occasions.

Year CFI TLI RMSEA SRMR

7 0.955 0.945 0.048 0.051

8 0.956 0.946 0.047 0.046

9 0.945 0.933 0.053 0.053
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TABLE 4 | Standardized factor pattern/structure coefficients (and standard errors)

for the CFA model across 3 years.

Item Year 7 Year 8 Year 9

BehEng

Item 1 0.668 (0.047) 0.669 (0.046) 0.663 (0.039)

Item 2 0.705 (0.031) 0.731 (0.030) 0.698 (0.030)

Item 5 0.783 (0.028) 0.814 (0.025) 0.823 (0.024)

Item 6 0.738 (0.029) 0.756 (0.028) 0.759 (0.028)

Item 7 0.725 (0.033) 0.721 (0.035) 0.723 (0.030)

Item 13 0.509 (0.048) 0.503 (0.044) 0.413 (0.047)

Item 14 0.430 (0.041) 0.419 (0.041) 0.479 (0.040)

BehDis

Item 9* 0.656 (0.041) 0.729 (0.034) 0.697 (0.036)

Item 10* 0.692 (0.038) 0.702 (0.041) 0.749 (0.029)

Item 11* 0.668 (0.034) 0.663 (0.037) 0.735 (0.033)

Item 15* 0.566 (0.037) 0.554 (0.033) 0.604 (0.033)

Item 17* 0.497 (0.037) 0.468 (0.041) 0.498 (0.044)

Item 18* 0.786 (0.029) 0.703 (0.047) 0.632 (0.042)

EmoEng

Item 8* 0.658 (0.056) 0.557 (0.065) 0.722 (0.048)

Item 12* 0.682 (0.056) 0.601 (0.063) 0.632 (0.052)

Item 16 0.438 (0.066) 0.534 (0.056) 0.446 (0.059)

*Denotes reverse-scored items. BehEng, Behavioral Engagement factor; BehDis,

Behavioral Disaffection factor; EmoEng, Emotional Engagement factor. Items 3 and 4

are absent from this table because those two items were removed from the measure.

Standard errors are shown in parentheses. All pattern coefficients were statistically

significant at the p < 0.001 level.

To evaluate the longitudinal MI and compare the fit of the
individual models, we used the chi-square difference test (1χ2;
Kline, 2010). However, because the chi-square test is highly
sensitive to sample size, we also examined other overall and
incremental indicators of model fit. We examined several overall
indicators of model fit, such as the CFI, Tucker Lewis Index
(TLI), root mean square error of approximation (RMSEA) and
SRMR. Hu and Bentler (1999) suggested that values >0.95 for
the CFI and TLI, values <0.06 for the RMSEA, and values
<0.08 for the SRMR indicate good overall model fit. Though
these are not intended to be hard-and-fast cutoff values, they
can be used to guide interpretation of model fit. We also used
two model fit indicators to examine the incremental changes in
model fit across the longitudinal MI analyses, including change
in the comparative fit index (1CFI) and the Tucker-Lewis index
(1TLI); when 1CFI ≤ 0.02 (Cheung and Rensvold, 2002) and
1TLI ≤ 0.05 (Little, 1997), then the two comparative models
are not substantially different from one another. Measurement
invariance researchers suggest examining a variety of overall and
incremental indicators when interpreting model fit and change
(Vandenberg and Lance, 2000).

Following the longitudinal MI analyses, we conducted
multigroup comparisons to examine whether the MI
assumptions held across genders and ethnic groups. We
investigated three different ethnic groups: Black, Hispanic, and
White, and all three measurement occasions were accounted for
in these MI analyses.

TABLE 5 | Discriminant validity analyses for the engagement measure CFA model

across years 7, 8, and 9.

Average variance

explained

Factor correlations (correlations squared)

BehEng BehDis

YEAR 7

BehEng 0.439 –

BehDis 0.423 0.819 (0.671) –

EmoEng 0.363 0.548 (0.300) 0.746 (0.557)

YEAR 8

BehEng 0.458 –

BehDis 0.414 0.766 (0.587) –

EmoEng 0.319 0.711 (0.506) 0.700 (0.490)

YEAR 9

BehEng 0.443 –

BehDis 0.443 0.794 (0.630) –

EmoEng 0.373 0.475 (0.226) 0.685 (0.469)

BehEng, Behavioral Engagement factor; BehDis, Behavioral Disaffection factor; EmoEng,

Emotional Engagement factor. All correlations were statistically significant at the p< 0.001

level.

RESULTS

The current data featured a nested structure (students nested
within classrooms). This nesting structure was accounted for
using the TYPE = COMPLEX routine in Mplus version 6.11
with the robust standard error estimator (Muthén and Muthén,
2010). Overall, 6.39% of the data were missing and had properties
in line with the missing at random (MAR) condition according
to missing data analyses. Therefore, participants with scores
on at least one assessment wave were included in the analysis,
and missing data were handled using multiple imputation.
Ten datasets were imputed and the results described in the
current paper represent the overall results pooled across all 10
imputations.

Longitudinal MI
Results indicated the revised model of the engagement measure
featuring three latent constructs and three sets of correlated items
adequately fit the longitudinal data, χ2

(294)
= 705.406, p < 0.001,

CFI = 0.942, TLI = 0.929, RMSEA = 0.052, SRMR = 0.052.
These values are also shown in Table 6 as Model 1.1. This
indicates the configural invariance assumption held for the 3-
year data; all three time points had the same pattern of factor
coefficients.

Results of the metric longitudinal MI tests are shown in
Table 6 as Model 2.1 and Model 2.2. Model fit indices indicate
both models fit the data adequately. Furthermore, all model
change statistics were smaller than the suggested critical values,
indicating that differences in fit between the two models were
statistically negligible. SinceModel 2.2, themore restrictedmodel
that assumed the pattern of factor loadings was identical across
time points, fit the data just as well as previous models, metric
invariance was established for the engagement measure.

Results of the scalar longitudinalMI analyses are also shown in
Table 6 as Model 3.1 and Model 3.2. As with previous models, fit
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TABLE 6 | Model fit test statistics, fit indices, and their changes for the longitudinal MI analyses of years 7, 8, and 9.

Model fit test statistics and fit indices Change of model fit test statistics and fit indices

χ
2 df CFI TLI RMSEA SRMR 1χ

2 1df 1CFI 1TLI

CONFIGURAL INVARIANCE

1.1 705.406 294 0.942 0.929 0.052 0.052 – – – –

METRIC INVARIANCE

2.1 37 = 38 722.772 307 0.941 0.931 0.051 0.053 17.366 13 0.001 −0.002

2.2 37 = 38 = 39 739.208 320 0.941 0.934 0.050 0.056 16.436 13 <0.001 −0.003

SCALAR INVARIANCE

3.1 τ7 = τ8 773.840 333 0.938 0.933 0.050 0.058 34.632 13 0.003 0.001

3.2 τ7 = τ8 = τ9 817.059 346 0.934 0.931 0.051 0.060 43.219 13 0.004 0.002

FACTOR COVARIANCES INVARIANT

4.1 87 = 88 827.766 349 0.932 0.930 0.051 0.062 10.707 3 0.002 0.001

4.2 87 = 88= 89 833.481 352 0.932 0.931 0.051 0.064 5.715 3 <0.001 −0.001

FACTOR MEANS INVARIANT

5.1 µ7 = µ8 844.293 355 0.931 0.930 0.051 0.064 10.812 3 0.001 0.001

5.2 µ7 = µ8= µ9 862.853 358 0.929 0.928 0.052 0.066 18.56 3 0.002 0.002

Bold font indicates the difference between two comparative models is statistically negligible. 3, factor loading matrix; τ , item intercept vector; Φ, factor covariance matrix; µ, factor

mean vector; subscripts indicate the years measurements were collected; df, degrees of freedom; CFI, comparative fit index; TLI, Tucker-Lewis index; RMSEA, root mean square error

of approximation; SRMR, standardized root mean square residual.

statistics indicate both models fit the data adequately. While the
1χ2 model fit test statistics were statistically significant for both
models, the 1CFI and 1TLI both indicate the models fit the data
just as well as the previous models. Therefore, the assumption of
scalar invariance held.

Results of the invariance analyses for the factor covariances
are shown in Table 6 as Model 4.1 and 4.2. Similar to
previous models, fit statistics show that both models fit the
data adequately; both the 1CFI and 1TLI indicate that these
models fit the data as well as the previous models, suggesting
that covariances among the three factors are equivalent across
time points. Factor correlations across all three time points for
Model 4.2 are shown in Table 7. Please note that, although
the covariances between the latent constructs were equivalent
across time, these correlations differ slightly across all three
time points because the latent factors featured slightly different
variances.

Lastly, results of the invariance analyses for the factor means
are also shown in Table 6 as Model 5.1 and Model 5.2. As
with previous models, fit statistics indicate that both models
adequately fit the data, and the 1CFI and 1TLI both suggest
these models fit the data as well as previous models. Therefore,
the means of the latent factors were assumed to be equal across
time points. In sum, the longitudinal MI analyses indicated
the engagement measure featured configural, metric, and scalar
invariance, as well as equivalence of latent factor covariances and
means across all three time points.

Measurement Invariance across Gender
and Ethnicity
We also used MI testing procedures to examine the MI of
the engagement measure across gender and ethnic groups;
results of these analyses are shown in Table 8. Note that

all three measurement occasions were accounted for in these
analyses. For gender, models examining configural, metric, and
scalar invariance, and invariance of factor covariances and
means, all fit the data adequately based on model fit indices.
Furthermore, although most 1χ2 tests indicated certain models
were statistically significantly different from one another in terms
of overall model fit, the 1CFI and 1TLI both indicated the more
constrained models all fit the data just as well as the previous
models. Two 1χ2 tests produced negative values, indicating that
these difference tests cannot be interpreted and used to test
for statistically significant differences in model fit. Therefore,
we used the Wald test of parameter constraints to examine
differences in model fit for these two comparisons. The model
featuringmetric invariance did not statistically significantly differ
from themodel featuring configural invariance in terms of overall
fit, Wald χ2

(13)
= 8.484, p = 0.811, nor did the model featuring

invariant factor covariances differ from the model featuring
scalar invariance, Wald χ2

(3)
= 3.102, p= 0.376. In sum, based on

the overall fit statistics and the1CFI and1TLI, we concluded the
engagement measure featured adequate configural, metric, and
scalar invariance, as well as equivalence of factor covariances and
means across males and females.

Regarding ethnicity, model fit indices suggest the five
models testing the configural, metric, and scalar invariance,
and invariance of latent factor covariances and means, of the
engagement measure all fit the data reasonably well (see Table 8).
Although some1χ2 tests suggested that somemodels fit the data
statistically significantly differently from one another, the 1CFI
and 1TLI both indicated that the more constrained models fit
the data as well as the previous models that feature fewer model
constraints. Thus, the configural, metric, and scalar invariance
assumptions held across ethnic groups, as did invariance of factor
covariances and means.

Frontiers in Psychology | www.frontiersin.org January 2018 | Volume 8 | Article 2345125

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Glaman and Chen Measurement Invariance of Engagement Measure

DISCUSSION

Engagement Measure MI
The current results indicated that the classroom engagement
measure featured adequate configural, metric, and scalar
invariance across time points, genders, and ethnicities. These
results suggest that scores on the engagement measure have
approximately the same meaning across these groups, and that
this measure is appropriate for use when testing substantive
hypotheses regarding developmental changes between grades 7
and 9, as well as gender and ethnic differences in engagement
among students within this grade range.

The present results tie in well with previous literature
examining the MI of other classroom engagement measures.
Existing research has shown that other measures based on
different theoretical conceptualizations of engagement are also
invariant across groups. For example, engagement measures
featuring cognitive, affective, and behavioral components were
found to be invariant across genders and ethnic groups (Glanville
and Wildhagen, 2007; Wang et al., 2011). Research on more
complex engagement measures, such as Maryland’s Safe and
Supportive Schools Initiative Survey (Bradshaw et al., 2014)
and the Motivation and Engagement Scale (Marsh et al.,
2011), have also demonstrated these measures’ invariance across

TABLE 7 | Factor correlations across 3 years for model 4.2.

BehEng with BehDis BehEng with EmoEng BehDis with EmoEng

Year 7 0.798 0.524 0.678

Year 8 0.754 0.580 0.732

Year 9 0.775 0.523 0.711

BehEng, Behavioral Engagement factor; BehDis, Behavioral Disaffection factor; EmoEng,

Emotional Engagement factor. All correlations were statistically significant at the p< 0.001

level.

various groups such as genders and grade levels. The current
study’s findings add to the psychometric literature on classroom
engagement measures, demonstrating that this measure, which
is based on Skinner et al. (2008) theoretical conceptualization of
engagement, is also invariant across grade levels, ethnic groups,
and genders. Therefore, the engagement measure examined in
the current study is an additional measure, stemming from a
different theoretical perspective on engagement that may be used
in substantive research to explore cross-group comparisons in
behavioral engagement, behavioral disaffection, and emotional
engagement.

Furthermore, the current findings also indicated that the
factor means and covariances were invariant across time points,
ethnic groups, and genders, suggesting that average levels
of behavioral engagement, behavioral disaffection, emotional
engagement, and the relationships between them remained
consistent across these groups. The current findings align with
those from previous research regarding factor covariances;
existing research has shown that relationships among behavioral
engagement and disaffection, and emotional engagement were
invariant across grade levels (Skinner et al., 2008, 2009) and
genders (Skinner et al., 2009). However, the results regarding
invariant factor means run counter to those observed in prior
engagement research.

Regarding grade level-related changes in engagement,
research on elementary and middle school students has shown
that elementary students tend to have higher emotional and
behavioral engagement than middle school students (Skinner
et al., 2008, 2009); additional research suggests that classroom
disengagement increases between elementary and middle
school (Wang et al., 2014). That said, the lack of change in
engagement across grade levels in the current study may be
because changes in classroom engagement occur primarily
between elementary and middle school. In past research, changes

TABLE 8 | Model fit test statistics, fit indices, and their changes for the MI analyses for gender and ethnicity.

Model fit test statistics and fit indices Change of model fit test statistics and fit indices

χ
2 df CFI TLI RMSEA SRMR 1χ

2 1df 1CFI 1TLI

GENDER

Configural 585.500 196 0.942 0.929 0.050 0.050 – – – –

Metric 3M = 3F 585.024 209 0.944 0.935 0.048 0.052 −0.476* 13 −0.002 −0.006

Scalar τM = τF 630.885 222 0.939 0.934 0.048 0.053 45.861 13 0.005 0.001

Factor Covariances 8M = 8F 630.323 225 0.939 0.935 0.048 0.058 −0.562* 3 <0.001 −0.001

Factor Means µM = µF 650.970 228 0.937 0.933 0.049 0.070 20.647 3 0.002 0.002

ETHNICITY

Configural 648.856 294 0.946 0.934 0.049 0.051 – – – –

Metric 3B = 3H = 3W 682.103 320 0.945 0.938 0.047 0.060 33.247 26 0.001 −0.004

Scalar τB = τH = τW 781.222 346 0.934 0.931 0.050 0.066 99.199 26 0.011 0.007

Factor Covariances 8B = 8H = 8W 789.592 352 0.934 0.932 0.050 0.073 8.37 6 <0.001 −0.001

Factor Means µB = µH = µW 832.159 358 0.928 0.928 0.051 0.084 42.567 6 0.006 0.004

Bold font indicates the difference between two comparative models is statistically negligible. 3, factor loading matrix; τ , item intercept vector; Φ, factor covariance matrix; µ, factor

mean vector; subscripts indicate the groups of the measures collected; df, degrees of freedom; CFI, comparative fit index; TLI, Tucker-Lewis index; RMSEA, root mean square error of

approximation; SRMR, standardized root mean square residual; M, male; F, female; B, Black; H, Hispanic; W, White. *Denotes the negative test statistic cannot be interpreted, and a

Wald test of parameter constraints was examined instead.
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in classroom engagement have been attributed to younger
children being developmentally different than older children
in terms their learning strategies, self-regulation, and other
cognitive factors related to classroom engagement (Fredricks
and McColskey, 2012; Sinatra et al., 2015). Because the current
student sample is older than those examined in prior research,
engagement levels may have stabilized by the time students
reached grade 7 and remained consistent throughout grades
7, 8, and 9.

Regarding gender, previous research indicates that girls tend
to be higher in behavioral and emotional engagement than boys
(Skinner et al., 2008, 2009; Wang et al., 2011, 2014); Wang and
Fredricks (2014) also observed that girls were higher in cognitive
engagement than boys. It is unknown at this time why the current
results do not align with those from previous research. However,
due to the nature of the current sample being composed of lower-
achieving students, there may have been additional variables at
play that impacted the present findings that may not otherwise
be present in other samples. Previous research has shown that
outside variables, such as teacher-student interaction quality
(Rimm-Kaufman et al., 2015) do interact with how gender relates
to engagement; it is possible that such variables played a role in
the current study, but were not accounted for.

Lastly, prior research on ethnicity suggests that White
students tend to have higher behavioral engagement and lower
emotional engagement than Black students (Wang et al., 2011;
Wang and Fredricks, 2014). Once again, it is unknown why the
current results do not match those from past studies. As with the
issue described above regarding the lack of gender differences,
other variables associated with the low-achieving sample makeup
may have played a role in the current results.

Limitations and Future Directions
One limitation of the current study is that the sample was
selected based on students who scored below the median on
a district-administered literacy measure. Therefore, the current
results may apply only to lower-achieving students and not to
normally- or higher-achieving students. A second limitation was
that the engagement measure was administered at four different
time points, only three of which were used in the current
study. Although the current analyses indicated the measurement
of the classroom engagement measure was consistent across
the 3-year period, because it was not administered at a larger
number of time points, it is impossible to know how well the
longitudinal MI would hold over a longer period of time. Future
research is needed to examine the measurement properties of
this engagement measure in both more diverse samples, and over
longer periods of time.

Furthermore, the three-factor CFA model that was examined
features some caveats that should be accounted for when

using and interpreting this engagement measure. First, the
Emotional Engagement subscale featured relatively poor internal
consistency reliability compared to the other two subscales (see
Table 2). Although Emotional Engagement’s internal consistency
was low in this particular study, reliability estimates can vary
between different samples and test administrations (Henson,
2001). Therefore, the low reliability observed in the current study
may be due to the nature of the sample that was studied. Future
researchers employing this classroom engagement measure
should examine the reliability of all three subscales, which would
help identify whether the low internal consistency in the current
study was an anomaly or part of a broader pattern. Also, although
the current CFA model fit the data well overall, it featured
only moderate convergent and discriminant validity. Future
researchers should bear in mind these slight validity limitations
and take note that the engagement subscales are highly related to
one another, as shown both in the current study, and in previous
research (Skinner et al., 2009).

CONCLUSION

The three-factor engagement measure examined in the
current study, derived from Skinner et al.’s (2008) theoretical
conceptualization, features adequate configural, metric, and
scalar MI, as well as equivalence of factor covariances and means,
across grade levels, genders, and ethnicities; our results support
the psychometric consistency of the engagement measure across
these three variables.

Therefore, based on the current study’s findings, this measure
of classroom engagement is suitable for testing hypotheses
regarding group differences in engagement across genders and
ethnicities, as well as for studying grade level-related changes
in engagement. Given the stability of this measure across
genders, ethnicities, and grades, researchers may also use it to
examine relationships between the engagement factors and other
important academic outcomes.
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The assumption of equivalence between measurement-model configurations across

groups is typically investigated by evaluating overall fit of the same model simultaneously

to multiple samples. However, the null hypothesis (H0) of configural invariance is distinct

from the H0 of overall model fit. Permutation tests of configural invariance yield nominal

Type I error rates even when a model does not fit perfectly (Jorgensen et al., 2017,

in press). When the configural model requires modification, lack of evidence against

configural invariance implies that researchers should reconsider their model’s structure

simultaneously across all groups. Application of multivariate modification indices is

therefore proposed to help decide which parameter(s) to free simultaneously in all groups,

and I present Monte Carlo simulation results comparing their Type I error control to

traditional 1-df modification indices. I use the Holzinger and Swineford (1939) data set

to illustrate these methods.

Keywords: configural invariance, permutation tests, measurement equivalence/invariance, confirmatory factor

analysis, Lagrange multipliers, modification indices

Many behavioral researchers do not have the luxury of being able to directly observe the
phenomena they study. For example, organizational researchers need to measure job satisfaction
or morale. Clinicians need to measure various psychological disorders. Social psychologists and
sociologists need to measure attitudes and social orientations. Educational researchers need to
measure teaching and learning outcomes. Often, researchers rely on indirect measures, such as
self-report scales, and psychometric tools, such as reliability estimates and latent trait models [e.g.,
confirmatory factor analysis (CFA) and item-response theory (IRT) models] facilitate evaluation of
the quality of those measurements.

Similarly frequent is the need for researchers to compare groups, in either experimental (e.g.,
treated vs. control) or observational contexts (e.g., demographic or intact groups). In order to
make valid comparisons of scale responses across groups, the scale must function equivalently for
those groups. In other words, if measurement parameters are equivalent across groups, observed
group means will only differ as a function of differences on the latent trait itself (Meredith,
1993). Measurement equivalence/invariance (ME/I) has received a great deal of attention in the
methodological literature, so I provide only a cursory introduction here; interested readers are
encouraged to find more in-depth discussion in Meredith (1993); Reise et al. (1993); Vandenberg
and Lance (2000), and Putnick and Bornstein (2016).

Latent trait models facilitate the investigation of ME/I, and different levels of ME/I have been
defined according to categories of model parameters. In a CFA framework, configural invariance
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is represented in a model with the same pattern of fixed and
free (i.e., near-zero and substantial) factor loadings across groups,
although the values of these parameters may differ across groups.
When fitting models to multivariate normally distributed data
using maximum likelihood estimation, the null hypothesis (H0)
of configural invariance is traditionally tested using a likelihood-
ratio test statistic (LRT)1, which is distributed as a χ2 random
variable with df equal to the number of nonredundant observed
means and (co)variances minus the number of estimated model
parameters. Configural invariance is the least restrictive level of
ME/I, so it can be used as a baseline model for comparing more
restrictive assumptions ofME/I, which are represented bymodels
that are nested within the configural model.

Metric equivalence (or “weak” invariance) indicates the
additional assumption that the values of factor loadings are
equal across groups, and this assumption must hold in order
to make valid across-group comparisons of latent variances or
correlations. This model is nested within the configural model,
so a 1χ2 test can be used to test the H0 of exact metric
equivalence. If a researcher concludes that full (or partial2) metric
equivalence holds, that model is used as a baseline model to
test scalar equivalence (or “strong” invariance”) by additionally
constraining indicator intercepts (or thresholds for binary or
ordinal indicators) to equality across groups. Scalar invariance
is required for valid comparisons of latent means to be made.
Researchers can also test homogeneity of residual variances
across groups (“strict” invariance), but because that assumption
is not required for valid comparisons of latent parameters, it is
not tested as often (Putnick and Bornstein, 2016).

The current paper discusses recent advances only in tests
of configural invariance, which is the least restrictive level of
invariance. A false H0 would imply that model configurations
differ across groups, in which case data-generating population
processes do not share all the same parameters across groups. A
test that rejects the H0 of configural invariance would therefore
prohibit researchers from testing more restrictive levels of ME/I.
Currently, configural invariance is assessed by evaluating the
overall fit of the configural model (Putnick and Bornstein, 2016).
A significant LRT or fit indices that do not meet criteria for
adequate fit (Hu and Bentler, 1999) would be expected when
configural invariance does not hold across populations, because
the hypothesized model could only represent the data-generating
process for one (subset of) group(s), and would be incorrect
for at least one of the other groups; thus, the poor fit of the
model to that group would be reflected in the overall model fit
measures. However, the fact that a false H0 should lead to a

1Although the configural model is only tested with a single model’s χ2 statistic, this

statistic is nonetheless equal to −2 times the difference between log-likelihoods

of models representing two competing hypotheses: the hypothesized configural

model (labeled H0 in the output from software such as Mplus and lavaan) and

the saturated model (labeled H1, representing the default alternative hypothesis

of a completely unrestricted model). Because the saturated model has χ2 and

df = 0, a 1χ2 test between the configural and saturated models would therefore

be calculated by subtracting zero from the configural model’s χ2 and df, yielding

the same values.
2Partial invariance models posit that some, but not all, measurement parameters

can be constrained to equality across groups or occasions, which still allows valid

comparisons of latent parameters across groups Byrne et al., 1989.

poor fit does not imply the reverse3: If the model fits poorly,
that does not necessarily imply that true population models
are configurally noninvariant. A hypothesized configural model
could fit poorly for a different reason; specifically, the true data-
generating process might be equivalent across groups (i.e., H0 of
configural invariance is true), but the specified model is a poor
approximation of the true functional form of that process (i.e.,
false H0 that the model is correctly specified).

Using a newly proposed permutation test of configural
invariance (Jorgensen et al., 2017, in press), the H0 of configural
invariance can be tested with nominal Type I error rates even
when the H0 of correct specification is false. I extend this line
of research by proposing the use of multivariate modification
indices (Bentler and Chou, 1992) to guide researchers in
respecifying their inadequately fitting configural models when
there is no evidence against the H0 of group equivalence in true
model configurations. This study is therefore only concerned
with the situation when the H0 of configural invariance is true
(but the model does not fit well), not when the H0 is false.
To evaluate the use of multivariate modification indices for the
purpose of testing whether the same parameter should be freed
simultaneously across groups, I designed a small-scale simulation
study as a proof of concept to show that they are capable of
preventing Type I error inflation better than traditional 1-df
modification indices, which test parameters in only one group at
a time rather than simultaneously across all groups.

I begin by reviewing in more detail issues with testing model
fit vs. configural invariance, using an analysis of the classic
Holzinger and Swineford (1939) dataset to demonstrate the use
of the permutation test and to illustrate the implication of a
configurally invariant model that requires respecification. I then
introduce Bentler and Chou’s (1992) multivariate extension of
modification indices, which are recently available in the open-
source lavaan package (Rosseel, 2012) for structural equation
modeling (SEM) in R (R Core Team, 2017), and discuss how
they can be used in the context of respecifying a multigroup
model in a way consistent with the H0 of configural invariance.
I then describe the small-scale Monte Carlo simulation study
comparing Type I error rates using univariate and multivariate
modification indices. I conclude with recommendations for
future applied and methodological research.

ISSUES WITH MODEL-FIT TESTS OF
CONFIGURAL INVARIANCE

Configural invariance in a multigroup context is equivalence
in model configurations across the populations of interest. The
analysis models are typically specified as configurally invariant,
and the LRT of overall model fit is used to evaluate whether the
model adequately approximates the population models. As noted

3This logical fallacy is referred to as affirming the consequent, and has the general

form: A implies B, B is true, therefore A is true. This is demonstrably invalid using

simple examples for which it is false, such as: “If today is Saturday, it is the weekend.

It is in fact the weekend; therefore it is Saturday.” The fact that it is the weekend

does not imply it is Saturday because it could also be Sunday; there are multiple

conditions that could lead to the same state.

Frontiers in Psychology | www.frontiersin.org August 2017 | Volume 8 | Article 1455130

http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive


Jorgensen Modifying Configurally Invariant Models

in the Introduction, rejection of the H0 of exact model fit could
imply numerous conditions, including but not limited to the
following: (a) the hypothesized model corresponds well to one
or more populations but poorly to at least one other; (b) the
model does not correspond to any group’s model, for different
reasons across groups; (c) all groups true models are configurally
invariant, but the hypothesized model does not correspond to
that shared functional form. Thus, when a model’s overall fit
to multiple groups needs improvement, the decision of how to
respecify themodel would depend onwhich condition led to poor
overall fit.

Because the LRT is a test of overall exact fit of the model to the
data, two potential sources of misspecification are confounded
(Cudeck and Henly, 1991; MacCallum, 2003): estimation
discrepancy (due to sampling error) and approximation
discrepancy (due to a lack of correspondence between the
population and analysis models). Because configural invariance
is assessed by testing the absolute fit of the configural model,
the LRT for a multigroup model further confounds two sources
of approximation discrepancy (Jorgensen et al., 2017, in press):
the overall discrepancy between population and analysis models
could be partitioned into (a) differences between groups’ true
population models and (b) discrepancies between each group’s
population and analysis models. The H0 of configural invariance
only concerns the former source of approximation discrepancy
(which I will refer to as group discrepancy), whereas the latter
source is an issue of model-fit in general (which I will refer to
as overall approximation discrepancy).

Good model fit and equivalent model configurations are
both important foundational assumptions of ME/I because
testing equality of measurement parameters is only valid if the
estimated parameters correspond to actual parameters of the
true data-generating process. But merely testing the overall fit
of a configural model does not provide adequate information
about whether model configurations can be assumed equivalent
across groups. It is possible (perhaps even probable) that a
model provides as good a description of one population as
it does for another population (e.g., men and women or
respondents from different countries), even if the model fits
poorly or only approximately well. Evaluating overall fit therefore
tests the wrong H0 by confounding group equivalence and
overall exact model fit into a single test. The permutation
method introduced by Jorgensen et al. (2017, in press)
disentangles group discrepancy from overall approximation
discrepancy.

Another common issue with model-fit evaluation is the
common perception that the LRT nearly always rejects good
models because SEM requires large sample sizes for estimation.
Although it is true that power is a function of sample size, an
analysis model that corresponds perfectly with a true population
model would not yield inflated Type I errors (actually, small-
sample bias would; Nevitt and Hancock, 2004) because the
H0 would be true. But because theoretical models are more
realistically interpreted as approximations to more complex
population models (MacCallum, 2003), the H0 of exact fit should
rarely be expected to be precisely true in practice. In order to help
researchers evaluate the degree to which a H0 is false, numerous

indices of approximate fit have been proposed since the 1970s,
analogous to providing standardized measures of effect size that
accompany a null-hypothesis significance test in other contexts
(e.g., Cohen’s d to accompany a t-test result).

Unfortunately, approximate fit indices (AFIs) or their
differences (1) between competing models rarely have known
sampling distributions. Even when they do [e.g., the root mean-
squared error of approximation (RMSEA); Steiger and Lind,
1980], it is often unclear how to interpret the magnitude of a
(1)AFI. Researchers frequently rely on rule-of-thumb cutoffs,
such as those proposed by Hu and Bentler (1999) for AFIs or by
Cheung and Rensvold (2002) for1AFIs, either based on intuition
or derived from simulation studies under specific conditions that
might not generalize to the wide array of SEMs encountered in
practice. Although it is reasonable to argue that models with
only negligible misspecifications should not be rejected, it is
unreasonable to expect a single rule-of-thumb cutoff for any
(1)AFI to perform consistently across various models (Cheung
and Lau, 2012; Pornprasertmanit et al., 2013).

Putnick and Bornstein (2016) found that 45.9% of studies
they reviewed supplemented the LRT with at least one (1)AFI
to draw conclusions about various levels of ME/I. Given the
popularity of (1)AFIs, it is safe to assume any of those
researchers who reported a significant LRT still did not reject
their model if the (1)AFI(s) were within the guidelines of
acceptable fit. The LRT appears to be used as the sole criterion
to evaluate ME/I only half as often (16.7%) as (1)AFI(s) alone
(34.1%), the most popular of which is the comparative fit
index (CFI; Bentler, 1990), at least in the context of ME/I
(Putnick and Bornstein, 2016). Given the sensitivity of (1)AFI
sampling distributions to data and model characteristics (Marsh
et al., 2004), basing conclusions about configural invariance
on AFIs (e.g., interpreting CFI >0.95 as evidence of good
approximate fit) leads to Type II errors in large samples,
but can also lead to inflated Type I errors in small samples
(Jorgensen et al., 2017). Permutation also provides a solution
to problems with unknown (1)AFI sampling distributions
by comparing observed configural-model AFIs to empirical
sampling distributions derived under the H0 of equivalent group
configurations (Jorgensen et al., in press).

ILLUSTRATIVE EXAMPLE

To demonstrate the utility of the recently proposed permutation
test and how multivariate modification indices can be used to
modify a model under the assumption of configural invariance, I
fit a three-factor multigroup CFA model with simple structure to
theHolzinger and Swineford (1939) dataset, which has often been
repurposed for illustrative examples (e.g., Jöreskog, 1969; Tucker
and Lewis, 1973). A subset of the data are available as part of
the lavaan package (Rosseel, 2012), including three indicators
for each of three mental-ability constructs: visual, textual, and
speed. This illustration assesses configural invariance across two
schools (Pasteur: N = 156; Grant–White: N = 145), which is
the most common number of groups analyzed (75%; Putnick
and Bornstein, 2016). I provide R syntax for all analyses in the
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TABLE 1 | Estimated parameters from CFA with simple structure.

Common

factor

Indicator Mental-Ability test description Pasteur School Grant–White School

λ θ λ θ

Visual X1 Visual perception 1.047 0.298 0.777 0.715

X2 Cubes 0.412 1.334 0.572 0.899

X3 Lozenges 0.597 0.989 0.719 0.557

Textual X4 Paragraph comprehension 0.946 0.425 0.971 0.315

X5 Sentence completion 1.119 0.456 0.961 0.419

X6 Word meaning 0.827 0.290 0.935 0.406

Speed X7 Speeded addition 0.591 0.820 0.679 0.600

X8 Speeded counting of dots 0.665 0.510 0.833 0.401

X9 Speeded discrimination between straight and

curved capital (uppercase) letters

0.545 0.680 0.719 0.535

λ, factor loading; θ, residual variance. Factor variances were fixed to 1. Saturated mean structure not presented. In the Pasteur school, visual–textual covariance = 0.484, visual–

speed covariance = 0.299, and speed–textual covariance = 0.325. In the Grant–White school, visual–textual covariance = 0.541, visual–speed covariance = 0.523, and speed–textual

covariance = 0.336. SEs not reported, but all parameters significantly differed from zero at α = 5%.

Appendix, andTable 1 presents descriptions of indicators of each
factor, as well as parameter estimates from the configural CFA
model.

There is evidence that the configural model does not fit
the data perfectly, χ2

(48)
= 115.85, p = 0.0000002, and both

CFI= 0.923 and RMSEA= 0.097, 90% CI [0.075, 0.120], suggest
that the degree of misspecification is not ignorable, using Hu and
Bentler’s (1999) recommended cutoffs of CFA>0.95 and RMSEA
< 0.06. Thus, the three-factor model with simple structure
does not appear to adequately capture features of the data-
generating process. Without additional information about group
discrepancy, a researcher interested in modifying the model
might begin by assessing model fit separately within each group.
Similar results would be found for both the Pasteur school,
χ2
(24)
= 64.31, p = 0.00002, CFI = 0.903, RMSEA = 0.104, 90%

CI [0.074, 0.135], and the Grant–White school, χ2
(24)
= 51.54,

p= 0.001, CFI = 0.941, RMSEA = 0.089, 90% CI [0.055, 0.122],
leading to the conclusion that both groups’ models require
modification. But without informing the researcher about (lack
of) evidence of group discrepancy, it would be unclear whether
the most appropriate course of action would be to attempt
freeing the same parameter(s) in both groups simultaneously or
to modify each group’s model independently.

Permutation Test
A permutation test of configural invariance can be conducted
by comparing χ2

(48)
= 115.85 to an empirical sampling

distribution rather than a central χ2 distribution with 48 df.
An empirical sampling distribution under the H0 of equivalent
model configurations can be estimated by randomly reassigning
rows of data to the two schools, fitting the configural model
to the permuted data, and saving χ2. Repeating these steps
numerous times results in a permutation distribution of χ2,
and a p value can be calculated as the proportion of the
distribution that exceeds (indicates worse fit than) the observed
χ2. Because the students are assumed equivalent when they are

randomly reassigned to schools, the permutation distribution
reflects the sampling variance of χ2 under the assumption
that the schools share the same data-generating model, but
without assuming that the data-generating model corresponds
perfectly with the fitted model. Due to poor model fit (i.e., the
H0 of no overall approximation discrepancy is rejected), the
permutation distribution is not expected to approximate a central
χ2 distribution with 48 df, but it has been shown to approximate
the sampling distribution under the H0 of no group discrepancy
(Jorgensen et al., 2017, in press). Likewise, CFI and RMSEA
can be compared to permutation distributions, overcoming
important limitations of AFIs: the lack of a theoretical sampling
distribution for CFI, and the lack of consensus about a
particular value of CFI or RMSEA that would indicate adequate
approximate fit in all contexts.

A permutation test revealed no evidence against the H0 of
configural invariance using either χ2(p = 0.19), CFI (p = 0.17),
or RMSEA (p = 0.19) as criterion. Thus, model modification
can proceed by freeing the same parameter(s) in both groups
simultaneously. This could minimize well documented problems
with data-driven use of modification indices leading to models
that do not generalize to new samples from the same population
(MacCallum, 1986; MacCallum et al., 1992; French and Finch,
2008). The hypothesized CFA model fixes 18 cross-loadings and
36 residual covariances to zero in each of two groups, resulting
in 108 modification indices for individual parameters (i.e., 1-
df tests). Inspecting multivariate modification indices (i.e., 2-df
tests) reduces the number of tests by half, from 108 to 54. More
generally, with g groups, there will always be g times as many
1-df modification indices as g-df modification indices. Before
presenting results for the CFA model, I elaborate further on the
multivariate modification index.

Multivariate Modification Indices
My discussion below is in the context of maximum likelihood
estimation, but the same concepts can be applied to other
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discrepancy functions for estimating SEM parameters (Bentler
and Chou, 1992). Lagrange multipliers fit into a framework of
three tests of parameter restrictions, including Wald tests and
nested-model LRTs (Buse, 1982). The LRT requires fitting both
a restricted (M0) and unrestricted (M1) model. The LRT statistic
is calculated by comparing the log-likelihood (ℓ) of the data
under each model: LRT = −2 × (ℓ 0 − ℓ 1). If the H0 is
true and distributional assumptions are met, the LRT statistic is
asymptotically distributed as a central χ2 random variable with
df equal to the number of restrictions in M0 relative to M1.

The Wald and Lagrange multiplier tests are asymptotically
equivalent to the LRT, but the Wald test only requires fitting
M1, whereas the Lagrange multiplier test only requires fitting M0

(for details see Buse, 1982). The modification indices provided
by most SEM software packages are 1-df Lagrange multipliers
associated with each fixed parameter (or equality constraint), and
they estimate the LRT statistic (i.e., the change in χ2 of M0) if
that constraint were freed in M1 (but without needing to fit M1),
assuming all other parameter estimates would remain unchanged
between M0 and M1. Calculation of Lagrange multipliers utilizes
information from the gradient (first derivative of the discrepancy
function). Specifically, the curvature of the likelihood function
evaluated with respect to the null-hypothesized value (θ0) of a
fixed parameter (typically zero) provides a clue about how far θ0
is from the true θ, relative to the estimated sampling variability.

Bentler and Chou (1992) extended this simple idea to
evaluating the curvature of the likelihood function in multiple
dimensions with respect to a vector of constrained parameters.
Multivariate Lagrange multipliers have only been implemented
in some SEM software packages, such as EQS (Bentler, 2006)
and PROC CALIS (SAS Institute Inc., 2011). In the spirit of
the open-access Frontiers journal4, my applied example utilizes
the freely available open-source R package lavaan (Rosseel,
2012), which implements multivariate Lagrange multipliers via
thelavTestScore() function, along with the widely available
1-df statistics via the modificationIndices() function. I
discuss both in the context of the example CFA applied to the
Holzinger and Swineford (1939) data set. As noted in previous
research (e.g., MacCallum et al., 1992) and SEM textbooks
(e.g., Brown, 2015; Kline, 2015), purely data-driven specification
searches do not lead to generalizable, reproducible models, so
model modifications should always be guided by substantive
theory. The current study, however, is focused on the statistics
themselves, so my interpretation of results focuses primarily on
decisions that a hypothetical researcher might be influenced to
make when inspecting modification indices.

Table 2 presents the largest 1-df modification indices from the
CFA model with simple structure, six of which (three in each
group) were above 10. These results do not provide unambiguous
guidance about which parameter constraints should be released.
The largest modification index is associated with a residual
covariance between the seventh and eighth indicators (of the

4As stated on the Frontiers web page (http://home.frontiersin.org/about/about-

frontiers): “Our grand vision is to build anOpen Science platformwhere everybody

has equal opportunity to seek, share and generate knowledge, and that empowers

researchers in their daily work.”

TABLE 2 | Largest univariate and multivariate modification indices for fixed (to

zero) parameters.

School Parameter MI EPC SEPC

Pasteur Visual→ X9 11.07a 0.32 0.32

Textual→ X1 10.18a 0.89 0.76

X4 ←→ X6 11.28a −0.33 −0.29

Grant–White Visual→ X7 11.27a −0.39 −0.38

Visual→ X9 24.54a,b 0.58 0.57

X7 ←→ X8 24.82a,b 0.61 0.57

Multivariate Visual→ X7 16.45a,b

(MI = χ̂2
df=2) Visual→ X9 35.61a,b

X7 ←→ X8 29.01a,b

MI, modification index. (S); EPC, (standardized) expected parameter change (unavailable

for multivariate MIs).→ indicates a factor loading.←→ indicates a covariance.
a Significant at α = 5%.
b Significant at Bonferroni-adjusted α =0.05/108 = 0.00046 (critical χ̂2

df=1 = 12.26) for

1-df MIs, or α = 0.05/54 = 0.00093 (critical χ̂2
df=2 = 10.97) for 2-df MIs.

same factor) in the Grant–White group. The second largest
modification index (very similar in value to the largest) is
associated with a cross-loading of the ninth indicator (speeded
discrimination between straight and curved letters) on the visual
factor, also in the Grant–White group. This is also the only
parameter that is significant for both groups, although it is not
significant in the Pasteur group after a Bonferroni adjustment
for multiple tests. Arguably, it may make theoretical sense to
free this parameter given that the X9 task required similar
visual skills as the other visual indicators. If one considered
the standardized expected parameter changes in tandem with
modification indices, as advised by Saris et al. (2009) see also
Whittaker (2012), then the cross-loading of the first indicator on
the textual factor in the Pasteur group might be considered the
best candidate instead.

The bottom rows of Table 2 also present the significant
2-df modification indices, the largest of which was for the
cross-loading of the ninth indicator on the visual factor, which
was also the only parameter with a large 1-df modification
index in both groups. The interpretation of these tests is
less ambiguous because they formally test the same parameter
constraint simultaneously in both groups, which the permutation
test implied is appropriate because there is no evidence the
group configurations differ. Freeing this parameter did lead to
significantly better model fit, 1χ2

(2)
= 34.31 (comparable to the

expected χ2 = 35.61 in Table 2), p = 0.00000004, although the
modified model still did not fit perfectly, χ2

(46)
= 81.55, p= 0.001,

CFI = 0.960, RMSEA = 0.072, 90% CI [0.045, 0.097]. Because
the purpose of this application is merely to demonstrate tools
for testing and modifying configural models, I do not consider
further modifications of the example CFA.

Next, I present a small-scale simulation study designed to
evaluate the use of multivariate modification indices. A concise
simulation was designed to keep the focus on the purpose of
this simulation, which is to provide a “proof of concept” that
multivariate modification indices can control Type I errors better
than univariate modification indices when the hypothesized
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model is approximately well specified but needs improvement.
I focus on this situation because modification indices are
unlikely to lead to the true data-generating model when a
hypothesized model deviates substantially from it (MacCallum,
1986; MacCallum et al., 1992), and there is no reason to expect
multivariate modification indices to perform differently in the
latter situation.

METHODS

To simulate data in which the H0 of configural invariance was
true but the H0 of exact model fit is false, I specified a two-
factor CFA model for four groups, with three indicators for
each of two common factors. The factor loadings were λ= 0.6,
0.7, and 0.8 for the first, second, and third indicator of each
factor, respectively. The residual variances were specified as
1 – λ2 so that indicators were multivariate normal with unit
variances. Factor variances were fixed at 1 (also in the analysis
model, for identification), and all indicator and factor intercepts
were zero. Factor correlations were 0.2, 0.3, 0.4, and 0.5 in
Groups 1, 2, 3, and 4, respectively, so that population covariance
matrices were not identical, although model configurations were
equivalent.

Imperfect overall model fit was specified by setting two
residual covariances in the four populations with values of
0.2 between the first and fourth indicators, corresponding
to a moderate residual correlation of 0.2/0.64 = 0.31, and
0.15 between the second and fifth indicators, corresponding
to a moderate residual correlation of 0.15/0.51 = 0.29. These
parameters were specified in all groups, so the population models
were configurally invariant. Fixing these two residual covariances
to zero in the analysis model resulted in significant misfit,
χ2
(32)
= 54.05, p= 0.009, when themodel was fit to the population

covariance matrices, using samples sizes of N = 100 in each
group. Approximate fit was questionable, acceptable CFI= 0.962,
unacceptable RMSEA = 0.083, 90% CI [0.042, 0.120], so the
configural model would have a considerable chance of being
rejected when fit to a random sample drawn from this population.
These fit measures are from the results of fitting the model to the
population rather than sampled data, so they give an indication
of the fit of the model, free from sampling error.

The configural model fixed six cross-loadings and 15 residual
covariances to zero, yielding 21 modification indices to consider
in each of four groups. The Bonferroni-adjusted α level was
therefore 0.05/21 = 0.0024 for 4-df simultaneous tests and
0.05/84 = 0.0006 for 1-df tests; unadjusted α levels were not
considered. I generated 1,000 random samples of N = 100 from
each of the populations specified above, fit the configural model
to the data, and recorded decisions about overall model fit (χ2,
CFI, and RMSEA) and model respecification (univariate and
multivariate modification indices).Within each replication, I also
used a permutation test of configural invariance.When themodel
needed respecification, the parameter with the largest significant
4-df modification index was freed in all groups, iteratively
until no modification indices were significant. A replication was
flagged for having made a familywise Type I error if in any

iteration, the largest significant 4-df modification index belonged
to any parameter besides the two omitted residual covariances;
correct detections of the omitted parameters were also flagged
to calculate power. Parameters were not freed on the basis of
univariate modification indices, but I also recorded whether the
largest significant 1-df modification index in the first iteration
belonged to any parameter besides the two omitted residual
covariances, as a basis for comparing the familywise Type I
error rates of 4-df modification indices to a lower-bound for the
familywise Type I error rates of 1-df modification indices.

RESULTS

Using overall model fit as the criterion for evaluating configural
invariance led to rejecting the model in 99.9% of replications
using a significant LRT as criterion. Using Hu and Bentler
(1999) criterion for approximate model fit, the model was
rejected in 93.9% of replications by CFI < 0.95 and 100%
using RMSEA > 0.06. Thus, researchers using any of these
criteria would frequently be motivated to modify their configural
model. Knowing whether the data showed evidence of equivalent
model configurations (despite poor fit) would therefore be very
useful. The permutation test falsely rejected the H0 of configural
invariance in only 4.9% of the 1,000 replications, so the Type
I error rate did not deviate substantially from the nominal
α= 5%. This demonstration is consistent with previous results
investigating the permutation method for testing ME/I in a two-
group scenario (Jorgensen et al., 2017, in press). The unique
contribution of this simulation, however, is to evaluate the
performance of rarely utilized multivariate modification indices.

Multivariate modification indices correctly detected that at
least one of the two omitted residual covariances should be freed
in 99.6% of the replications, and correctly detected both omitted
parameters in 73.9% of replications. This was accomplished
while maintaining nominal (4.4%) familywise Type I errors
across iterative modifications. By comparison, the largest 1-df
modification index in the original configural model flagged
an incorrect parameter in 9.5% of replications, implying that
familywise Type I error rates would be at least that bad if
they were instead used to iteratively modify the model. The
poor performance of decisions based solely on 1-df modification
indices is also consistent with previous results (MacCallum, 1986;
MacCallum et al., 1992).

DISCUSSION

The aim of this paper was to advance two methods for
testing configural invariance: how to test the correct H0

and how to test constraints in a poor-fitting configural
model. A recently developed tool is a permutation test of
the H0 of equivalent model configurations, which has shown
promising control of Type I errors even when a configural
model fits poorly (Jorgensen et al., 2017, in press). When
the data show no strong evidence against the H0, researchers
might be motivated to explore ways to modify their model
to better reflect the data-generating process. Multivariate
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Lagrange multipliers (Bentler and Chou, 1992) can provide
tests of constraints on the same parameter simultaneously
across groups. A small-scale simulation illustrated how
these could limit Type I errors better than traditional 1-df
modification indices for individual fixed parameters within each
group.

The simulation was not designed to provide comprehensive
information across a variety of conditions, but it contributes
some evidence that these tools warrant further investigation.
Given that fully invariant metric (17.8%) and scalar (42.2%)
models are rejected many times more often than configural
(5.5%) models (Putnick and Bornstein, 2016), it is easier to
find guidance in the literature about modifying metric and
scalar models to establish partial invariance (e.g., Byrne et al.,
1989; Vandenberg and Lance, 2000; Millsap, 2011). The current
study therefore contributes to a sparser literature on modifying
configural models, which Jorgensen et al. (2017, in press) showed
might require more careful attention than common practice
currently pays it. Note, however, that the current investigation
does not address the issue of establishing “partial configural”
invariance, but rather improving the fit of a configurally invariant
model. More extensive investigations could shed light on the
general applicability of the permutation test and of multivariate
modification indices across a variety of conditions (e.g., different
numbers of groups, sample sizes and ratios, varying other
nonzero parameter values). For instance, the Holzinger and
Swineford (1939) example application had only two groups,
which may not be as prone to inflated Type I error rates as
the four-group simulated data showed for 1-df modification
indices.

This paper focused only on the situation when the H0 of
configural invariance was true. When the data provide evidence
against the assumption of equivalent model configurations5,
more restrictive levels of invariance cannot be assumed either,
nor would the proposed use of multivariate modification indices
be relevant for modifying the model simultaneously across
groups. If there are more than two groups, one could potentially
test whether each pair of groups provide evidence against
configural invariance, then test more restrictive levels of ME/I
only for subsets that do not. Future research would be required to

5See Jorgensen et al. (2017; in press) for an investigation of power to detect different

model configurations.

reveal whether Type I error rates could be maintained under
such a follow-up procedure, but Jorgensen et al. (2017, in press)
did find nominal error rates for the omnibus test of configural
invariance with two-group data. According to Putnick and
Bornstein (2016), most studies (75%) involve only two groups, so
follow-up tests on subsets of groups might not be required often
in practice.

I conclude by reiterating the importance of substantive theory
to guide the process of model respecification (Brown, 2015;
Kline, 2015). Purely data-driven use of modification indices
tends to result in models that are over-fit to sample-specific
nuances rather than mimicking the true data-generating process
(MacCallum, 1986; MacCallum et al., 1992). Modification indices
only tend to identify the correct parameter(s) to free when the
model is already close to correctly specified, not when the model
deviates substantially in form from the true model (MacCallum,
1986; MacCallum et al., 1992), so the same behavior should be
expected from the multivariate modification indices applied to
simultaneous changes in a single model across groups. Assuming
the configural model is close to correctly specified, expected
parameter changes may also provide useful supplementary
information to use in tandem with modification indices (Saris
et al., 2009; Whittaker, 2012), but like modification indices,
their validity rests on the assumption that the structure of the
model is basically correct except that at least one parameter
constraint is not near its true population value. Hayduk (2014)
showed that this may not be a safe assumption, given that factor
models can fit data patterns from very different kinds of models,
so poorly fitting factor models might be misspecified in ways
beyond fixing too many parameters to zero. Correlation residuals
provide information about model inadequacy in terms of the data
pattern that the model tries to reproduce, so their inspection
might be more likely to help a researcher speculate about
different kinds of data-generating models. However, Lagrange
multipliers are useful for testing specific hypotheses about
parameter constraints, which are asymptotically equivalent to a
LRT but only require fitting the constrained model rather than
many less restricted models.
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APPENDIX

R Syntax for Applied Example

## use data available in lavaan package

library(lavaan)

HS <- lavaan::HolzingerSwineford1939

## specify configural invariance model

mod.config <- ’

visual =∼ x1 + x2 + x3

textual =∼ x4 + x5 + x6

speed =∼ x7 + x8 + x9

’
## fit model to schools, print results

fit.config <- cfa(mod.config, data = HS, std.lv = TRUE, group = "school")

summary(fit.config, fit = TRUE)

fitMeasures(fit.config, c("chisq","df","pvalue","cfi","rmsea","rmsea.ci.lower",

"rmsea.ci.upper"))

## fit model separately per school

fit.Pasteur <- cfa(mod.config, data = HS[HS$school == "Pasteur",], std.lv = TRUE)

fitMeasures(fit.Pasteur, c("chisq","df","pvalue","cfi","rmsea",

"rmsea.ci.lower","rmsea.ci.upper"))

fit.Grant <- cfa(mod.config, data = HS[HS$school == "Grant-White",], std.lv = TRUE)

fitMeasures(fit.Grant, c("chisq","df","pvalue","cfi","rmsea",

"rmsea.ci.lower","rmsea.ci.upper"))

## Permutation Test using lavaanList()

set.seed(3141593)

dataList <- lapply(1:200, function(i) {HS$school <- sample(HS$school); HS})

out.site <- cfaList(mod.config, dataList = dataList, std.lv = TRUE,

store.slots = NULL, group = "school", FUN = function(x) lavaan::fitMeasures(x,

c("chisq","cfi","rmsea")), parallel = "snow", ncpus = 3, iseed = 3141593)

PF <- as.data.frame(do.call(rbind, out.site@funList))

OF <- fitMeasures(fit.config, c("chisq","cfi","rmsea"))

mean(PF[["chisq"]] > OF["chisq"])

mean(PF[["cfi"]] < OF["cfi"])

mean(PF[["rmsea"]] > OF["rmsea"])

## Permutation Test also available in the semTools package

# library(semTools)

# permuteMeasEq(nPermute = 200, con = fit.config, AFIs = c("chisq","cfi","rmsea"))

## inspect univariate (1-df) and multivariate (2-df) modification indices

MI1 <- modindices(fit.config)

MI1$p.value <- pchisq(MI1$mi, df = 1, lower.tail = FALSE)

MI1$bonf <- p.adjust(MI1$p.value, method = "bonferroni")

MI1[MI1$mi > 10,]

MI1[MI1$bonf <0.05,]

## multivariate tests require changing the lavTestScore() source code in lavaan.

## Source code for the myScoreTest() function is available from the author on request.

MI2 <- do.call(rbind, lapply(unique(paste0(MI1$lhs, MI1$op, MI1$rhs)), function(x)

{out <- myScoreTest(fit.config, add = x, univariate = FALSE)$test out$test <- x out}))

MI2$bonf <- p.adjust(MI2$p.value, method = "bonferroni")

MI2[MI2$bonf <0.05,]

## Fit model with cross-loading freed

fit.cross <- cfa(c(mod.config, ’visual =∼ x9’), data = HS, std.lv = TRUE, group =

"school")

summary(fit.cross, fit = TRUE)

anova(fit.config, fit.cross)
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Measurement invariance (MI) entails that measurements in different groups are

comparable, and is a logical prerequisite when studying difference or change across

groups. MI is commonly evaluated using multi-group structural equation modeling

through a sequence of chi-square and chi-square-difference tests. However, under the

conventional null hypothesis testing (NHT) one can never be confident enough to claim

MI even when all test statistics are not significant. Equivalence testing (ET) has been

recently proposed to replace NHT for studying MI. ET informs researchers a size of

possible misspecification and allows them to claim that measurements are practically

equivalent across groups if the size of misspecification is smaller than a tolerable value.

Another recent advancement in studying MI is a projection-based method under which

testing the cross-group equality of means of latent traits does not require the intercepts

equal across groups. The purpose of this article is to introduce the key ideas of the

two advancements in MI and present a newly developed R package equaltestMI for

researchers to easily apply the two methods. A real data example is provided to illustrate

the use of the package. It is advocated that researchers should always consider using

the two methods whenever MI needs to be examined.

Keywords: equivalence testing, measurement invariance, minimum tolerable size, projection method, scalar

invariance

1. INTRODUCTION

Reliable and valid measurements are key to social and behavioral sciences. When studying
difference across groups, an equally important concept is measurement invariance (MI) or
equivalence (Mellenbergh, 1989; Meredith, 1993; Millsap, 2011; Kim et al., 2012), which entails
that measurements in different groups are comparable. Equivalent measurements are logical
prerequisites to the evaluation of substantive hypotheses, regardless of whether the interest is as
simple as a test of mean difference between groups or as complex as a test for possible changes of
theoretical constructs across groups (Vandenberg and Lance, 2000). In particular, the observed or
estimated cross-group difference can be simply due to different types of attributes being measured
across populations, rather than the difference in the same attribute. Then, the observed cross-group
difference is not interpretable nor valid for quantifying the cross-group difference on the target
attribute.
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The most widely used approach to examine MI is multi-
group structural equation modeling (SEM) which relies on a
sequence of chi-square and chi-square-difference tests (Sörbom,
1974; Horn et al., 1983; Meredith, 1993). With multi-group SEM,
the test of MI typically starts with the equality of population
covariance matrices across groups. Rejection of this equality
does not imply that the groups are not comparable. A series
of tests are then conducted to identify the source of non-
equivalence (e.g., factor structure, factor loadings, etc.) and also
to determine the degree of equivalence. Equality constraints are
added in a logical order, and the models being tested also become
increasingly more restrictive (Byrne, 2010). Two models are
connected by each set of equality constraints: a base model and
a nested (constrained) model. The normal-distribution-based
maximum likelihood (NML) is typically used to estimate the
models, and we also have a test statistic that approximately
follows a chi-square distribution. The difference between the
values of the test statistic at the base and restricted models is
called the chi-square-difference statistic, which is commonly used
to evaluate the plausibility of the constraints. The most widely
used statistic is the likelihood ratio test statistic corresponding
to NML estimation, which is also what we use in this
article.

Twomajor concerns exist over themulti-group SEM approach
to MI. First, there is a logical issue when the conventional null
hypothesis testing (NHT) is used to establish equivalence of
measurements. In every step of MI tests, whenever the chi-square
or chi-square-difference statistic is not significant at a given level
(e.g., α = 0.05), we move to the next step of the analysis
by assuming that the current model under the null hypothesis
holds. However, a non-significant test statistic does not imply
that the involved model is correct or the involved components
are invariant across groups. This is because NHT is constructed
to reject the null hypothesis, and one can never be confident
enough to claim equivalence even when all the statistics are
not significant. Under such a practice, any violation against the
previous hypotheses will be carried over to the next test. Yuan
and Chan (2016) contains an example in which a sequence of
tests for endorsing MI yields a rather different conclusion from
that of testing the equality of covariance matrices across groups.
Yuan and Bentler (2004) also showed that nested chi-square
test is unable to control type I errors when the based model is
misspecified, and the power of the test can also become rather
weak.

Second, multi-group SEM approach for MI requires the
intercepts of the manifest variables to be equal across groups
before the means of latent constructs can be estimated (Sörbom,
1974). The cross-group equality of intercepts is commonly called
scalar invariance (Horn and McArdle, 1992). The review by
Vandenberg and Lance (2000) indicated that scalar invariance
is rarely satisfied in practice. Marsh et al. (2017) also noted that
“scalar invariance is an unachievable ideal that in practice can
only be approximated.” However, without scalar invariance, the
means of the latent constructs cannot be compared under the
conventional setup. Such a requirement greatly limits the use of
the multi-group SEM approach to mean comparison of latent
variables.

To address the first issue regarding the use of NHT, Yuan
and Chan (2016) recently proposed using equivalence testing
(ET) to replace NHT in multi-group SEM. In a sequence of
tests for MI under ET, researchers are informed about a possible
misspecification in every step, which enables them to effectively
control the size of misspecification. Researchers can evaluate
their results based on their own degrees of tolerance or using
the adjusted cutoff values in connection with established rules
of labeling the goodness of model fit in SEM. Yuan and Chan
(2016) illustrated their approach using a simulated example with
2 groups, 9 variables, and 3 latent factors. They also provided an
R program to compute the minimum tolerable size and adjusted
cutoff values of fit indices for evaluating the goodness of the
model under ET. However, one has to use a separate program
to estimate the SEM model under different constraints before
conducting ET using their R program. Thus, it is rather difficult
for substantive researchers to correctly perform or interpret
results at each step of the sequence of conducting the tests
for MI. Also, although ET has been used in many areas of
psychological and educational research, there is no self-contained
software for conducting ET using chi-square and chi-square
difference tests, especially for the purpose of MI. Our experience
indicates that a statistical package must be in place before any
new cutting-edge methodology can be applied by substantive
researchers. Thus, we have developed an all-in-one R package
equaltestMI that will be introduced in this article. Our
illustration of the package with real data will also contribute to
promoting ET in substantive areas where MI is routinely used in
group comparison.

To address the second issue with the multi-group SEM
approach to MI, Deng and Yuan (2016) proposed a new
projection method to circumvent the scalar-invariance
assumption by decomposing the observed means of the
manifest variables into two orthogonal components. One
component represents the means of the common scores and
the other represents the mean of the specific factors. These
two components are uniquely identified although the means
of specific factors have been ignored in conventional factor
analysis (Harman, 1976; Gorsuch, 1983). As we will see, the
projection method allows us to test the cross-group equality
of latent means independently from that of specific factors,
and there is no need to constrain intercepts to be equal in
this approach. In particular, only factor loadings are required
equal across groups for conducting mean comparison of latent
constructs. However, Deng and Yuan (2016) only presented the
projection method using conventional NHT, not ET. Thus, the
method still has the logical issues inherited from NHT, which
will be addressed in this article by putting the projection method
under ET.

The contributions of the current article are as follows: (1)
using plain language to introduce the key ideas of ET and the
projection method for examining MI; (2) combine ET and the
projection method to provide valid inference on the tests of
equality of latent factors and specific factors; (3) developing an
accompanying R package equaltestMI so that substantive
researchers can easily apply the two new methods as well as
combining them in conducting MI analysis; and (4) providing
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a detailed tutorial to illustrate the use of equaltestMI with a
real data example.

In the following sections, we first briefly review the types of
tests in the conventional approach to MI. Then, we introduce the
ET framework and the projection method. Next, we provide a
step-by-step tutorial to illustrate the use of the accompanying R
package equaltestMI with a real data example. We conclude
this article with some remarks on the two new methods and the
use of the R package.

2. METHODS

This section introduces two recentmethodological advancements
in examining MI. By avoiding the logical problem and unrealistic
assumptions with the conventional multi-group SEM approach,
the new methods provide a more valid platform for studying
MI. In particular, ET is proposed to replace the NHT framework
and the projection method is proposed to replace the tests
of mean structure under the conventional multi-group SEM
as developed in Sörbom (1974). To help introduce the two
new methods, we first review the models and notations
used in multi-group SEM and the sequence of tests for
examining MI.

2.1. Multi-Group SEM
Suppose a set of p variables are collected for each of m groups,
and they are obtained by administering the same instrument or
properly adjusted to be on the same scale. Let x(j) represent the
vector of variables in the population for group j, j = 1, ..,m, and
the following SEMmodel holds within each group:

x(j) = γ (j) +3(j)ξ (j) + ε(j), j = 1, · · ·,m, (1)

where the superscript (j) indicates the group membership; γ (j)

is a vector of p intercepts of the manifest variables, 3(j) is p × k

matrix of factor loadings, ξ (j) is a vector of k factor scores, and ε(j)

is a vector of p errors.We assume that errors are uncorrelated and
9(j) = Cov(ε(j)) is a diagonal matrix. The errors and the factors

are also assumed to be uncorrelated with E(ξ (j)) = τ (j) and
Cov(ξ (j)) = 8(j). It follows from Equation (1) that the model-
implied mean and covariance structures for the m groups are
respectively

µ(j) = γ (j) +3(j)τ (j) and

6(j) = 3(j)8(j)3
′(j) +9(j), j = 1, · · · ,m. (2)

Note that different groups might have different structures in
(2), and γ (j), 3(j), τ (j), 8(j), and 9(j) are free to vary. The
key point here is that the latent variables ξ (j) cannot be
directly observed and must be measured with a set of manifest
variables. These are standard assumptions in structural equation
modeling and factor analysis, not particular to MI. With these
notations, the steps of tests of MI (Vandenberg and Lance, 2000)
and their corresponding chi-square and chi-square-difference
statistics are given in Table 1. In the table, each subscript of the
letter H represents the hypothesis for the involved parameters;
and the subscripts of T represent the joint hypotheses under

TABLE 1 | Types and steps of tests with the conventional approach to

measurement invariance.

Step Hypothesis Name Test statistics

Overall

model

Nested model

1 Hσ :6(1) = · · · = 6(m) Tσ

2 Hc :6
(j) = 6(θ (j)) configural Tc

3 Hλ :3
(1) = · · · = 3(m) metric Tcλ Tλc = Tcλ − Tc

4a Hψ :9 (1) = · · · = 9 (m) Tcλψ T
ψ
cλ = Tcλψ − Tcλ

5a Hφ :8(1) = · · · = 8(m) Tcλψφ T
φ
cλψ = Tcλψφ − Tcλψ

4b Hγ : γ (1) = · · · = γ (m) scalar Tcλγ T
γ
cλ = Tcλγ − Tcλ

5b Hτ : τ (1) = · · · = τ (m) Tcλγ τ Tτcλγ = Tcλγ τ − Tcλγ

4c Hγ : γ (1) = · · · = γ (m) scalar Tcλγ T
γ
cλ = Tcλγ − Tcλ

5c Hψ :9 (1) = · · · = 9 (m) Tcλγψ T
ψ
cλγ = Tcλγψ − Tcλγ

6c Hτ : τ (1) = · · · = τ (m) Tcλγψτ Tτcλγψ = Tcλγψτ − Tcλγψ

which the statistic is computed; while the superscript of T
represents the hypothesis being tested by the nested chi-square
statistic.

Following the work of Sörbom (1974) and Jöreskog (1971), the
tests of MI usually start with a test of equality of the population
covariance matrices. Statistically speaking, the first step testsHσ :
6(1) = · · · = 6(m), where 6(j) is the population covariance
matrix of group j. A non-significant statistic of this test is
generally regarded as an endorsement of overall measurement
equivalence. However, a significant test statistic does not mean
that the involved groups are not comparable and it is necessary
to conduct subsequent tests to identify the sources of non-
equivalence. To test if any aspects of the groups are invariant,
a common SEM model is assumed and the equalities of its
components across groups are tested in an increasingly restrictive
fashion. In step 2, the SEM model is fitted to each group
separately and one examines if the same model structure holds
across groups (configural invariance). We denote configural
invariance as Hc : 6(j) = 6(θ (j)), j = 1, · · ·,m, implying

that the same structured model 6(θ (j)) holds in all the groups
but their parameters θ (j) can differ across groups. If Hc holds,
configural invariance is established, and one tests the equality of
factor loading matrices (metric invariance) in step 3. We denote
metric invariance as Hλ : 3(1) = · · · = 3(m), implying that
the factor loadings are invariant across all the groups. After both
configural (Hc) and metric invariances (Hλ) are established, one
next separately tests the equalities in covariance structure and
mean structure. For the covariance structure, one first tests the
equality of error variances 9(j) across groups; and if that holds,
one then tests the equality of factor covariance matrices 8(j)

across groups.
For the mean structure, two types of invariance have been

conceptualized (Meredith, 1993; Vandenberg and Lance, 2000).
Measurements satisfying Steps 2, 3, and 4b are called strong
invariance (Meredith, 1993), while those satisfying Steps 2,
3, 4c, and 5c are called strict invariance. For either of the
invariances, the equality of intercepts of manifest variables (scalar
invariance, Hγ ) is tested first. If scalar invariance holds, strong
invariance is achieved, and one continues to test the equality of
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latent means (Hτ ). To achieve strict invariance, one needs to test
the equality of error variances 9(j) after scalar invariance and
then tests the equality of latent means. In summary, the steps
to examine MI of covariance structure is 1 → 2 → 3 →

4a → 5a, the sequence for testing mean structure and achieving
strong invariance is 1 → 2 → 3 → 4b, and the sequence
for achieving strict invariance is 1 → 2 → 3 → 4c → 5c.
Step 5b or 6c might not be needed if the interest of the MI
analysis is to compare individuals. But the test of Hτ will be the
ultimate goal if the interest is to compare groups, as in ANOVA
or t-test.

To test the hypotheses mentioned above, chi-square and chi-
square-difference statistics are computed in the last two columns
of Table 1 with the superscripts and subscripts denoting the
involved hypotheses. In any of the three sequences above, a
model with more constraints is nested in a model with fewer
constraints and the additional constraints can be tested using
the chi-square-difference statistic. For example, the statistic Tcλγ

in step 4b of Table 1 evaluates the joint hypothesis Hcλγ =

Hc + Hλ + Hγ , and the model under Hcλγ is nested in
the model under Hcλ. The corresponding chi-square-difference
statistic T

γ

cλ evaluates the additional constraints under Hγ , and
it is computed as the difference between Tcλγ and Tcλ, i.e.,
T
γ

cλ = Tcλγ − Tcλ.

2.2. Equivalence Testing
ET was proposed to address the logical issues with NHT to
establish equivalence of measures across groups (Yuan and
Chan, 2016). A major distinction between ET and NHT is the
formulation of null hypothesis. The null hypothesis under NHT
is that the model or constraints hold in the population, whereas
the null hypothesis under ET is that the size of misspecification
in the model or constraints is greater than a tolerable value.
When the null hypothesis is rejected under ET at level α, we are
confident with probability 1−α that the size of misspecification is
less than or equal to the tolerable value. Consequently, the current
model or components are deemed1 as MI, and we continue with
testing the subsequent hypothesis. Otherwise, we declare that the
size of misspecification in the current model or hypothesis is not
tolerable and stop at the previous level of equivalence. We will
further discuss the specification of tolerable values using the fit
index RMSEA (root mean square error of approximation, Steiger
and Lind, 1980).

As with NHT, we need to have a statistic to work with under
ET. In this article, we use the likelihood ratio statistic Tml =

(N −m)Fml, where N is the total sample size across them groups
and Fml is the normal-distribution-based discrepancy function
proportionally weighted according to the sample sizes in the m
groups (e.g., Equations 23 and 4 in Yuan and Bentler, 2006). Let
Fml0 be the population counterpart of Fml, the null hypothesis
under NHT is H0 : Fml0 = 0 whereas that under ET is

He0 : Fml0 > ǫ0 (3)

1Even if MI does not hold literally, the violation against MI is small enough that

we can comfortably ignore it.

with ǫ0 being a small positive number that one can tolerate for
the size of misspecification. As for NHT, we need to assume that
Tml follows a central chi-square distribution χ

2
df

when Fml0 = 0

and a non-central chi-square distribution χ2
df
(δ) when Fml0 > 0,

where δ = (N − m)Fml0 is the non-centrality parameter (ncp).
Let δ0 = (N − m)ǫ0 and cα(δ0) be the left-tail critical value of
χ2
df
(δ0) at level α. Then we reject the null hypothesis He0 in (3)

when Tml < cα(δ0) and the type I error is controlled at level
α. When the He0 in (3) is rejected, we conclude that the size of
misspecification of the current model is no greater than ǫ0 with
1− α confidence.

Similarly, when the chi-square-difference statistic is
formulated according to Tml, and our null hypothesis under
ET is

Heab : Fmla0 − Fmlb0 > ǫ0ab, (4)

where ǫ0ab is a tolerable value of misspecification due to the
additional constraints in modelA beyond that in the basedmodel
B. When the difference statistic is smaller than the left-tail critical
value corresponding to χ2

dfab
(δ0ab) with δ0ab = (N − m)ǫ0ab,

we reject Heab and conclude with probability 1 − α that the size
of misspecification due to the additional constraints in model A
(beyond that in model B) is smaller than the tolerable value or is
tolerable.

The specification of a tolerable value ǫ0 is crucial for ET.
Although any choice of ǫ0 cannot avoid an arbitrary nature, it is a
necessary element for conducting ET. Following Yuan and Chan
(2016), we specify ǫ0 by relating it to the population value of the
fit index RMSEA through

ǫ0 = df (RMSEA0)
2/m, (5)

where RMSEA0 = {mδ0/[df (N − m)]}1/2 with δ0 being the
ncp of the nominal chi-square distribution corresponding to
the statistic Tml with m groups (Steiger, 1998). With respect
to the use of the conventional2 RMSEA, MacCallum et al.
(1996) suggested cutoff3 values 0.01, 0.05, 0.008, and 0.10 to
distinguish between excellent, close, fair, mediocre, and poor
fit, respectively. As can be seen from Equation (5), when other
terms are held constant, the larger the value of ǫ0, the larger
the RMSEA0 is. This means that for a given model, a larger
tolerable value of misspecification ǫ0 implies that we allow for
a less ideal model as quantified by RMSEA0. There are two ways
to use the relationship in Equation (5) to evaluate the fit of the
current model. One can obtain the values of ǫ0 corresponding to
RMSEA0 = 0.01, 0.05, 0.08, and 0.10, respectively, and compare
Tml against the critical values cα(ǫ0) with those ǫ0 values. If
Tml is between the critical values corresponding to RMSEA0 =

0.01 and 0.05, then the model achieves a close fit for the
observed samples.

2The value of the conventional RMSEA is computed according to the value of the

observed test statistic Tml whereas RMSEA0 in Equation (5) is related to the value

of ǫ0 in Equation (3) or ǫ0ab in Equation (4), and is used for the purpose of ET.
3These cutoff values are necessary for labeling the goodness of model fit but may

be of limited scientific value (see Lai and Green, 2016).
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Alternatively, we can solve the equation

Tml = cα(ǫt). (6)

for the value of ǫt , which is an increasing function of Tml. Unlike
the ǫ0 in Equation (3) or (5) that is specified a priori, the ǫt in
(6) is data dependent. However, rejection of the hypothesis in
(3) is equivalent to ǫt < ǫ0. Yuan and Chan (2016) called the
ǫt in (6) the minimum tolerable size (T-size) of misspecification.
If one cannot tolerate the T-size ǫt , then hypothesis with any
prespecified ǫ0 that is less than ǫt cannot be rejected since Tml >

cα(ǫ0), and we will not be able to continue with the analysis
in the sequence of endorsing MI. Let RMSEAt be the value of
RMSEA defined at ǫt . ET can be equivalently conducted using
the established cutoff values of RMSEA and the values of RMSEAt

corresponding to the ǫt in (6). We will illustrate this procedure in
a later section via a real data example.

Compared with the conventional methods, ET informs us
the size of a possible misspecification at each step of endorsing
MI, and it is still up to the researcher to decide whether the
size is tolerable. Established values of RMSEA facilitate us to
make a decision on the size of misspecification according to
the values of RMSEAt . However, the conventional cutoff values
of RMSEA are too stringent to evaluate the model fit under
ET, and the cutoff values need to be modified accordingly.
Yuan and Chan (2016) developed formulas of adjusted cutoff
values for evaluating RMSEAt so that labeling of goodness of
fit is comparable to evaluating the conventional RMSEA by
existing cutoff values. These formulas are incorporated in our R
package and new cutoffs will be used in the real data example.
Technical details and formulas can be found in Yuan and Chan
(2016).

2.3. Projection Method
One major goal of MI is to test the cross-group equality of
means of latent traits, especially when our interest is to study the
effect of different experimental conditions or group difference.
However, with the conventional approach, the test of Hτ in
Table 1 or even the estimation of τ requires the hypothesis
Hγ to hold, which is theoretically unnecessary and practically
hard to achieve. In this subsection, we introduce a new setup
proposed in Deng and Yuan (2016) under which the means
of the latent traits can be compared even when the intercepts
of manifest variables are not equal across groups. A projection
method is used so that the means of manifest variables in
each group are decomposed into orthogonal components of
common scores and specific factors. The test of cross-group
equality of the means of the common scores is essentially the
test of cross-group equality of means of latent traits under the
conventional setup whereas the test of cross-group equality of
means of specific factors is related to but different from the test
of cross-group equality of the intercepts under the conventional
setup.

In the conventional setup of examining MI via Equation (1),
the mean structure involves the intercepts and the means of the
latent traits. The intercepts γ (j) need to be set as equal across
groups so that the means τ (j) = E(ξ (j)) can be identified and

estimated (Sörbom, 1974). Similarly, the means τ (j) of one group
need to be set at 0 as the baseline so that the τ (j) of the other
groups are the differences from those of the baseline group. To
circumvent this assumption, Deng and Yuan (2016) proposed to
decompose the observed variables into common scores, specific
factors, and measurement errors

x(j) = 3f(j) + u(j) + e(j), j = 1, · · ·,m, (7)

where 3f(j) represents the vector of p common scores, u(j)

represents the vector of p specific factors, and e(j) is a vector of
p measurement errors, with E[f(j)] = κ (j), E[u(j)] = ν(j), and
E[e(j)] = 0. There is no superscript on the factor loading matrix
3 because the decomposition in Equation (7) is a step following
metric invariance Hλ : 3(1) = · · · = 3(m) = 3. When metric
invariance does not hold, researchers have the option to identify
a subset of variables that satisfy metric invariance (Byrne et al.,
1989; Millsap and Kwok, 2004). Then the projection method can
be equally applied to the identified subset, as was discussed in
Deng and Yuan (2016).

Note that the new setup in Equation (7) is not a simple
reparameterization of the conventional setup in Equation (1). In
fact, the interpretation has changed entirely. With the projection
method, we assume that the space of common score is orthogonal
to that of specific factors, and the comparison of means of the
common scores or factors f(j) is conducted independently from
those of u(j). Under the new setup, the mean structure of x(j) is
decomposed as

µ(j) = µ
(j)
κ + ν(j), (8)

where µ
(j)
κ = 3κ (j) is the part of µ(j) = E(x(j)) that is projected

onto the space of common scores, and ν(j) is the part of µ(j)

that is projected onto the space of specific factors. The two
components are identified once 3 is identified. Regardless of

the values of κ (j), µ
(j)
κ is always the linear combinations of the

columns of3.
Let 3̂ be the estimated factor loading matrix and x̄(j) be the

sample means of the jth group. Then the space of the estimated
common scores consists of vectors of linear combinations of the
columns of 3̂, and is totally determined by 3̂. The estimated
means of the common scores are consequently obtained by
projecting x̄(j) onto the column space of 3̂, and we denote it

as µ̂
(j)
κ . Similarly, the estimated means of the specific factors are

obtained by projecting x̄(j) onto the space that is orthogonal to

that of 3̂, and we denote it as ν̂
(j). Details of the projection

matrix and examples are provided in Deng and Yuan (2016).

In particular, there exists x̄(j) = µ̂
(j)
κ + ν̂

(j). Also, an estimate

of κ (j) is uniquely obtained from µ̂
(j)
κ , and we denote it as κ̂

(j).
Thus, the estimates of means of common and specific factors
only depend on the sample means and estimated common factor
loading matrix, and do not involve estimating the intercepts in
Equation (1).

Two types of invariance tests on means can be conducted
under the new setup. One test is about cross-group equality of
means of common scores, which is equivalent to the test on
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cross-group equality of means of the latent constructs. The other
test is on cross-group equality of means of specific factors. The
corresponding hypotheses are

Hκ : κ
(1) = · · · = κ (m) or µ(1)

κ = · · · = µ(m)
κ , (9)

and

Hν : ν
(1) = · · · = ν(m). (10)

The two hypotheses can also be formulated as Hκ : κ
(j)

d
= κ (j) −

κ (1) = 0 and Hν : ν
(j)

d
= ν(j) − ν(1) = 0, j = 2, · · · , m.

Deng and Yuan (2016) showed that κ̂
(j)

d
and ν̂

(j)

d
asymptotically

follow normal distributions, and each of the two hypotheses can
be tested using a Wald4 statistic Tgls = NFgls that asymptotically
follows a chi-square distribution with degrees of freedom dfκ =

(m − 1)k and dfν = (m − 1)(p − k), respectively. In addition to
using the Wald statistics, the two hypotheses in (9) and (10) can
also be tested via the bootstrap methodology, especially when the
sample sizes are not large enough.

The interest of mean comparison in most studies might be to
find a significant difference across groups. If this is the goal, then
conventional NHT would be logically sufficient and ET is not
needed. However, it is hard to imagine that the population means
of different groups are literally identical. A non-significant result
might be due to a small sample size and/or a small effect size.
Knowing the size of the difference would be more informative
even if one cares primarily about significant differences. The
framework of ET would not only inform researchers the size of
a possible misspecification but also provide a confidence level
to it. For ET, the two hypotheses in (9) and (10) need to be
reformulated, parallel to Equation (3). That is, the null hypothesis
for endorsing the equality of the κ (j), j = 1, 2, · · · ,m, becomes

Heκ : Fgls0 > ǫ0, (11)

where Fgls0 is the population value of Fgls corresponding to
the Tgls for testing Hκ . Then the critical value for judging

the significance of Tgls is the left-tail quantile of χ2
dfκ

(δ0)

corresponding to level α, where δ0 = Nǫ0. We reject Heκ when
Tgls is smaller than the critical value. Similarly, we can test Heν

under ET, although there might be less interest in comparing
the means of specific factors. As with the chi-square-difference
statistics in the previous subsection, we can specify the value of ǫ0
via RMSEA0 = (ǫ0/dfκ )

1/2 as well as by testing Heκ using the T-
size RMSEA5 corresponding to theWald statistic. In our package
equaltestMI, we compute the T-size RMSEAt corresponding
to the value of the Wald statistic instead of reporting the critical
value χ2

dfκ
(δ0). Researchers can compare the value of RMSEAt

against the adjusted cutoff values, which are printed out in the
output of the R package.

4Wald statistics are typically formulated via generalized least squares (GLS), and

are commonly called GLS statistics in the psychometric literature.
5Note that the ncp δ0, RMSEA0 and RMSEAt corresponding to the Wald statistic

Tgls might be different from that corresponding to Tml for a given condition

of misspecification. But their difference is tiny unless the model is severely

misspecified.

A key feature of the projection method is a validity index. Let

µ
(j)

dκ
= 3(κ (j) − κ (1)), j = 2, · · · , m, and µ

(d)
κ is the vector of

length p(m − 1) formulated by stacking the µ
(j)

dκ
; and ν(d) is the

vector of length p(m−1) formulated by stacking the ν
(j)

d
, j = 2, 3,

· · · , m. Deng and Yuan (2016) defined a validity index for mean
difference as

ρ2c =
|µ

(d)
κ |2

|µ
(d)
κ |2 + |ν(d)|2

, (12)

where |µ
(d)
κ |2 and |ν(d)|2 denote the sums of squares of the

elements in µ
(d)
κ and ν(d), respectively. This validity index gives

the percentage of the mean differences of the manifest variables
that is due to the differences in means of the common scores. If
the sample estimate ρ̂2c is not large enough, say less than 0.5, then
items in the test might need to be modified or the administration
of the data collection process might not be conducted properly.
We will call ρ2c the validity index for mean differences, because
elaboration on the observed mean differences might be off
the target when ρ̂2c is not sufficiently large, say greater than
0.70. In particular, when most of the mean differences in
the manifest variables are not due to those in the latent
traits, the validity of the measurements might be questionable.
Then the empirical meaning of the observed differences will
be different from the truth, which will create interpretational
confounding. The extent to which the observed mean differences
reflect the mean differences of the latent variables is not
available following the analysis of the mean structures in the
conventional setup, where cross-group equality of intercepts
is a prerequisite for estimating mean differences of latent
variables.

3. REAL DATA EXAMPLE

In this section, we introduce the R package equaltestMI

and illustrate its use via a real data example. Both ET and
the projection method are implemented in the R package,
which is available on CRAN and can be used on any R
platform with version 3.1.0 or above. The development of
equaltestMI relies on R packageslavaan (Rosseel, 2012) for
obtaining chi-square statistics of invariance tests and semTools
(semTools Contributors, 2016) for computing chi-square-
difference tests and fit indices. The function for computing
adjusted RMSEA cutoff values for ET is adapted from the R codes
available at http://www3.nd.edu/~kyuan/mgroup/Equivalence-
testing.R. The input to equaltestMI can be either raw data
sets with group membership indicator or sample means and
covariances.

3.1. Data Set
Literacy-related difficulties for many children are due to lack
of exposure to print or instructional resources, and thus
socioeconomic status (SES) is an important demographic
variable that strongly relates to academic achievement. The
data we use for the illustration are from Lee and Al Otaiba
(2015), and their Table 1 contains sample statistics (sample
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sizes, means, covariances) on early literacy skills from 2
sociodemographic groups of kindergartners, with N1 = 78
boys ineligible for free or reduced-price lunch (FRL) and
N2 = 174 boys eligible for FRL. The interest of Lee and Al
Otaiba is whether measurements on literature proficiency are
invariant when compared students with lower SES (eligible for
FRL) against those with higher SES (ineligible for FRL). There
are six manifest variables in measuring literacy constructs: (1)
letter-name fluency, (2) letter-sound fluency, (3) blending, (4)
elision, (5) real words spelling, and (6) pseudo-words spelling.
Following from Snow’s (2006) definition of componential skills
and the work of Schatschneider et al. (2004) on National
Early Literacy Panel (NELP), the six variables aim to measure
three aspects of literacy constructs: (1) alphabet knowledge,
which refers to children’s familiarity with letter forms, names,
and corresponding sounds; (2) phonological awareness, which
encompasses the ability to detect, manipulate, or analyze sounds
in spoken language in varying complexities such as words,
syllables, and phonemes; and (3) spelling, which measures the
ability to spell words with letters (Piasta and Wagner, 2010).
As indicated in Figure 1, alphabet knowledge, phonological
awareness, and spelling are the three latent constructs behind
the six variables. Lee and Al Otaiba (2015) examined the MI
issues using the conventional methods. Let the boys who are
ineligible for FRL be group one and those eligible for FRL be
group two. We will use the six-variable-two-group model to

illustrate the application of the new methods via the package
equaltestMI.

3.2. Package equaltestMI
To use equaltestMI for the first time, one needs to download
the package fromCRAN and load it into R environment. This can
be done by entering the following commands in R:

1install.packages(equaltestMI)

2library(equaltestMI)

The line numbers in the right margin are for convenience
of explaining the codes in our illustration, not part of the R
commands. After loading the package equaltestMI into R,
there is no need to load lavaan and semTools separately
since they are listed as dependent packages of equaltestMI.
However, one does need to have the two packages installed
before the library command on line 2, otherwise equaltestMI
cannot be successfully loaded.

The package equaltestMI has multiple R functions. The
one that is routinely used is eqMI.main(). Other functions can
be used to test the cross-group equality of population covariance
matrices or to obtain adjusted RMSEA cutoff values in a
separate analysis. Interested users are referred to supplementary
material (http://www3.nd.edu/~kyuan/eqMI/Supplementary_
Material_MI.pdf) and the page of equaltestMI on
CRAN (https://cran.r-project.org/web/packages/equaltestMI/

FIGURE 1 | The path diagram for the model of Lee and Al Otaiba (2015).
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index.html), where details for using different functions are
documented.

Different arguments can be provided to eqMI.main() for
customized analysis. However, data input (raw data or sample
means and covariances) has to be in required format. For a
raw data set, column represents variables and row represents
observations, and an additional column of duplicated numbers
for group membership is needed for all the involved samples.
For either raw data or sample statistics, the first row needs to be
variable names, and including a group-membership indicator. If
input data are sample statistics, the sample means must be stored
in the format of vectors immediately following the variables
names; and sample covariance matrix stored in the format of
matrix are next, see Appendix A for the format. In particular,
the first row of each file must have a space before the first variable
name. The label’mean’must be included prior to the numerical
values of the mean vector. In addition, variable names are also
needed in the first column of the covariance matrix as required
by lavaan, these will be further used to in the model syntax, to
be presented below.

For conducting the tests of MI, we first need to import the
sample means and sample covariance matrices into R. This is
done by the following R codes for this example:

3setwd("C:/research/equaltestMI")

4Group1 <- read.table(’Group1.txt’, header = TRUE)

5Group2 <- read.table(’Group2.txt’, header = TRUE)

6Group1 <- as.matrix(Group1)

7Group2 <- as.matrix(Group2)

8M1 <- Group1[1,]

9M2 <- Group2[1,]

10Cov1 <- Group1[2:7,]

11Cov2 <- Group2[2:7,]

The code setwd("C:/research/equaltestMI") on
Line 3 sets the working directory as the folder where the data files
are stored. The read.table command on Lines 4 and 5 put the
sample means and sample covariance matrices of the two groups
in Group1.txt and Group2.txt into R environment. The
format of the two data files Group1.txt and Group2.txt

are provided in Appendix A. The argument header is set
to be TRUE in order to identify the variable names that are
needed to set the model. Lines 6 and 7 then use as.matrix
to convert the formats of Group1 and Group2 to matrix as
required by lavaan, so that the sample means and covariance
matrices extracted from Group1 and Group2 are in the correct
formats. Lines 8 to 11 separate the sample means from the sample
covariance matrices for each group according to the positions of
the values in the data files.

Another argument that is needed by eqMI.main() is the
model statement. Since lavaan and semTools are used to
compute chi-square and chi-square-difference test statistics, the
model syntax is written following the convention of lavaan:

12model <- ’

13AlphabetKnowledge =~ Letter_Name+ Letter_Sound

14PhonologicalAwareness =~ Blending + Elision

15Spelling =~ Real_Words + Pseudo_Words

16’

where the single quotation marks (can also be double quotation
marks) enclose a model statement. The sign =~ is used to
indicate the relationship between a latent factor and its manifest
indicators/variables. On the left of each =~ is the label for
a latent factor and those following =~ are the corresponding
manifest variables that loaded onto the latent factor. Themanifest
variables that load onto the same latent factor are connected
by “+.” The names of the latent factors in the model statement
cannot duplicate any of the variable names in Group1.txt or
Group2.txt.

To perform ET and the projection method for MI
with two groups, we supply the following arguments to
eqMI.main():

17test <- eqMI.main(model = model,

18sample.nobs = c(78, 174),

19sample.mean = list(M1, M2),

20sample.cov = list(Cov1, Cov2),

21meanstructure = TRUE,

22output = ’both’,

23quiet = FALSE,

24equivalence.test = TRUE, adjRMSEA = TRUE,

25projection = TRUE, bootstrap = FALSE)

The model on Line 17 is the SEM model we defined using the
convention of lavaan on Lines 12 to 16. The sample.nobs
on Line 18 contains the numbers of observations for the two
groups, and more numbers are needed with more groups.
The sample.mean on Line 19 is a list of sample means
obtained on Lines 8 and 9, and sample.cov is a list of
sample covariance matrices. The meanstructure = TRUE

on Line 21 is needed if mean structures are involved instead
of saturated means. The output = ’both’ on Line 22
requires the results of tests of both the mean and covariance
structures (steps 1 to 6c in Table 1) be printed out. One can also
output the results of only the mean structure or the covariance
structure by specifying output = ’mean’ or output =

’covariance’. The quiet = FALSE on Line 23 tells the
program to print out a summary to R console that contains test
statistics and fit measures of all the involved tests as described in
Table 1. The arguments equivalence.test = TRUE and
adjRMSEA = TRUE on Line 24 tell the program to conduct
ET and print out T-size RMSEA and adjusted cutoff values.
The arguments projection = TRUE and bootstrap =

FALSE on Line 25 tell the program to conduct mean comparison
using the projection method. Bootstrap resampling is not
invoked in this example due to the absence of raw data.
However, bootstrap can be enabled to obtain empirical p-
values for the tests of equalities of common and specific factors
using the projection method once raw data become available,
and the details are documented in the online supplementary
material.
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3.3. Output

26---------- Equality of Population Covariance Matrices under NHT ----------

27Chisq Df pvalue

28fit.pop.cov 48.85008 21 0.0005261139

29

30---------- Chi-Square and Chi-Square-Difference Test under NHT ----------

31Chisq Df pvalue Chisq.diff Df.diff pvalue

32fit.pop.cov 48.850 21 0.001

33fit.configural.g1 4.408 6 0.622

34fit.configural.g2 10.641 6 0.100

35fit.combine.groups 15.049 12

36fit.metric 20.033 15 0.171 4.984 3 0.173

37fit.residuals 42.512 21 0.004 22.479 6 0.001

38fit.varfactor 54.175 27 0.001 11.663 6 0.070

39fit.scalar 23.732 18 0.164 3.699 3 0.296

40fit.strong.means 41.066 21 0.006 17.334 3 0.001

41fit.strict.residuals 45.968 24 0.004 22.237 6 0.001

42fit.strict.means 63.630 27 0.000 17.662 3 0.001

43

44-------------- T-size epsilon, RMSEA, and Adjusted Cutoff Values under ET --------------

45epsilon_t RMESA_t cut.01 cut.05 cut.08 cut.10 goodness-of-fit

46fit.pop.cov 0.209 0.141 0.076 0.097 0.121 0.139 poor

47fit.configural.g1 0.028 0.097 0.116 0.133 0.157 0.175 excellent

48fit.configural.g2 0.071 0.154 0.116 0.133 0.157 0.175 fair

49fit.metric 0.049 0.181 0.151 0.164 0.187 0.205 fair

50fit.residuals 0.140 0.216 0.116 0.133 0.157 0.175 poor

51fit.varfactor 0.078 0.161 0.116 0.133 0.157 0.175 mediocre

52fit.scalar 0.040 0.163 0.151 0.164 0.187 0.205 close

53fit.strong.means 0.125 0.289 0.151 0.164 0.187 0.205 poor

54fit.strict.residuals 0.138 0.215 0.116 0.133 0.157 0.175 poor

55fit.strict.means 0.127 0.291 0.151 0.164 0.187 0.205 poor

56

57------ Means of Latent and Specific Factors by the Projection Method and under NHT ------

58Chisq Df pvalue

59fit.mvmean 22.388932 6 0.0010292280

60fit.common 19.433779 3 0.0002223618

61fit.specific 4.015387 3 0.2598074102

62Validity Index is 0.9885648

63

64------ Means of Latent and Specific Factors by the Projection Method and under ET ------

65epsilon_t RMESA_t cut.01 cut.05 cut.08 cut.10 goodness-of-fit

66fit.mvmean 0.139 0.215 0.116 0.133 0.157 0.175 poor

67fit.common 0.137 0.302 0.151 0.164 0.187 0.205 poor

68fit.specific 0.042 0.168 0.151 0.164 0.187 0.205 fair

69

70---------- Cross-group Comparison of Latent Factor Means ----------

71latent_1 latent_2 latent_d SE_d z_d

72AlphabetKnowledge 39.20010 34.77505 -4.42505 1.87963 -2.35422

73PhonologicalAwareness 10.50104 8.29014 -2.21090 0.59194 -3.73503

74Spelling 22.14624 17.69643 -4.44981 1.11260 -3.99946

75

76---------- Cross-group Comparison of Common Scores ----------

77common_1 common_2 common_d SE_d z_d

78Letter_Name 39.20010 34.77505 -4.42505 1.87963 -2.35422

79Letter_Sound 45.65332 40.49980 -5.15351 2.18906 -2.35422

80Blending 10.50104 8.29014 -2.21090 0.59194 -3.73503

81Elision 7.11369 5.61597 -1.49772 0.40099 -3.73503

82Real_Words 22.14624 17.69643 -4.44981 1.11260 -3.99946

83Pseudo_Words 16.45361 13.14762 -3.30600 0.82661 -3.99946

84

85---------- Cross-group Comparison of Specific Factors ----------

86specific_1 specific_2 specific_d SE_d z_d

87Letter_Name 6.05990 6.54495 0.48505 0.92562 0.52403

88Letter_Sound -5.20332 -5.61980 -0.41649 0.79478 -0.52403

89Blending 0.40896 0.78986 0.38090 0.21495 1.77204

90Elision -0.60369 -1.16597 -0.56228 0.31730 -1.77204

91Real_Words 1.73376 1.54357 -0.19019 0.25533 -0.74490

92Pseudo_Words -2.33361 -2.07762 0.25600 0.34367 0.74490
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Running the R codes on Lines 17 to 25 generates the above output
that has eight parts. Part 1 (Lines 26 to 28) contains the results of
testing equality of population covariance matrices under NHT.
The package lavaan does not provide such a test so that we
developed an R function eqMI.covtest() to perform this
test using the method of Lagrange multiplier. Part 2 (Lines 30
to 42) contains the results of MI under the conventional NHT,
including the chi-square and chi-square-difference test statistics
along with their degrees of freedom and p-values. Part 3 of
the output (Lines 44 to 55) are the results of MI under ET,
consisting of the T-size ǫt , RMSEAt , adjusted cutoff values, and
labels of the goodness of fit by comparing RMSEAt against the
adjusted cutoff values. Note that the results on Line 49 to 55
are based on the chi-square-difference statistics whereas those
on Lines 46 to 48 are based on the Tml statistic as reported in
Parts 1 and 2.

Part 4 of the output (Lines 57 to 62) contains the results of
testing the cross-group equality of means using the projection
method and under NHT. The numbers following fit.mvmean
is the results of the Wald test of equality of means of the manifest
variables, those following fit.common and fit.specific
are the results of the Wald tests of the cross-group equality
of means of common and specific factors, respectively. Line
62 contains the value of the validity index according to
Equation (12). Part 5 (Lines 64 to 68) contains the results of mean
comparison by the projectionmethod and under ET, where the T-
size ǫt and RMSEAt are based on the Wald statistics reported in
Part 4. For each of the tests listed in the output, one can extract
details such as parameter estimates and standard errors from the
resulting R object test on Line 17.

Parts 6 to 8 (Lines 70 to 92) of the output of eqMI.main()
contain parameter estimates, standard errors and the
corresponding z-scores under the projection approach. Those
corresponding to the differences of the estimates across groups
are also included. These are the same under NHT and ET.

4. RESULTS

It follows from Line 28 that the equality of population covariance
matrices is rejected under NHT at level α = 0.05. According
to the results on Line 46, we cannot regard the two population
covariance matrices as equal under ET unless we can tolerate
a model with RMSEAt = 0.141. With the adjusted cutoff
value for poor model being at 0.139, the model under equal
covariance matrices is worse than poor. Consequently, we reject
the hypothesis and conclude that the two population covariance
matrices cannot be regarded as equal.

We next turn to the components of the measurement models
as represented by Figure 1. Under conventional NHT, Lines 33
and 34 indicate that the significance level of the statistic Tml for
group 1 (boys ineligible for FRL) is 0.622, and for group 2 (boys
eligible for FRL) is 0.100. One would conclude that configural
invariance holds in the population under NHT and move to the
next step of the analysis. In contrast, under ET, the goodness of fit
for group 1 (Line 47) is excellent with RMSEAt = 0.097; but that
for group 2 (Line 48) is fair with RMSEAt = 0.154. Configural

invariance is again established under the condition that we are
able to tolerate a model with fair fit or RMSEAt = 0.154.

Moving to the next analysis of metric invariance (cross-group
equality of factor loading matrices Hλ) under NHT (Line 36),
the p-value corresponding to the chi-square difference statistic of
4.984 is 0.173, and we conclude that metric invariance holds and
move to the next step of the analysis of MI. Under ET, the results
on Line 49 indicated that RMSEAt = 0.181 and the goodness
of fit is fair. Metric invariance is endorsed only we can accept a
model of misspecification with RMSEAt = 0.181 beyond that in
configural invariance.

Following metric invariance, we can next test cross-group
equality of variance components (error variances and factor
variances-covariances; steps 4a and 5a in Table 1). Alternatively,
we can also move to test scalar invariance and cross-group
equality of means of latent constructs (steps 4b–6c in Table 1).

Under conventional NHT, with a p-value of 0.001 on Line
37, the chi-square-difference statistic suggests that the hypothesis
Hψ is unlikely to hold. Under ET, results on Line 50 indicate
that error variances may not be regarded as equal across the
two groups unless we can tolerate a poor model with T-size
RMSEAt = 0.216.

Move to the mean structure under NHT (Line 39), with a p-
value of 0.296 for the chi-square-difference statistic, one would
conclude that scalar invariance holds in the population. Under
ET (Line 52), the T-size RMSEA corresponding to the chi-square-
difference statistic for scalar invariance is 0.163, and the model
achieved close fit when compared RMSEAt against the adjusted
cutoff values.

Under NHT, results on Lines 40 to 42 imply that we cannot
endorse the cross-group equality ofmeans of the latent constructs
(Hτ ) nor that of error variances (Hψ ). Thus, strong invariance is
achieved but not strict invariance. Results under ET (Lines 53 to
55) also suggest that strict invariance does not hold unless we can
tolerate poor models with RMSEAt being above 0.20.

Results on Line 59 is the Wald test for cross-group equality
of means of the 6 manifest variables. The results for testing the
cross-group equality of means of the common and specific factors
by the projection method under NHT (Lines 60 and 61) indicate
that the two groups have different means of common factors
but their means in specific factors might be equal. Consequently,
98.9% of the squared mean differences for manifest variables is
due to mean differences in the three latent constructs: alphabet
knowledge, phonological awareness, and spelling, indicating that
the six variables are good measures of the literacy skills. The
results following the projection method under ET (Lines 67 and
68) indicate that we can endorse Heν and regard the means of
the specific factors as being equal across the two groups if a
misspecification with RMSEAt = 0.168 is tolerable, or be able
to accept a fair model. However, we will have to accept a poor
model in order to endorse Heκ or to tolerate a misspecification
with RMSEAt = 0.302.

Lines 70 to 92 of the output are the results for the means of
the latent, common and specific factors, following the projection
approach. Those on Lines 70 to 74 indicate that boys eligible for
FRL have significantly smaller means of latent traits. As expected,
the two groups are significantly different in the mean of each of
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the six common scores, with those in the low-SES group being
uniformly smaller. In contrast, the two SES groups do not show
significant differences on any of the six specific factors, implying
that most of the cross-group differences in manifest variables are
due to those in latent traits.

For this example, the conventional method of NHT endorses
both metric invariance and scalar invariance. However, NHT
cannot claim that the two properties hold in the population,
since it is designed for rejecting the null hypothesis instead of
proving that the null hypothesis holds. In contrast, the method
of ET did not conclude cross-group equality of either the factor
loadings or intercepts. Instead, ET claims that, with probability
of 0.95, the difference between the two factor-loading matrices
is less than 0.049 as measured by Fml or less than 0.181 as
measured by RMSEA. Similarly, ET claims that, with probability
of 0.95, the difference between the two vectors of intercepts is less
than 0.040 as measured by Fml or less than 0.163 as measured
by RMSEA. With the projection method, ET claims that with
probability 0.95 the two vectors of means of specific factors differ
by less than 0.042 as measured by Fgls or less than 0.168 as
measured by the corresponding RMSEA. We are able to endorse
metric and scalar invariance only if we can tolerate models
with fair fit, and the endorsement is attached with a T-size and
a probability.

While the statistic Tml is not significant for the hypothesis of
scalar invariance Hγ in the example, it is rare in practice. The
projection method allows us to estimate and compare the means
of latent traits as long as metric invariance is endorsed, and a
validity index is also provided.

5. CONCLUSION

In this article, we introduced two recently proposed methods,
combined the projection-basedmethod and ET, implemented the
new methods in an R package, and illustrated the use of the R
package via a real data example. We believe that the development
will contribute to the use of the cutting-edge methodology in
substantive areas where MI is needed in group comparison. In
particular, we recommend that researchers report the results of
ET together with those under NHT even if they may not want to
abandon the method of NHT in studying MI.

We only illustrated ET in the context of MI in this article.
ET is equally applicable in other contexts where NHT has been

the dominant methodology, especially in areas where models
are needed to account for the relationship among the observed
variables (e.g., growth curve modeling, time series analysis, item
response models) rather than rejecting the null hypotheses.
Recent developments for ET in structural equation modeling
include Marcoulides and Yuan (2017) and Yuan et al. (2016),
where both RMSEA and CFI (Bentler, 1990) can be used for
determining the tolerable size of misspecification. ET can also be
used for parameter testing, especially when a particular value of
the parameter is of special interest (Wellek, 2010).

Throughout the article, we have used RMSEA to quantify the
cross-group difference in model parameters. However, Cohen’s
d or standardized mean difference is regularly used in t-test and

ANOVA.Wemight adopt Cohen’s d for ET when quantifying the
cross-group differences in the means of latent traits. However, it
is not clear how to generalize the standardized mean difference to
multiple groups when the covariance matrices of the latent traits
are heterogeneous. Correlated latent factors might also cause
difficulty with interpretation if we generalize d to a multivariate
version (Huberty, 2002). Vandenberg and Lance (2000) discussed
the pros and cons of different approaches to mean comparison
and recommend using overall model fit indices to assess the
appropriateness of imposed invariance constraints.

Like any statistical methodology, ET needs a statistic
that approximately follows a central/non-central chi-square or
another distribution of known form. When such a distribution is
not available, especially when conditions are not met (e.g., non-
normally distributed data, missing values), alternative statistics
other than Tml might be needed. Bootstrap methodology can
also be considered. Further developments are needed in these
directions.
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APPENDIX A

Data files Group1.txt and Group2.txt used in the real data example

Group1 . t x t :

Le t ter_Name Le t t e r _Sound B l end ing E l i s i o n Real_Words Pseudo_Words

Mean 45 . 2 6000 40 . 4 5000 10 . 9 1000 6 . 5 1000 23 . 8 8000 14 . 1 2000

Let ter_Name 207 . 36000 159 . 09696 32 . 5 8864 25 . 8 0480 61 . 7 7600 45 . 0 7488

Le t t e r _Sound 159 . 09696 280 . 22760 42 . 8 8788 36 . 7 4765 76 . 1 2348 60 . 2 0374

B l end ing 32 . 5 8864 42 . 8 8788 18 . 2 3290 10 . 7 1258 19 . 0 5103 14 . 2 1910

E l i s i o n 25 . 8 0480 36 . 7 4765 10 . 7 1258 20 . 0 7040 20 . 3 7235 16 . 7 0861

Real_Words 61 . 7 7600 76 . 1 2348 19 . 0 5103 20 . 3 7235 73 . 6 1640 47 . 4 2852

Pseudo_Words 45 . 0 7488 60 . 2 0374 14 . 2 1910 16 . 7 0861 47 . 4 2852 44 . 3 5560

Group2 . t x t :

Le t ter_Name Le t t e r _Sound B l end ing E l i s i o n Real_Words Pseudo_Words

Mean 41 . 3 2000 34 . 8 800 9 . 0 80000 4 . 4 50000 19 . 2 4000 11 . 0 7000

Let ter_Name 295 . 84000 232 . 2 000 38 . 995840 20 . 173880 67 . 5 9256 57 . 7 7136

Le t t e r _Sound 232 . 20000 324 . 0 000 43 . 164000 22 . 824000 77 . 9 5440 60 . 4 5840

B l end ing 38 . 9 9584 43 . 1 640 19 . 009600 9 . 2 60204 23 . 4 2802 16 . 2 7152

E l i s i o n 20 . 1 7388 22 . 8 240 9 . 2 60204 10 . 048900 15 . 2 5404 11 . 0 4174

Real_Words 67 . 5 9256 77 . 9 544 23 . 428024 15 . 254040 64 . 3 2040 38 . 4 1099

Pseudo_Words 57 . 7 7136 60 . 4 584 16 . 271520 11 . 041744 38 . 4 1099 38 . 6 8840
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Moderation effect is a commonly used concept in the field of social and behavioral

science. Several studies regarding the implication of moderation effects have been

done; however, little is known about how partial measurement invariance influences

the properties of tests for moderation effects when categorical moderators were used.

Additionally, whether the impact is the same across single and multilevel data is still

unknown. Hence, the purpose of the present study is twofold: (a) To investigate

the performance of the moderation test in single-level studies when measurement

invariance does not hold; (b) To examine whether unique features of multilevel data,

such as intraclass correlation (ICC) and number of clusters, influence the effect of

measurement non-invariance on the performance of tests for moderation. Simulation

results indicated that falsely assuming measurement invariance lead to biased estimates,

inflated Type I error rates, and more gain or more loss in power (depends on simulation

conditions) for the test of moderation effects. Such patterns were more salient as sample

size and the number of non-invariant items increase for both single- and multi-level

data. With multilevel data, the cluster size seemed to have a larger impact than the

number of clusters when falsely assuming measurement invariance in the moderation

estimation. ICC was trivially related to the moderation estimates. Overall, when testing

moderation effects with categorical moderators, employing a model that accounts for

the measurement (non)invariance structure of the predictor and/or the outcome is

recommended.

Keywords: measurement equivalence, measurement invariance, moderation, interaction effects, structural

equation modeling, hierarchical linear modeling, multilevel modeling

Many theories in education and psychology rely onmoderators, which in Baron and Kenny’s (1986)
words, “[affect] the direction and/or strength of the relation between an independent or predictor
variable and a dependent or outcome variable” (p. 1,174). For many years, social and behavioral
researchers are interested in understanding whether a specific moderation effect occurs as well as
what factors may influence the extent of the moderation effect. Numerous methodological studies
regarding different aspects of moderation effects have been done in contexts such as multiple
regression (Aiken and West, 1991), multiple-group structural equation modeling (multiple-group
SEM; Jaccard and Wan, 1996), latent variable models with observed composites (Bohrnstedt and
Marwell, 1978; Busemeyer and Jones, 1983; Hsiao et al., 2018), within-subject designs (Judd et al.,
1996, 2001), cross-level interactions (Kreft et al., 1995), and Bayesian estimations (Lüdtke et al.,
2013).
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Much of the methodological research regarding moderation
effects focused on continuous variables, and less research has
been done for categorical moderators. As an example of the
latter, researchers may be interested in how the effect of social
support on happiness differs by gender. Gender as a categorical
variable is treated as the moderator, and social support and
happiness are the predictor and outcome variables, respectively.
In testing such a moderation with conventional methods such
as multiple regression and multiple-group SEM, researchers
implicitly assume that the predictor and the outcome variables
are measurement invariant across the categorical moderators;
that is, the measurement characteristics for social support
and happiness are the same by different gender categories.
However, such an assumption is seldom investigated before
testing moderation effects. Additionally, little is known about
how measurement non-invariance influences the estimation of
the moderation effects. Hence, it is worth investigating whether
measurement invariance for both the predictor and the outcome
variables with respect to the moderator categories is a necessary
prerequisite before conducting a moderation effect testing.

Measurement invariance (MI) is an important issue in a
variety of social and behavioral research settings, especially when
the data are collected from multiple populations (Millsap and
Kwok, 2004). Full MI holds when individuals with identical
ability but from different groups have the same propensity
to get a particular score on that specific ability scale (Yoon
and Millsap, 2007). Under the multiple-group confirmatory
factor analysis framework, a simplified but commonly used
version of MI analyses can be conducted by testing four models
with hierarchical orders across groups: equal model structures
(configural invariance), equal factor loadings (metric invariance),
equal intercepts (scalar invariance), and equal unique factor
variances (strict invariance; Vandenberg and Lance, 2000;Millsap
and Kwok, 2004; Chen et al., 2005; Brown, 2015). Among the four
types of MI, metric invariance has been suggested as one basic
requirement for doing prediction (Vandenberg and Lance, 2000),
which is closely related to moderation effect as moderation effect
is about the difference in path coefficients across groups. Hence,
in this paper we focus on the impact of metric non-invariance
on the estimation of moderation effects. We also focus on testing
moderation effects with the multiple-group approach, which is
generally being used for examining measurement invariance.

PREVIOUS RESEARCH ON THE EFFECT
OF METRIC NON-INVARIANCE ON
PREDICTION

Millsap (1995, 1997, 1998, 2007) delineated several theorems
and corollaries for the relationship between MI and prediction
bias. Donahue (2006) conducted a simulation study to examine
the change of the prediction accuracy when the measure of
the exogenous (predictor) variable was non-invariant in some
part of the factor loadings, or with the presence of partial
metric invariance, across groups. Her study found that, if one
correctly assumes a partial invariance model on the latent
predictors’ structures, the path coefficient estimates on the

outcome variables are unbiased even with a larger degree of
metric non-invariance (i.e., more non-invariant items) on the
latent predictors. However, the study only included the effects
on tests of simple regression coefficient in each group, but not
moderation, which can be defined as the difference in path
coefficients across groups. Additionally, the study did not show
the consequences of failing to correctly model the non-invariance
structure.

Guenole and Brown (2014) used Monte Carlo studies to
investigate the impact of ignoring measurement invariance
(including metric invariance) on testing linear and nonlinear
effects (including moderation effects). They adopted relative bias
of the estimated path coefficients and 95% coverage rate of the
estimated confidence intervals from both the reference group and
focal group. They found biased estimates of the path coefficients
from the two groups when two or more (out of six) ignored
non-invariant loadings occurred. The same results were observed
when the non-invariance occurred for predictors and outcomes1.

In the present research, we address two gaps from the work of
Donahue (2006) and Guenole and Brown (2014). First, we would
show the degree to which estimations and tests of moderation
are affected when researchers incorrectly assume that (metric)
MI holds. Second, we are interested in whether the location
of measurement non-invariance, particularly in the predictor
or in the outcome variable, makes a difference. Furthermore,
we extend their work by investigating the Type I error rate of
misidentifying null moderation effect and the statistical power
of detecting nonzero moderation effects in the presence of non-
invariance.

Additionally, Donahue (2006) and Guenole and Brown
(2014) focused on single level data structure, in which all
the observations were assumed to be independent. However,
educational and psychological data often have nesting structures
(e.g., students nested within classrooms; Kim et al., 2012). For
example, a researcher is interested in how the association between
students’ motivation and their academic achievement differs in
public and private schools. Since students are nested within
schools, the school variable is a moderator defined in the between
level and motivation is a predictor defined in the within level.
Therefore, the scenario represents a “cross-level” moderation
effects. In this situation, the measurement characteristics of
motivation and academic achievement are assumed invariant
across school types (i.e., public vs. private). It is still unclear
that how multilevel measurement metric (non)invariance across
groups in the between level influences the cross-level moderation
effects. Therefore, we also show how unique features of multilevel
data affect the MI-moderation relationship2.

1One prerequisite to interpretmoderation effects in the presence of non-invariance

is that the constructs being measured are still conceptually comparable across

groups (i.e., configural invariance). If the predictor and/or outcome represent

different measurement structure across groups, the computed moderation effect

may not be meaningful.
2Throughout this article, we investigated the multilevel measurement

(non)invariance across an explicitly defined grouping variable, not the non-

invariance for the between-versus within-level. Additionally, we assumed that the

outcome variable is defined at the within-level but not at the between-level. Finally,

the grouping variable was defined at the between-level but not the within-level in
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STUDY 1

In Study 1, we aim to show the effect of measurement non-
invariance on the power and Type I error rate when testing
a moderator with two categories. Both the predictor and the
outcome have a measurement structure and the moderation
effects are tested with multiple-group approach, as shown in
Figure 1. Specifically,

Xg = λXgFXg + δg ,

Yg = λYgFYg + εg ,

FYg = γgFXg + ζg ,

where g = 1, 2 was the group index number, X = [X1,X2, . . .]
′

and Y = [Y1,Y2, . . .]
′ were observed indicators as shown in

Figure 1, λX and λY were two vectors of factor loadings of
the indicators on the latent variables, δ and ε were vectors
of the effects of unique factor on X and Y, γg is the path
coefficient between FX and FY for group g, and ζ was the
latent disturbance term for FY. In addition, both the impacts
of having metric non-invariance on the outcome and on the
predictor were investigated. The simulation study was described
below.

Monte Carlo Simulation
The study had a 3 (pni, number of non-metric-invariant
indicators) × 4 (γ = {γ1, γ2}

′, vector of population regression
coefficients of the two groups) × 2 (location of non-invariance)
× 2 (N, sample size of each group) design. In each condition there
were two groups, and the sample sizes were assumed equal across
groups. Both the predictor FX and the outcome FY were latent
variables with six indicators.

Number of Non-metric-Invariant Indicators, pni

Across the simulation conditions, pni will either be 0, 2, or 4.
For all indicators in Group 1, the factor loadings were set to
0.7, while some of those in Group 2 were set to 0.3 to represent
moderate degree of metric non-invariance. This was similar to

FIGURE 1 | Data generating model for Study 1. FX and FY are the latent

predictor and outcome variables, each indicated by six observed indicators.

the multilevel case. All the mentioned conditions not investigated in the present

study may have different implications that are also worthy of future studies.

the conditions in some previous studies (Kaplan and George,
1995; Donahue, 2006).

Regression Coefficients, γ

There were four levels of γ, two of which with equal regression
coefficients ({0.1, 0.1} and {0.5, 0.5}) and two with them different
({0.5, 0.33} and {0.33, 0.5}). In the equal γ conditions the
grouping variable did not moderate the effects of FX on FY, and
Type I error rates were investigated. We were also interested in
whether the effect of FX being large (i.e., 0.5) and small (i.e., 0.1)
influences Type I error rates. In the conditions with different
γ the effects of FX on FY were different for Group 1 and for
Group 2, so there weremoderation effects between groups and FX
on FY and powers of detecting the true moderation effects were
investigated. The numbers were chosen based on the benchmark
of small (γ = 0.1), medium (γ = 0.33), and large effects (γ = 0.5;
Cohen, 1988).

Location of Non-invariance
The metric non-invariance occurred either on only FX or only
FY. Note that this design factor were not applicable to conditions
with pni = 0.

Sample Size, N
There were two levels of sample size: 200 and 500, in consistent
with some previous studies (e.g., Yoon and Millsap, 2007).

Mplus 7.0 (Muthén and Muthén, 2012) was used to generate
500 data sets for each condition. All variables were assumed
multivariate normally distributed. The two factor variances in
Group 1 were 1.0 and those in Group 2 were 1.3. For Group 1,
the unique factor variances of all indicators were set to 0.51 in
the population, so that the invariant indicators had a variance
of 1.0. The unique factor variances for Group 2 were set to
0.51× 1.3 = 0.663 so that the proportion of explained variances
for the invariant indicators was constant across groups. Because
scalar invariance was not the focus of the present study and
might not be required for correctly modeling moderation effects,
all intercepts and factor means in the population were set to
zero.

The data sets generated were then analyzed in Mplus. The
analytic model was identified by fixing the factor loadings of the
first indicators for FX and for FY to the population value (i.e.,
0.7), while allowing the latent factor variances of FX and of FY
to be freely estimated. Hence, both FX and FY were scaled to
the same unit as the population model and across replications,
so that the γ values from the two groups were comparable. To
identify the mean structure, the latent factor mean of FX and the
latent intercept of FY were fixed to zero for both groups, while
the intercepts and the unique factor variances were allowed to
be freely estimated without cross-group equality constraints, as
scalar and strict invariance conditions were not assumed.

For conditions with pni = 0, the data sets were analyzed
by fitting only the model with metric invariance. For other
conditions with pni > 0, both the (misspecified) model with
metric invariance and the (correct) model with partial metric
invariance were fitted. Then for each data set, we obtained
the point estimate of 1γ̂ = γ1 − γ2 (using the MODEL
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CONSTRAINT command in Mplus) and the Wald test statistic
(using the MODEL TEST command in Mplus) for the null
hypothesis γ1 = γ2 . Note that we also obtained the results
for the likelihood ratio test, which is usually more accurate for
finite samples, but we only presented the results for the Wald test
as the two tests were nevertheless asymptotically equivalent and
produced similar empirical powers and Type I error rates across
simulation conditions.

The dependent variables of investigation for the simulations
were the percentage of replications where the test statistics were
statistically significant at 0.05 level and the standardized bias
of 1γ̂. If in the population, γ1 = γ2, then the percentage of
replications with statistically significantWald test statistic was the
empirical Type I error rate (α∗). Taking into account the sampling
variability in 500 replications, an α∗ between 3.4% and 7.3% is
within the 95% confidence interval when the true Type I error
rate is 5%. Empirical Type I error rates over the range of [3.4%,
7.3%] are defined as biased. We expected to see biased Type I
error rates and the standardized biases to be large when metric
invariance is incorrectly assumed.

If in the population γ1 6= γ2, the percentage where
the test statistics were statistically significant at 0.05 level
was the empirical power. Given that power is a function of
effect size and sample size, the empirical power rates yielded
from fitting the model with metric invariance in pni = 0
condition were treated as the baseline; those yielded with
pni > 0 from incorrectly assuming measurement invariance
and correctly assuming partial invariance models were then
compared to the baseline. We expected to see power estimates
from models incorrectly assuming measurement invariance were
more different from the baseline then the correctly assuming
partial invariance models.

Denote γ̂
(i)
1 and γ̂

(i)
2 as the estimated values of γ1 and γ2 for

the ith replication, and γ̄1 and γ̄2 as the corresponding means

across replications. The standardized bias (Collins et al., 2001)
was computed as

standardized bias =
(γ̄1 − γ̄2)− (γ1 − γ2)

SD(γ̂1 − γ̂2)
,

where

SD(γ̂1 − γ̂2) =

√

∑R
i=1[(γ̂

(i)
1 − γ̂

(i)
2 )− (γ̄1 − γ̄2)]2

R
,

and i = 1, 2, . . . ,R was the index of replications where R = 500.
The standardized bias was the ratio of the average raw bias over
the standard error of the sample estimator of the parameter, and
a standardized bias with absolute value < 0.40 was regarded as
acceptable (Collins et al., 2001).

Result
The simulation results for the condition with null moderation
effects were displayed in Table 1. When the measurement
invariance assumption held on both the predictor and the
outcome in population model (i.e., pni = 0), using the analytic
model assuming measurement invariance across groups yielded
unbiased moderation effect estimates and unbiased α∗.

When the non-invariance occurred on FX, as partial metric
invariance was the correctly specified model, with a partial
invariance model α∗ was close to the 0.05 nominal significance
level and the moderation effect was estimated with absolute
values of standardized bias <0.02 (< 0.40 as acceptable). On
the other hand, α∗ was inflated when metric invariance were
falsely assumed. The difference between α∗ from the nominal
level increased as one or more of pni, N, and the values of γ

increased. For example, when N = 200, pni = 2, and γ =

{0.1, 0.1}, α∗ = 4.2%; when N = 500, pni = 4, and γ = {0.1, 0.1},

TABLE 1 | Empirical type I error rate (in percentage) and standardized bias for study 1.

Non-invariance on FX Non-invariance on FY

Type I error (%) Std. Bias (1γ̂) Type I error (%) Std. Bias (1γ̂)

N γ pni MI pMI MI pMI MI pMI MI pMI

200 {0.1, 0.1} 0 4.2 – 0.00 – – – – –

2 4.2 4.6 −0.12 0.00 4.2 4.0 0.11 0.01

4 6.0 4.6 −0.34 −0.01 5.4 4.2 0.33 0.02

{0.5, 0.5} 0 4.6 – 0.01 – – – – –

2 8.0 4.4 −0.64 0.00 7.8 4.2 0.62 0.02

4 35.2 4.0 −1.60 −0.01 38.8 4.8 1.74 0.02

500 {0.1, 0.1} 0 4.6 – 0.01 – – – – –

2 5.4 5.2 −0.18 0.01 5.0 5.2 0.19 0.01

4 7.6 5.0 −0.51 0.01 7.0 5.0 0.52 0.00

{0.5, 0.5} 0 4.0 – −0.01 – – — – –

2 14.4 3.6 −1.06 −0.01 13.8 4.8 0.97 −0.01

4 77.8 3.2 −2.79 −0.01 77.8 5.2 2.74 −0.01

pni , number of non-metric-invariant indicators; γ, population regression coefficient of FY on FX ; MI, analytic model assumed metric invariance; pMI, analytic model correctly assumed

partial metric invariance; Std. Bias, standardized bias = 1γ̂/SD(1γ̂), where SD(1γ̂) is the standard deviation of the differences in the estimated γs across all replications.
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α∗ = 7.6%; and when N = 500, pni = 4, and γ = {0.5, 0.5},
α∗ = 77.8%. An analysis of variance (ANOVA) including N,
γ, and pni showed that pni produced the largest impact on α∗

(η2 = 0.34), followed by γ (η2 = 0.21) and N (η2 = 0.04).
The bias of the estimated values of 1γ followed a similar pattern.
For instance, With N = 500, pni = 4, and γ = {0.5, 0.5}, the
standardized bias of the null moderation effects was−2.79, which
was a substantial bias.

The pattern of α∗ and the absolute values of the standardized
bias when non-invariance occurred in FY was very similar to
those when non-invariance occurred in FX. However, the sign of
the standardized bias was reversed, which means that when non-
invariance occurred in the outcome’s structure, the moderation
effects were overestimated. Considering both the locations of
the non-invariance, we found that using models that incorrectly
assumed measurement invariance would result in substantially
biased moderation effect estimate and inflated Type I error rate.

Table 2 showed the results of both the powers and
standardized biases with nonzero moderation effects. When the
non-invariance occurred on FX, the corrected partial metric
invariance models performed well as they showed no bias on the
moderation effect estimates with standardized biases from−0.03
to 0.01. On the contrary, the metric invariance model yielded
biased estimates of the moderation effects and the influence was
more salient as both N and pni increased. For example, when
γ = {0.5, 0.33}, the standardized bias was −0.43 with N = 200
and pni = 2; the standardized bias increased to −1.84 with
N = 500 and pni = 4. An ANOVA showed that pni produced the
largest impact on the biased moderation estimates (η2 = 0.79),
followed by N (η2 = 0.09) and γ (η2 = 0.01).

In terms of the powers for detecting the moderation effects,
the corrected partial invariance model yielded powers around
30% and 60% for N equals 200 and 500, respectively. Such power
estimates were close to population model with the measurement

invariance assumption held (33% for N = 200 and 70% for
N = 500). On the other hand, if metric invariance was falsely
assumed, there was a substantial decrease in powers for the
conditions where non-invariance occurred. For example with
γ = {0.5, 0.33}, N = 500, pni = 2, and non-invariance on
FX, the empirical power was half as would be obtained when
metric invariance held in the population (33.8% vs. 70.2%); with
γ = {0.33, 0.5}, N = 200, pni = 4, and non-invariance on FY, the
empirical power was only 1/8 as the power would be obtained
when metric invariance held in the population (4.2% vs. 33.0%).

Note that power loss was detected as both the N and
pni increased when the non-invariance occurred on FX and
γ = {0.5, 0.33}; simulation conditions related to non-invariance
occur-ed on FY and γ = {0.33, 0.5} would lead to inflated
power estimates as both the N and pni increased. The main
reason for different patterns on the power estimates were that
when the factor loadings of Group 1 (0.7) was larger than those
of Group 2 (0.3) in the presence of non-invariance on FX,
the estimated moderation effect was negatively biased, whereas
when non-invariance occurred in FY, the estimated moderation
effect was positively biased. Additionally, the true moderation
effect was −0.17 when γ = {0.33, 0.5}; therefore, the negative
biases caused by falsely assuming measurement invariance would
result in more negative moderation effects estimates and inflated
power.

STUDY 2

In Study 2, we aim to extend the scope of the MI-moderation
relation to multilevel data. We focused on how the measurement
(non-)invariance across groups at the between level influences
the test of cross-level moderation effect, which was one of
the prevailing issues among social and behavioral research.

TABLE 2 | Empirical power (in percentage) and standardized bias for study 1.

Non-invariance on FX Non-invariance on FY

Power (%) Std. Bias (1γ̂) Power (%) Std. Bias (1γ̂)

N γ pni MI pMI MI pMI MI pMI MI pMI

200 {0.5, 0.33} 0 32.2 – −0.01 – – – – –

2 16.0 30.8 −0.43 −0.02 53.0 31.2 0.48 0.00

4 4.4 31.2 −1.12 −0.03 81.8 29.4 1.29 0.02

{0.33, 0.5} 0 33.0 – 0.02 – 33.0 – – –

2 50.0 30.8 −0.61 0.01 15.8 30.0 0.52 0.03

4 77.0 26.8 −1.57 −0.01 4.2 27.4 1.52 0.04

500 {0.5, 0.33} 0 70.2 – −0.01 – – – – –

2 33.8 67.2 −0.69 −0.02 89.0 67.4 0.76 −0.01

4 5.0 62.4 −1.84 −0.02 99.2 62.4 2.01 −0.02

{0.33, 0.5} 0 67.6 – 0.00 – – – – –

2 90.6 67.2 −1.01 −0.01 36.0 66.2 0.79 0.00

4 99.4 59.4 −2.71 −0.01 5.0 62.8 2.38 0.00

pni , number of non-metric-invariant indicators; γ, population regression coefficient of FY on FX ; MI, analytic model assumed metric invariance; pMI, analytic model correctly assumed

partial metric invariance; Std. Bias, standardized bias = 1γ̂/SD(1γ̂), where SD(1γ̂) is the standard deviation of the differences in the estimated γs across all replications.
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FIGURE 2 | Data generating model for Study 2. FX(w) and FX(b) are the latent predictor variable at the within-level and the between-level, respectively. Yij and Yj are

the within-level and the between-level components of the outcome variable Y . β1j = within-level regression coefficient of Y on FX(w), whose magnitude varies across

clusters as indicated by the black dot. Conditioning on the grouping variable, measurement invariance was assumed across clusters such that the within-level and the

between-level factors loadings were identical, and that there were no residual variances for the six indicators at the between-level.

Specifically, we used the data generating model shown in
Figure 2, which was one of the simplest models including
multilevel measurement (non-)invariance and a within-level
predictor, to depict the cross-level moderation effect. As can
be seen in Figure 2, the latent predictor was measured by six
indicators and the cross-level interaction effect was denoted by
the difference between the within-level path coefficient from the
predictor to the outcome across groups. It was assumed that the
predictor did not have an effect on the outcome in the between
level.

Because multilevel data are usually of larger sample size, we
expect the impact of multilevel non-invariance on the Type I
error rate and power to be bigger. In addition, we are interested in
whether the impact varies across multilevel specific design factors
such as the intraclass correlation (ICC), number of clusters, and
cluster size. Because in Study 1, we found that different locations
of non-invariance mainly resulted in changes in signs of the
biases of the moderation effects, in Study 2 we only focused on
measurement non-invariance on the predictor side. Likewise, we
only consider the positive moderation effects condition in Study
2 given that negative moderation effect led to similar results in
biases in Study 1. A second Monte Carlo simulation study was
conducted, as described below.

Monte Carlo Simulation
The study had a 2 (pni) × 2 (γ) × 2 (ICC, intraclass correlation)
× 2 (m, number of clusters) × 2 (c, cluster size) design. In
each condition there were two groups (Group 1 and Group
2), and sample sizes (both within and between) were assumed

equal across groups. The latent predictor, FX, had the same
six-indicator measurement structure in both the within and the
between level as in Study 1; the observed outcome, Yij, of the
ith observation in the jth cluster, contained no measurement
error and was assumed measurement invariant. The model can
be expressed as

Within level: Yijg = Y(b)jg + γ10gFX(w)ijg + rijg ,

Xijg = X(b)jg + λ(w)gFX(w)ijg + δ(w)ijg;

Between level: Y(b)jg = γ00g + ζjg ,

X(b)jg = αg + λ(b)gFX(b)jg + δ(b)jg ,

where X = [X1,X2, . . .]
′ was a vector containing the observed

values of the indicators, and their group means comprised
X(b). The vectors λ(w) and λ(b) contained the within-level and
between-level factor loadings, respectively. In this study we
assumed that λ(w)g = λ(b)g = λg . In the within level, FX(w) (the
within-level exogenous factor) had an effect of magnitude γ10g
on Y , where g is the group index. In the between level, FX(b) (the
between level exogenous factor) had no effect on Y . Note that
there were no between-level random effects on γ10g and on the
factor loadings. We also assumedmeasurement invariance across
clusters, implying that δ(b)jg = 0 and homogeneous δ(w)jg across
clusters (Jak et al., 2013), in addition to λ(w)g = λ(b)g . The design
factors were described below.

Number of Non-metric-Invariant Indicators, pni

pni was either 0 or 2 out of the six indicators of FX. Whereas
two of the factor loadings were always set to 0.7 in Group 1, for
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conditions with pni = 2, those loadings were set to 0.3 in Group
2. The factor loadings for other four indicators were 0.7, 0.3, 0.5,
and 0.6, for both the within level and the between level.

Regression Coefficients, γ

There were two levels of γ: {0.3, 0.2} (moderation present) and
{0.3, 0.3} (moderation absent).

Intraclass Correlation, ICC
Based on previous simulations (Kim et al., 2012), in this study
there were two levels of ICC: 0.10 and 0.35, representing small
and large within-cluster correlations for the latent variable FX and
for the outcome Y .

Cluster Size, c
Based on previous literature (Clarke, 2008; Kim et al., 2012), there
were two levels of cluster size: 5 and 20, representing small and
medium number of observations within a cluster. For simplicity
we generated data with all clusters having the same size in both
groups.

Number of Clusters, m
Hox andMaas (2001) suggested the number of groups larger than
100 as the minimum requirement for yielding accurate multilevel
regression estimates. Later on, Maas and Hox (2005) found
groups number equal to 30 could also yield accurate multilevel
regression estimates. McNeish (2017) did a literature review on
70 multilevel studies and found 90% of them fail to meet Hox
and Maas’s criterion of 100 clusters, and that the median number
of clusters was 44. In the present study, we specified the number
of clusters in each group either 30 or 100, representing the small
and large number of clusters.

Mplus 7.0 was used to generate and analyze (with
ESTIMATOR=MLR) 500 data sets for each condition. All
exogenous variables and random effects were assumed
multivariate-normally distributed. For both groups the variances
of FX(w) and Y both equaled to 1.0, and that of FX(b) and ζjg
were functions of the ICC. The variance of δ(w)ijg was set to
0.5I so that the level-1 unique factor variances were similar in
values to those in Study 1 (i.e., 0.51 in Study 1 when the latent
factor variance is one). The covariance and mean structure were
identified similarly as in Study 1 by fixing the factor loadings
of the first indicators for FX(b) to the population value and the
latent mean of FX(b) to zero for both groups. Additionally, within
the same group the factor loadings were constrained to be equal
in the between and the within levels so that metric invariance
was assumed across clusters (Jak et al., 2013). Because scalar
invariance was not the focus of the present study and may not be
required for correctly modeling moderation effects, all intercepts
and factor means in the population were set to zero.

The dependent variables of investigation were the
standardized biases and the rejection rates of the Wald test
statistics for the difference in γ10, which reflected either the
empirical Type I error rate (α∗) or the empirical power, and were
obtained in the same manner as in Study 1. Also as in Study 1,
for conditions with pni = 2, both the metric invariance model
and the partial metric invariance model were fitted. We expected
that model falsely assuming measurement invariance would lead

to biased moderation estimation, inflated Type I error rate (when
pni = 0), and power more different from the baseline (when
pni = 2).

Result
Results for Study 2 were shown in Table 3. In the conditions
absent of moderation effects (γ = {0.3, 0.3}), fitting data with
a metric invariance model when the true population model
followed the measurement invariance assumption (pni = 0)
led to unbiased moderation effect estimates and unbiased α∗,
regardless of the level of ICC, m, and c. The same pattern
was observed while employing the corrected partial metric
invariance model to fit data from a measurement non-invariance
population, as such practice also led to unbiased moderation
estimates and α∗ close to the 5% nominal significance level across
different ICC,m, and c simulation conditions.

When non-invariance occurred (pni = 2), fitting data with
a metric invariance model yielded substantially underestimated
moderation effect and inflated α∗. Such trend became more
salient as m and c increased. For example with ICC = 0.10,
pni = 2, m = 30, and c = 5, the standardized bias was −0.55
with α∗ of 9%; with ICC = 0.10, pni = 2, m = 100, and c = 20,
the standardized bias increased to −2.13 with α∗ of 55.2%. An
ANOVA analysis on the standardized bias with pni, m, c, and
ICC showed that pni had the largest impact on estimation biases
(η2 = 0.70), followed by c (η2 = 0.08), m (η2 = 0.06), and ICC
(η2 close to 0). ICC showed no impact of falsely assuming metric
invariance on yielding biased moderation estimates and inflated
α∗. For example with ICC = 0.10, pni = 2, m = 100, and c = 5,
the standardized bias was −1.07 with α∗ of 16.4%; increasing
the ICC to 0.35 while keeping the other design factors to be the
same led to similar results with standardized bias = −1.04 and
α∗ = 15.8%.

In the conditions with nonzero moderation effect (γ:
{0.3, 0.2}), again, employing the correctly specified partial
invariance model resulted in unbiased moderation effect
estimates. On the other hand, falsely assuming metric invariance
led to substantially underestimated moderation effects across
simulation conditions with standardized biases from −0.39
to −1.61. Consistent with the null moderation condition, an
ANOVA analysis on the standardized bias indicated pni had the
largest impact on estimation biases (η2 = 0.70), followed by c
(η2 = 0.10), m (η2 = 0.06), and ICC (η2 close to 0). There was
also a substantial loss in power when fitting a metric invariance
model to data draw from a population with non-invariance. For
example, the power of the simulation condition of ICC = 0.10,
pni = 0, m = 100, and c = 20 was 80% but it dropped to 16.8%
when ICC = 0.10, pni = 2,m = 100, and c = 20. Again, ICC only
had a trivial effect on the deflation of power.

DISCUSSION

In the literature, the impact ofmeasurement invariance on testing
moderation effects has not been fully examined. The ratio of
the non-invariant items have been found to be an important
factor on the estimation accuracy of the path coefficients by the
moderating groups (e.g., Guenole and Brown, 2014). In much of
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TABLE 3 | Empirical type I error rate, power, and standardized bias for study 2.

γ = {0.3, 0.3} γ = {0.3, 0.2}

Type I Error (%) Std. Bias (1γ̂) Power (%) Std. Bias (1γ̂)

ICC pni m c MI pMI MI pMI MI pMI MI pMI

0.10 0 30 5 6.60 – 0.01 – 15.00 – 0.01 –

20 7.20 – −0.02 – 34.80 – −0.02 –

100 5 5.80 – 0.02 – 31.20 – 0.02 –

20 6.00 – 0.04 – 81.00 – 0.03 –

2 30 5 9.00 5.80 −0.55 0.01 7.00 14.20 −0.41 0.01

20 25.60 7.00 −1.17 −0.02 10.00 34.40 −0.91 0.02

100 5 16.40 6.40 −1.07 0.01 4.80 28.60 −0.81 0.02

20 55.20 5.80 −2.13 0.03 16.80 79.20 −1.60 0.03

0.35 0 30 5 6.20 – 0.02 – 15.20 – 0.02 –

20 7.40 – −0.02 – 35.20 – −0.03 –

100 5 5.40 – 0.01 – 30.80 – 0.02 –

20 5.40 – 0.03 – 80.60 – −0.03 –

2 30 5 7.60 5.20 −0.53 0.02 6.80 14.60 −0.39 0.02

20 25.20 7.20 −1.16 −0.02 10.20 32.80 −0.91 −0.02

100 5 15.80 5.80 −1.04 0.01 4.60 25.80 −0.79 0.02

20 54.60 5.40 −2.13 0.03 18.20 78.20 −1.61 0.03

γ, population regression coefficient of FY on FX ; ICC, intraclass correlation; pni , number of non-metric-invariant indicators; m, number of clusters; c, number of observations in a cluster;

MI, analytic model assumed metric invariance; pMI, analytic model assumed partial metric invariance; Std. Bias, standardized bias = 1γ̂/SD(1γ̂), where SD(1γ̂) is the standard deviation

of the differences in the estimated γs across all replications.

previous work, the focus was limited to single level data structure,
without considerations of nested data structure. Additionally, the
direct statistical test of the moderation effect was largely ignored
in previous research. The current study investigated the impact
of partial measurement invariance, with a focus on the metric
invariance, on the estimation and testing of moderation effects
on both single and multilevel structures, in terms of standardized
bias, power and Type I error rate.

The results suggest that incorrectly assuming metric
invariance holds while estimating moderation effects would lead
to biased estimates. The impact is more salient as the number of
non-invariant items increases, which is consistent with Guenole
and Brown (2014)’s and Shi et al. (2017)’s findings with direct
effects. On the other hand, fitting models correctly assuming
partial metric invariance yielded accurate estimates regardless of
samples size, main effects, number of non-invariant items, and
the location of the non-invariance occurred.

In testing null moderation effects (i.e., γs are equal between
two groups), the high Type I error rate yielded from falsely
assuming metric invariance is not only related to the non-
invariant item ratio but the magnitude of the main effects. These
results suggest that evaluation of measurement invariance is of
more importance when the main effect of the predictor is larger.
On the other hand, the Type I error rates were on or below
5% with models correctly assuming partial metric invariance.
Thus, before examiningmoderation effects, the metric invariance
assumption should not be presumed without conducting any
invariance test, even for cases in which the moderation tests turn
out to be non-significant.

The location of the non-invariance (predictor vs. outcome)
is associated with the direction of the biases of the moderation
effects. In our simulations, all of the non-invariance conditions
were specified such that factor loadings of Group 1 were
equal or larger than those of Group 2. As evident from
the simulation results, under such settings ignoring predictor
non-invariance leads to underestimation of the moderation
effects, whereas ignoring outcome non-invariance results in
overestimated moderation effects. Our findings are consistent
to Chen (2008) and Guenole and Brown (2014), in which they
found that non-invariance on the predictor with lower factor
loadings in group 2 would lead to underestimated path coefficient
in group 1 (γ1) and overestimated path coefficient in group
2 (γ2). Hence, the moderation effect (γ1 − γ2) would likely
be underestimated. On the other hand, non-invariance on the
outcome changes the association to the opposite direction and
results in the overestimation of the moderation effects.

Compared with models correctly assuming partial metric
invariance, models falsely assuming metric invariance yielded
moderation test with statistical power varying substantially.
Taking into account the signs of the moderation effects, when
the moderation effects are positive, ignoring non-invariance on
the predictors leads to power loss, but ignoring non-invariance
on the outcomes leads to increased power (at the cost of highly
inflated Type I error rate). Likewise, an opposite association
between the location of non-invariance and power is observed
when the moderation effects are negative. Therefore, the increase
in power in half of our simulation conditions in Table 2 is
actually a byproduct of sacrificing the estimation accuracy of
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the moderation effects (i.e., overestimation). Ignoring non-
invariance and resulting in power gain or loss depends on (a) the
location of the non-invariance, (b) the signs of the moderation
effects. Overall, it is not recommended to fit a model assuming
metric invariance when the assumption is actually violated, even
though it may increase the power of the moderation test.

There is also prospective evidence that falsely assuming
multilevel metric invariance across groups has a negative impact
on the estimation of the cross-level moderation effects, which
leads to either substantially inflated Type I error rate or
inflated/deflated statistical power of the moderation test. Both
increases in m and in c, or in other words an increase in the
total sample size, resulted in bigger problems in the estimation
accuracy as well as α∗ and power. Thus, for multilevel data, even
with only one-third of the indicators being non-metric-invariant,
tests of moderation can become hugely misleading.

Across simulation conditions, the number of non-invariant
items played a huge role in influencing the performance of the
moderation estimates. Researchers use multilevel data with a
number of clusters (e.g., number of classrooms) larger than 100
or cluster size larger than 20 (e.g., 20 students in each classroom)
should be particularly cautious about the negative impact of
non-invariant items. Additionally, the cluster size (c) seemed
to have a larger impact than the number of clusters (m) when
falsely assuming measurement invariance in the moderation
estimation. Intraclass correlation (ICC) was trivially related to
the moderation estimates, probably because the path of interest
was defined in the within-level. On the contrary, previous
research has shown that ICC is highly related to between-level
analysis (Kim et al., 2012). Thus, one potential explanation for
the discrepancy is that, given that the cross-level moderation
coefficients were mainly defined in the within-level, the level
of data dependency has less influence on the moderation effect
estimates.

Findings from Study 1 and Study 2 highlight the importance
of testing metric invariance before conducting a moderation test
with both single and multilevel data structure. If the metric
invariance assumption is violated, a partial metric invariance
model in which the non-invariant factor loadings between
groups are correctly reflected should be employed. Researchers
should also be aware that the MI-moderation relationship is
highly affected by the ratio of non-invariant items in the scale

and the overall sample size. Overall, while testing moderation
effects in a multiple-group analysis setting, we recommend
the test of measurement invariance for both the predictors
and outcomes by the moderator groups. If the measurement
invariance assumption holds, then employing models with such
an assumption implied is appropriate. On the other hand, if the
measurement invariance assumption is violated, then the use of
a corrected partial invariance model would yield more accurate
estimates and unbiased Type I error rates or power.

Some limitations and future study directions should be
addressed. First, the research scenario only focused on metric
invariance (i.e., invariance of the factor loadings). In practice,
non-invariance may exist in the intercepts, factor loadings,
unique factor variances, or some combinations of them. Previous
simulation studies on latent growth modeling have shown that
ignoring intercept non-invariance only leads to biased factor
mean (or intercept) estimates (Kim andWillson, 2014). Research
on multiple-group analysis also showed that ignoring intercept
non-invariance has less impact on the prediction bias of the path
coefficient in each group (Guenole and Brown, 2014). Therefore,
we suspect that the impact of intercept non-invariance on the
moderation effect estimates should be much smaller than that
of factor loading non-invariance, but more conclusive evidence
needs to be obtained from future methodological inquiries.

Second, for Study 2 we only tested cross-level moderation in
the present study, but moderation effects may also occur at the
between level, in which factors such as ICC may play a more
important role in affecting the moderation estimates. Lastly, in
the simulation, the indicators were assumed to be continuous
and normal distributed when conditioned on the latent factors.
It is important to see how measurement non-invariance with
skewed and categorical indicators influence the estimation of the
moderation effects. Therefore, future study can investigate the
impact of falsely assuming measurement invariance under more
complicated research settings.

AUTHOR CONTRIBUTIONS

Y-YH led the implementation and manuscript writing of
the study. ML designed and conducted the simulation. Both
authors (Y-YH and ML) contributed to the design, analysis,
interpretation of data, writing, and revising of the manuscript.

REFERENCES

Aiken, L. S., and West, S. G. (1991). Multiple Regression: Testing and Interpreting

Interactions. Thousand Oaks, CA: Sage Publications, Inc.

Baron, R. M., and Kenny, D. A. (1986). The moderator-mediator variable

distinction in social psychological research: conceptual, strategic, and statistical

considerations. J. Pers. Soc. Psychol. 51, 1173–1182.

Bohrnstedt, G. W., and Marwell, G. (1978). The reliability of products of two

random variables. Sociol. Methodol. 9:254.

Brown, T. A. (2015). Confirmatory Factor Analysis for Applied Research, 2nd Edn.

New York, NY: Guilford.

Busemeyer, J. R., and Jones, L. E. (1983). Analysis of multiplicative combination

rules when the causal variables are measured with error. Psychol. Bull. 93,

549–562.

Chen, F. F. (2008).What happens if we compare chopsticks with forks? The impact

of making inappropriate comparisons in cross-cultural research. J. Pers. Soc.

Psychol. 95, 1005–1018. doi: 10.1037/a0013193

Chen, F. F., Sousa, K. H., and West, S. G. (2005). Teacher’s corner: testing

measurement invariance of second-order factor models. Struct. Equat. Model.

12, 471–492. doi: 10.1207/s15328007sem1203_7

Clarke, P. (2008). When can group level clustering be ignored? Multilevel models

versus single-level models with sparse data. J. Epidemiol. Community Health 62,

752–758. doi: 10.1136/jech.2007.060798.

Cohen, J. (1988). Statistical Power Analysis for the Behavioral Sciences, 2nd Edn.

Hillsdale, NJ: Erlbaum.

Collins, L. M., Schafer, J. L., and Kam, C.-M. (2001). A comparison of inclusive

and restrictive strategies in modern missing data procedures. Psychol. Methods

6, 330–351. doi: 10.1037/1082-989X.6.4.330

Frontiers in Psychology | www.frontiersin.org May 2018 | Volume 9 | Article 740159

https://doi.org/10.1037/a0013193
https://doi.org/10.1207/s15328007sem1203_7
https://doi.org/10.1136/jech.2007.060798.
https://doi.org/10.1037/1082-989X.6.4.330
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Hsiao and Lai Measurement Invariance and Moderation

Donahue, B. H. (2006). The Effect of Partial Measurement Invariance on Prediction.

Ph.D. thesis, University of Georgia, Athens.

Guenole, N., and Brown, A. (2014). The consequences of ignoring measurement

invariance for path coefficients in structural equation models. Front. Psychol.

5:980. doi: 10.3389/fpsyg.2014.00980

Hox, J. J., and Maas, C. J. M. (2001). The accuracy of multilevel structural equation

modeling with pseudobalanced groups and small samples. Struct. Equat. Model.

8, 157–174. doi: 10.1207/S15328007SEM0802_1

Hsiao, Y.-Y., Kwok, O.-M., and Lai, M. H. C. (2018). Evaluation of

two methods for modeling measurement errors when testing interaction

effects with observed composite scores. Educ. Psychol. Meas. 78, 181–202.

doi: 10.1177/0013164416679877

Jaccard, J., and Wan, C. K. (1996). LISREL Approaches to Interaction Effects in

Multiple Regression. Thousand Oaks, CA: Sage.

Jak, S., Oort, F. J., and Dolan, C. V. (2013). A test for cluster bias: detecting

violations of measurement invariance across clusters in multilevel data. Struct.

Equat. Model. 20, 265–282. doi: 10.1080/10705511.2013.769392

Judd, C. M., Kenny, D. A., and McClelland, G. H. (2001). Estimating and testing

mediation and moderation in within-subject designs. Psychol. Methods 6,

115–134. doi: 10.1037/1082-989X.6.2.115

Judd, C. M., McClelland, G. H., and Smith, E. R. (1996). Testing treatment by

covariate interactions when treatment varies within subjects. Psychol. Methods

1, 366–378.

Kaplan, D., and George, R. (1995). A study of the power associated with testing

factor mean differences under violations of factorial invariance. Struct. Equat.

Model. 2, 101–118.

Kim, E. S., Kwok, O.-M., and Yoon, M. (2012). Testing factorial invariance

in multilevel data: a Monte Carlo study. Struct. Equat. Model. 19, 250–267.

doi: 10.1080/10705511.2012.659623

Kim, E. S., and Willson, V. L. (2014). Measurement invariance across

groups in latent growth modeling. Struct. Equat. Model. 21, 408–424.

doi: 10.1080/10705511.2014.915374

Kreft, I. G., de Leeuw, J., and Aiken, L. S. (1995). The effect of different forms of

centering in hierarchical linear models.Multivar. Behav. Res. 30, 1–21.

Lüdtke, O., Robitzsch, A., Kenny, D. A., and Trautwein, U. (2013). A general

and flexible approach to estimating the social relations model using Bayesian

methods. Psychol. Methods 18, 101–119. doi: 10.1037/a0029252

Maas, C. J. M., andHox, J. J. (2005). Sufficient sample sizes for multilevel modeling.

Methodology 1, 86–92. doi: 10.1027/1614-1881.1.3.86

McNeish, D. (2017). Multilevel mediation with small samples: a cautionary note on

the multilevel structural equation modeling framework. Struct. Equat. Model.

24, 609–625. doi: 10.1080/10705511.2017.1280797

Millsap, R. E. (1995). Measurement invariance, predictive invariance, and the

duality paradox.Multivar. Behav. Res. 30, 577–605.

Millsap, R. E. (1997). Invariance in measurement and prediction: their relationship

in the single-factor case. Psychol. Methods 2, 248–260.

Millsap, R. E. (1998). Group differences in regression intercepts: implications for

factorial invariance.Multivar. Behav. Res. 33, 403–424.

Millsap, R. E. (2007). Invariance in measurement and prediction revisited.

Psychometrika 72, 461–473. doi: 10.1007/S11336-007-9039-7

Millsap, R. E., and Kwok, O.-M. (2004). Evaluating the

impact of partial factorial invariance on selection in two

populations. Psychol. Methods 9, 93–115. doi: 10.1037/1082-989X.

9.1.93

Muthén, L. K., and Muthén, B. O. (1998–2012). Mplus User’s Guide, 7th Edn. Los

Angeles, CA: Muthén & Muthén.

Shi, D., Song, H., and Lewis, M. D. (2017). The impact of partial factorial

invariance on cross-group comparisons. Assessment 1:1073191117711020.

doi: 10.1177/1073191117711020

Vandenberg, R. J., and Lance, C. E. (2000). A review and synthesis

of the measurement invariance literature: suggestions, practices, and

recommendations for organizational research. Organ. Res. Methods 3,

4–70. doi: 10.1177/109442810031002

Yoon, M., and Millsap, R. E. (2007). Detecting violations of factorial

invariance using data-based specification searches: a Monte Carlo

study. Struct. Equat. Model. 14, 435–463. doi: 10.1080/107055107013

01677

Conflict of Interest Statement: The authors declare that the research was

conducted in the absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Copyright © 2018 Hsiao and Lai. This is an open-access article distributed under the

terms of the Creative Commons Attribution License (CC BY). The use, distribution

or reproduction in other forums is permitted, provided the original author(s) and the

copyright owner are credited and that the original publication in this journal is cited,

in accordance with accepted academic practice. No use, distribution or reproduction

is permitted which does not comply with these terms.

Frontiers in Psychology | www.frontiersin.org May 2018 | Volume 9 | Article 740160

https://doi.org/10.3389/fpsyg.2014.00980
https://doi.org/10.1207/S15328007SEM0802_1
https://doi.org/10.1177/0013164416679877
https://doi.org/10.1080/10705511.2013.769392
https://doi.org/10.1037/1082-989X.6.2.115
https://doi.org/10.1080/10705511.2012.659623
https://doi.org/10.1080/10705511.2014.915374
https://doi.org/10.1037/a0029252
https://doi.org/10.1027/1614-1881.1.3.86
https://doi.org/10.1080/10705511.2017.1280797
https://doi.org/10.1007/S11336-007-9039-7
https://doi.org/10.1037/1082-989X.9.1.93
https://doi.org/10.1177/1073191117711020
https://doi.org/10.1177/109442810031002
https://doi.org/10.1080/10705510701301677
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


CONCEPTUAL ANALYSIS
published: 10 October 2017

doi: 10.3389/fpsyg.2017.01640

Frontiers in Psychology | www.frontiersin.org October 2017 | Volume 8 | Article 1640

Edited by:

Holmes Finch,

Ball State University, United States

Reviewed by:

Oi-Man Kwok,

Texas A&M University, United States

Ben Kelcey,

University of Cincinnati, United States

Pietro Cipresso,

Istituto Auxologico Italiano (IRCCS),

Italy

*Correspondence:

Suzanne Jak

s.jak@uva.nl

Specialty section:

This article was submitted to

Quantitative Psychology and

Measurement,

a section of the journal

Frontiers in Psychology

Received: 10 May 2017

Accepted: 06 September 2017

Published: 10 October 2017

Citation:

Jak S and Jorgensen TD (2017)

Relating Measurement Invariance,

Cross-Level Invariance, and Multilevel

Reliability. Front. Psychol. 8:1640.

doi: 10.3389/fpsyg.2017.01640

Relating Measurement Invariance,
Cross-Level Invariance, and
Multilevel Reliability
Suzanne Jak* and Terrence D. Jorgensen

Research Institute of Child Development and Education, University of Amsterdam, Amsterdam, Netherlands

Data often have a nested, multilevel structure, for example when data are collected

from children in classrooms. This kind of data complicate the evaluation of reliability

and measurement invariance, because several properties can be evaluated at both the

individual level and the cluster level, as well as across levels. For example, cross-level

invariance implies equal factor loadings across levels, which is needed to give latent

variables at the two levels a similar interpretation. Reliability at a specific level refers

to the ratio of true score variance over total variance at that level. This paper aims to

shine light on the relation between reliability, cross-level invariance, and strong factorial

invariance across clusters in multilevel data. Specifically, we will illustrate how strong

factorial invariance across clusters implies cross-level invariance and perfect reliability at

the between level in multilevel factor models.

Keywords: measurement invariance, multilevel structural equation modeling, multilevel confirmatory factor

analysis, cross-level invariance, multilevel reliability

INTRODUCTION

Multilevel data are data with a clustered structure, for instance data of children clustered in
classrooms, or data of employees clustered in teams. Taking data of children in classes as an
example, we can distinguish two levels in the data: we denote the child level the “within level”,
and the class level the “between level”. Children in the same class share class-level characteristics,
such as the teacher, classroom composition, and class size. Such class-level characteristics may
affect child-level variables, leading to structural differences between the responses of children from
different classes. With multilevel structural equation modeling (multilevel SEM), such differences
are accommodated by specifying models (such as factor models) at the different levels of multilevel
data. Multilevel SEM is increasingly applied in various fields such as psychology and education.

Researchers commonly interpret standardized parameter estimates, which may lead to
interpretational difficulties in multilevel models. The most common standardized solution
in multilevel factor models is the level-specific standardization (Hox, 2010). This type of
standardization involves standardizing the within-level parameter estimates with respect to the
within-level variance, and standardizing the between-level parameter estimates with respect to
the between-level variance. In this standardization, it is common to find very high correlations
among between-level factors, and to find standardized factor loadings that are (almost) one at
the between level (e.g., Hanges and Dickson, 2006; Bakker et al., 2015). The reason that these
findings are common is that residual variance at the between level is often (close to) zero (Hox,
2010), leading to relatively high standardized between-level factor loadings. At the same time, the
unstandardized between-level factor loadings may not differ from the factor loadings at the within
level. However, researchers tend to interpret the larger standardized parameter estimates at the
between level as if the construct meaning is very different across the two levels of the analyses.
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For example, Whitton and Fletcher (2014) found larger
standardized between-level factor loadings than within-level
factor loadings, and concluded that the measured construct
is a “group-level construct,” and that future research should
emphasize interpretation at the group level rather than on the
individual level. However, in the same article they reported the
intraclass correlations for the subscales, showing that only 38% of
the variance was at the between level, while 62% of the variance
was at the individual level.

The current article explains and illustrates that neither the
(near) absence of residual variance at the between level (with
consequently high standardized factor loadings at the between
level) nor very high reliability at the between level should be
interpreted as different factors operating at the within and
between level. In the next three paragraphs we briefly introduce
the three concepts of measurement invariance across groups
(or clusters), invariance across levels in multilevel SEM, and
reliability in multilevel SEM. The goal of this article is to
illuminate the relations between these three issues. Therefore,
in section Relations between the three concepts we discuss each
combination of concepts, and in section Example we provide
illustrations with real data from students nested within schools.

Measurement Invariance Across Groups
Testing for measurement invariance is important to evaluate
whether items measure the same attributes for different (groups
of) respondents (Mellenbergh, 1989; Meredith, 1993). For
example, if the items in a mathematical ability test measures the
same attribute in boys and girls, then boys and girls with equal
mathematical ability should, on average, have identical observed
scores. That is, mean differences in observed scores should reflect
mean differences in the true mathematical ability scores. If this is
not the case, there is measurement bias. For example, given equal
mathematical ability, a specific itemwith a wordedmath problem
may be easier to solve for girls, because girls are generally better
in reading than boys (Wei et al., 2012). For that reason, given
equal levels of mathematical ability, girls might havemore correct
answers on this item than boys would. The item is therefore
biased with respect to gender.

Structural equation modeling (SEM) with latent variables
provides a flexible method to test for measurement invariance.
When measurement invariance is tested with respect to a
grouping variable (e.g., boys vs. girls), we can use multigroup
factor analysis (MGFA) with structured means (Sörbom,
1974). In the multigroup method, specific manifestations
of measurement bias can be investigated by testing across-
group constraints on intercepts and factor loadings. Adequate
comparisons of factor means across groups are possible if
strong factorial invariance across groups holds (Meredith, 1993;
Widaman and Reise, 1997). Strong factorial invariance across
groups comprises equality of factor loadings and intercepts
across groups. The model for the observed variables’ means and
covariances in group j under strong factorial invariance across
groups will therefore be:

µj = ν + 3κ j, and (1)

6j = 38j3
′ + 2j, (2)

where µj and 6j represent respectively the mean vector and
covariance matrix of the observed variables in group j, κj and 8j

represent respectively the vector of common factor means and
the covariance matrix of the common factors in group j, 2j is
the matrix with residual (co)variances of observed variables in
group j, ν is a vector of intercepts [interpretable as the means of
the residual factors, Meredith and Teresi (2006)] that is invariant
across groups, and 3 is a matrix with factor loadings (regression
coefficients relating the common factor to the factor indicators)
that is also invariant across groups. These equations show that if
strong factorial invariance holds, differences in observed means
across groups (µj), are a function of differences in factor means
across groups (κj), because nothing else on the righthand side of
Equation (1) varies across groups. Also, note that the matrix with
factor loadings is part of the model for the means as well as the
model for the covariances. In order to provide scale and origin to
the common factors, factor means and variances have to be fixed
to some value in one reference group (commonly 0 for the factor
means and 1 for the factor variances), and can be freely estimated
in all other groups.

If the intercepts differ across groups, but the factor loadings
are invariant, then strong factorial invariance is rejected, but
weak factorial invariance holds. Group differences in intercepts
are called “uniform bias” and differences in factor loadings are
called “non-uniform bias” (Millsap and Everson, 1993).

Invariance Across Levels in Two-Level SEM
Multilevel SEM is a useful statistical technique to analyze data
from many different groups, such as data from children in
different school classes. Multilevel SEM then allows researchers
to separate the levels of analysis (Muthén, 1990; Rabe-Hesketh
et al., 2004). For example, one could evaluate differences
in the students’ average mathematical ability across different
school classes (called the between level) and separately evaluate
differences in students’ relative mathematical ability within their
class (called the within level). In two-level SEM, the vector of
continuous response variables yij, is split into a vector of cluster
means (µj), and a vector of individual deviations from the
respective cluster means (ηij = yij − µj):

yij = µj + ηij. (3)

It is assumed that µj and ηij are independent. The covariances of
yij (6TOTAL) can be written as the sum of the covariances of µj

(6BETWEEN) and the covariances of ηij (6WITHIN):

6TOTAL = 6BETWEEN + 6WITHIN (4)

The within-level and between-level covariances are modeled
simultaneously but independently (unless across-level
constraints are applied). For example, we may consider a
two-level factor model for p observed variables and k common
factors at each level:

6BETWEEN = 3BETWEEN8BETWEEN3′
BETWEEN + 2BETWEEN,

6WITHIN = 3WITHIN8WITHIN3′
WITHIN + 2WITHIN, (5)
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where 8BETWEEN and 8WITHIN are k × k covariance matrices of
common factors, 2BETWEEN and 2WITHIN are p × p (typically
diagonal) matrices with residual (co)variances, and 3BETWEEN

and 3WITHIN are p × k matrices with factor loadings at the
between and within level, respectively.

In principle, the factor structures at the two levels can be
completely different. However, in many situations the results
are hard to interpret without assuming some constraints across
levels. Stapleton et al. (2016) provide a nice overview of types of
constructs inmultilevel models. They showed that if the between-
level construct represents the aggregate of the characteristics
of individuals within the clusters, cross-level constraints are
required. Specifically, to correctly model such constructs, the
same factor structure has to apply to both levels, and factor
loadings should be equal across levels. In cross-cultural research,
equality of factor loadings across levels is called isomorphism
(Tay et al., 2014). Across-level invariance ensures that the factors
at different levels can be interpreted as the within-level and
between-level components of the same latent variable (van de
Vijver and Poortinga, 2002). This decomposition also allows
for free estimation of the factor variance at the between level,
and consequently for the calculation of the factor intraclass
correlation (Mehta and Neale, 2005), representing the percentage
of factor variance at the between level.

Reliability in Multilevel Factor Models
Lord and Novick (1968) defined reliability as the squared
correlation between true and observed scores. An alternative (but
mathematically equivalent) definition of reliability is that it is
the ratio of the true score variance over the total variance (e.g.,
McDonald, 1999). The “true score variance” in this definition
points to the part of the total score variance that is free from
random error. Assuming that one has access to the true score
variance, the reliability is:

Var(T)

Var (T) + Var(E)
(6)

where Var(T) is the true score variance, and Var(E) is
measurement error variance.

In factor models, the common factor variance is used as
an estimate of the true score variance. The remaining variance
in an indicator stems from a residual factor (δ) that consists
of two components: a reliable component, s, which is a stable
component over persons, but not shared with other indicators;
and a truly random component, e (Bollen, 1989). One difference
between the concept of reliability in classical test theory (CTT)
and the concept of reliability in the factor modeling framework
is that in CTT, the variance of the stable component s is
part of the reliable variance (included in the nominator in
Equation 6), whereas in the factor analysis framework it is
considered an unreliable part (only included in the denominator
in Equation 6)1.

1The specific variance of a measure is typically not known. In a factor model,

specific variance is part of the residual variance and really only included in the

denominator of Equation (6). In CTT-measures of reliability however, the specific

variance may only partly be included in the numerator. See Bollen (1989, p. 219)

for a discussion.

The common factor therefore represents the reliable common
parts of the indicators. In the SEMdefinition of reliability (Bollen,
1989, p. 221), the regressions of the indicator variables on the
common factors represent the systematic components of the
indicators, and all else represents error. The reliability of a single
indicator can therefore be evaluated based on the size of the
factor loading. Indices that focus on the reliability of scales with
multiple indicators commonly represent some form of the ratio
of common indicator variance over total indicator variance.

Geldhof et al. (2014) provided an overview of reliability
estimation in multilevel factor models. They showed that
level-specific reliability estimates are preferable to single-level
reliability estimates when the variance at the between level
is substantial. Also, they found that estimated between-cluster
composite reliability (ω) was generally more unbiased than
between-cluster alpha (α) and maximal reliability estimates. In
this article we will therefore focus on composite reliability.
Composite reliability in a congeneric factor model is defined as
the ratio of common indicator variance over the total indicator
variance (Werts et al., 1974; Raykov, 1997). Assuming no
covariances between residual factors, and no cross loadings,
composite reliability of a scale with factor variance ϕ, factor
loadings λ1, λ2, ..., λk and residual variances θ1, θ2, ..., θk can be
estimated by:

ω =
(
∑k

i= 1 λi)
2
ϕ

(
∑k

i= 1 λi)
2
ϕ +

∑k
i= 1 θi

(7)

Level-specific composite reliability is estimated by plugging in
the level-specific factor loading and residual variance estimates
into the formula for ω. Cluster-level reliability as estimated with
Equation (7) reflects the degree to which group-level differences
in a researcher’s observed data can be generalized to represent
between-group differences in a construct of interest (Geldhof
et al., 2014).

RELATIONS BETWEEN THE THREE
CONCEPTS

How Invariance between Groups Relates
to between-Level Reliability
Given that in factor analysis the reliable part of the indicator is
the part that reflects the common factor, reliable mean differences
in observed variables between groups would reflect mean
differences in common factors across groups. Lubke et al. (2003)
very nicely explained the relationship between sources of within-
and between-group differences and measurement invariance in
the common factor model. They explicated that measurement
invariance implies between-group differences cannot be due to
other factors than those accounting for within-group differences.

Suppose observed mean differences between groups are due to

entirely different factors than those that account for the individual

differences within a group. The notion of “different factors” as

opposed to “same factors” implies that the relation of observed

variables and underlying factors is different in the model for the

means as compared with the model for the covariances, that is,

the pattern of factor loadings is different for the two parts of the
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model. If the loadings were the same, the factors would have the

same interpretation. In terms of the multigroup model, different

loadings imply that the matrix 3 in Equation (1) differs from the

matrix 3 in Equation (2) (Equation numbers adjusted). However,

this is not the case in the MI (measurement invariance) model.

Mean differences are modeled with the same loadings as the

covariances. Hence, this model is inconsistent with a situation

in which between-group differences are due to entirely different

factors than within-group differences (Lubke et al., 2003, p. 552).

In other words, if measurement invariance holds, then observed
mean differences between groups reflect differences in the means
of common factors across groups. Suppose for example that
one has used several indicators to measure mathematical ability
in boys and girls. Within the group of boys, the mathematical
ability likely differs from boy to boy, leading to differences in
the observed indicators. Similarly, within the group of girls there
will be systematic differences between girls that are caused by
individual differences in mathematical ability. In addition, the
mean mathematical ability may differ between boys and girls.
If measurement invariance holds, all group mean differences
in the observed scores are caused by differences in the mean
mathematical ability across groups. If the differences within and
between groups are due to entirely different factors, or if there
are additional factors besides mathematical ability affecting the
between-group scores, then measurement invariance does not
hold (Lubke et al., 2003). In this case, the measurement of
between-group differences is not reliable, because differences
between groups do not only reflect differences in common factors
across groups.

How Invariance between Groups Relates
to Invariance across Levels
When researchers are interested in differences between large
numbers of groups, it becomes infeasible to conduct multigroup
modeling. In these cases it is sensible to treat group as a
random rather than a fixed variable, and to use multilevel
techniques (Muthén and Asparouhov, 2017). For example, if
a researcher wants to evaluate differences in latent variables
between many countries, one could use a two-level model
in which countries are treated as the clustering variable (Jak,
2017). In this example, the between-level model would represent
country-level mean differences in the variables, and the within-
level model would represent differences in individual deviations
from the respective country means. Jak et al. (2013, 2014)
provided a short overview of how three increasingly restrictive
assumptions across groups/clusters (configural, weak, and strong

factorial invariance) lead to testable restrictions across levels
in a two-level. Specifically, they showed how weak factorial
invariance across groups in a multigroup factor model translates
to equal factor loadings across levels in a two-level factor model
(Equations 9 and 10 in Jak et al., 2013). When strong factorial
invariance holds, in addition to equal factor loadings across
levels, the residual variance at the between level is zero (Equation
11 in Jak et al., 2013). We provide a more detailed and annotated
derivation of these models in Appendix A in Supplementary
Material. The first two columns in Table 1 provide an overview
of restrictions in a multigroup model, and the implications for a
two-level model.

How Invariance Across Levels Relates to
Reliability
In principle, level-specific reliability estimates can be calculated
using the estimates of a two-level factormodel without cross-level
invariance constraints. However, in that case, the interpretation
of the common factor at the two levels is not identical. In practice,
research questions will often be answered using multilevel data
that involves what Stapleton et al. call “configural constructs.”
These are constructs for which the interest is both in the within
and between cluster differences, and the between-level construct
represents the aggregate of the within-level characteristics.
Examples are evaluation of differences in citizenship behavior
within and between countries (Davidov et al., 2016) and the
evaluation of teacher-student relationship quality within and
between school classes (Spilt et al., 2012). These types of models
require cross-level invariance restrictions on the factor loadings.
When using Equation (7) to estimate composite reliability at the
both levels in such amodel, and provided that the two-level factor
model with cross-level invariance fits the data satisfactorily, one
would plug in the same unstandardized factor loadings when
calculating within-level and between-level composite reliability.
However, the factor variances and residual variance likely differ
across levels, leading to different reliability estimates at the two
levels. In the case that cluster invariance holds for all items, all
residual variances at the between level will be zero, leading to
perfect composite reliability at the between level (as indicated
in the last column of Table 1). In practice, it is unlikely to
find cluster invariance for all items, as it is unlikely that strong
factorial invariance across clusters holds for all items. Perfect
composite reliability is therefore expected to be rare in practice.
Often, researchers find partial strong factorial invariance across
groups (Byrne et al., 1989). Similarly, it is quite common to find

TABLE 1 | Comparison of the restrictions in a multigroup model and the implications in a two-level model with different levels of factorial invariance.

Restrictions in multigroup model Implications in two-level model Implications reliability

LEVEL OF FACTORIAL INVARIANCE

Configural pattern(3g) = pattern(3) –

Weak 3g = 3 3WITHIN = 3BETWEEN

Strong 3g = 3, νg = ν 3WITHIN = 3BETWEEN, 2BETWEEN = 0 ωBETWEEN = 1

ν is a p-dimensional vector of intercepts. Subscript g is used for group/cluster.
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TABLE 2 | Model fit of three increasingly restrictive multigroup invariance models on the well-being items.

df χ2 RMSEA [90%CI] CFI BIC

Configural invariance 203 1742.848 0.063 [0.061; 0.066] 0.985 637061.39

Weak factorial invariance 343 3168.430 0.066 [0.064; 0.068] 0.972 636959.90

Strong factorial invariance 455 12471.471 0.118 [0.117; 0.120] 0.882 645041.28

perfect reliability for some of the items at the between level (e.g.,
Bottoni, 2016; Zee et al., 2016).

EXAMPLE

Data
We illustrate the multigroup modeling, two-level modeling,
and multilevel reliability analysis using six items to measure
“emotional well-being” that were included in round 2012 of
the European Social Survey (Huppert et al., 2009; ESS Round
6: European Social Survey, 2014). Three items are positively
formulated, asking how often in the last week a respondent
was happy (WRHPP), enjoyed life (ENJLF), and felt calm and
peaceful (FLTPCFL). The other three items were negatively
phrased, asking how often in the last week a respondent
felt depressed (FLTDP), felt sad (FLTSD), and felt anxious
(FLTANX). The items were scored on a 4-point scale ranging
from 0 (none or almost none of the time) to 3 (all or almost all
of the time). Round 2012 of the ESS included data from 54,673
respondents from 29 countries on these items.

Analysis
All models were fit to the data with Mplus version 7 (Muthén
and Muthén, 1998–2015), using maximum likelihood estimation
(MLR). This estimation method provides a test statistic that is
asymptotically equivalent to the Yuan–Bentler T2 test statistic
(Yuan and Bentler, 2000), and standard errors that are robust for
non-normality. For illustrative purposes, we treat the responses
to the 4-point scale as approximately continuous.

Statistical significance of the χ2 statistic (using α = 0.05)
indicates that exact fit of the model has to be rejected. With
large sample sizes, very small model misspecifications may lead
to rejection of the model. Therefore, we also consider measures
of approximate fit; the root mean square error of approximation
(RMSEA; Steiger and Lind, 1980) and the comparative fit index
(CFI; Bentler, 1990). RMSEA values smaller than 0.05 indicate
close fit, and values smaller than .08 are considered satisfactory
(Browne and Cudeck, 1992). CFI values over 0.95 indicate
reasonably good fit (Hu and Bentler, 1999). In addition, formodel
comparison we evaluate the BIC (Raftery, 1986, 1995), of which
smaller values indicate better fit.

Emotional well-being is an individual-level construct, of
which the aggregated scores at the country level may differ. In
the terminology of Stapleton et al. (2016), this is a configural
construct, which needs cross-level equality constraints on the
factor loadings.

Measurement Model
First, we fitted a two factor model to the well-being items
on the merged dataset of all countries. The fit of this
model was satisfactory, χ2

(8)
= 2633.591, p < 0.05, RMSEA

TABLE 3 | Number of countries with a modification index of the intercept >50 and

>100 per item.

#MI > 50 #MI > 100

WRHPPY 9 4

ENJLF 13 5

FLTPCFL 10 8

FLTDPR 13 7

FLTSD 8 2

FLTANX 18 14

#MI = number of modification indices.

= 0.078, 90% CI [0.075; 0.080], CFI = 0.98. Inspection of
modification indices showed that the modification index of a
cross loading of FLTPCFL on the factor Negative well-being
was around three times larger than the other modification
indices. This item is the only positively phrased item that
refers to feelings, while all negatively phrased items refer to
feelings. Therefore, we decided to add this (negative) cross
loading. The resulting model fitted the data satisfactorily,
χ2
(7)

= 1352.814, RMSEA = 0.059, 90% CI [0.057; 0.062],

CFI = 0.99, and was considered the final measurement
model2.

Multigroup Model
Next we fitted the three multigroup models representing
configural invariance, weak factorial invariance, and strong
factorial invariance to the data of 29 countries, with Albania
as the reference country. The fit results of these three models
can be seen in Table 2. Overall fit of the models with configural
and weak factorial invariance can be considered satisfactory, but
strong factorial invariance does not hold according to all fit
indices. In addition, the model with weak factorial invariance
has the lowest BIC-value. Apparently, at least some intercepts
were not invariant across countries. Rejection of strong factorial
invariance can be caused by relatively large differences in
intercepts across a few countries, relatively small differences in
intercepts across many countries, or a combination of both. In
order to find out which items were most biased, we counted the
number of countries in which each item’s intercept had a high
modification index. Table 3 shows the number of countries for
which specific items were flagged to be biased based on whether
an intercept’s modification index exceeded a threshold of 50 or

2The reported fit measures are obtained from an overall analysis on the merged

dataset while ignoring the dependency of individuals within countries. Using an

analysis with corrected fit statistic (Type = Complex in Mplus) leads to better

model fit and similar conclusions, with χ2
(8)

= 327.979, p < 0.05, RMSEA= 0.027,

90% CI [0.025; 0.030], CFI= 0.99 for the first model, and χ2
(7)

= 212.285, p< 0.05,

RMSEA= 0.023, 90% CI [0.021; 0.026], CFI= 0.99 for the modified (final) model.
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TABLE 4 | Model fit of three increasingly restrictive two-level models on the

well-being items.

df χ2 RMSEA CFI BIC

Two-level CFA 14 516.692 0.026 0.976 641634.92

Cross-level invariance 19 619.519 0.024 0.972 641597.23

Strong factorial invariance 25 6880.934 0.071 0.679 647276.03

TABLE 5 | Modification indices (MIs) and chi-squared differences for releasing

specific residual variances.

free θi

Item MI ∆χ2

WRHPPY 8895.463 661.022

ENJLF 28777.092 1229.299

FLTPCFL 40919.137 1410.159

FLTDPR 36531.309 1380.276

FLTSD 8491.897 641.51

FLTANX 147722.922 2868.184

100. Based on these counts, the item FLTANX seems to be most
biased, and the item FLTSD seems the least biased.

Two-Level Model
We fitted three increasingly restrictive two-level models. The fit
results can be found in Table 4. The first model is a two-level
model specifying the measurement at the within and between
levels without any constraints across levels. The fit of this model
was satisfactory according to the RMSEA and CFI. However,
this model does not allow for a meaningful interpretation of the
factors at the two levels. Next, we constrained the factor loadings
to be equal across levels, and freely estimated the factor variances
at the between level. This model fitted the data significantly
worse, which may be expected given the large sample size, but
lead to a lower BIC-value. The overall fit was still acceptable
according to the RMSEA and CFI.

Constraining the loadings to equality across levels allows
computation of the factor ICC. For positive well-being, the ICC
was 0.06/(1 + 0.06) = 0.057, indicating that 5.7% of the factor
variance was on the country level, and for negative well-being the
ICC was 0.133/(1 + 0.133) = 0.117, indicating that 11.7% of the
factor variance was on the country level.

The model assuming strong factorial invariance, that is, the
model with the between-level residual variances fixed to zero,
fitted the data much worse than the first two models based on
all fit indices, indicating that strong factorial invariance does
not hold across countries. This finding matches the conclusion
from the multigroup analysis. Non-zero residual variance at
the between level shows that there are other factors than well-
being influencing the country level scores on the items. Table 5
shows the modification indices for each item’s residual variance,
and the actual decrease in χ2 when freeing each item’s residual
variances. It is notable that, similar to the analysis of Muthén
and Asparouhov (2017), the modification indices are not a

good approximation of the actual drop in χ2 when freeing the
respective parameter. However, the ordering of the amount of
bias present in each item is identical for the two methods. The
item FLTANX seems to have the most bias, and the item FLTSD
seems to be the least biased. These findingsmatch the results from
the multigroup analysis.

Figure 1 shows the unstandardized and standardized
parameter estimates from the two-level model with cross-level
invariance. It can be seen that although the factor loadings are
constrained across levels, the standardized factor loadings are
different across levels, and they are quite high at the between
level, specifically for the least biased indicators. Assuming the
model is configured correctly (i.e., the same construct operates
at the individual and country levels), the standardized residual
variance at the between level represents the proportion of item
variance at the country level that is not explained by the common
factor(s). These proportions are highest for the items FLTANX
and FLTPCFL, and smallest for the item FLTSD, which again
matches the previous conclusions about which items are most
biased across countries.

Reliability
We used a two factor model with a cross loading as the
measurement model. However, the formula for composite
reliability that we presented (Equation 7) is only suited for
congeneric factor models. Raykov and Shrout (2002) provided
a method to obtain estimates of reliability for composites of
measures with non-congeneric structure. Treating well-being as
a multidimensional construct at each level, composite reliability
for the six items was estimated as 0.77 at the within level, and 0.87
at the between level. As expected, the reliability at the between
level is much higher than at the within level. The indicators
that contribute most to the composite reliability estimates are
the indicators with the largest standardized factor loadings (and
least residual variance). For the positive well-being scale, the
most reliable indicator at the between level is WRHPPY, and
for the negative well-being scale the most reliable indicators are
FLTDPR and FLTSD. These two items are also the items that
came out as least biased in the multigroup analysis, as well as
in the two-level analysis. The item with the lowest between-level
standardized factor loadings is FLTPCFL, which loads on both
the positive and the negative well-being factor. However, for
items that load on multiple common factors, we cannot take the
individual standardized factor loadings as direct indications of
unbiasedness, because it does not take into account the amount
of variance that is explained by the other factor(s).

DISCUSSION

The goal of our paper was to elucidate the relationship between
measurement invariance across clusters, loading invariance
across levels, and reliability in multilevel SEM. We used a real-
data example to illustrate special issues that applied researchers
should consider, which we summarize below. Invariance of
loadings across levels is implied for configural constructs, so
testing equality constraints on loadings across levels constitutes a
test of whether a between-level construct can be interpreted as an
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FIGURE 1 | Unstandardized and standardized parameter estimates from the two-level model with cross-level invariance.

aggregate of its within-level counterpart. Invariance of loadings
across levels is also implied when factor loadings are assumed
to be equal across clusters (i.e., when weak factorial invariance

across clusters holds). Cross-level invariance is a necessary but
not sufficient condition for weak factorial invariance across
clusters. This means that if a construct cannot be regarded as
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configural (i.e., if cross-level invariance does not hold), then
weak factorial invariance across clusters does not hold. But the
reverse does not hold: If a construct is configural, that does not
necessarily imply that weak factorial invariance across clusters
also holds, because non-uniform bias across clusters has also been
found to show up as residual variance at the between level (Jak
et al., 2013). To summarize, equal factor loadings across clusters
imply equal factor loadings across levels (and thus a configural
construct), but not the other way around3.

Equality of intercepts, on the other hand, cannot be
tested across levels because the intercepts apply only to the
observed variables, not separately for within- and between-level
components. The common practice of fixing factor means to zero
for identification of the mean structure makes it easy to show that
within-level intercepts are expected to be zero. This is because
the within-level component (ηij) of yij is partitioned from the
group means (µj), which are the between-level components of
yij. Thus, as shown in the Appendix in Supplementary Material,
the group means of yij are a function of τj because their between-
level components µj are themselves a function of τj. Strong
invariance can, however, be tested across clusters. If intercepts do
not vary across clusters, that implies no between-level residual
variance, so strong invariance across clusters can be tested by
constraining between-level residual variances to zero in a model
with cross-level loading invariance.

Finally, when working with multilevel data, reliability should
be estimated separately for each level of measurement (Geldhof
et al., 2014). When the construct is meant to be interpreted
only at the within or between level, reliability need only be

3Testing equality of factor loadings across clusters in a multilevel framework

requires estimating each loading as a random slope, represented as a Level-2

factor with freely estimated variance. Testing whether a variance equals zero would

constitute a test of invariance of loadings across clusters. This topic is beyond

the scope of our paper but is discussed in Kim et al. (2017) and Muthén and

Asparouhov (2017).

calculated at the level of interest, and a saturated model
should be specified at the other level (Stapleton et al.,
2016). Level-specific reliability can be interpreted for configural
constructs that have analogous interpretations at each level of
measurement. For example, within-level composite reliability is
the proportion of variance between individuals within clusters
(i.e., variability around cluster means) that is accounted for by
individual differences on the within-level construct. Between-
level composite reliability is the proportion of variance in
cluster means that is accounted for by differences in cluster
means of the same construct. Greater between-level than within-
level reliability should not be mistaken for indicating that the
construct has a different meaning at the between level, because
(near) perfect between-level reliability (and therefore nearly zero
between-level residual variance) is necessarily implied by (near)
strong invariance across clusters.
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The test for item level cluster bias examines the improvement in model fit that results from

freeing an item’s between level residual variance from a baseline model with equal within

and between level factor loadings and between level residual variances fixed at zero. A

potential problem is that this approach may include a misspecified unrestricted model

if any non-invariance is present, but the log-likelihood difference test requires that the

unrestricted model is correctly specified. A free baseline approach where the unrestricted

model includes only the restrictions needed for model identification should lead to better

decision accuracy, but no studies have examined this yet. We ran a Monte Carlo study to

investigate this issue. When the referent item is unbiased, compared to the free baseline

approach, the constrained baseline approach led to similar true positive (power) rates

but much higher false positive (Type I error) rates. The free baseline approach should

be preferred when the referent indicator is unbiased. When the referent assumption is

violated, the false positive rate was unacceptably high for both free and constrained

baseline approaches, and the true positive rate was poor regardless of whether the free

or constrained baseline approach was used. Neither the free or constrained baseline

approach can be recommended when the referent indicator is biased. We recommend

paying close attention to ensuring the referent indicator is unbiased in tests of cluster

bias. All Mplus input and output files, R, and short Python scripts used to execute this

simulation study are uploaded to an open access repository.

Keywords: multilevel confirmatory factor analysis, cluster bias, measurement invariance, isomorphism, homology,

Monte Carlo

INTRODUCTION

Measurement invariance can be demonstrated for a measurement instrument if the instrument
functions equivalently, in a probabilistic sense, over subpopulations. In other words, measurement
invariance exists if two individuals with equal standing on the construct being assessed, but sampled
from different subpopulations, have the same expected test score. This has been explained by
numerous methodologists now including Drasgow (1982, 1984), Mellenbergh (1989), Meredith
(1993), Millsap (2012), and Vandenberg and Lance (2000). These authors have all shown that
without demonstrating measurement invariance, conclusions about differences in latent means are
dubious. More recent papers by Chen (2008) and Guenole and Brown (2014) have shown that,
in addition, a lack of invariance leads to biased estimates of relationships between latent variables
across groups, if the lack of invariance (or non-invariance) is not appropriately modeled.
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The goal of this article is to present a Monte Carlo study
that compares the effectiveness of two strategies for examining
invariance simultaneously over many groups (i.e., cluster bias) in
the context of multilevel confirmatory factor analysis (multilevel
CFA). In the remainder of this article, we first present a brief
literature review and theoretical framework for invariance testing
in a multilevel CFA context. Following this overview, we describe
the goals of the simulation study, the simulation conditions
and rationale for their selection, and the simulation results. We
then discuss the practical implications of this article for applied
researchers in our discussion section.

LITERATURE REVIEW AND THEORETICAL
FRAMEWORK

Methods for detecting items that violate measurement invariance
are well developed. Tests for continuous indicator models are
primarily based on confirmatory factor analysis (CFA). CFA tests
involve first examining configural invariance, or whether the
same number of latent dimensions are present in the data for each
group. The configural invariance tests are followed by examining
factor loadings of items across groups for equivalence. If the
factor loadings are not equivalent across groups, the test items
are said to violate metric or weak factorial invariance in a CFA
framework.

If the factor loadings are equivalent, but intercepts are not
equivalent, the items are said to violate scalar or strong invariance
in CFA. Finally, equivalence of item error variances is also studied
in CFA. If error variances are equal across groups, the items
are said to show strict invariance. Chan (1998) has described
the assumption of equivalent error variance as an unrealistic
expectation in many applied situations. For a recent special issue
on the topic of measurement invariance from the structural
equation modeling perspective, see van de Schoot et al. (2015).
When there are just two subpopulations of interest, say male
and female in the context of CFA, measurement invariance is
often examined using multiple indicator multiple causes models
(Joreskog and Goldberger, 1975; Kim et al., 2012b; MIMIC:
Chun et al., 2016), restricted factor analysis (Oort, 1998; RFA:
Barendse et al., 2010), or multiple group models based on mean
and covariance structures analysis (Sorbom, 1974; MACS: Byrne
et al., 1989; Cheung and Rensvold, 1999). In these approaches
the groups are fixed, and the method does not treat the groups
across which invariance is examined to be a sample from a
population.

Research attention has started to focus on situations where
there are a large number of groups across which researchers wish
to examine invariance. Examples might include invariance of
a values questionnaire across cultures (e.g., Cheng et al., 2014;
Cieciuch et al., 2017; Jang et al., 2017) or the invariance of
a measurement instrument across classrooms in schools (e.g.,
Muthén, 1991). In cases like this, if there are a large number
of groups, the usual multi-group approach can be cumbersome.
Instead, measurement invariance can be examined with meta-
analytic approaches (e.g., Cheung et al., 2006), recently developed
fixed mode of variation approaches (i.e., approaches that do not

attempt to make inferences beyond the groups in the analysis)
like alignment optimization (Asparouhov and Muthén, 2014;
Cieciuch et al., 2014), or multilevel confirmatory factor analysis
(multilevel CFA: Muthén, 1994; Rabe-Hesketh et al., 2004).
Multilevel CFA, the focus of this article, treats the grouping
variable as a random mode of variation. In other words, it views
the groups as a sample of groups from a larger population of
groups (Muthén, 1994; Kim et al., 2012a; Jak et al., 2013; Ryu,
2014).

With two-level data, invariance can be examined at level-1 or
level-2, but is more commonly studied at level-2, as described
by Muthén et al. (1997), for example. Level-2 bias detection
is the focus of the simulations to be presented in this article.
Early papers by Muthén (1994) and Rabe-Hesketh et al. (2004)
established the prerequisites for measurement invariance in
multilevel measurement models, and a series of recent papers by
Jak and her colleagues (Jak et al., 2013, 2014; Jak and Oort, 2015)
further outlined the logic for tests of multilevel measurement
invariance, or cluster bias. In two-level CFA the covariance
matrix is decomposed as:

6total = 6between + 6within. (1)

If there is no measurement bias at level-2 the following models
will fit the data for p observed and k latent variables:

6between = 38between3
′ (2)

6within = 38within3
′
+ 2within (3)

where 8 between and 8 within are k × k latent variable covariance
matrices, 3 is a p × k matrix of factor loadings, and 2 within is a
diagonal p× pmatrix of residual variances. Cluster bias is related
to the concept of isomorphism, which refers to equal factor
loadings across levels. Isomorphism has important consequences
for conclusions about the similarity of relationships between
variables across levels, which in turn is referred to as homology
(Tay et al., 2014; Guenole, 2016). However, absence of cluster bias
is a stronger assumption than isomorphism, because cluster bias
refers to non-zero residual variance at level-2, in a model where
isomorphism holds.

In practice, the Jak et al. (2013) procedure for testing
multilevel invariance unfolds as follows. First, configural
invariance is examined. The configural invariance model holds
where the pattern of factor loading coefficients is consistent
across the within and between levels of the multilevel CFA
model. Next, the cluster invariance model is fit to the data where
factor loadings and intercepts are equivalent across clusters.
The data support a cluster invariance or strong invariance
model when the factor loadings are equivalent across levels and
level-2 item residual variances are not significantly different
from zero. Jak and Oort (2015) noted that the result of bias
in factor loadings and intercepts manifests as level-2 residual
variance when factor loadings are constrained across levels, and
the test for cluster bias does not differentiate the source for
the bias (i.e., whether it is intercept or factor loading non-
invariance across level-2 clusters), rather, it simply tests for the
presence of measurement bias. If the level-2 residual variances
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are significantly different from zero, the bias could be in factor
loadings and/or intercepts. In this article, we focus attention
on uniform bias which we simulate by incorporating the direct
effect of a level-2 violator, described more in the methodology
section.

In the sections that follow, we contrast free and constrained
baseline approaches to testing measurement bias. Importantly,
the free vs. constrained distinction in the context of item level
testing is distinct from scale level testing for cluster bias where
the configural model is contrasted with the scalar invariance
model. The item level procedures we investigate here are likely
to be followed by researchers if they find that cluster invariance is
violated.

Constrained Baseline Approaches to
Measurement Invariance Testing
An item level approach to cluster bias based on Jak et al.’s
(2013) procedure can be considered a constrained (of “fixed”)
baseline approach. This is because it begins by fixing all
parameters to be tested to be either equal across levels in
the case of factor loadings or zero in the case of between
level residual variances. In this approach, the overall fit of
the fully constrained model is first evaluated. The alternative
model then frees the level-2 residual variances for the studied
item(s). An evaluation of the improvement in model fit from
freeing the item parameters is then made, using a test such
as the likelihood ratio difference test or one of its variations.
Statistical significance indicates that the model with constraints
fits significantly worse than the model without constraints, and
the item exhibits measurement bias. Conversely, statistical non-
significance indicates that the model with constraints does not fit
significantly worse than the model without constraints, and the
item does not exhibit measurement bias. Stark et al. (2006) noted
that constrained baseline procedures are the typical approach
used by researchers coming from an item response modeling
tradition.

Free Baseline Approaches to Measurement
Invariance Testing
An alternative approach to the constrained baseline strategy
begins with a free baseline where minimal constraints are
imposed. In this approach, the minimally identifiable model is
estimated as the baseline model. The alternative model then
constrains the parameters of the items being tested across
groups (one factor loading and one residual variance), but leaves
parameters for all other items free across groups. An evaluation of
the difference in fit between the constrained and unconstrained
models is then made using a test such as the likelihood ratio
test. Statistical non-significance indicates that fixing the item
parameters equal across groups does not yield a statistically
significant decrement in model fit, and that the item does not
exhibit bias. Statistical significance indicates that the item does
exhibit measurement bias across groups. Stark et al. (2006)
noted that free baseline procedures are the typical approach
used by researchers coming from a structural equation modeling
tradition.

Competing Rationales for Constrained and
Free Baseline Approaches
Readers should note that while the free vs. constrained baseline
issue has not been examined in the context of multilevel
measurement invariance, numerous related examples exist in
the traditional two-group case under the label of iterative bias
detection. These include applied instances (e.g., Navas-Ara and
Gómez-Benito, 2002) as well as Monte Carlo studies (e.g., Oort,
1998; Barendse et al., 2012). In the iterative approach, results of
previous item tests are incorporated into the baseline model for
testing of subsequent items. In the method adopted in this article,
we always revert to the original free or constrained baseline for
tests of subsequent items.

Researchers have offered different rationales for examining
invariance with free and constrained baseline approaches.
Constrained baseline approaches might be a reasonable approach
if the majority of items are believed to be invariant, perhaps
based on past research. Furthermore, Jak andOort (2015) showed
with simulations that a constrained baseline approach leads to
reasonably accurate conclusions under some circumstances when
examining cluster bias. A constrained baseline might also be
defended on the basis that more stable parameter estimates are
achieved when the linking required to establish a commonmetric
is based on more than one item (Stark et al., 2006).

Nevertheless, there may be an impact on subsequent tests
of model fit if the unrestricted model is misspecified. To
calculate the log-likelihood ratio test two models are estimated,
an unrestricted model M0, and a restricted model, M1. The log-
likelihood statistic is calculated by comparing the log-likelihoods
of the two models: LRT = −2 x (ℓ0 − ℓ1). The LRT statistic is
distributed as χ2 with degrees of freedom equal to the difference
in the number of estimated parameters between the models, but
this is only so if the unrestricted model is correctly specified. If
it is not, it could see a reduction in statistical power to detect
bias when it exists, and increased Type I errors where non-
biased items are identified as biased. From a logical perspective,
the cautious and strongest theoretical approach seems to be to
use the free baseline procedure. Indeed, simulation studies in
the two-group context have revealed greater accuracy for the
free baseline approach across dominance and unfolding item
response models (Stark et al., 2006; Wang et al., 2013; Chun et al.,
2016). Comparing the free and constrained baseline approaches
with Monte Carlo methods in a multi-level CFA context is
the central goal of this article. Importantly, while the general
procedures of free and constrained approaches to invariance
testing are not new, the two procedures we examine have never
been evaluated before in the context of testing cluster bias.
There are also other possible approaches to free and constrained
baseline testing that this article does not address. We return to
these alternative approaches in our discussion.

We broadly follow the recommendations of Paxton et al.
(2001). Our hypotheses were as follows:

H1. A free baseline approach will provide greater decision
accuracy in terms of true positive rates and false
positive rates in comparison to the constrained baseline
approach.
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H2. The improved performance of the free baseline approach
will be even more observable in terms of true positive rates
and false positive rates with factors expected to increase
decision accuracy (i.e., higher ICC, larger L1 and L2 sample
sizes, more non-invariant items, and higher magnitude
bias).

We were interested in the performance of free and constrained
baseline approaches where the referent item was free of bias and
when it was biased, since in practice this important assumption
may be easily violated. We did not have a hypothesis for the
biased referent indicator section in our design and therefore treat
this part of the analysis as exploratory.

METHOD

Design Features
The simulation conditions for the most part follow the set up
described by Jak et al. (2014), which provide a strong basis
on which to evaluate the performance of cluster bias detection
in multilevel CFA. In addition, we verified the appropriateness
of these conditions by a review of existing simulation studies
addressing multilevel CFA questions. In the sections that follow,
we describe the simulation set up for the current study.

Fixed Features of Simulation Design
Test length was set at five items. Five items have been commonly
used in measurement model simulation studies, and this number
of items is very common in survey research where there is not
sufficient room for longer scales.

Continuous indicators were simulated. Continuous item
indicator factor models are common in survey work where
research shows that so long as the number of scale points in a
Likert scale model is greater than five, continuous factor models
perform well.

Replications were set at 500 replications per cell which is
consistent with the number of replications used in past studies
and is expected to be a sufficient number of replications to
achieve reliable results.

Missing data patterns were not included in our simulation, and
so the impact of missing data patterns in multilevel measurement
invariance falls outside the scope of our simulation.

Level-2 violators were simulated to introduce non-invariance
in our simulations. The effect of the level-2 violator is to increase
the variance for the biased item. We subsequently examined
items for bias with tests of cluster bias.

Experimental Conditions
Level 1 Samples Sizes (Three Levels)
Level-1 sample sizes (L1N) were set at 2, 5, and 25, mirroring
the simulation conditions presented since cluster samples sizes
of two are common in dyad research, five are common in
small group research, and 25 is common in educational and
organizational research.

Level 2 Sample Sizes (Two Levels)
Level-2 sample sizes (L2N) were set at 50 or 100. These cluster
sizes can be considered moderate and large, and were chosen

because results of simulations inmultilevel CFA contexts byMaas
and Hox (2005) show sample sizes in this range are required for
estimation accuracy.

Intraclass Correlations (ICCs) (Three Levels)
Based on a review of ICCs in simulation studies including Maas
and Hox (2005), the ICCs were set 0.10, 0.20, and 0.30. While
smaller ICCs have been investigated by some researchers (e.g.,
Depaoli and Clifton examined ICCs of 0.02), larger ICCs are
both common in applied settings and less likely to result in
inadmissible solutions.

Number of Biased Items (Three Levels)
We included conditions with 0, 1, and 2 biased items. This
allowed examining the impact of the severity of baseline
misspecification on decision accuracy. The no bias condition was
included simply as a simulation baseline to check the basal Type
I error, following Kim et al. (2012b).

Size of Bias (Three Levels)
We incorporated three levels of bias: no bias, small bias, and
large bias. We set the bias to be one and five percent of the total
variance of the indicator for small and large bias respectively.
We did this using the methodology of increasing the variance of
the biased item by allowing a direct effect of a level-2 violator
variable, described below under data generation. This approach
has been used in past simulation studies, including Barendse
et al. (2012). Again, the no bias condition was included only as
a simulation baseline check.

Biased or Unbiased Anchor Item (Two Levels)
We examined the performance of the free and constrained
baseline models when the anchor item was biased and when it
was unbiased. Note that for levels of bias with 2 biased items
under the biased anchor item this meant there were, in fact, 3
biased items: 2 biased items with a biased anchor item. The size
of the bias in the anchor item was set to match the size of the item
bias in the remaining item(s), i.e., 1 or 5% bias.

Summary of Factorial Design
Our design included the baseline check conditions of three
L1N × two L2N × three intraclass correlation levels x one
combination of biased items and levels of bias (i.e., zero bias) =
18 conditions; along with three L1N× two L2N× three intraclass
correlation levels x four combinations of bias items and levels of
bias (i.e., one or two bias items with either small, or large bias) x
two anchor item levels (biased and unbiased) = 144 conditions.
Each condition was analyzed using two detection strategies (i.e.,
both the free and the constrained baseline strategies).

Data Generation
All simulated data were generated as continuous multivariate
normal using Mplus version 8 (Muthén and Muthén, 1998-
2017). All input scripts, outputs scripts, and python scripts used
to extract model summary statistics are available at the following
figshare link: https://figshare.com/s/23427e33be46d406b5d0.
The base model from which all simulation models can be derived
is presented in Figure 1. In the unbiased referent indicator
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FIGURE 1 | Multilevel CFA base model for the most biased condition (biased

referent 2, and two further biased items 4 and 5). V is a level 2 violator that

causes bias in the affected indicators by increasing there variance by either 1

and 5%. The variance of the within factor was set at 1 and the between was

varied to adjust the ICC. Loading on within and between were set at 1 for all

items. θs are errors where w and b represent within and between, respectively,

and 1, 1 indicates the first indicator of the factor, etc.

conditions, bias was simulated on items 2 and 4. In the biased
referent indicator conditions, bias was simulated on items 2, 4,
and 5.

Model Identification
Unbiased Anchor
To identify the metric of the latent factors in the free baseline
approach we fixed the first factor loading of each factor on within
and between levels at one. This item was not biased. The baseline
model in the constrained approach was identified by fixing the
factor loading of the first indicator of each item at 1 and having
all remaining within and between level factor loadings equal and
all level two residual variances set at zero—thus violating the
assumption of an unbiased referent indicator.

Biased Anchor
To identify the metric of the factors in the free baseline approach
we fixed the second factor loading of each factor on within and
between levels at one. This item was a biased item. All remaining
factor loadings and residual variances were freely estimated. To
identify themetric of the latent factors in the constrained baseline
condition, we again fixed the within and between level factor
loadings of item 2, which was biased, at 1. All remaining item
factor loadings were constrained equal across levels and all level-2
residual variances were fixed at 0.

Estimation
We estimated all models using robust maximum likelihood
estimation (MLR).

Testing for Cluster Bias From Constrained
and Unconstrained Baselines
To test the invariance of items in the free baseline condition,
we examined the significance of the difference in −2 × the

log-likelihood of the restrictedmodel and the unrestrictedmodel.
In the restricted model the within and between level factor
loadings were equal and the residual variances for the tested
item was zero, respectively. In the unrestricted model the factor
loadings and residual variance for the tested item were free.
This yields a test statistic that is χ2 distributed with 2 degrees
of freedom. To test for bias of items under the constrained
baseline, the starting model was the reduced model where all
factor loadings were fixed equal and level-2 residual variances
were zero; the unrestricted model freed the within and between
level factor loadings for the tested item along with its between
level residual variances. The test statistic was compared against a
χ2 distribution with two degrees of freedom.

This restricted baseline approach differs from the Jak
et al. (2014) procedure in that their approach evaluates
the improvement in fit from moving from the model with
constrained factor loadings for an item with its residual variance
at zero to the same model but with only the residual variance
freed. However, for comparability with the free baseline approach
outlined, here we examine the improvement in fit that results
from freeing both the item residual variance and the across level
factor loading constraint simultaneously.

A correction is sometimes applied to calculate the differences
in χ2 between nested models because differences in −2 × log-
likelihood values are not χ2 distributed under the maximum
likelihood estimator with robust standard errors (Satorra and
Bentler, 2001). However, Jak andOort (2015, p. 440), citing Cham
et al. (2012) recommended using the uncorrected difference
in −2 × log-likelihood between the nested models because
in the context of difference testing a procedure with the
correction does not perform better than an approach without
the correction. They reported that their log-likelihood differences
were sometimes negative, and they considered these non-
significant. A strictly positive χ2 difference test has been
developed for the situations where the negative values occur, and
it has been suggested as potentially being relevant in other cases
such as small samples. However, recommendations to date are
unclear with regard to whether this strictly positive variation
ought to be applied in all cases. For this reason, we used unscaled
−2× log-likelihood difference tests.

True Positive Rates and False Negative
Rates
True positives rates were calculated as the proportion of
simulation runs within each condition where biased items were
correctly identified as biased with the two degree of freedom log-
likelihood difference test. False positive rates were calculated as
the proportion of simulation runs within each condition where
unbiased items were incorrectly identified as exhibiting bias
with the two degree of freedom log-likelihood difference test.
Power corresponds to the true positive rate, while Type I error
corresponds to the false positive rate.

When estimating many multilevel models with small
variances and low L1N, numerous estimation challenges are
likely to emerge, particularly in these models. These include runs
where (a) the software does not complete a replication, (b) the
software makes estimation adjustments due to the estimation
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hitting saddle points, (c) models converge to inadmissible
solutions, and (d) negative log-likelihood difference values result.
In instances when either model required for a log-likelihood
difference did not converge, the result was not counted as a true
positive or a false positive, but the proportion of true positives
and false positives observed for the cell is still expressed as a
proportion of the 500 intended runs.

We observe differences in reporting practices with regard
to whether runs with adjustments due to saddle points and
inadmissible solutions are summarized over or omitted in Monte
Carlo results for measurement invariance. In this study, if the
software converged to an inadmissible solution, and when an
adjustment was made due to hitting a saddle point, the log-
likelihood difference test was still conducted and summarized in
the same way as for log-likelihood difference tests for admissible
solutions. In addition, as with the study reported by Jak et al.
(2013), on numerous occasions the log-likelihood difference was
negative. In the Jak et al. (2013) study, the authors counted these
to be non-significant differences, however, in the present study
we considered these to be inconclusive and did not count them
in our analyses as constituting a true positive or a false positive
occurrence.

RESULTS

Simulation Baseline Check
Under the constrained baseline approach with no biased items
the false positive rate (based on testing item 2 for bias) and the
true positive rate (based on testing item 3 for bias) are both
false positive rates, because there is no bias. The detection rate
should be around the nominal significance level of 0.05 across
all experimental conditions, because the baseline model and the
comparisonmodels are always correctly specified. Table 1 reveals
that the false positive rate based on testing item 2 for bias in
the constrained baseline condition was always slightly lower than
0.05. The false positive rate based on testing item 3 for bias
was also slightly lower than 0.05 across all conditions. Similarly,
under the free baseline approach, the false positive rate (based
on testing item 2 for bias) and the true positive rate (based on
testing item 3 for bias) both constitute false positive rates. These
are expected to be around 0.05 across all experimental conditions.
Table 1 shows that the false positive rate based on testing item 2
for bias was always slightly lower than 0.05, and the false positive
rate based on testing item 3 for bias was also always slightly lower
than the expected 0.05.

Negative Log-Likelihood Difference Tests
In the simulation baseline conditions, and in all conditions
that follow, the occurrences of negative log-likelihood difference
tests were substantially higher under the constrained baseline
detection strategy, and precise frequencies can be observed in
Table 2 through Table 5.

Unbiased Referent Item Results
Summary of True Positive and False Positive Rates
True positive (power) and false positive (Type I error) rates
are summarized in Tables 2, 3. For the unbiased anchor

conditions, the overall true positive rate for the free baseline
approach was 0.44, while the overall true positive rate for the
constrained baseline approach was similar at 0.42. The overall
false positive rate for the free baseline approach was 0.04, while
the overall false positive rate for the constrained baseline was
unacceptably high at 0.14. This is because in contrast to the
baseline check condition where the baseline model was always
correctly specified and the fixed baseline approach performed
well in terms of false positives, in these conditions the baseline
model was always misspecified and the false positives are too
high. We now further explore factors associated with variability
in these true positive and false positive rates with ANOVA
models.

True Positive Rates (Power)
In an ANOVA model for the unbiased anchor condition where
the true positive rate was predicted by all independent variables
the significant independent variables at p < 0.05 were Level-2N
(η2L2N = 0.031), Level-1N (η2L1N = 0.566), the number of biased
items (η2

no. biased items
= 0.011) and the size of the bias (η2

size bias

= 0.175). Non-significant effects included ICC (η2ICC = 0.003),
and free vs. fixed (η2

free v fixed
= 0.001, where the free baseline

was coded 0 and the constrained baseline was coded 1). It is
important not to over-interpret small but statistically significant
effects, so here we consider effect sizes in relation to Cohen (1988)
criteria. The only effects that met Cohen’s (1988) criterion for
being at least a moderate effect (0.058) were Level-1N and the
size of bias. Next, an examination of all two-way interactions
indicated that the interaction between the ICC and the number
of biased items was significant at p< 0.05 (η2

ICC × no. biased items
=

0.008), although by Cohen’s benchmark this effect is small. There
were no interactions involving the free vs. fixed baseline variable
manipulation.

False Positive (Type I Error) Rates
In an ANOVA model for the unbiased anchor condition where
the false positive rate was predicted by all independent variables
the significant independent variables at p <0.05 were L1N (η2L1N
= 0.097), number of biased items (η2

no. biased items
= 0.071),

size of bias (η2
size bias

= 0.036), and whether a free or fixed

baseline was used (η2
free v fixed

= 0.072). These effects are all
moderate by Cohen’s (1988) criteria, aside from the effect of the
size of the bias, which was small. We next explored all two-
way interactions. This indicated that the following interactions
were significant at p < 0.05: L1N × number of biased items
(η2

L1N × no. biased items
= 0.067), L1N× size of bias (η2

L1N × size bias

= 0.072), L1N× free vs. fixed baseline (η2
L1N × free v fixed

= 0.100),

number of biased items × size of bias (η2
no. biased items × size bias

= 0.022), number of biased items × free vs. fixed baseline
(η2

no. biased items × free v fixed
= 0.055), and size of bias × free vs.

fixed baseline (η2
size bias × free v fixed

=0.032). Interaction effect
sizes that were at least moderate by Cohen’s standard, therefore,
include L1N× number of biased items, L1N× size of bias, L1N×

free vs. fixed baseline (η2
L1N × free v fixed

= 0.100). The interaction
for the number of biased items × free vs. fixed baseline was also
very close to being a moderate effect size.
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TABLE 1 | True positive rates and false positive rates for unbiased anchor with no bias.

Free baseline Fixed baseline

Cell L2N L1N ICC Items Size (%) NLD FP-2 NLD FP-3 NLD FP-2 NLD FP-3

1 50 2 0.10 0 0 21 0.03 13 0.02 225 0.02 229 0.02

31 50 2 0.20 0 0 20 0.02 18 0.03 243 0.02 226 0.02

61 50 2 0.30 0 0 17 0.03 10 0.03 232 0.02 237 0.02

6 50 5 0.10 0 0 49 0.02 21 0.02 253 0.01 239 0.01

36 50 5 0.20 0 0 20 0.03 31 0.02 193 0.02 213 0.03

66 50 5 0.30 0 0 24 0.01 27 0.02 211 0.01 215 0.02

11 50 25 0.10 0 0 38 0.02 34 0.02 130 0.01 121 0.03

41 50 25 0.20 0 0 33 0.03 28 0.01 105 0.04 122 0.01

71 50 25 0.30 0 0 32 0.03 23 0.02 109 0.03 104 0.01

16 100 2 0.10 0 0 26 0.03 26 0.03 277 0.01 268 0.02

46 100 2 0.20 0 0 37 0.04 19 0.03 248 0.02 258 0.02

76 100 2 0.30 0 0 36 0.03 41 0.02 215 0.02 241 0.01

21 100 5 0.10 0 0 20 0.03 29 0.04 186 0.02 208 0.03

51 100 5 0.20 0 0 22 0.02 24 0.02 202 0.02 172 0.02

81 100 5 0.30 0 0 22 0.02 34 0.03 214 0.02 203 0.03

26 100 25 0.10 0 0 31 0.02 39 0.02 107 0.01 126 0.02

56 100 25 0.20 0 0 32 0.02 34 0.03 108 0.03 127 0.03

86 100 25 0.30 0 0 26 0.02 32 0.03 102 0.02 123 0.02

L2N, level-2 sample size; L1N, level −1 sample size; ICC, intraclass correlation; Items, number of biased items; NLD, count of negative log-likelihood difference test results; FP-2, false

positive rate for item 2; FP-3, false positive rate for item 3.

We explored the interactions involving the free vs. fixed
baseline manipulation, our focal independent variable, further
with graphical plots. Figure 2 depicts the interaction between
L1N and free vs. fixed baseline on the false positive rate. This
figure reveals that moving from the lowest L1N size to the highest
L1N size for the free baseline model results in no notable change
in the false positive rate. On the other hand, moving from the
lowest L1N size to the highest L1N size with a fixed baseline leads
to a substantial jump in the false positive rate. Figure 3 depicts
the interaction between the number of biased items and the free
vs. fixed baseline strategy. This figure reveals that with 1 biased
item present, the free and fixed baseline approaches perform
similarly in terms of controlling the Type I error rate.

However, in the presence of two biased items, the free baseline
approach performs considerably better at controlling the Type I
error rate. The final interaction involving our focal independent
variable was for free vs. fixed and the size of the bias. This
interaction is plotted in Figure 4. It reveals that when the size of
the bias is small, the free and fixed baseline approaches perform
similarly, albeit with a lower Type I error rate for the free baseline
approach. When the size of the bias is large, the free baseline
approach continues to control the Type I error rate appropriately.
The Type I error rate for the fixed baseline approach, however,
rises to an unacceptable level.

Biased Referent Item Results
Summary of True Positive and False Positive Rates
True positive (power) and false positive (Type I error) rates for
the biased referent indicator are summarized inTables 4, 5. These
tables indicate that the false positive rate is poorly controlled

when the anchor item is biased, regardless of whether a free
baseline or a fixed baseline approach is adopted. The overall
false positive rates under the free and fixed baseline approach
were both unacceptable when the anchor item was biased, at
0.25 and 0.29 respectively. In this biased anchor condition,
the overall true positive rate under the free baseline approach
was 0.16, while it was higher at 0.28 under the fixed baseline
approach. Comparison of the relative advantages of the free
and fixed baseline across conditions is not meaningful given the
unacceptably high false positive rates and poor power across both
approaches. We do not explore this issue further here, instead
we return to the topic of identifying an unbiased item in the
discussion section below.

DISCUSSION

Breakthroughs in measurement invariance methods have made
techniques available for testing measurement invariance across
high numbers of groups with relatively small within group
sample sizes. This is an important development, because until
now the idea of testing whether different groups interpret survey
questions similarly has been limited to a small number of
groups with large sample sizes. Yet, the failure to adequately
establish a common interpretation across groups is known to
cause problems for interpretations of differences in latent means
and relationships between latent variables. Themethod studied in
this article to test measurement invariance, continuous indicator
multilevel confirmatory factor analysis, is ideal for studying
measurement invariance (i.e., cluster bias) across many groups.
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TABLE 2 | True positive and false positive rates for unbiased anchor with one biased item.

Free baseline Fixed baseline

Cell L2N L1N ICC Items Size (%) NLD TP NLD FP NLD TP NLD FP

2 50 2 0.10 1 1 12 0.04 19 0.04 207 0.02 200 0.03

3 50 2 0.10 1 5 4 0.14 21 0.06 216 0.01 216 0.01

32 50 2 0.20 1 1 25 0.05 15 0.05 198 0.02 220 0.02

33 50 2 0.20 1 5 7 0.09 20 0.04 84 0.07 253 0.02

62 50 2 0.30 1 1 18 0.06 17 0.05 208 0.04 221 0.02

63 50 2 0.30 1 5 2 0.13 27 0.04 75 0.12 240 0.02

7 50 5 0.10 1 1 11 0.07 20 0.02 137 0.07 225 0.02

8 50 5 0.10 1 5 1 0.47 16 0.04 11 0.51 169 0.04

37 50 5 0.20 1 1 13 0.06 20 0.02 130 0.07 188 0.02

38 50 5 0.20 1 5 1 0.59 21 0.02 5 0.60 193 0.02

67 50 5 0.30 1 1 12 0.06 36 0.02 98 0.08 189 0.03

68 50 5 0.30 1 5 0 0.66 15 0.02 3 0.69 198 0.03

12 50 25 0.10 1 1 2 0.57 25 0.01 4 0.60 99 0.03

13 50 25 0.10 1 5 0 1.00 16 0.02 0 1.00 56 0.07

42 50 25 0.20 1 1 0 0.68 21 0.02 4 0.71 84 0.02

43 50 25 0.20 1 5 0 1.00 21 0.02 0 1.00 59 0.08

72 50 25 0.30 1 1 1 0.75 33 0.02 1 0.78 111 0.03

73 50 25 0.30 1 5 0 1.00 26 0.02 0 1.00 59 0.10

17 100 2 0.10 1 1 21 0.07 27 0.06 203 0.02 244 0.01

18 100 2 0.10 1 5 10 0.18 28 0.04 72 0.16 254 0.02

47 100 2 0.20 1 1 18 0.03 31 0.04 190 0.03 245 0.03

48 100 2 0.20 1 5 5 0.20 30 0.04 44 0.18 227 0.02

77 100 2 0.30 1 1 17 0.03 20 0.04 209 0.02 212 0.03

78 100 2 0.30 1 5 8 0.23 39 0.01 47 0.24 235 0.02

22 100 5 0.10 1 1 15 0.09 24 0.03 102 0.10 170 0.01

23 100 5 0.10 1 5 0 0.84 27 0.03 0 0.87 175 0.04

52 100 5 0.20 1 1 7 0.11 23 0.02 64 0.10 186 0.02

53 100 5 0.20 1 5 0 0.89 25 0.03 0 0.92 170 0.03

82 100 5 0.30 1 1 8 0.10 20 0.03 67 0.10 197 0.02

83 100 5 0.30 1 5 0 0.94 30 0.04 0 0.96 146 0.04

27 100 25 0.10 1 1 1 0.87 28 0.04 1 0.89 91 0.04

28 100 25 0.10 1 5 0 1.00 31 0.02 0 1.00 36 0.15

57 100 25 0.20 1 1 0 0.94 29 0.02 0 0.95 97 0.05

58 100 25 0.20 1 5 0 1.00 23 0.02 0 1.00 40 0.18

87 100 25 0.30 1 1 0 0.98 30 0.03 0 0.99 86 0.04

88 100 25 0.30 1 5 0 1.00 29 0.02 0 1.00 37 0.18

L2N, level-2 sample size; L1N, level −1 sample size; ICC, intraclass correlation; Items, number of biased items; NLD, count of negative log-likelihood difference test results; TP, true

positive rate; FP, false positive rate.

So far, it has been implemented using a constrained baseline
approach, where the starting model has all factor loadings equal
across levels and all level-2 residual variances fixed at 0. However,
the growing literature on free baseline approaches suggests that a
free baseline approach might have greater decision accuracy for
bias detection. This article examined whether this is also the case
for multilevel confirmatory factor analysis tests of measurement
invariance. Indeed, support for a free baseline approach in a
multilevel CFA setting was observed.

Overall, the power for the free baseline approach when the
referent indicator was unbiased was 0.44. This was similar, albeit

slightly higher, than the power for the constrained baseline
approach under these conditions at 0.42. The real difference
between the two methods when the referent indicator was
unbiased was observed in the false positive rates. The overall
false positive rate for the unbiased referent indicator under the
free baseline was 0.04, which is acceptable. The false positive
rate for the constrained baseline approach was unacceptably
high at 0.14. When the referent indicator is unbiased, the free
baseline approach should be preferred. Our first hypothesis, that
a free (as opposed to a constrained or “fixed”) baseline approach
would have an accuracy advantage in terms of true positive
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TABLE 3 | True positive and false positive rates for unbiased anchor with two biased items.

Free baseline Fixed baseline

Cell L2N L1N ICC Items Size (%) NLD FP NLD FP NLD FP NLD FP

4 50 2 0.10 2 1 12 0.05 13 0.03 206 0.03 239 0.01

5 50 2 0.10 2 5 5 0.16 21 0.04 186 0.06 193 0.02

34 50 2 0.20 2 1 25 0.05 14 0.04 235 0.03 227 0.02

35 50 2 0.20 2 5 10 0.19 14 0.04 157 0.08 181 0.03

64 50 2 0.30 2 1 13 0.05 20 0.03 197 0.04 193 0.03

65 50 2 0.30 2 5 8 0.18 13 0.06 115 0.06 174 0.04

9 50 5 0.10 2 1 14 0.05 21 0.03 159 0.03 194 0.02

10 50 5 0.10 2 5 4 0.46 17 0.02 42 0.23 113 0.07

39 50 5 0.20 2 1 11 0.05 19 0.02 158 0.03 184 0.03

40 50 5 0.20 2 5 5 0.39 13 0.03 34 0.30 85 0.07

69 50 5 0.30 2 1 16 0.07 18 0.03 138 0.05 176 0.03

70 50 5 0.30 2 5 3 0.39 19 0.03 20 0.32 104 0.08

14 50 25 0.10 2 1 7 0.27 17 0.03 20 0.28 65 0.07

15 50 25 0.10 2 5 0 1.00 18 0.09 0 1.00 1 0.81

44 50 25 0.20 2 1 5 0.33 15 0.02 15 0.32 61 0.08

45 50 25 0.20 2 5 0 1.00 15 0.04 0 1.00 1 0.85

74 50 25 0.30 2 1 1 0.39 15 0.05 7 0.40 47 0.13

75 50 25 0.30 2 5 0 1.00 14 0.02 0 1.00 0 0.89

19 100 2 0.10 2 1 26 0.05 23 0.04 215 0.02 224 0.02

20 100 2 0.10 2 5 11 0.27 30 0.04 133 0.07 203 0.03

49 100 2 0.20 2 1 20 0.05 21 0.04 204 0.03 233 0.02

50 100 2 0.20 2 5 13 0.28 31 0.07 121 0.09 187 0.06

79 100 2 0.30 2 1 28 0.05 22 0.03 206 0.05 236 0.03

80 100 2 0.30 2 5 9 0.24 36 0.05 91 0.11 196 0.04

24 100 5 0.10 2 1 17 0.07 34 0.03 2 0.87 1 0.86

25 100 5 0.10 2 5 0 0.79 21 0.03 7 0.53 72 0.13

54 100 5 0.20 2 1 19 0.05 29 0.03 126 0.06 159 0.04

55 100 5 0.20 2 5 1 0.65 23 0.05 5 0.54 64 0.16

84 100 5 0.30 2 1 77 0.83 31 0.03 118 0.09 160 0.05

85 100 5 0.30 2 5 0 0.72 15 0.09 0 0.69 44 0.20

29 100 25 0.10 2 1 1 0.47 12 0.06 7 0.49 29 0.14

30 100 25 0.10 2 5 0 1.00 17 0.08 0 1.00 0 1.00

59 100 25 0.20 2 1 1 0.62 18 0.06 4 0.64 36 0.18

60 100 25 0.20 2 5 0 1.00 13 0.04 0 1.00 0 0.99

89 100 25 0.30 2 1 0 0.71 14 0.06 0 0.70 20 0.23

90 100 25 0.30 2 5 0 1.00 19 0.05 0 1.00 0 0.99

L2N, level-2 sample size; L1N, level −1 sample size; ICC, intraclass correlation; Items, number of biased items; NLD, count of negative log-likelihood difference test results; TP, true

positive rate; FP, false positive rate.

(power) and false positive (Type I error) was partially supported.
While the free vs. fixed distinction was unrelated to the true
positive rate, the free vs. fixed distinction was related to the false
positive rate. Hypothesis 2 proposed that the improved decision
accuracy under the free baseline approachwould be greater under
conditions that should lead to greater power and lower Type I
error, such as increased ICC, level-2 sample size, level-1 sample
size, number of biased items and bias magnitude. Indeed, several
moderation effects were observed.

Exploration of the interaction between free vs. fixed baseline
approach and L1N revealed that the constrained approach led

to increased false positive rates at increased L1N. This is a
theoretically interpretable result. The increased L1N is expected
to magnify the power to detect the misspecified larger model
under the constrained baseline approach, a misspecification
that contravenes the assumption of the log-likelihood difference
test and that is not present under the free baseline approach.
The interaction between the free vs. fixed approach and the
number of biased items also indicated that as the number of
biased items increased from 1 to 2 items, the false positive
rate increased. Once again, this can be considered theoretically
consistent, because under the constrained baseline approach
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FIGURE 2 | Interaction plot for the effect of level-1 sample size and the free

vs. fixed baseline choice on the false positive rate when the referent indicator is

unbiased. FRFI, free vs. fixed, where 0 is free and 1 is fixed; FP, false positive

rate; L1N, level 1 sample size; where 2, 5, and 25 are the level 1 sample sizes

studied.

FIGURE 3 | Interaction plot for the effect of number of biased items and the

free vs. fixed baseline choice on the false positive rate when the referent

indicator is unbiased. FRFI, free vs. fixed, where 0 is free and 1 is fixed; FP,

false positive rate; Biased items, number of biased items where 1 = 1 biased

item and 2 = 2 biased items.

the inclusion of an additional misspecified item increases the
degree of misspecification in the unrestricted model, and a
correctly specified unrestricted model is required for the log-
likelihood difference test. The final interaction between the free
vs. fixed approach and the size of the bias indicated that as
the bias increased so did the false positive rate when moving
to the constrained baseline condition. Since increasing the size
of the bias makes the misspecification more readily detectable,
the violation of the assumption of the test procedure is once
again more salient. Perhaps trumping all of these considerations,

FIGURE 4 | Interaction plot for size if item bias and free vs. fixed baseline

approach on the false positive rate when the referent indicator is unbiased.

FRFI, free vs. fixed, where 0 is free and 1 is fixed; FP, false positive rate; Bias

size, size of the bias, where 1% = 1% bias and 5% = 5% bias.

however, is the very high rate of negative log-likelihood difference
test results under the constrained baseline set up. For all these
reasons, the free baseline approach has more support when the
anchor item is unbiased.

The measurement invariance literature has witnessed
considerable research into the impact of violating the assumption
of an unbiased indicator. This is because in practice, the
assumption of an unbiased reference indicator might be easily
violated. Therefore, we also examined what happens when the
unbiased referent assumption is violated, since this assumption
in practice can be difficult to check. Overall, when the referent
indicator is biased, we saw that the false positive rate was
unacceptably high regardless of whether a free or constrained
baseline approach was used. The false positive rate for the free
baseline approach was 0.25, and it was 0.29 for the fixed baseline
approach. Moreover, the power was mediocre regardless of
whether a free baseline approach or a fixed baseline approach
was used. The power was 0.16 for the free baseline and 0.28
for the fixed baseline. These values make comparison of the
advantages of one method over the other meaningless when the
anchor item is biased. Instead, attention needs to be devoted
to ensuring the referent item is unbiased. One approach that
may be worthwhile considering is to first begin with the fully
constrained model, and then examine modification indices to
determine the item that is most likely to be unbiased. Once the
unbiased item is identified, analyses can proceed according to
the free baseline approach.

Researchers analyzing real data will need to make a series
of decisions prior to the analysis and decisions during the
analysis that will impact their ability to detect cluster bias. In
terms of design considerations, this study reveals when the
anchor item is unbiased, if the number of level-2 clusters is
sufficiently large, increasing the level-1 sample size increases
decision accuracy more than increasing level-2 sample size.
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TABLE 4 | True positive and false positive rates for biased anchor with one additional biased item.

Free baseline Fixed baseline

Cell L2N L1N ICC Items Size (%) NLD TP NLD FP NLD TP NLD FP

91 50 2 0.10 1 1 9 0.03 8 0.04 206 0.03 217 0.01

92 50 2 0.10 1 5 6 0.07 9 0.10 160 0.07 203 0.03

103 50 2 0.20 1 1 19 0.05 20 0.03 202 0.00 233 0.00

104 50 2 0.20 1 5 7 0.10 7 0.15 164 0.07 215 0.04

115 50 2 0.30 1 1 18 0.06 24 0.04 201 0.03 228 0.03

116 50 2 0.30 1 5 17 0.13 11 0.15 139 0.07 166 0.06

93 50 5 0.10 1 1 20 0.03 21 0.04 175 0.03 195 0.03

94 50 5 0.10 1 5 17 0.03 6 0.37 50 0.26 106 0.06

105 50 5 0.20 1 1 19 0.03 18 0.03 151 0.05 158 0.02

106 50 5 0.20 1 5 13 0.12 13 0.24 32 0.28 116 0.11

117 50 5 0.30 1 1 25 0.03 17 0.05 147 0.04 183 0.03

118 50 5 0.30 1 5 5 0.20 14 0.15 14 0.37 93 0.11

95 50 25 0.10 1 1 12 0.17 8 0.09 15 0.31 43 0.12

96 50 25 0.10 1 5 61 0.62 7 0.20 0 1.00 0 0.81

107 50 25 0.20 1 1 1 0.28 7 0.07 13 0.35 47 0.10

108 50 25 0.20 1 5 0 0.97 11 0.09 0 1.00 0 0.88

119 50 25 0.30 1 1 3 0.33 14 0.06 5 0.38 41 0.11

120 50 25 0.30 1 5 0 1.00 13 0.07 0 1.00 0 0.89

97 100 2 0.10 1 1 20 0.04 25 0.05 239 0.01 217 0.01

98 100 2 0.10 1 5 11 0.10 11 0.19 137 0.07 227 0.02

109 100 2 0.20 1 1 24 0.04 18 0.07 243 0.03 216 0.03

110 100 2 0.20 1 5 12 0.16 8 0.22 115 0.10 168 0.03

121 100 2 0.30 1 1 34 0.04 30 0.04 196 0.04 229 0.03

122 100 2 0.30 1 5 15 0.18 12 0.21 78 0.12 162 0.06

99 100 5 0.10 1 1 28 0.03 24 0.04 150 0.04 184 0.03

100 100 5 0.10 1 5 17 0.03 2 0.56 14 0.47 51 0.14

111 100 5 0.20 1 1 24 0.02 20 0.04 129 0.06 140 0.03

112 100 5 0.20 1 5 8 0.26 13 0.27 7 0.56 49 0.17

123 100 5 0.30 1 1 20 0.06 26 0.05 94 0.08 141 0.04

124 100 5 0.30 1 5 2 0.43 11 0.14 2 0.65 54 0.19

101 100 25 0.10 1 1 3 0.41 12 0.10 4 0.52 40 0.18

102 100 25 0.10 1 5 48 0.76 10 0.21 0 1.00 0 0.99

113 100 25 0.20 1 1 2 0.55 12 0.08 1 0.61 26 0.17

114 100 25 0.20 1 5 0 1.00 4 0.10 0 1.00 0 0.99

125 100 25 0.30 1 1 1 0.68 18 0.06 1 0.73 29 0.18

126 100 25 0.30 1 5 0 1.00 16 0.07 0 1.00 0 0.99

L2N, level-2 sample size; L1N, level −1 sample size; ICC, intraclass correlation; Items, number of biased items; NLD, count of negative log-likelihood difference test results; TP, true

positive rate; FP, false positive rate.

In addition, the ICC sizes studied had a negligible impact on
decision accuracy. This is fortunate, sample sizes may be more
under the researcher’s control than ICCs. This conclusion, of
course, is conditional on an item being identified as unbiased for
identification.

The limitations of this study relate primarily to the inability
to be exhaustive in the simulation conditions, for instance,
with a wider range of L2N. Our results also only focus on
continuous variable measurement models, and conclusions may
not apply for ordered categorical items where the free baseline
model used here may not converge (early experimentation has

indicated that the level-2 residual variances need to be fixed at
zero for models to converge). Moreover, following this study
there are still important questions to investigate. There are
numerous other constrained baseline approaches that might be
considered, and this study does not speak to these methods.
For example, alternative constrained baseline methods may well
perform better than the constrained baseline approach used here.
These could include iterative freeing of residual variances based
on modification indices, simultaneous freeing of all residual
variances followed by determining significance with standard
errors, or freeing residual variances one by one, and leaving

Frontiers in Psychology | www.frontiersin.org March 2018 | Volume 9 | Article 255180

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Guenole Reconsidering Cluster Bias

TABLE 5 | True positive and false positive rates for biased anchor with two additional biased item.

Free baseline Fixed baseline

Cell L2N L1N ICC Items Size (%) NLD TP NLD FP NLD TP NLD FP

127 50 2 0.10 2 1 19 0.03 13 0.06 325 0.29 324 0.30

128 50 2 0.10 2 5 14 0.03 9 0.16 181 0.01 156 0.04

139 50 2 0.20 2 1 15 0.04 18 0.06 236 0.03 203 0.03

140 50 2 0.20 2 5 16 0.05 9 0.14 216 0.03 152 0.05

151 50 2 0.30 2 1 21 0.04 11 0.04 231 0.02 204 0.01

152 50 2 0.30 2 5 137 0.28 134 0.31 197 0.03 127 0.07

129 50 5 0.10 2 1 14 0.03 16 0.04 193 0.03 189 0.03

130 50 5 0.10 2 5 9 0.02 1 0.55 121 0.07 27 0.33

141 50 5 0.20 2 1 19 0.03 18 0.05 164 0.02 159 0.04

142 50 5 0.20 2 5 27 0.02 2 0.44 102 0.09 18 0.35

153 50 5 0.30 2 1 30 0.03 13 0.04 159 0.04 123 0.03

154 50 5 0.30 2 5 23 0.01 1 0.42 112 0.06 29 0.37

131 50 25 0.10 2 1 17 0.04 3 0.30 64 0.09 18 0.26

132 50 25 0.10 2 5 16 0.02 0 1.00 0 0.79 0 1.00

143 50 25 0.20 2 1 19 0.04 3 0.32 58 0.09 14 0.31

144 50 25 0.20 2 5 5 0.04 0 1.00 0 0.79 0 1.00

155 50 25 0.30 2 1 15 0.04 2 0.44 43 0.13 8 0.44

156 50 25 0.30 2 5 7 0.02 0 1.00 0 0.85 0 1.00

133 100 2 0.10 2 1 25 0.05 23 0.04 230 0.02 226 0.02

134 100 2 0.10 2 5 16 0.06 5 0.29 230 0.02 146 0.07

145 100 2 0.20 2 1 29 0.04 24 0.03 235 0.03 218 0.02

146 100 2 0.20 2 5 22 0.09 12 0.29 191 0.03 91 0.11

157 100 2 0.30 2 1 39 0.03 23 0.04 243 0.04 222 0.02

158 100 2 0.30 2 5 31 0.11 7 0.25 197 0.04 87 0.12

135 100 5 0.10 2 1 28 0.02 16 0.05 168 0.03 150 0.04

136 100 5 0.10 2 5 21 0.03 0 0.82 70 0.15 8 0.60

147 100 5 0.20 2 1 26 0.02 14 0.05 175 0.02 112 0.06

148 100 5 0.20 2 5 21 0.04 0 0.73 63 0.16 3 0.63

159 100 5 0.30 2 1 20 0.04 18 0.07 157 0.04 106 0.05

160 100 5 0.30 2 5 11 0.04 0 0.79 52 0.15 0 0.70

137 100 25 0.10 2 1 16 0.04 0 0.55 43 0.15 4 0.53

138 100 25 0.10 2 5 12 0.03 0 1.00 0 0.98 0 1.00

149 100 25 0.20 2 1 19 0.05 1 0.63 27 0.19 2 0.63

150 100 25 0.20 2 5 15 0.03 15 0.03 0 0.98 0 1.00

161 100 25 0.30 2 1 16 0.04 0 0.76 28 0.18 2 0.76

162 100 25 0.30 2 5 18 0.02 0 1.00 0 1.00 0 1.00

L2N, level-2 sample size; L1N, level −1 sample size; ICC, intraclass correlation; Items, number of biased items; NLD, count of negative log-likelihood difference test results; TP, true

positive rate; FP, false positive rate.

the residual variance free for the item with the largest chi-
square difference. Another avenue for research could be to
examine whether the power of the cluster bias test increases when
the likelihood ratio test distribution is adjusted to account for
the level-2 residual variance test examining the boundary of the
admissible parameter space (Stoel et al., 2006).

In summary, this study supports the free baseline approach
whenmodel assumptions are met. These might include situations
where well developed psychometric instruments have been
independently used in many different countries, and we know

for instance, that similar items have corresponding high factor
loadings in the different countries from independent research. In
these instances, the lower false positive rate for the free baseline
approach should lead to its adoption over the constrained
baseline approach.
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In the social and behavioral sciences, it is recommended that effect sizes and their

sampling variances be reported. Formulas for common effect sizes such as standardized

and raw mean differences, correlation coefficients, and odds ratios are well known and

have been well studied. However, the statistical properties of multivariate effect sizes

have received less attention in the literature. This study shows how structural equation

modeling (SEM) can be used to compute multivariate effect sizes and their sampling

covariance matrices. We focus on the standardized mean difference (multiple-treatment

and multiple-endpoint studies) with or without the assumption of the homogeneity of

variances (or covariancematrices) in this study. Empirical examples were used to illustrate

the procedures in R. Two computer simulation studies were used to evaluate the empirical

performance of the SEM approach. The findings suggest that in multiple-treatment and

multiple-endpoint studies, when the assumption of the homogeneity of variances (or

covariance matrices) is questionable, it is preferable not to impose this assumption when

estimating the effect sizes. Implications and further directions are discussed.

Keywords: effect size, multivariate effect size, sampling covariance matrix, meta-analysis, structural equation

model

In the social and behavioral sciences, it is recommended that effect sizes and their sampling
variances be reported (e.g., Cohen, 1994; Wilkinson and Task Force on Statistical Inference, 1999;
Cumming, 2014). When there are a sufficient number of studies, the meta-analysis is the standard
method used to synthesize the research findings. The results of the meta-analysis may inform us
what the average effect is and how the effect sizes vary across the studies.

There are two key ingredients for a meta-analysis. The first one is the effect size that quantifies
the strength of the effect in the studies. Effect sizes can be either unstandardized or standardized
(e.g., Kelley and Preacher, 2012). Unstandardized effect sizes are used when the effect sizes are
comparable across studies, e.g., blood pressure or physical measures (Bond et al., 2003). When the
scales of the measures are unclear or non-comparable across studies, standardized effect sizes are
preferred (e.g., Hunter and Hamilton, 2002).

Besides the effect sizes, we also need the standard error (SE) of the effect sizes to quantify the
precision of the estimated effect sizes. Formulas for common effect sizes such as the standardized
and raw mean differences, correlation coefficients, and odds ratios are well known and have been
well studied (Borenstein et al., 2009; Card, 2012; Cheung, 2015a; Schmidt and Hunter, 2015).
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In applied research, however, more than one effect size
may be involved. For example, there may be more than one
treatment group compared to a control group. The use of
multiple treatment groups allows researchers to address the
phenomenon under different levels of manipulation. By using the
same control group in the comparisons, researchers minimize
the cost of collecting multiple control groups (Kim and Becker,
2010). Another example is when there is more than one outcome
variable in the control and treatment groups. The use of multiple
outcomes permits researchers to study different related outcomes
under the same manipulations (Thompson and Becker, 2014).
Studies that measure these two types of effect sizes are known as
multiple-treatment and multiple-endpoint studies.

Since the effect sizes are not independent, researchers have to
calculate the sampling covariances among the effect sizes. Gleser
and Olkin (1994, 2009) have provided the most comprehensive
treatment of this subject to date. They derived formulas to
compute the effect sizes and their sampling variances and
covariances. Once the effect sizes and their sampling covariance
matrices are available, a multivariate meta-analysis (Nam et al.,
2003; Jackson et al., 2011; Cheung, 2013) can be performed on all
effect sizes.

Although Gleser and Olkin (1994, 2009) have provided
standard formulas to compute the effect sizes and their sampling
covariance matrices for multiple-treatment and multiple-
endpoint studies, there are a few limitations in their approach.
First, it is not easy for users, especially those without a strong
statistical background, to comprehend the logic in calculating
the variances and covariances. Second, these formulas rely on
the assumption of the homogeneity of variances or covariance
matrices. Although it is possible to drop these assumptions,
the derivations are not apparent for most users. Most users
would just adopt these assumptions without considering the
alternatives. Third, it is difficult to extend their formulas to more
complicated cases. One such example is the combination of
multiple-treatment with multiple-endpoint studies in the same
publication. Many researchers simplify the effect sizes to either
the multiple-treatment study or the multiple-endpoint study,
which is not ideal because of the loss of information.

Structural equation modeling (SEM) is a favorite tool to use in
analyzing multivariate data. It has been used to calculate SEs and
confidence intervals for various effect sizes and indices (Raykov,
2001; Cheung andChan, 2004; Preacher, 2006). Recently, Cheung
(2015a, Chapter 3) showed how common effect sizes, including
those in multiple-treatment and multiple-endpoint studies, and
their sampling variances and covariances, can be computed using
the SEM framework.

The SEM approach provides a graphical model of means,
standard deviations, and correlations. The effect sizes are
defined as functions of these parameters. Readers can get a
better understanding of what these effect sizes mean. Second,
assumptions of the homogeneity of variances, covariances, or
correlations can be imposed or relaxed by the use of equality
constraints on the parameters. By using the delta method
built into the SEM packages, appropriate sampling covariance
matrices can be automatically derived. Third, it is feasible to
extend the SEM approach to more complicated situations. For

example, the SEM approach can be used to calculate the effect
sizes and their sampling covariance matrix for a combination
of multiple-treatment and multiple-endpoint studies1 The key
advantage of this is that researchers only need to focus on
the conceptual “definition” of the effect sizes; the sampling
covariance matrix of the effect sizes is numerically calculated by
the SEM packages.

The rest of this article is structured as follows. The next section
contains a brief introduction on how to compute the effect
sizes and their sampling covariance matrices for the multiple-
treatment and multiple-endpoint designs in SEM. Two empirical
examples are used to illustrate how to conduct the analyses
using the metaSEM package (Cheung, 2015b) implemented in
the R statistical platform (R Development Core Team, 2018).
Two computer simulations are then presented to evaluate the
empirical performance of the SEM approach under several
conditions. Based on the findings of the simulation, this paper
concludes that it is preferable not to impose the assumption of the
homogeneity of variances (or covariances) when calculating the
effect sizes for multiple treatment and multiple-endpoint studies
when this assumption is questionable. Finally, further directions
for further research are discussed.

A SEM APPROACH TO ESTIMATING

EFFECT SIZE

Cheung (2015a, Chapter 3) presents a SEM approach to
estimating various effect sizes, including those in multiple-
treatment and multiple-endpoint studies. There are three steps
in the analysis. In the first step, a structural equation model
with means, standard deviations, and correlations is proposed to

FIGURE 1 | The structural equation model for the multiple-treatment studies.

1https://stats.stackexchange.com/questions/108248/calculating-effect-sizes-and-

standard-errors-for-the-difference-between-two-stan/130512.
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fit the data. When the data are from independent groups (e.g.,
control vs. intervention groups in calculating the standardized
or raw mean differences) a multiple-group structural equation
model is used. Second, appropriate equality constraints on
the homogeneity of covariance (or correlation) matrices are
imposed. If there are reasons to believe that the assumption
of the homogeneity of covariance (or correlation) matrices is
not appropriate, researchers may test the hypothesis statistically.
They may then choose to drop these assumptions when
calculating the effect sizes.

Finally, the effect sizes are defined as functions of the
means and standard deviations (SDs). The effect sizes with their
sampling covariance matrices are estimated by the SEM packages
using maximum likelihood (ML) estimation. This approach
releases users from the need to manually derive the sampling
covariance matrix, a process that is prone to human error. Let us
consider examples of multiple-treatment and multiple-endpoint
studies.

Multiple-Treatment Studies
Suppose that we measure the mathematics score in a control
group and two treatment groups (y(C),y(T1), and y(T2)). Figure 1
shows a structural equation model with one control and
two treatment groups. For ease of discussion, we use the
population parameters in the figures. It is understood that sample
estimates are employed in the analyses. The rectangles and the
triangles represent the observed variables and columns of ones,
respectively. The arrows from the triangles to the observed
variables represent the means of the variables in the control

µ(C), treatment 1 µ(T1), and treatment 2 µ(T2), respectively. The
variances of the variables in the control and treatments 1 and 2
are represented by σ 2

(C)
, σ 2

(T1)
, and σ 2

(T2)
, respectively.

When no constraint is imposed, the above means and
variances are the same as those of the sample statistics. Under
the assumption of the homogeneity of variances, we may impose
the constraint H0 : σ 2

Common = σ 2
(C)

= σ 2
(T1)

= σ 2
(T2)

. This

null hypothesis is tested by comparing the likelihood ratio (LR)
statistics of the models with and without the constraint. If the
null hypothesis is correct, the difference between the LR statistics
follows a chi-square distribution with 2 degrees of freedom (df s).
We may now define the standardized mean differences (SMDs)
between the treatment groups and the control by using the
common SD σCommon as the denominator:

SMDMTS1 =
µ(T1) − µ(C)

σCommon
and SMDMTS2 =

µ(T2) − µ(C)

σCommon
.

(1)
One unit of SMD indicates that the mean of the treatment
group is one common SD above that of the control group.
Since SMDMTS1 and SMDMTS2 share the same parameters µ(C)

and σCommon, they are correlated. Instead of using the analytic
solutions provided by Gleser and Olkin (1994, 2009), we may
estimate the sampling variances and the covariance by the
numerical approach in SEM.

When the assumption of the homogeneity of variances is
questionable, it may not be appropriate to use σCommon in the
denominator. This is because σCommon is not estimating any of
the population SDs. A better alternative is to use the control
group σ(C) as the standardizer in calculating the effect sizes

FIGURE 2 | The structural equation model for the multiple-endpoint studies.
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(Glass et al., 1981). The standardized mean differences of the
treatment groups against the control group are now described as:

SMDMTS1 =
µ(T1) − µ(C)

σ(C)
and SMDMTS2 =

µ(T2) − µ(C)

σ(C)
,

(2)
which does not rely on the assumption of the homogeneity of
variances. Now, one unit of SMD indicates that the mean of the
treatment group is one SD of the control group above that of the
control group.

Multiple-Endpoint Studies
Now suppose that there are two effect sizes on the mathematics
and language scores y1 and y2. Figure 2 shows the model with
two independent groups (the control and treatment groups). We
use η1 and η2, with their variances fixed at one, to represent the
standardized scores of y1 and y2. σ1 and σ2 now represent the
SDs of y1 and y2. The same model representation is often used to
standardize the variables in SEM (e.g., Cheung and Chan, 2004,
2005; Cheung, 2015a).

We may assume that the correlations are homogeneous by
imposing the constraint H0 : ρCommon = ρ(C) = ρ(T). An LR test

can be used to test this null hypothesis by comparing the models
with and without this constraint. Under the null hypothesis,
the test statistic has a chi-square distribution with 1 df. If we
further assume that the covariance matrices are homogeneous,
we may impose the constraints of H0 : ρCommon = ρ(C) = ρ(T),
H0 : σ1Common = σ1(C) = σ1(T), and H0 : σ2Common = σ2(C) =

σ2(T). Under the null hypothesis, the test statistic on comparing
the models with and without the constraints follows a chi-square
distribution with 3 df s.Wemay drop all of the constraints if these
assumptions are questionable.

Regardless of whether we have imposed the above constraints,
the effect sizes for the multiple-endpoint study are defined as:

SMDMES1 =
µ1(T) − µ1(C)

σ1
and SMDMES2 =

µ2(T) − µ2(C)

σ2
,

(3)
where σ1 and σ2 are the standard deviations for y1 and
y2. We do not put the subscript in the formulas because
what σ1 and σ2 actually are depends on whether constraints
have been imposed on them. If we impose the equality
constraints on the SDs, σ1Common and σ2Common are used as
the standardizers in Equation (3). If we do not assume that

FIGURE 3 | Relative bias of the average of the parameter estimates for the multiple treatment studies with the assumption of homogeneity of variances.
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the covariance matrices are homogeneous, the SDs in the
control groups (σ1(C) and σ2(C)) are used as the standardizers.
Once we have defined the appropriate effect sizes, the
sampling covariance matrix between SMDMES1 and SMDMES2

can be obtained from the SEM packages with numerical
methods.

Illustrations With R
Gleser and Olkin (1994) presented some sample data on
the multiple-treatment and multiple-endpoint studies. These
datasets are stored in the metaSEM package (Cheung, 2015b).
The metaSEM package also provides smdMTS() and smdMES()
to calculate the effect sizes for a multiple-treatment study and
a multiple-endpoint study with or without the assumptions of
homogeneity. Supplementary Materials 5 shows the sample R
code. Readers may refer to the package manual for details.

Table 22.2 in Gleser and Olkin (1994) displays simulated
data from six studies on five modes of exercise with a control
group of no regular exercise. The dependent variable is systolic
blood pressure. Therefore, a negative effect size between the
treatment and control groups suggests that those in the treatment
groups are in better health than those in the control group.

As an illustration, we show the calculations from the first
study, which includes three treatment groups and one control
group. When we assume that the variances are homogeneous,
the SMDMTS of the three treatment groups compared to the
control group are −1.17, −1.90, and −2.00, respectively. The

sampling covariance matrix is





0.09
0.05 0.10
0.05 0.06 0.10



. If we do not

assume that the variances are homogeneous and use the SD
of the control group as the standardizer, the SMDMTS are
−0.79, −1.29, and −1.36, respectively. The sampling covariance

matrix is





0.06
0.06 0.09
0.06 0.07 0.08



. In this example, the effect sizes

that were calculated with the assumption that the variances are
homogeneous and are about 50% larger than those that were
calculated without this assumption.When testing the assumption
that the variances are homogeneous, the statistic is χ2

(3)
=

21.30, p < 0.001, which suggests that this assumption is not
tenable. It is questionable whether the use of effect sizes with the
assumption of the homogeneity of variances is appropriate in this
example.

FIGURE 4 | Relative bias of the average of parameter estimates for the multiple treatment studies without the assumption of homogeneity of variances.
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Table 22.4 in Gleser and Olkin (1994) shows seven published
studies on the SAT-Math and SAT-Verbal scores of groups
that had been coached on the tests compared to the scores of
uncoached control groups. A positive effect size means that the
coached groups performed better than the uncoached groups. As
an illustration, we select the first study for demonstration. The
SMDMES on Math and Verbal are 1.19 and 0.61 with VMES =
(

0.09
0.05 0.08

)

. If we do not assume that the covariance matrices

are homogeneous, the SMDMES on Math and Verbal are 1.30

and 0.56 with VMES =

(

0.12
0.05 0.06

)

. The test statistic on the

homogeneity of covariance matrices is χ2
(3)

= 4.92, p = 0.18,

which is not statistically significant. It should be noted that the
sample sizes in these studies are quite small (at 34 and 21).

The above illustrations show that the effect sizes with
and without the assumption of homogeneity may be very
different depending on whether the homogeneity assumption
holds. It remains unclear how these effect size estimates
would work empirically in simulated data. The following
computer simulation clarifies the empirical performance of these
estimators.

TWO SIMULATION STUDIES

Two computer simulation studies were conducted to evaluate
the empirical performance of the SEM approach. All of
the simulations were performed with the metaSEM package
(Cheung, 2015b) in the R statistical platform (R Development

Core Team, 2018).
Before moving on to details of the simulation studies, it

is essential to clarify the meanings of “with and without
the homogeneity of variances (or covariance matrices)” in

the simulation studies. The data are generated from either
equal or unequal population variances (see the conditions

of the Population Variances). Regardless of whether or not
the population variances are equal, two sets of effect sizes
are calculated from the same set of data—one assumes the
homogeneity of variances, and the other does not.

When the data are generated from populations with equal
variances, the effect sizes both with and without the homogeneity

assumption should be correct. By assuming that the variances

are homogeneous, which is correct in the generated data, the
sampling variances of the effect sizes with the homogeneity
assumption are usually smaller than those effect sizes without

FIGURE 5 | Relative bias of the average of the sampling variances and covariance for the multiple treatment studies with the assumption of homogeneity of variances.
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the homogeneity assumption. When the data are generated
from unequal population variances, the effect sizes without the
homogeneity assumption should still be correct. However, the
effect sizes with the homogeneity assumption are likely to be
biased because the model is misspecified. The present simulation
studies evaluated the empirical performance of the computed
effect sizes with and without the homogeneity assumption.

Study 1: Multiple-Treatment Studies
For the multiple-treatment studies, multivariate normal data
were generated from the known data structures with or without
the assumption of the homogeneity of variances.

Methods

In this simulation study, there was a control group with two
treatment groups. Several factors were manipulated in the
simulation study:

Population means
The population mean of the control group was fixed at 0 for
reference. Six levels were used for the simulation study. The

population means for the two treatment groups were (0.2, 0.2),
(0.2, 0.5), (0.2, 0.8), (0.5, 0.5), (0.5, 0.8), and (0.8, 0.8).

Population variances
The population variance of the control group was fixed at 1
for reference. Three levels were selected for the simulation. The
population variances for the two treatment groups were (1, 1),
(0.75, 1.25), and (0.5, 1.5). When the population variance was
(1, 1) in the two treatment groups, the homogeneity of variances
was assumed. In the other levels, the population variances were
heterogeneous. As the population variance of the control group
was fixed at 1, the population effect size was calculated by
the difference in means between the treatment groups and the
control group divided by 1. Thus, the effect sizes were 0.2, 0.5,
and 0.8, which represent the typical values observed in the social
and behavioral sciences.

Sample sizes
The design was assumed to be balanced. Three levels of sample
sizes were selected, namely, 30, 50, and 100. These levels should
be representative of typical research settings.

FIGURE 6 | Relative bias of the average of the sampling variances and covariance for the multiple treatment studies without the assumption of homogeneity of

variances.
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Thus, there were a total of 6 × 3 × 3 = 54 conditions. One
thousand replications were repeated for each condition.

Assessment of the empirical performance
Since the population mean and variance of the control were set
at 0 and 1, respectively, the population effect sizes were defined
as the mean differences between the treatment 1 (or 2) to the
control group. The relative percentage bias of each effect size was
computed as

B(θ̂) =
¯̂
θ − θ

θ
× 100%, (4)

where θ is the population effect size and
¯̂
θ is the mean of the

estimates of the effect size θ̂ across the 1,000 replications. Proper
estimation methods should have a relative bias of less than 5%
(Hoogland and Boomsma, 1998). Since there were two effect
sizes for two treatment groups, we reported the average of their

absolute biases B(θ̂) =
(∣

∣

∣
B(θ̂)T1

∣

∣

∣
+

∣

∣

∣
B(θ̂)T2

∣

∣

∣

)

/2, where
∣

∣

∣
B(θ̂)T1

∣

∣

∣

and
∣

∣

∣
B(θ̂)T2

∣

∣

∣
are the absolute biases for treatments 1 and 2, for

ease of presentation.

When there is only one effect size, we may quantify the
accuracy of its uncertainty by the use of the relative bias of the
SE. Since there were two sampling variances and one sampling
covariance, we used the sampling variances (SE2) and covariance
as the measure of uncertainty,

B
(

Var(θ̂)
)

=
SE2(θ̂) − Var(θ̂)

Var(θ̂)
, (5)

where Var(θ̂) is the empirical variance (or covariance) of θ̂ and

SE2(θ̂) is the mean of the SE2 or sampling covariance across 1,000
replications. Since there were three biases for the two effect sizes
and their covariance, we reported the average of their absolute
biases.

B
(

Var(θ̂)
)

=
(∣

∣

∣
B

(

Var(θ̂1)
)∣

∣

∣
+

∣

∣

∣
B

(

Var(θ̂2)
)∣

∣

∣

)

+
(∣

∣

∣
B

(

Cov(θ̂1, θ̂2)
)∣

∣

∣

)

/3, (6)

where
∣

∣

∣
B

(

Var(θ̂1)
)
∣

∣

∣
,

∣

∣

∣
B

(

Var(θ̂2)
)
∣

∣

∣
and

∣

∣

∣
B

(

Cov(θ̂1, θ̂2)
)
∣

∣

∣
are

the absolute biases for the outcomes 1 and 2 and their

FIGURE 7 | Relative bias of the average of the parameter estimates for the multiple-endpoint studies with the assumption of homogeneity of covariance matrices.
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covariance. Hoogland and Boomsma (1998) suggested that a
proper estimation method should have a relative percentage bias
of 10% on the SE. That is, the estimated SE should be within
0.90–1.1 of the empirical SD of θ̂ . As we were using the sampling
variance (SE2, not SE), we used (1.12 – 1)≈20% as an indicator of
good performance in estimating the sampling covariance matrix.

In the review process, one reviewer suggested displaying
the individual parameter estimates θ̂1 and θ̂2. Due to space
constraints, we put these results of the multiple-treatment studies
in Supplementary Materials 1. Moreover, the same reviewer also
suggested checking the performance under unbalanced sample
sizes. We reran the simulation studies by introducing unbalanced
sample sizes. The levels of sample sizes for the control, treatment
1, and treatment 2 groups were (100, 30, 50), (100, 50, 30), (30,
100, 50), (30, 50, 100), (50, 100, 30), and (50, 30, 100). The other
factors were identical to the previous simulations. The results of
the multiple-treatment and multiple-endpoint studies are shown
in Supplementary Materials 2.

Results

The results were summarized in the heat maps, which provide an
easy way to visualize the performance of the statistics. The x- and

y-axes represent the population means and population variances
separated by the sample sizes. A lighter color indicates a smaller
bias than values with a darker color. When the bias is larger than
the cut-off point (5% for the mean and 20% for the sampling
variances or covariances), the color becomes gray.

Figures 3,4 show the relative bias of the effect sizes with
and without the assumption of homogeneity of variances in
calculating the effect sizes, respectively. One interesting finding
was that the estimated effect size was generally unbiased
regardless of whether or not the homogeneity of variances was
assumed in the calculations. One speculation is that the average
variances of the control group, which are always 1, and those of
the treatment groups, at (0.75, 1.25) and (0.5, 1.5), are very close
to 1. When these common SDs are used as the standardizers, the
calculated effect sizes are still unbiased. The bias shrinks when the
sample size gets bigger.

Figure 5 displays the relative bias of the sampling variances
and covariances when the variances are assumed to be
homogeneous when the effect sizes are estimated. The findings
show that the sampling variances and covariances are unbiased
only when the variances are actually homogeneous. When the
population variances are heterogeneous, the sampling variances

FIGURE 8 | Relative bias of the average of parameter estimates for the multiple-endpoint studies without the assumption of homogeneity of covariance matrices.
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and covariances are biased. The most substantial bias occurs
when the population variances have the largest differences
(sigma∧2: 0.5, 1.5). Figure 6 shows the relative bias of the
sampling variances and covariances when the variances are
not assumed to be homogeneous when estimating the effect
sizes. In general, the bias is minimal, with the largest being
only 12.6.

As a whole, the findings indicate that the effect sizes for
the multiple treatment studies are estimated to be unbiased
regardless of whether or not the homogeneity of variances
is assumed in the calculations, given that the average of the
treatment group variances are similar to that of the control group
variance. However, the sampling variances and covariances are
likely biased when the population variances are heterogeneous.

The patterns for the individual parameters in
Supplementary Material 1 are similar to those of the average
parameters. Therefore, we will not reproduce them here.
Regarding the simulation results of the unbalanced sample sizes
in Supplementary Material 2, the estimated effect sizes with
the homogeneity assumption are unbiased when the sample
sizes in the control group are large (100, 30, 50) and (100, 50,

30). However, the bias of the estimated effect sizes with the
homogeneity assumption becomes larger when the sample
size of the control group is small, and the sample sizes in the
treatment groups are unbalanced. The bias of the estimated
effect sizes without the homogeneity assumption is generally
small. Regarding the sampling variances and covariance, they
are generally biased with the assumption of homogeneity,
whereas they are generally unbiased without the assumption of
homogeneity.

Study 2: Multiple-Endpoint Studies
The design was similar to those in the multiple-treatment studies.
Two effect sizes were used in the simulation study, with one
control group and one intervention group.

Methods

The population means and variances of the control group were
fixed at 0 and 1, respectively, for reference. The population
correlation between these two outcomes was set at 0.3, which is
considered moderate in psychological research.

FIGURE 9 | Relative bias of the average of the sampling variances and covariance for the multiple-endpoint studies with the assumption of homogeneity of covariance

matrices.
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Population means
Six levels were used in the simulation study. The means for the
two outcome variables in the intervention group were (0.2, 0.2),
(0.2, 0.5), (0.2, 0.8), (0.5, 0.5), (0.5, 0.8), and (0.8, 0.8).

Population variances
Five levels for the intervention group were selected for the
simulation. They were (1, 1), (0.5, 0.5), (0.75, 0.75), (1.25, 1.25),
and (1.5, 1.5). When the population variance of the intervention
group is (1, 1), the homogeneity of covariance matrices between
studies is assumed; the assumption of the homogeneity of
variances does not hold in the population.

Sample sizes
The design was assumed to be balanced. Three levels of sample
sizes were selected, namely, 30, 50, and 100.

Therefore, there were a total of 6 × 5 × 3 = 90 conditions.
One thousand replications were repeated for each condition.

Assessment of the empirical performance
The assessment was the same as those used in multiple-treatment
studies. The average of the relative percentage bias of the effect

size was used to evaluate the bias of the effect size. The average
of the relative percentage bias of the sampling variances and
covariances was used to assess the bias of the sampling covariance
matrices. In the heat maps, 5 and 20% were used as the cutoff
points.

Similar to the simulation studies in the multiple-treatment
studies, we followed the advice of one reviewer by displaying
the results of the individual effect sizes. The results are shown
in Supplementary Materials 3. We also reran the simulation by
introducing unbalanced sample sizes. The levels of the sample
sizes in the control and treatment groups were (100, 30), (100,
50), (30, 100), (30, 50), (50, 100), and (50, 100). The results are
displayed in Supplementary Materials 4.

Results

Figure 7 displays the average bias of the effect sizes when we
assume the homogeneity of covariance matrices in calculating
the effect sizes. When the covariance matrices are homogeneous
(sigma∧2 = 1.00, 1.00), the effect sizes are generally unbiased
except when mu = 0.2, 0.2 and the sample size = 30. However,
the effect sizes are always biased when the covariance matrices

FIGURE 10 | Relative bias of the average of the sampling variances and covariance for the multiple-endpoint studies without the assumption of homogeneity of

covariance matrices.
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are not homogeneous. The most substantial relative bias can
be up to 19%. This is expected because the variances of
the treatment groups are very different from those of the
control groups. Figure 8 shows the average bias of the effect
sizes when we do not assume the homogeneity of covariance
matrices when calculating the effect sizes. The effect sizes are
generally unbiased except when mu = 0.2, 0.2 and the sample
size= 30.

Figure 9 displays the relative bias of the sampling variances
and covariances when the effect sizes are estimated with the
assumption of the homogeneity of covariance matrices. The bias
is all below 20%. However, it should be noted that the effect
sizes are biased. Thus, the results are still misleading. Figure 10
shows the relative bias of the sampling variances and covariances
when the effect sizes are estimated without the assumption of
the homogeneity of covariance matrices. As can be seen, they are
generally unbiased.

The patterns of the individual parameters displayed in
Supplementary Materials 3 are similar to those of the average
parameters; therefore, we do not reproduce them here. Regarding
the unbalanced data, the patterns are similar to those in multiple-
treatment studies. The bias of the estimated effect sizes with
the homogeneity assumption is much larger than that for the
balanced data. On the other hand, the impact of the unbalanced
sample sizes on the estimated effect sizes without the assumption
of homogeneity is minimal.

To summarize, the estimated effect sizes are quite sensitive
to the assumption of the homogeneity of covariance matrices.
If the data are not homogeneous in covariance matrices and we
incorrectly assume that they are, the estimated effect sizes are
likely to be biased. On the other hand, the sampling covariance
matrices are generally similar regardless of whether or not we
have imposed the assumption of the homogeneity of covariance
matrices.

CONCLUSION

This study shows that multivariate effect sizes for multiple-
treatment and multiple-endpoint studies can easily be obtained
using the SEM approach. Researchers may impose equality
constraints on the variances and covariances, and the SEM
packages will report the effect sizes and their sampling covariance
matrices.

For multiple-treatment studies, the estimated effect sizes are
unbiased regardless of whether or not we assume that the
variances are homogeneous when calculating the effect sizes
when the common SDs are close to the SDs of the control group.
We may expect that there will be substantial bias when the
common SDs are different from the SDs of the control group.
Moreover, the estimated sampling covariance matrices are biased
when the variances are heterogeneous, but we incorrectly assume
that the variances are homogeneous.

For multiple-endpoint studies, the estimated effect
sizes are biased when the covariance matrices are

different, but we mistakenly assume that the covariance
matrices are homogeneous. On the other hand, the
sample covariance matrices are similar regardless of
whether or not we have imposed the assumption of the
homogeneity of covariance matrices when estimating the effect
sizes.

The findings indicate that researchers should always check
the assumptions before calculating the effect sizes. Researchers
may also check the robustness of the findings by dropping
these assumptions. By comparing the results with and without
the assumption of the homogeneity of variances or covariance
matrices, researchers may have a better idea of whether their
substantive findings depend on these assumptions. Based on the
simulation studies, it can be seen that the results are similar
for the approaches with and without the assumption of the
homogeneity of variances (or covariance matrices) when the
data actually have the same variances (or covariance matrices).
Therefore, the loss of efficiency from dropping the assumption
of the homogeneity of variances (or covariance matrices) is
small.

It should be noted that only a few factors were studied
in the simulation studies. Further simulation studies may
address the question of whether the findings are consistent
in other conditions such as in those of unbalanced data
and data with non-normal distributions. Another possible
direction of research is to study how the assumption of the
homogeneity of variances or covariance matrices impacts the
actual parameter estimates in a meta-analysis. Such a study may
provide stronger evidence to guide researchers on the issue of
whether or not to report effect sizes with the assumption of
homogeneity.

To conclude, it seems reasonable not to assume the
homogeneity of variances (or covariance matrices) when
calculating effect sizes for multiple-treatment and multiple-
endpoint studies. The SEM approach provides a convenient
device to calculate these effect sizes.
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t-Based Structural Equation
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Mark H. C. Lai * and Jiaqi Zhang

School of Education, University of Cincinnati, Cincinnati, OH, United States

In conventional structural equation modeling (SEM), with the presence of even a tiny

amount of data contamination due to outliers or influential observations, normal-theory

maximum likelihood (ML-Normal) is not efficient and can be severely biased. The

multivariate-t-based SEM, which recently got implemented in Mplus as an approach for

mixture modeling, represents a robust estimation alternative to downweigh the impact

of outliers and influential observations. To our knowledge, the use of maximum likelihood

estimation with a multivariate-t model (ML-t) to handle outliers has not been shown in

SEM literature. In this paper we demonstrate the use of ML-t using the classic Holzinger

and Swineford (1939) data set with a few observations modified as outliers or influential

observations. A simulation study is then conducted to examine the performance of fit

indices and information criteria under ML-Normal and ML-t in the presence of outliers.

Results showed that whereas all fit indices got worse for ML-Normal with increasing

amount of outliers and influential observations, their values were relatively stable with

ML-t, and the use of information criteria was effective in selecting ML-normal without

data contamination and selecting ML-t with data contamination, especially when the

sample size was at least 200.

Keywords: structural equation modeling, robustness, outliers, data contamination, fit indices

Although identification of outliers and influential observations is a standard practice in regression
models, less attention has been given to such issues in structural equation modeling (SEM) (Pek
and MacCallum, 2011). Nevertheless, as pointed out in previous literature (e.g., Yuan and Bentler,
2001; Yuan and Zhong, 2013), normal-theory based SEM is not robust to data contamination,
and a small proportion of outliers and influential observations can bias parameter estimation, the
likelihood ratio test statistic (LRT; also commonly referred to as themodelχ2), and fit indices based
on LRT. While robust modeling by replacing the normality assumption with one that assumes the
error terms follow a heavier-tailed t distribution has long been discussed in regression models
and multilevel models (e.g., Pinheiro et al., 2001; Gelman and Hill, 2006), not until recently
are multivariate-t SEM models accessible to researchers, and there has been very little research
on the usefulness of such models in the presence of data contamination. In this paper we first
provide brief background information on the use of the multivariate t distribution for robust
SEM modeling. We then demonstrate with a real data set how five outlying cases can have a
severe impact on model fit and parameter estimates under normal-theory SEM (ML-Normal), and
show that estimation using a t model (ML-t) produces similar inferences with and without data
contamination. Finally, we conduct a simulation study to evaluate the performance of commonly
used fit indices of ML-Normal, ML-t, and the use of Huber-type weights with and without data
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contamination, and the effectiveness of information criteria in
selecting between ML-Normal and ML-t, across conditions of
model misspecifications, sample sizes, and proportions of outliers
and influential observations.

OUTLIERS AND INFLUENTIAL
OBSERVATIONS

Whereas topics related to outliers, or more generally data
contamination, are commonly discussed in quantitative research
methodology textbooks, in practice researchers do not always
agree on their definitions and how best to handle them. For
instance, in a review of organizational research, Aguinis et al.
(2013) found 14 different definitions of outliers (which include
but are not limited to cases with high leverage and with
large influence on parameter estimates and model fit) and 20
different ways to handle them. Also, outliers of different nature
require different treatments, and Aguinis et al. summarized
the definitions of outliers in three categories: (a) those due
to correctable errors such as input error, (b) those exhibiting
idiosyncratic characteristics and of interest themselves (c) those
exerting disproportionately large influence on the substantive
conclusion regarding a model of interest. In this paper we
focus on robust inference in SEM with data contamination in
category (c).

Following Pek and MacCallum (2011), in this study we
distinguish between outliers and influential observations for SEM,
as they may have differential impacts on parameter estimation
and model fit indices. Outliers are cases that lie far away from
most other data points. In regression with only one response
variable, outliers are cases with a large deviation from its
predicted value based on the regression line. In multivariate
analyses such as SEM, the distance of an observation from the
center of most of the data points is commonly quantified by the
Mahalanobis distance (d), where:

di =

√

(yi − µ)⊤6(yi − µ), (1)

yi = [y1i, . . . , yki] is the data vector for the ith observation
on p observed variables, µ and 6 are the mean vector and the
covariance matrix of the p observed variables. On the other hand,
influential observations are those that exert large influence on
model fit and parameter estimation; in other words, parameter
estimates and model fit indices will show relatively large changes
when the influential cases are removed. Despite the conceptual
differences between outliers and influential observations, they
are not mutually exclusive as some outliers can also exert strong
influence on the results.

Although in this paper we focus on methods to obtain fit
indices and parameter estimates that are robust to extreme
observations without necessarily identifying the outliers and
influential observations, researchers are generally recommended
to carefully inspect observations and identify correctable data
entry errors and truly idiosyncratic observations. Examples of
techniques for identifying outliers and influential observations in
SEM were Cook’s distance, Mahalanobis distance, and likelihood

distance. Readers can consult Aguinis et al. (2013), Pek and
MacCallum (2011), and Yuan and Zhang (2012) for more in-
depth discussions on tools and procedures for identifying outliers
and influential observations.

Here we borrow the notations from Asparouhov and Muthén
(2015) for the linear SEM model and define outliers and
influential observations as discussed in Yuan and Zhong (2008,
2013). For a model with p observed variables measuring q
latent variables, we assume that the observed p-variate observed
variable Y has a measurement model:

Y = ν + 3η + e, (2)

where ν is a p× 1 vector of measurement intercepts, 3 is a p× q
factor loading matrix, and e is a p× 1 random vector containing
measurement error terms. η is a q-variate latent variable with a
structural model:

η = α + Bη + ŴX+ ξ, (3)

where the effects among latent factors were captured by B,
the effects of exogenous covariates X were captured by Ŵ,
ξ is a random vector of disturbance terms, and α contains
the latent regression intercepts. It is common to impose the
normality assumption such that the joint distribution of e and
ξ is multivariate normal, with:

(e, ξ) ∼ Np+q

(

0,

[

2 0

0 9

])

. (4)

As discussed in Yuan and Zhong (2008), outliers in SEM have
large values of e, and will inflate the covariance matrix of the
outcome variables 6. However, it may or may not have large
values in η. On the other hand, influential observations have
extreme values in ξ and will inflate 9 and also 6. Influential
observations can be good or bad: good influential observations
have extreme ξ but not extreme e values, and will not negatively
impact model fit as it is not considered outliers; bad influential
observations, on the other hand, have both extreme ξ and e

values, and will negatively impact model fit.

Impact of Outliers and Influential
Observations
Under the normal model, a very small portion of outliers and
influential observations can have a huge impact on parameter
estimates and model fit. For example, Yuan and Bentler (2001)
showed mathematically that existence of outliers can greatly
inflate the Type I error rates of LRT and related test statistics
adjusting for non-normality under ML-Normal, and the LRT
statistic could be inflated by more than five times in values in
an example given in Yuan and Zhong (2008); Yuan and Zhong
(2008) also showed that in confirmatory factor analysis (CFA),
about 3% of outliers could substantially bias the factor loading
estimates by more than 50% and inflate the latent factor variance
and covariance estimates by 3–10 times, whereas 3% of bad
influential observations could produce even greater biases on all
parameter estimates in CFA. Yuan and Zhong (2013) showed
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mathematically and illustrated with modified real data sets that
outliers lead to worse fit indices such as RMSEA and CFI, whereas
bad influential observations can lead to worse RMSEA but also
better CFI in some situations. In summary, a few outliers and
bad influential observations can lead to biased and inefficient
parameter estimates and produced misleading and sometime
contradictory information about model fit.

Despite the documented impact of outliers and influential
observations, detection and diagnostics of such observations
were rarely performed and reported in real research, and the
use of SEM methods that are robust to data contamination has
been scarce. For example, Aguinis et al. (2013) reviewed 232
methodological and substantive journal articles in organizational
science journals that addressed issues about outliers and
influential observations, and only five of them were related
to SEM, despite the popularity of SEM in the past two
decades. One possible reason is that practical guidelines on
handling outliers and influential observations were developed
more recently (e.g., Pek and MacCallum, 2011; Aguinis et al.,
2013). Another possible reason is that existing methods for
detecting and handling outliers and influential observations in
SEM require researchers to use specialized programs (e.g., Sterba
and Pek, 2012; Yuan and Zhang, 2012), thus creating additional
burden for researchers if they are not familiar with those
programs.

Existing Robust Estimation Methods in
SEM
Because a small proportion of outliers and bad influential
observations can produce invalid assessment of model fit and
parameter estimates, it is important to have methods that
produce consistent and efficient estimation and give robust
model fit information in the presence of data contamination,
assuming that those extreme values are not due to correctable
errors (e.g., data entry errors) and the goal is to obtain inferences
based on the majority of the sample. One such method in SEM
is to replace the squared loss function in estimating the mean
vector and covariance matrix by one that downweighs cases
exerting unproportionally large influence on the model (Yuan
and Bentler, 1998a,b, 2000; Yuan et al., 2000, 2004), which has
been commonly used in robust regression. One popular choice
of the weight function is the Huber-type weight function, which
replaces the squared loss function by a linear function when the
Mahalanobis distance of a case exceeds a prespecified cutoff, u,
where u2 is the (1 − ϕ)th quantile of a chi-square distribution.
In other words, ϕ is the theoretical proportion of cases to be
downweighed under normality with no data contamination.

In the two-stage robust method (TSR; Yuan and Bentler,
1998a), one first obtains robust means and covariances estimates
with Huber-type weights:

µ̂TSR =

∑n
i= 1 w1(di)yi

∑n
i= 1 w1(di)

,

ˆ6TSR =
1

n

n
∑

i= 1

w2(di)(yi − µ̂TSR)(yi − µ̂TSR)
⊤,

where di is the Mahalanobis distance of the ith observation as
defined in (1), and the Huber-type weights are:

w1(d) =

{

1 if d ≤ u

u/d if d > u
,

w2(d) = [w1(d)]
2/τ ,

and τ is a constant to ensure that ˆ6TSR is unbiased for 6. µ̂TSR

and ˆ6TSR can then be input into common SEM software to
obtain robust parameter estimates. However, with TSR, the LRT,
fit indices, and standard errors reported in standard software
outputs cannot be used; instead, one needs to compute those
according to the formulas given in Yuan and Bentler (1998b),
which are also available in R using the rsem package (Yuan and
Zhang, 2015). An alternative is the direct robust method (Yuan
and Zhong, 2008), which uses iteratively reweighted least squares
to obtain the Mahanobis distance of each observation based on
êi, downweighs the cases with large Mahanalobis distance, and
re-estimates the other model parameters until convergence. For
more discussions on TSR and the direct robust method, please
consult Yuan and Zhong (2008) and Yuan and Hayashi (2010).

Previous work has shown, mathematically and through
empirical examples and simulation studies, that TSR and the
direct robust method provided less biased parameter estimates
with smaller sampling variability (i.e., greater efficiency) and
adjusted LRT relatively insensitive to data contamination. Yuan
and Zhong (2013) also demonstrated that TSR and the direct
robust method provided fit indices closer to the population value
with no outliers or influential observations. However, there are
two drawbacks of using Huber-type weights, including (a) the
need to select a tuning parameter that determines the proportion
of observations being downweighed, and (b) the difficulty
in obtaining likelihood-based information criteria for model
selection. Therefore, the multivariate-t model implemented in
Mplus (Muthén and Muthén, 1998–2015), which implicitly also
has the effect of downweighing extreme cases but solves the
difficulties (a) and (b), will be an attractive alternative to some
researchers given its ease of use.

Multivariate-t Based SEM
An alternative to handle outliers in regression is to replace
the normality assumption on the error terms by a heavy-tailed
distribution, where the heavier tails reduce the impact of extreme
cases on inferences of the center and variability of the data.
One common choice of heavy-tailed distributions is the Student’s
t distribution (Zellner, 1976), with a degree of freedom (df )
parameter controlling the tail density; a smaller df put more
weight on the tails, whereas a df > 30 effectively makes the t
distribution closely match the normal distribution. Such a class of
models has long been discussed in regression (Gelman and Hill,
2006) and in multilevel modeling (Pinheiro et al., 2001).

In SEM, estimation involving the multivariate t distribution is
not new. Indeed, as stated in Yuan and Bentler (1998b), by using a
specific weighting scheme of the observations in a way analogous
to the Huber-type weights, one can obtain robust estimates of
mean vector and covariance matrix for the observed variables
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as the maximum likelihood estimates based on a multivariate t-
distribution. Yuan and Bentler (1998b) and Yuan et al. (2004)
showed that using robust covariances based on the multivariate t
distribution also performed well in terms of providing less biased
parameter estimates and more robust LRT results. However,
the procedure discussed in Yuan and Bentler (1998b) required
pre-defined degrees of freedom parameter and had not been
implemented in statistical software.

Recently, a multivariate-t model for SEM has been
incorporated into the software Mplus, together with the
skew-normal and skew-t family (Asparouhov and Muthén,
2015). The documented usage of such models is for mixture
modeling with skewed and heavy-tailed compositions to avoid
spurious latent classes, and to our knowledge there has been no
discussion on using the t-based model for robust SEM in the
presence of data contamination. The multivariate t distribution,
tp(µ,6, df ), is a p-variate generalization of the Student’s t
distribution with a single df parameter, a location vector µ, and
a scale matrix 6. The mean of the distribution is µ and the
covariance matrix is [df /(df − 2)]6 for df > 2. Therefore, when
df is small, estimates of parameters in 6 in the t-based model has
a different interpretation than those in the normal-based model.

Continuing from themodel defined in Equations (2)–(4), with
t-based SEMone simply replaces the distributional assumption in
(4) by:

(e, ξ) ∼ tp+q

(

0,

[

2 0

0 9

]

, df

)

. (5)

This is equivalent to the model with the conditional distribution
Y|X ∼ tp(µ,6, df ), where

µ = ν + 3(I− B)−1(α + ŴX), (6)

6 = 3(I− B)−19[3(I− B)−1]⊤3⊤. (7)

As the model likelihood can be specified, maximum likelihood
can be used to estimate all model parameters as well as df ,
thus avoiding the need to choose a tuning parameter as in
using Huber-type weights. This also allows the computation of
information criteria such as AIC (Akaike Information Criteria),
BIC (Bayesian Information Criteria), and SABIC (sample-size
adjusted BIC in Mplus).

Although previous studies have shown that the use of
robust covariance matrix based on weights corresponding
to a multivariate t distribution provided good parameter
estimates and LRT statistics similar to those obtained without
outliers under ML-Normal (Yuan and Bentler, 1998b), to our
knowledge no analytic and simulation studies have evaluated
the performance of LRT and fit indices obtained under the
multivariate-t-based SEM as implemented in Mplus (i.e., ML-
t), with df being estimated instead of specified by users. Given
that parameter estimates are not trustworthy when the model
fit is sup-optimal, accurate assessment of model fit for an
SEM model is of paramount importance. Therefore, this study
is an important first step in examining SEM models with
ML-t as a robust option in handling outliers and influential
observations.

It should be clarified that our discussion is limited to
robust models that are insensitive to the influence of data
contamination, which is different from SEM methods that
are robust to non-normality, such as the corrections in
LRT and standard errors proposed by Satorra and Bentler
(1994). Although there are some commonalities between the
two topics, the former focuses on downweighing extreme
observations to obtain estimates and inferences when the
normality assumption still holds approximately for the majority
of the data, and robust SEM methods for non-normality focuses
on obtaining inferences when the normality assumption is
violated in general. Whereas the latter has received much
attention in SEM literature (e.g., Bentler, 1983; Browne, 1984),
they generally require estimation of some higher moments
of the sample data, which would be highly unstable in
the presence of data contamination. Indeed, as would be
mentioned in the discussion, we found the Satorra-Bentler
correction performed sub-optimally in the presence of data
contamination.

REAL DATA DEMONSTRATION

We now briefly demonstrate the use of SEM with ML-t using the
classic Holzinger and Swineford (1939) data set and a modified
version where five observations were changed to have strong
influence to model fit. The nine variables are cognitive test
scores for 145 students. Using ML-Normal with the original
data set, a 3-factor CFA model with a cross-loading of item
9 on factor 1 fit the data well, with χ2(df=23,N=145)=28.29,
p=0.205, RMSEA=0.040, CFI=0.989, SRMR=0.040. One can
also use the DIST=TDISTRIBUTION option in Mplus to
fit the same model with t-likelihood, and add the OUTPUT:
H1MODEL option to obtain χ2 statistic and fit indices. Using
the same data, one obtains χ2(df=23,N=145)=25.29, p=0.335,
RMSEA=0.026, CFI=0.994, which were close to the values with
ML-Normal. SRMR is not yet obtainable as it does not directly
depend on χ2. The estimated df using maximum likelihood
is 24.5, with a 95% confidence interval (CI) of [15.9, 34.1].
Using TSR as implemented in the R package rsem with the
same CFA model and data, we have χ2(df=23,N=145)=26.82,
p=0.264, RMSEA=0.034, CFI=0.992, SRMR=0.038. AIC, BIC,
and SABIC all preferred ML-t over ML-Normal with differences
of 8.5, 5.5, and 8.7 respectively, indicating some evidence
for slightly heavier tails in the sample distributions even
without modifications.1 However, the fit information and
parameter estimates (as shown in Table 1) under all three
methods were similar, so the choice is trivial and one can
be more confident that data contamination should not be an
issue.

We then use a modified data set described in Yuan and
Zhong (2013, p. 131, Data Set D4) containing five bad
influential observations (i.e., 3%). The Mahanalobis distances

1It is still an open question how information criteria should be defined when using

TSR, and whether the values obtained can be compared with information criteria

obtained using maximum likelihood. Therefore, we did not report information

criteria with TSR.
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TABLE 1 | Parameter estimates and standard errors from the real data demonstration.

ML-Normal ML-t TSR

Parameters Original Modified Original Modified Original Modified

λ11 1.00 (—) 1.00 (—) 1.00 (—) 1.00 (—) 1.00 (—) 1.00 (—)

λ21 0.66 (0.14) 1.14 (0.06) 0.63 (0.14) 0.73 (0.13) 0.62 (0.13) 0.77 (0.14)

λ31 0.84 (0.15) 0.43 (0.04) 0.82 (0.15) 0.74 (0.12) 0.78 (0.13) 0.73 (0.12)

λ42 1.00 (—) 1.00 (—) 1.00 (—) 1.00 (—) 1.00 (—) 1.00 (—)

λ52 0.99 (0.09) 1.47 (0.06) 1.02 (0.09) 1.09 (0.10) 1.04 (0.09) 1.07 (0.09)

λ62 0.96 (0.08) 1.14 (0.05) 0.97 (0.09) 0.95 (0.08) 0.96 (0.09) 0.93 (0.08)

λ73 1.00 (—) 1.00 (—) 1.00 (—) 1.00 (—) 1.00 (—) 1.00 (—)

λ83 1.27 (0.23) 1.49 (0.06) 1.27 (0.24) 1.37 (0.20) 1.18 (0.19) 1.29 (0.16)

λ91 0.56 (0.12) 1.18 (0.20) 0.55 (0.12) 0.56 (0.12) 0.51 (0.11) 0.52 (0.14)

λ93 0.64 (0.14) 0.49 (0.21) 0.63 (0.14) 0.66 (0.13) 0.65 (0.13) 0.69 (0.14)

ψ11 0.67 (0.16) 3.95 (0.55) 0.64 (0.16) 0.72 (0.16) 0.70 (0.16) 0.81 (0.21)

ψ22 0.94 (0.15) 3.11 (0.42) 0.85 (0.15) 0.85 (0.15) 0.87 (0.14) 0.97 (0.16)

ψ33 0.50 (0.13) 3.33 (0.47) 0.46 (0.13) 0.52 (0.13) 0.50 (0.13) 0.62 (0.14)

ML, maximum likelihood; TSR, Two-stage robust methods with Huber-type weights downweighing 10% of observations; λ, factor loading; ψ, factor variance. Standard errors were

shown in parentheses.

of the five modified observations were between 4.22 and
128.26, compared to 1.41 to 24.84 for the other observations.
ML-Normal gave χ2(df=23,N=145)=57.80, p < 0.001,
RMSEA=0.095, CFI=0.984, SRMR=0.020. Although both χ2

and RMSEA indicated worse model fit, the impact on CFI
was small and SRMR actually indicated better model fit.
Therefore, with the presence of bad influential observations,
ML-Normal gave ambiguous fit information. ML-t, on
the other hand, gave χ2(df=23,N=145)=24.81, p=0.360,
RMSEA=0.023, CFI=0.996; TSR gave χ2(df=23,N=145)=30.55,
p=0.134, RMSEA=0.048, CFI=0.987, SRMR=0.037. Thus,
the fit information using ML-t or TSR was comparable
with or without the bad influential cases, and AIC, BIC,
and SABIC all strongly favored ML-t over ML-Normal
with differences in values of more than 300. The parameter
estimates were shown in Table 1, which shows that
whereas estimates were strongly affected by the influential
observations using ML-Normal, they were robust with ML-t and
TSR.

SIMULATION STUDY

We conducted a Monte Carlo simulation study to compare
the performance of fit indices (χ2, RMSEA, and CFI) under
ML-Normal, ML-t, and TSR, as well as model comparisons
between ML-Normal and ML-t using AIC, BIC, and SABIC.
Note that SRMR is not available in Mplus 7.4 with ML-
t. A 2 (type of data contamination) × 4 (proportion of
outliers/influential observations) × 2 (model misspecification)
× 3 (sample size) design was used, as described later. For
all simulation conditions, data were generated first from
a 3-factor 9-indicator model similar to the previous real
data demonstration, which was also used in Zhong and
Yuan (2011), with a cross-loading of item 9 on Factor 3.

Specifically,

3 =





1.0 0.9 1.1 0 0 0 0 0 0.5
0 0 0 1.0 0.7 0.55 0 0 0
0 0 0 0 0 0 1 1.3 1.25





⊤

,

9 =





1 0.25 0.25
0.25 1 0.25
0.25 0.25 1



 ,

and 2 = I is a 9 × 9 identity matrix. All
factor means and intercepts were set to zero for
simplification. For each simulation condition, we ran 2,000
replications.

Factor scores, ξ ∼ N(0,9), and multivariate normal data,
denoted as y(1), were generated according to the above model
using R 3.3.1 (R Core Team, 2016), and outliers or bad influential
observations were introduced using methods described in Zhong
and Yuan (2011). Let ε = 0, 0.05, 0.075, or 0.10 be the
proportion of cases that are either outliers or bad influential
observations. For conditions with outliers, εN observations were
modified as ymod

i = y
(1)
i + hi3

o
ξi, where hi ∼ exp(zi)

and zis were randomly generated from independent N(0, 1)
distributions and varied across replications; 3o is the modified
loading matrix such that 3⊤3o = 0 as discussed in Yuan and
Zhong (2013). For conditions with bad influential observations,

εN observations were modified as ymod
i = hiy

(1)
i . The sample

size (N) was either 100, 200, or 500, as most studies using SEM
had N ≥ 100 (Jackson et al., 2009), and SEM was generally
not recommended with a small sample size (Kline, 2011). The
Mahalanobis distances for the outliers or influential observations
varied across replications, and for each replication the maximum
M-distance was 15.8–76.0, 19.7–149.5, 14.5–350.1 for N = 100,
200, and 500 with outliers (see Figure 1 for an example), and
29.1–92.2, 30.3–190.4, 26.7–472.5 for N = 100, 200, and 500
with bad influential observations. For each generated data set, we
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FIGURE 1 | An example quantile-quantile plot of the sample Mahanalobis

distance against the theoretical values of a chi-squared distribution with 9

degrees of freedom for the condition with N = 100 and 5 outliers. Multivariate

kurtosis = 9.66 for this simulated data set.

either fit a correctly specified model or a misspecified model with
no cross-loading (with population RMSEA = 0.061, population
CFI = 0.96), and for each model we used either ML-Normal or
ML-t and obtain fit indices in Mplus, and used rsem to obtain fit
indices with TSR (10% observations downweighed).

Evaluation Criteria
For each condition, we evaluated the rejection rates of LRT at
p < 0.05 using the three methods, with rates close to 5% being
optimal for conditions with a correctly specified model, and rates
close to the empirical power with no data contamination best
for conditions with a misspecified model. For RMSEA and CFI
we graphically examine the distributions of the sample fit values,
with preference given to methods providing sample fit values
close to population fit values and with small variabilities across
replications. Finally, we examined the empirical probability of
information criteria selecting ML-t over ML-Normal (i.e., having
smaller values for ML-t).

Simulation Results
Convergence
Convergence rates were above 90.5% for ML-Normal and above
93.3% for ML-t for conditions with correctly specified model,
and were above 89.7% and above 87.8% for conditions with
misspecified model. Convergence was better for conditions with
N ≥ 200 (> 98.3% for ML-t and > 92.5% for ML-
Normal); it was worst for ML-Normal with 10% bad influential
observations (90.5% for N = 100 and 92.8% for N = 200 for
correctly specified model and 89.7% for N = 100 and 92.5%
for misspecified model), and for ML-t with small sample size
(93.3–95.2% for correctly specified model and 87.8–91.0% for
misspecified model when N = 100). Convergence was generally
better for ML-t than for ML-Normal in conditions with outliers

or bad influential observations whenN ≥ 200. Convergence rates
were at least 99.2% with TSR.

Fit Indices
As shown in Figures 2–5, the results of ML-t and TSR were
almost identical, so in the following sections we mainly prsented
results for ML-Normal and ML-t.

Outliers with correctly specified model
Figure 2 showed the boxplots of sample values of LRT, RMSEA,
and CFI for conditions with a correctly specified model and the
presence of outliers. With ML-Normal, LRT, RMSEA, and CFI
became substantially worse and more variable with increasing
proportion of outliers. When N = 100, median LRT increased
slightly from 23.26 (adjusted median absolute deviation, SD =

7.28) with no outliers to 28.96 (SD = 19.63) with 10% outliers;
when N = 500, median LRT increased dramatically from 22.73
(SD = 6.82) with no outliers to 51.27 (SD = 71.74) with 10%
outliers. Empirical Type I error rates of LRT were inflated from
5.4 to 7.3% with no outliers to 31.0–77.7% with 10% outliers (see
Table 2). For RMSEA andCFI, the impact ofN was smaller: when
N = 500, median RMSEA increased from 0.000 (SD = 0.012)
to 0.050 (SD = 0.035); median CFI decreased from 1.00 (SD =

0.004) to 0.972 (SD = 0.066). Simiar trends were observed for
N = 100 and N = 200.

With ML-t, LRT, RMSEA, and CFI were relatively stable with
increasing proportion of outliers. When N = 100, LRT were
similar with no outliers, median = 23.15 (SD = 7.26), and with
10% outliers, 24.53 (SD = 7.51); when N = 500, median LRT
increased slightly from 22.56 (SD = 6.81) with no outliers to
28.71 (SD = 8.63) with 10% outliers. Empirical Type I error
rates were inflated from 5.2 to 7.2% with no outliers to 10.5–
22.7% with 10% outliers. For RMSEA and CFI, when N = 500,
median RMSEA increased from 0.000 (SD = 0.012) to 0.022
(SD = 0.015); median CFI decreased from 1.00 (SD = 0.004)
to 0.994 (SD = 0.008). Simiar trends were observed for N = 100
and N = 200.

Outliers with misspecified model
Figure 3 showed the boxplots of sample values of LRT, RMSEA,
and CFI for conditions with a misspecified model and the
presence of outliers. In general, the patterns were similar to
those observed with a correctly specified model, except that,
predictably, the fit was worse on all conditions.WithML-Normal,
when N = 100, median LRT increased slightly from 32.45
(SD = 9.37) with no outliers to 36.84 (SD = 20.88) with 10%
outliers; when N = 500, median LRT increased from 66.52
(SD = 15.33) with no outliers to 86.52 (SD = 71.38) with 10%
outliers. Empirical power of LRT was inflated from 34.6 to 99.1%
with no outliers to 51.5–99.8% with 10% outliers (see Table 2).
For RMSEA and CFI, when N = 500, median RMSEA increased
from 0.060 (SD = 0.011) to 0.072 (SD = 0.026); median CFI
decreased from 0.962 (SD = 0.013) to 0.938 (SD = 0.064). Simiar
trends were observed for N = 100 and N = 200.

With ML-t, LRT, RMSEA, and CFI were relatively stable
with increasing proportion of outliers and remained close to the
population values without data contamination, withmedians and
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FIGURE 2 | Values of fit indices across simulation conditions with a correctly specified model and the presence of outliers. LRT, likelihood ratio test; ε, proportion of

outliers. Square root was taken on the LRT values to reduce its skewness for better graphical presentations.

SDs stayed virtually the same regardless of ε. Empirical power was
32.7–99.0% with no outliers and 31.8–98.3% with 10% outliers.

Bad influential observations with correctly specified model
Figure 4 showed the boxplots of sample values of LRT, RMSEA,
and CFI for conditions with a correctly specified model and the
presence of bad influential observations. Given the nature of
such observations, their presence made a bigger impact on LRT,
RMSEA, and CFI than outliers did. When N = 100, median LRT
increased slightly from 23.26 (SD = 7.28) with no influential
observations to 47.02 (SD = 41.39) with 10% influential
observations; whenN = 500, median LRT increased dramatically
from 22.73 (SD = 6.82) with no influential observations

to 137.98 (SD = 139.53) with 10% influential observations.
Empirical Type I error rates were inflated from 5.4 to 7.3% with
no influential observations to 67.8–97.7% with 10% influential
observations (see Table 2). When N = 500, median RMSEA
increased from 0.000 (SD = 0.012) to 0.100 (SD = 0.047),

and median CFI decreased from 1.00 (SD = 0.004) to 0.915
(SD = 0.071). Simiar trends were observed for N = 100 and
N = 200.

With ML-t, LRT, RMSEA, and CFI were relatively stable with

increasing proportion of influential observations, with medians

and SDs stayed virtually the same regardless of ε. Empirical Type

I error rates were 4.4–7.1% with no influential observations and
4.2–7.2% with 10% influential observations.
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FIGURE 3 | Values of fit indices across simulation conditions with a misspecified model and the presence of outliers. LRT, likelihood ratio test; ε, proportion of outliers.

Square root was taken on the LRT values to reduce its skewness for better graphical presentations.

Bad influential observations with misspecified model
Figure 5 showed the boxplots of sample values of LRT, RMSEA,
and CFI for conditions with a misspecified model and the
presence of bad influential observations. In general, the patterns
were similar to those observed with a correctly specified model,
except that, predictably, the fit was worse on all conditions.
With ML-Normal, when N = 100, median LRT increased from
32.45 (SD = 9.37) with no outliers to 56.60 (SD = 43.27)
with 10% influential observations; when N = 500, median
LRT increased from 66.52 (SD = 15.33) with no outliers
to 186.28 (SD = 153.70) with 10% influential observations.
Empirical power was inflated from 34.6 to 99.1% with no
outliers to 82.3–100.0% with 10% outliers (see Table 2). For
RMSEA and CFI, when N = 500, median RMSEA increased

from 0.060 (SD = 0.011) to 0.116 (SD = 0.043); median
CFI decreased from 0.962 (SD = 0.013) to 0.882 (SD =

0.073). Simiar trends were observed for N = 100 and N =

200.
With ML-t, LRT, RMSEA, and CFI were relatively stable with

increasing proportion of influential observations and remained
close to the population values without data contamination, with
medians and SDs stayed virtually the same regardless of ε.
Empirical power was 32.7–99.0% with no outliers and 29.4–
97.6% with 10% outliers.

Information Criteria
Figure 6 showed the proportion of replications where AIC, BIC,
and SABIC favored ML-t over ML-Normal for conditions with

Frontiers in Psychology | www.frontiersin.org July 2017 | Volume 8 | Article 1286204

http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive


Lai and Zhang Robust T SEM

FIGURE 4 | Values of fit indices across simulation conditions with a correctly specified model and the presence of bad influential observations. LRT, likelihood ratio

test; ε, proportion of bad influential observations. Square root was taken on the LRT values to reduce its skewness for better graphical presentations.

a correctly specified model, and the results were essentially
identical for conditions with a misspecified model. Under
a correctly specified model, with no outliers or influential
observations, in only 3.6–4.7% of the replications ML-t was
preferred over ML-Normal by AIC, 0.3–0.9% by BIC, and
2.4–5.4% by SABIC; with 10% outliers, ML-t was preferred
more often with increasing proportion of outliers and with
larger N, with AIC, BIC, and SABIC favoring ML-t in
97.5, 94.1, and 96.7% of the replications when N = 500.
Similarly, with influential observations, AIC, BIC, and SABIC
preferred ML-t in 76.5, 69.2, and 79.1% of the replications
when ε = 0.05 and N = 100 and well above 90%
for all conditions with either ε = 0.10 or N ≥

200.

DISCUSSION

Although the impact of and ways to handle outliers and
influential observations have received much attention in
regression literature, relatively less discussions on those issues
were found in the context of SEM. As pointed out in Yuan and
Zhong (2013), unlike general statistics software where diagnostic
tools for outliers and influential observations are common, such
tools are rarely accessible for SEM software, partly because of the
complexity of SEMmodeling.Whereas robust SEM using Huber-
type weights has been developed and shown to perform well, and
the rsem package is freely available in R, many researchers are
more familiar with other commonly used SEM software packages
such asMplus, and so it is important to have comparable tools for
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FIGURE 5 | Values of fit indices across simulation conditions with a misspecified model and the presence of bad influential observations. LRT, likelihood ratio test;

ε, proportion of bad influential observations. Square root was taken on the LRT values to reduce its skewness for better graphical presentations.

handling outliers and influential observations in other software.
With the t-based model recently added to Mplus, this study
brings attention to this easy-to-use strategy to clarify whether
suboptimal model fit is due to global misfit or just a small
proportion of extreme cases.

Our simulation results showed that outliers and influential
observations could hurt model convergence and dramatically
make model fit appear worse for both correctly specified and
misspecified SEMmodels with the usualML estimation assuming
normality. For example, with 25 outliers in a sample of 500
observations, the empirical Type I error rate for LRT was inflated
to 0.40 from the nominal level of 0.05, and it was inflated to 0.85
with 25 bad influential observations. Both RMSEA and CFI were

more likely to indicate worse model fit in the presence of outliers
and influential observations, as predicted in Yuan and Zhong
(2013). As it was not common that applied researchers check
for outliers and influential observations when conducting SEM
(Aguinis et al., 2013), such extreme values may make researchers
reject models with adequate fit or consider alternative models
that improve overall model fit mainly because of those few
observations.

On the other hand, themultivariate-tmodel as well as the two-
stage robust method were more robust to data contamination,
producing fit indices that were closer to what could have been
obtained without those extreme values. First, when sample size
was small (N = 100)ML-tmay have some convergence problems
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TABLE 2 | Rejection rates of the likelihood ratio test across conditions.

Outliers Bad Influential Observations

Model N Estimation ε = 0 ε = 0.05 ε = 0.075 ε = 0.10 ε = 0.05 ε = 0.075 ε = 0.10

Correct 100 ML-Normal 0.07 0.20 0.23 0.31 0.47 0.55 0.68

ML-t 0.07 0.09 0.08 0.10 0.07 0.07 0.07

TSR 0.08 0.09 0.09 0.11 0.09 0.09 0.11

200 ML-Normal 0.06 0.25 0.37 0.46 0.62 0.76 0.84

ML-t 0.06 0.08 0.11 0.12 0.05 0.05 0.05

TSR 0.07 0.08 0.11 0.12 0.08 0.08 0.09

500 ML-Normal 0.05 0.40 0.61 0.78 0.85 0.94 0.98

ML-t 0.05 0.09 0.17 0.23 0.05 0.06 0.05

TSR 0.06 0.09 0.16 0.22 0.08 0.09 0.09

Misspecified 100 ML-Normal 0.35 0.44 0.46 0.52 0.67 0.74 0.82

ML-t 0.33 0.32 0.30 0.32 0.31 0.30 0.29

TSR 0.34 0.35 0.33 0.35 0.39 0.37 0.40

200 ML-Normal 0.66 0.72 0.77 0.82 0.90 0.94 0.97

ML-t 0.66 0.60 0.60 0.63 0.59 0.59 0.58

TSR 0.67 0.64 0.64 0.65 0.67 0.69 0.69

500 ML-Normal 0.99 0.99 1.00 1.00 1.00 1.00 1.00

ML-t 0.99 0.98 0.98 0.98 0.98 0.97 0.98

TSR 0.99 0.98 0.99 0.99 0.99 0.99 0.99

Note. ε, Proportion of outliers and bad influential observations; ML, maximum likelihood estimation; TSR, Two-stage robust methods with Huber-type weights downweighing 10% of

observations.

in 5–7% of the replications with no model misspecifications and
in 9–12% of the replications with misspecifications; however,
with N = 200 or above the use of ML-t had improved
convergence rates over ML-Normal. Second, although to a
much less degree, with ML-t and TSR, LRT still increased with
increasing proportion of outliers, and empirical Type I error rates
increased to 0.10 and 0.11 for N = 100 and 0.23 and 0.22 for
N = 500 with 10% of outliers. Although this is certainly not
ideal, LRT under ML-t or TSR still performs much better than
under ML-Normal. Future studies can focus on how to obtain
adjusted test statistics for ML-t. Note, however, when the model
was misspecified, or when the extreme values were bad influential
observations, LRT, RMSEA, and CFI were all similar regardless
of proportions of data contamination, and the values under ML-
t were slightly closer to the population values than those under
TSR.

Third, information criteria was effective in picking ML-
Normal when no outliers or bad influential observations were
present in the data, and in picking ML-t when extreme values
were present, with better accuracy when sample size increased.
Under our simulation conditions, we found AIC and SABIC
showed higher sensitivity than BIC. Therefore, when researchers
are uncertain whether data contamination could be a problem, an
effective way in determining whether to use ML-Normal or ML-t
is to choose one that gives smaller AIC and SABIC.

It is generally recommended to use multivariate-t-based SEM
and other robust SEM methods, rather than directly deleting
outliers and influential observations, as the complexity of SEM
makes it more challenging to use general techniques such as

Mahalanobis distance and Cook’s distance to identify outliers and
influential observations (e.g., Flora et al., 2012; Sterba and Pek,
2012). Although these methods provided parameter estimates
and fit indices that are insensitive to the influence of outliers,
they do not replace the need for careful data screening work. As
suggested by Aguinis et al. (2013), one should always identify in
the data if there are any extreme cases due to correctible errors,
and correct them accordingly. Failure to do so may lead to loss of
valuable information. Also, after any such errors are corrected,
the use of robust SEM is justified only when the outliers and
influential observations are regarded as coming from a different
data generating process than the majority of the data, and the
goal of inference is to estimate a model that is representative of
most of the data. Sometimes outliers and influential observations
can be of interest in their own rights, and they can lead to
important research findings (Aguinis et al., 2013; O’Connell et al.,
2015). Also, a non-trivial proportion of such cases may indicate
unmodeled heterogeneity, where the use of mixture models may
be more appropriate. Recent methodological work has provided
accessible tools to identify outliers and influential observations
for SEM (Pek and MacCallum, 2011; Sterba and Pek, 2012),
which we recommend to be used in combination with robust
SEM methods.

Despite the contributions of the study, there are several
limitations that call for future studies. First, as a first step to
evaluate the multivariate-t-based SEM, we chose to first study
the performance of fit indices under such a model. An obvious
next step is to make sure that the parameter estimates are sensible
with the multivariate-t-based SEM, which appeared to be robust
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FIGURE 6 | Proportion of replications where the multivariate t model has smaller information criteria than the multivariate normal model across simulation conditions

with a correctly specified model. AIC, Akaike information criteria; BIC, Bayesian information criteria; SABIC, sample-size adjusted information criteria; ε, proportion of

outliers.

based on the real data example and the results in Yuan and
Bentler (1998b) using weights corresponding to a multivariate t
distribution with one degree of freedom. Second, as pointed out
in Yuan et al. (2004), the use of multivariate-t-based SEM might
not be as efficient as the use of Huber-type weights under some
conditions, and future studies may compare the performance
of various robust methods in simulated and real data. At this
stage, we found that the use of the multivariate-t-based SEM is
accessible to researchers without the need to choose a tuning
parameter, allows conventional interpretations of information
criteria, and can be easily integrated into more complex SEM
models.

Third, it should be emphasized again that, in the current
study, we only focused on situations where a small proportion
of data is contaminated, whereas the majority of the data
still satisfies the normality assumption. Although the resulting
data also had skewness and kurtosis deviated from those
of a normal distribution, common SEM estimation methods
that are robust to non-normality may not work well in the
presence of data contamination. Whereas corrections for non-
normality such as the Satorra-Bentler procedure relies on
sandwich estimator and higher-order moments of the sample
data, ML-t as implemented in Mplus uses maximum likelihood
with the expectation-maximization algorithm to estimate the

model parameters, including degrees of freedom. To examine
our speculations, we re-analyze the simulated data using
the Satorra-Bentler correction procedure (ESTIMATOR=MLM
in Mplus), and found the resulting fit indices to still
be sensitive to data contamination, although not to the
extent as ML-Normal. For example, with N = 500, 10%
outliers, and a correctly specified model, median RMSEA =

0.041 with Satorra-Bentler, commpared to 0.050 for ML-
Normal and 0.022 for ML-t. Therefore, researchers should
distinguish between robustness against data contamination,
which can be handled with ML-t or Huber-type weights,
and robustness against non-normality, which can be alleviated
by the Satorra-Bentler correction or weighted least squares
estimator.

Fourth, our simulations did not cover sample sizes smaller
than 100. We had performed additional simulations withN = 50
and found that TSR had very low convergence rates (less than
5%) andML-t had convergence around 71–76%, and information
criteria preferred ML-t only 20% of the replications in the
presence of 10% outliers observations. Therefore, we recommend
using ML-t or the two-stage robust methods only with a sample
size of at least 100. Finally, in this study we only evaluated fit
indices with a factor model, and consider only misspecifications
in the form ofmissing one cross-loading. As the impact of outliers
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and influential observations on fit indices may vary depending
on types of SEM models, model complexity, and parameter
values, future studies can expand on the simulation conditions
to provide more complete information on this underresearched
area.
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Linear factor analysis (FA) is, possibly, the most widely used model in psychometric

applications based on graded-response or more continuous items. However, in these

applications consistency at the individual level (person fit) is virtually never assessed. The

aim of the present study is to propose a simple and workable approach to routinely

assess person fit in FA-based studies. To do so, we first consider five potentially

appropriate indices, of which one is a new proposal and the other is a modification of an

existing index. Next, the effectiveness of these indices is assessed by using (a) a thorough

simulation study that attempts to mimic realistic conditions, and (b) an illustrative example

based on real data. Results suggest that the mean-squared lico index and the personal

correlation work well in conjunction and can function effectively for detecting different

types of inconsistency. Finally future directions and lines of research are discussed.

Keywords: person-fit statistics, linear factor analysis, mean-squared person-fit indices, personal correlation,

outliers detection

INTRODUCTION

When used for item analysis and individual scoring purposes, the standard factor-analysis (FA)
model can be viewed as a linear item response theory (IRT) model intended for continuous scores
(e.g., Ferrando, 2009). In practice it is generally used with discrete item scores and in these cases
it can be only approximately correct. However, for graded-response or more continuous item
formats, the linear FA approximation has proved to be reasonably good in many conditions that
can be found in practice (Hofstee et al., 1998; Ferrando, 2009; Rhemtulla et al., 2012; Culpepper,
2013; Ferrando and Lorenzo-Seva, 2013). Furthermore, in comparison to the theoretically more
appropriate nonlinear models, linear FA has the non-negligible advantages of simplicity, and
robustness (e.g., Briggs and MacCallum, 2003; Ferrando and Lorenzo-Seva, 2013).

The appropriateness of the FAmodel is usually assessed by conducting an overall goodness-of-fit
investigation based on the entire dataset (e.g., Reise andWidaman, 1999). Model-data fit, however,
can also be assessed at the individual-level, by considering the responses of each individual across
the set of test items. This level of assessment, which is usually known as “person fit,” is almost always
neglected in psychometric FA applications, and is the topic of the present article.

Person-fit analysis refers to a variety of indices and procedures aimed at assessing the fit of each
individual score pattern to the psychometric model fitted to the data (see e.g., Meijer et al., 2015).
This type of assessment is generally sequential (e.g., Rupp, 2013; Conijn et al., 2015; Ferrando, 2015;
Meijer et al., 2015), and the simplest schema is two-stage. In the first stage, a global or practical index
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is used to flag potentially inconsistent respondents without
specifying the kind of inconsistency. In the second stage, a
more specific analysis is carried out in order to ascertain the
sources and effects of misfit in those patterns that are flagged
as potentially inconsistent. Here we shall only consider practical
indices to be used in the first stage.

Person-fit assessment is important for various reasons (see
e.g., Reise and Widaman, 1999; Meijer et al., 2015) but mainly
for a practical validity reason: if a response pattern is not well
explained by the model, there is no guarantee that the score
assigned to this pattern will adequately reflect the “true” trait
level of the individual. So, this score cannot be validly interpreted.
This compelling reason requires individual response patterns to
be routinely checked so that invalid test scores can be detected
(e.g., International Test Commission, 2014; Tendeiro andMeijer,
2014). In IRT applications, however, this recommendation is
far from common practice (Meijer et al., 2015), and practical
person-fit indices appear to be used routinely only in Rasch-
based applications, possibly because they have been implemented
and provided as standard output in these computer programs
ever since they have been available (Wright et al., 1979; Smith,
1986).

The main contention of this article is that routine FA-based
person fit assessment will only become (hopefully) common
practice if (a) a clear proposal based on simple, effective and easily
interpretable practical indices is made, and (b) this proposal
is implemented in a free, user-friendly program that is easily
available.

In principle, the procedures considered here could be (a)
applied to both unidimensional and multidimensional solutions,
and (b) used in both typical-response (personality and attitude)
and ability measurement (e.g., Clark, 2010). For the moment,
however, we shall focus only on unidimensional solutions
intended for typical-response items. As for the first restriction,
the unidimensional model is the simplest and themost univocally
interpretable, and, therefore, is expected to lead to clearer results
regarding person-fit assessments (e.g., Conijn et al., 2014). As
for the second, most of the existing measures based on graded
or more continuous items are typical-response (e.g., Ferrando,
2009).

REVIEW OF BASIC FA RESULTS

Consider a questionnaire made up of n items with
(approximately) continuous responses that intends to measure a
single trait or common factor θ . For a person i who responds to
an item j, the linear FA model is:

Xij = µj + λjθi + εij (1)

where: Xij is the observed item score, µj is the item intercept, λj
the item loading, ǫij the measurement error, and θ is scaled in
a z-score metric (mean 0 and variance 1). For fixed θ , the item
scores are distributed independently (local independence), and
the conditional distribution is assumed to be normal, with mean
and variance given by

X̂ij = E(Xj | θi) = µj + λjθi ; Var(Xj|θ) = σ 2
εj (2)

If the item and person parameters in Equations (1) and (2) are
known, it then follows that the standardized residual:

zij =

(

Xij − X̂ij

σεj

)

(3)

is a value drawn at random from the standard normal
distribution. By the local independence principle, it then follows
that the sum:

Si =

n
∑

j

z2ij (4)

is distributed as χ2 with n degrees of freedom. So, E(Si)= n, and
Var(Si)= 2n.

In most practical applications, neither the structural
parameters (µj,λj, and σ 2

ǫj) nor the “true” trait levels θi are

known, and they have to be estimated. We shall assume here
that model (1) is fitted using a standard two-stage procedure
(McDonald, 1982). In the first stage (item calibration), the
structural (item) parameters are estimated. In the second stage
(scoring), the item estimates are taken as fixed and known, and
used to obtain trait estimates or factor scores for each individual.
We shall further assume that the individual trait estimates are
maximum likelihood (ML) estimates, given by

θ̂i(ML) =

n
∑

j

λj(Xij − µj)

σεj
2

n
∑

j

λj
2

σεj
2

(5)

In FA terminology, the estimates in Equation (5) are known as
Bartlett’s weighted least squares factor scores (e.g., McDonald,
1982).

OVERVIEW OF THE SELECTED INDICES
AND RATIONALE

The indices we shall consider in the study fall into four different
categories which arise when two different criteria are combined.
The resulting categories and indices are summarized in Figure 1.

The first criterion distinguishes between model-based (MB)
or parametric vs. model-free or group-based (GB) indices.
In MB indices, the information provided by the parameter
estimates of the model is used to assess person fit. In the
case of FA this information refers to (a) the item parameter
estimates and (b) the individual trait level estimate or factor
score. In contrast, the GB indices use only the information
provided by the responses of the group of individuals which
is assessed. So, the fit of the response pattern is assessed
with respect to the majority of response patterns in the group
(e.g., Tendeiro and Meijer, 2014).

Because MB indices use more information than GB indices
they should be more powerful. In simulation studies, however, it
is not unusual for GB indices to outperform their theoretically
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FIGURE 1 | Indices used in the study.

superior counterparts (Karabatsos, 2003; Tendeiro and Meijer,
2014; Meijer et al., 2015). This result does have some
plausible explanations. First, the presence of some inconsistent
respondents might distort the structural (i.e., item) estimates
(Nering, 1997). Second, the same response vector that is used
to obtain the trait estimate is then used to assess person misfit.
So, if the response vector does not fit, the inconsistency is likely
to bias the trait estimate and this bias, in turn, will distort the
MB person-fit value in the direction of making the response
vector appear less inconsistent than it really is (Karabatsos, 2003;
Armstrong et al., 2007). The source of this second problem is,
indeed, that the true trait levels are unknown, so estimates (ML
in our case) are used in their place. In general, the closer the
estimates are to the true values, the more effective the MB indices
will be at detecting inconsistencies (Reise, 1995). However, to one
extent or another, trait estimates are unreliable and indeterminate
(i.e., the problem of factor indeterminacy, see Guttman, 1955),
and the more unreliable and indeterminate they are, the less
effective the MB indices based on them are expected to be.

The second criterion in Figure 1 distinguishes between
residual vs. correlational indices. Residual indices are generally
mean-squaredmeasures that assess the discrepancies between the
observed and the expected (from the model estimates or from
the group responses) response vectors. Correlational indices
are based on the product-moment correlation between the
observed-expected vectors.

The relations between residual and correlational indices can
be discussed by using some basic concepts from profile analysis.
The residual indices that we shall consider here are D2–type
indices (Cronbach and Gleser, 1953), based on the squared
distance between the observed and the expected vectors. So, they
simultaneously consider differences in elevation (score means),
scatter or dispersion (score standard deviations) and shape
(mainly rank ordering agreement between observed and expected
scores). In contrast, correlational indices are only affected by
differences in shape. So, in principle residual indices should
be more powerful than correlational indices because they use
more information from the data. Again, however, the simpler

correlational indices have performed surprisingly well in some
simulation studies (Rudner, 1983).

RESIDUAL-BASED INDICES

GB Indices
In the more general field of outlier detection, Bollen (1987)
proposed a model-free residual statistic which is, essentially,
a scaled Mahalanobis distance based on an unstructured
covariance matrix (e.g., Yuan et al., 2004). Denote by Z, of
dimension N × n, the matrix containing all the person × item
scores written as deviations from the variable means. Next, define
the N × N Amatrix as

A = Z(Z′Z)
−1

Z′ (6)

The elements aii in the main diagonal of A are Bollen’s person-fit
indices for the i individual. These elements measure the distance
of the response vector of individual i from the means for all
of the items. They tend to flag as potentially inconsistent those
cases that sit far away from the center of the data. In terms of
interpretation they have two interesting properties: first, they are
scaled to provide values in the range 0–1. Second, their average
value is n/N and this is a reference for judging the magnitude of
aii. The main shortcoming is that an individual with an extreme
trait level that responds consistently with the FA model may be
flagged as potentially inconsistent with this index.

MB Indices
Several indices have been proposed in this category (Bollen and
Arminger, 1991; Yuan et al., 2004). Here, we shall consider an
index proposed by Ferrando (2007) denoted here as lco. It is the
sum of the squared residuals in Equation (4) evaluated by using
the ML trait estimate in Equation (5) instead of the unknown
“true” trait level.

lcoi =

n
∑

j

(Xij − µj − λjθ̂i(ML))

σ 2
εj

2

. (7)

Because a minimum-chi-square trait estimate is used as a
substitute for θ , it follows that, if the model is correct and under
the null hypothesis that all the respondents are consistent, the
distribution of lco is expected to be χ2 with n-1 degrees of
freedom. So, the expected value of lco is n-1 and its variance
is 2(n-1). Conceptually lco measures discrepancies between an
individual pattern of observed scores and the pattern which
would be expected from the FA model given the trait estimate for
this individual. So, large lco values indicate non-fitting response
patterns.

Our real-data applications based on lco suggest that the index
is of practical interest, but they have also revealed a problem of
over-sensitivity to unexpected responses in items of good quality
(i.e., with a small residual variance). This result can be anticipated
by inspecting Equation (7) and is well documented in Rasch
analysis, in which discrepancy indices of the form Equation (7)
are labeled as “outfit” statistics [meaning outlier-sensitive fit (e.g.,
Wright and Masters, 1982; Smith et al., 1998)].
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In Rasch-based measurement, weighted discrepancy indices
labeled as “infit” statistics, have been proposed to counteract the
over-sensitivity problem discussed above (Wright and Masters,
1982; Smith et al., 1998). In the same spirit, we propose here a
new FA-based weighted statistic which is defined as

licoi =

(

n

n− 1

)

n
∑

j
(Xij − µj − λjθ̂i(ML))

2

n
∑

j
σ 2

εj

. (8)

To derive the mean and variance of lico, consider first the simple
case in which the trait levels are known. In this case, Equation (8)
could be written as (see Equations 2, 3):

licoi =

(

n

n− 1

)

n
∑

j
σ 2

εjz
2
ij

n
∑

j
σ 2

εj

=

n
∑

j

wjz
2
ij, (9)

i.e., a linear combination of independent χ2 variables (z2j ) each

of which has one degree of freedom. So, E(z2j ) = 1 and Var(z2j )

= 2. By considering next the loss of one degree of freedom when
θ̂i(ML) is used instead of the unknown θi, the mean and variance
of lico are found to be

E(licoi) = 1

Var(licoi) =

(

n

n− 1

)

2
n
∑

j
σ 4

εj

(

n
∑

j
σ 2

εj

)2
. (10)

Overall, lico is a weighted mean-squared statistic which has unit
expectation under the null hypothesis of consistency. As in the
case of lco, large values (in this case larger than the unit reference
value) suggest inconsistency. As for cutoff values, in Rasch
measurement conventional values of about 1.3–1.5 are generally
used for judging potential inconsistency based on this type of
statistics (e.g., Wright and Linacre, 1994). However, Equation
(9) shows that the expected variance of lico (and, therefore, its
expected range of values) mainly depends on test length. To see
this point more clearly, consider that in the case of parallel items,
with equal residual variances, the variance term in (9) reduces
to 2/(n-1), which is indeed the variance of lco/(n-1). For weighted
discrepancy indices based on the Raschmodel, Smith et al. (1998)
suggested more refined cutoff values that take into account this
dependence. They are given by:

critical value = 1+
2
√
n
. (11)

The appropriateness of this cutoff for the present proposal will be
assessed in both the simulation study and the illustrative example.

An alternative possibility in terms of interpretation and cutoff
values is to obtain a standardized version of lico that can be

interpreted as a normal deviate. To do so, we shall consider
again the simple case in which the trait levels are known and use
the linear-composite expression (9). Jensen and Solomon (1972)
found that combinations of this type can be closely approximated
to the standard normal by using a Wilson-Hilferty cube-root
transformation (Wilson and Hilferty, 1931). Our contention is
that this approximation will also be close enough to the normal
when ML trait estimates are used instead of unknown true levels.
If it is, the new standardized person-fit statistic we propose could
be computed as

liczi = (licoi
1/3 − 1)(

3
√
Var

(

licoi
) )+ (

√
Var

(

licoi
)

3
). (12)

In principle, the theoretically-derived Var(licoi) is given in
Equation (10). However, our preliminary simulation studies
suggest that, while the empirical mean value of lico is usually
quite close to the expected unit value, the empirical variance
may be different from the theoretical variance in Equation (10).
If it is, the use of the latter is expected to lead to differences
between Equation (12) and the reference simulation. To address
this problem, we propose to empirically estimate the variance of
lico by using simulation procedures, and then use this empirical
estimate in Equation (12). If it works properly, this combined
theoretical-empirical procedure has the advantage that the index
can still be interpreted as a normal deviate, with its familiar
associated cutoff values that do not depend on test length.

Correlation-Based Indices
Group-Based Indices
Fowler (1954) and Donlon and Fischer (1968) proposed using
the correlation between the respondent’s response vector and
the vector of item sample means as a straightforward person-fit
index. This index is usually known as the “personal correlation”
and will be denoted here by rpg .

As initially proposed, the personal correlation was only
intended for binary responses. Because in this case the value
a correlation can have heavily depends on the marginal
distribution of the data it is difficult to compare values across
persons. Furthermore, there is no standard cutoff value for
classifying a respondent as inconsistent on the sole basis of
the magnitude of his/her personal correlation. Possibly for
these reasons rpg is hardly used nowadays. However, for the
approximately continuous item responses considered here, the
differential attenuation problem due to marginal differences is
considerably minimized. And, regarding the second limitation,
rpg might still have an important role as an auxiliary practical
index even when there are no simple cutoff values.

Conceptually rpg quantifies the similarity between the item
locations for the respondent and the normative item locations
obtained from the entire group. In other words, rpg assesses
the extent to which the responses of the individual are sensitive
to the group-based normative ordering of the items by their
extremeness.

Frontiers in Psychology | www.frontiersin.org December 2016 | Volume 7 | Article 1973213

http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive


Ferrando et al. Person-Fit Assessment with the Linear FA Model

Model-Based Indices
We shall propose here a model-based personal correlation index,
which we shall denote as rpm, and which is defined as the product-
moment correlation between the respondent’s response vector
(xi) and the vector of expected item scores (x̂i), whose elements
are given by

X̂ij = µj + λjθ̂i(ML) (13)

Conceptually rpm measures the similarity (in terms of rank
ordering) between the scores obtained by the respondent and the
scores that would be expected given the structural FA parameters
and his/her trait estimate.

Relations between Residual-Based and

Correlation-Based Indices
Within each class, MB and GB, the residual and correlational
indices are obtained from the same observed-expected vectors
and are algebraically related. The basic relations have been
discussed above in terms of profile analysis. In this section
we shall further analyse the relations in order to show the
complementary role that the residual-based and the correlation-
based indices can have in practical assessment. We shall focus the
analysis on the relations between rpm and lico, which are the most
direct ones. The results, however, are still valid in general for both
types of index.

By using vector notation and standard covariance algebra, the
following result is obtained

licoi =











n2

(n− 1)
n
∑

j
σ 2

εj











[

(xi − ¯̂xi)
2

+(s(xi)− s(x̂i))
2 + 2s(xi)s(x̂i)(1− rpm(i))

]

. (14)

The right hand side of Equation (14) separates the elevation
(differences in means), scatter (differences in standard
deviations), and differences-in-shape components that are
measured by lico. If the first two components are kept constant,
the relation is indeed negative: the higher rpm is, the lower lico Is.

The result (Equation 14) suggests that the effectiveness of
the personal correlations and the residual indices will depend
on the type of inconsistency. So, if inconsistency mainly affects
the rank ordering of the item scores with respect to the
group-based normative ordering (rpg) or the model-expected
ordering (rpm), then the personal correlations are expected to
be more effective than the residual indices. On the other hand,
if inconsistency mainly affects the means and variances of the
observed-expected vectors, then, residual indices are expected to
be more effective. As an example of this second case, consider an
extreme respondent who, in everything else, behaves according
to the FA model. The expected-observed agreement in terms of
rank ordering is perfect in this case. However, the “scatter” and
perhaps the “elevation” components differ, because the “high”
observed scores are higher than expected while the “low” scores
are lower.

We shall finally discuss relations with cutoff values. If the
null hypothesis of consistency holds, the expected values of the
personal correlations for an individual i are found to be:

E(rpm(i)) =

√

√

√

√

var(µj)+ θ2i var(λj)

var(µj)+ θ2i var(λj)+ σ̄ 2
εj

and: . (15)

E(rpg(i)) =

√

var(µj)

var(µj)+ θ2i var(λj)+ σ̄ 2
εj

For both rpg and rpm, the expected value under the null
hypothesis of consistency depends on both the item and the
person parameters. So, unlike what occurs with lico and licz, a
simple value cannot be rigorously proposed as a cutoff for rpg and
rpm. It is mainly for this reason that we prefer to consider personal
correlations as auxiliary indices.

SIMULATION STUDIES

Design and General Conditions
We agree with Rupp (2013) that simulation studies should reflect,
as far as possible, the inconsistent behaviors that are found in real
life, and we have tried to do this here. Because we are mainly
concerned with typical-response measurement (i.e., personality
and attitude), we have tried to mimic response mechanisms
expected to lead to inconsistent responses in this domain (e.g.,
Ferrando, 2015). We have also tried to provide realistic choices
in terms of sample sizes, test lengths, distributions of item/person
parameters, and proportion of inconsistent respondents.

The conditions that were kept constant in all the simulations
were the following: (a) the item scores were 5-point Likert scored
as 1–5; (b) the intercepts µj were randomly and uniformly
distributed between 1.5 and 4.5; and (c) the loadings λj were
randomly and uniformly distributed between 0.3 and 0.8. As for
the rationale of these choices, first, there seems to be agreement
that five is the minimum number of categories from which
linear FA can be considered to be a reasonable approximation
(Ferrando, 2009; Rhemtulla et al., 2012). Second, condition (b)
reflects a desirable condition in a general-purpose test: a wide
range of difficulties evenly distributed. Finally, conditions (c) and
(d) aim to reflect the results we generally find in FA applications
in the personality domain.

Independent Variables
The study was based on a 2 × 3 × 3 × 4 × 7 design with the
following independent variables: (a) sample size (N = 500 and N
= 1000); (b) test length (n = 20, n = 40, n = 60); (c) percentage
of inconsistent respondents (5, 15, 25%); (d) percentage of items
in which responses were inconsistent (5, 10, 20, 30%), and (e)
type of inconsistent responding. The seven types of simulated
inconsistencies are described below.

1. Random responding (RAND). A very common type of misfit
(Liu et al., 2016) expected in conditions of unmotivated
responding and/or fatigue in the case of long tests. Responses
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for the corresponding sub-set of items were generated using a
random number generator.

2. Low person reliability (LPR) (e.g., Ferrando, 2015). Random
responding can be considered as the extreme of a dimension
of low person reliability characterized by a certain degree
of insensitivity to the normative ordering of the items. This
type of inconsistency was simulated here by generating the
data according to Ferrando (2014) differential-discrimination
model and setting the person parameter to a value of 0.20 for
all of the item responses (a unit value is the expected value in
the normative model).

3. Sabotaging (SAB). This is the tendency of the respondent
to agree with the most extreme or “difficult” items and
disagree with the “easier” items (see Ferrando, 2015). For the
corresponding sub-set of items, responses at one extreme were
changed to responses at the other extreme (e.g., 5–1 or 1–5).

4. Spuriously low unexpected responses (UE-L) and spuriously
high unexpected responses (UE-H). There are expected to be
inconsistencies of types UE-L and UE-H in some sub-sets of
items mainly in the case of multidimensionality, faking (in
the subset of socially desirable items), and acquiescence when
balanced scales are used (see Ferrando, 2015). For the selected
sub-set of items the expected central responses were moved
one or two points down (spuriously low) or up (spuriously
high).

5. Model-consistent extreme responding (EMC). Extreme
responding was considered to be a general source of misfit
that affects all items. In type EMC, the direction component
of the response (agree-disagree) was model-based but the
response was more extreme than expected from the model.
This was simulated by moving responses to one or two points
above the expected response in the model-expected direction.

6. Partially inconsistent extreme responding (EMIC). First, the
simulation proceeded as for type EMC, but then the extreme
responses were reversed for 20% of the items. So, for the
majority of items the response behavior is model based, but for
the remaining items it is “pure extreme responding” regardless
of item content.

For RAND, SAB, UE-L, and UE-H, the conditions in (d) above
apply. For LPR, EMC, and EMIC, inconsistency was simulated
for all of the items, so the common percentage in (d) was 100%.

The general conditions described so far were considered for
two scenarios. In the first, the structural (item) parameters µj,λj,
and σ 2

εj were assumed to be known from previous calibrations,

an “ideal” condition that is commonly used in IRT-based
simulations. Although not implausible, this is not the usual
situation in FA applications, and its main role here is to provide
an upper benchmark for the effectiveness of the MB indices.

The second scenario is the most habitual in FA applications:
neither the structural parameters nor the trait levels are known,
and they are both estimated from the same sample by using
the calibration-scoring procedure described above. Because (a)
the item indices are now sample estimates, and (b) the sample
contains a certain proportion of inconsistent respondents, the
effectiveness of the indices must necessarily be lower than that
of scenario 1. In all the conditions here, item calibration was
based on Unweighted Least Squares (ULS) estimation for two

reasons. First, ULS is quite robust and can be used with small-to-
medium samples and relatively large models (Jöreskog, 2003), the
most common situation in typical-response applications. Second,
when the model to be fitted is not exactly correct but only an
approximation (as discussed above), ULS tends to produce more
accurate estimates than other theoretically superior procedures
(e.g., Briggs and MacCallum, 2003).

Overall, the general design so far summarized had 684
different conditions. The number of replications per cell was 500.

Assessing the Effectiveness of the Indices
Effectiveness of a person-fit index can be defined as its ability
to reliably detect disturbances of various types (e.g., Karabatsos,
2003). In this study, we are particularly interested in the seven
types of disturbances described above. We used two approaches
to assess effectiveness: the first studied the mean differences in
the consistent and inconsistent groups, and the second, more
graphical approach was based on Receiver Operating Curve
(ROC) analysis.

In the first approach we used, Hedges’s g effect size index as a
simple summary measure. It was calculated for all the person-fit
values and design cells. This index provides a general idea about
the potential capability of the index for differentiating consistent
and inconsistent respondents in an easily interpretable metric.

In the second approach, ROC curves were estimated and
graphically displayed so that each graph showed (a) the curves
corresponding to the five indices compared, (b) the diagonal
line of no differentiation, and (c) the optimal operating point
(defined below). As a summary of the ROC analysis we
computed (a) the estimated area under the curve (AUC),
and (b) the optimal operating point (OOP), which was
estimated by using an un-informative prior. The first measure
provides an overall summary of the index effectiveness. The
second is of interest for suggesting plausible cutoff values.
The ROC analysis was performed with the MATLAB Toolbox
perfcurve routine (available at https://es.mathworks.com/help/
stats/perfcurve.html).

RESULTS

General Results
In both scenarios, Table 1 shows the overall results for the mean-
comparison approach across all the conditions in the study. The
table clearly reveals some general trends. As far as the MB indices
are concerned, the means and standard deviations of lico and licz
in the consistent groups (i.e., when the null hypothesis holds)
are reasonably close to their expected values. It is also clear that,
as expected, the effectiveness of the MB indices is substantially
higher in scenario 1, and is especially high for rpm and lico. In
scenario 2, however, lico is the most effective MB index, and its
effectiveness still seems to be good in this more realistic scenario.

We turn now to GB indices, which are only displayed
once in Table 1 because they do not depend on the model
parameters. First, Bollen’s aii is the least effective index, which
was also expected because it was not designed specifically to
detect inconsistent patterns but outliers in general. In contrast,
rpg shows a high amount of effectiveness and is the index
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TABLE 1 | Mean-group comparisons: general results.

GB MB known parameters MB sample calibration

Bollen’s aii rpg licoi liczi rpm licoi liczi rpm

Inconsistent responses
X̄ 0.066 0.546 2.414 2.840 0.493 1.397 1.075 0.664

Sx 0.042 0.260 1.720 3.610 0.329 0.614 1.187 0.185

Consistent responses
X̄ 0.051 0.756 1.001 0.120 0.778 0.940 −0.088 0.774

Sx 0.032 0.075 0.268 1.013 0.070 0.268 0.890 0.071

Effect size (g) 0.447 1.77 1.99 1.62 1.99 1.35 1.25 1.17

that performs best when the structural parameters have to be
estimated from the sample.

The ROC results for the mean-comparison results discussed
so far are in Figure 2. Figure 2A shows the results for scenario 1
and Figure 2B for scenario 2. The results are in close agreement
with those in Table 1 (the correlation between effect size and the
AUC is 0.94). Note that Bollen’s index is not far from the diagonal
line of no differentiation, and rpg is the furthest from it. Note
also that in Figure 2A lico and licz completely overlap, whereas in
Figure 2B lico appears to be more effective than its standardized
version, and overall is again the most effective MB index when
items are sample-calibrated.

Specific Results
The results of the simulation are too numerous to be discussed
here in detail. So, we shall provide only a summary of the
most important of them. Full results are available from the
authors.

We start with the non-significant results. There were no
noticeable differences regarding sample size for any of the
indices, possibly because a sample of N = 500 is large enough
to provide stable results.

Figure 3 shows the effect-size estimates of effectiveness
plotted against the seven different types of inconsistency. For
clarity, Bollen’s aii has been omitted, and only the sample-
calibrated results are presented for lico, licz, and rpm.

First, as expected, lico and licz have very similar profiles.
However, as suggested by Table 1, Figure 2, the effectiveness
of lico appears to be slightly but consistently higher than its
standardized version. Second, the profiles of the correlational
indices are similar one to another except for the fact that the
simple rpg considerably outperforms rpm in EMIC and SAB.
Finally, as also found inTable 1, Figure 2, rpg is the most effective
index overall (when item parameters are not known). However, it
is not consistently superior, and lico appears to be more effective
in LPR and, above all, EMC, as was predicted above. Taking into
account all the results so far, a reasonable choice for practical
applications would be a combination of lico and rpg . And these
are the only indices that we shall consider from now on.

For the two indices selected, Figure 4 shows the effect-size
estimates of effectiveness plotted against test length. In both
cases, effectiveness increases with the number of items. It is
generally higher for rpg but there tends to be fewer differences

between them as the test becomes longer, and, furthermore,
these differences are rather small in AUC units. In the 60-
item condition, the results in Figure 4 correspond to an AUC
of 0.82 for both indices, which means a respectable amount of
effectiveness. At the other extreme, for 20 items the AUCs would
be of 0.74 for lico and 0.76 for rpg , which are relatively low. Overall
then, the results are similar for both indices, and agree with what
has been reported in the person-fit literature: practical indices are
generally ineffective in short tests of fewer than 20 items, and
effectiveness increases mostly as a function of test length (e.g.,
Ferrando, 2015).

Figure 5 displays effect size against the percentage of
inconsistent respondents, and results are again in accordance
with the person-fit literature: effectiveness decreases as the
proportion of inconsistent individuals increases. Note also that
the decrease is more pronounced for lico, and that this index
would be expected to be more effective than rpg when the
proportion of inconsistent respondents is low: at the 5% level, the
AUC of lico is 0.90 against a 0.82 value for rpg .

Finally, Figure 6 displays effect size against the percentage of
items in which inconsistent responses were given. It is in this
condition that the two indices differ most. The effectiveness of
rpg clearly increases with the proportion of inconsistent items
while the effectiveness of lico tends to decrease. Furthermore,
at the 30% level the difference in terms of AUC is considerable:
0.76 for lico against 0.98 for rpg . The most plausible explanation
for this divergent behavior is the MB vs. GB nature of both
indices: as the proportion of inconsistent items increases, the
item parameter estimates at the calibration stage become more
and more degraded, and this, in turn, decreases the effectiveness
of the person-fit index via the mechanism explained below. In
‘ort of this explanation, we note that, when the item parameters
are known (scenario 1), the trends of lico and rpg in this condition
are the same.

Cutoff Values
For the sample-based lico, Table 2 shows the empirical standard
deviations, the approximate expected standard deviations given
by sqrt(2/(n-1)), and the cutoff values obtained from (a) the
OOPs, and (b) Equation (11).

The results in Table 2 are interesting. First, the empirical
standard deviations decrease with test length, just as it should
be, and agree rather well with their expected values. Second, the
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FIGURE 2 | ROC curves corresponding to the generals results for the known-parameter scenario (A), and sampled-calibrated items (B).

FIGURE 3 | Effect size estimates corresponding to the selected indices across different types of inconsistency.

simple cutoff values in Equation (11) proposed by Smith et al.
(1998) are quite close to the OOPs when the item parameters
are taken as known. For the sample-calibration case, however,
cutoff values determined by 1+ sqrt(2/(n-1) (i.e., expected mean
plus one expected standard deviation) will be closer to the
corresponding OOPs. To sum up, it appears that simple cutoff
values that only depend on test length can be proposed for
practical applications based on lico. And further, the conventional
1.3–1.5 values proposed in Rasch modeling as a plausible general
cutoff would possibly work reasonably well in practice.

ILLUSTRATIVE EXAMPLE

The short example provided in this section uses empirical data
collected in personality research, and aims to (a) illustrate

how the proposal made in the article can be used in practical
applications, and (b) obtain further information regarding the
behavior of the two chosen indices in real datasets when the
conditions for effective person-fit assessment are far from ideal.

An 18-item Spanish version of Ray’s balanced dogmatism scale
(BDS, see Ferrando et al., 2016) was administered to a group of
346 undergraduate students. The items of this scale used a 6-
point Likert format ranging from “completely disagree” (1) to
completely agree (6).

First, the unidimensional FAmodel was fitted to the data using

robust ULS estimation as implemented in version 10.4 of the
FACTOR program (Lorenzo-Seva and Ferrando, 2013). The fit
of the model was reasonably good (details can be obtained from
the authors). Next the structural parameter estimates (µ,λ, and
σ 2) were taken as fixed and known values, and (a) the ML trait
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FIGURE 4 | Effect size estimates for rpg and lico as related to test length.

FIGURE 5 | Effect size estimates for rpg and lico as related to the percentage of inconsistent respondents.

estimates and (b) the two indices proposed in this article were
obtained using the new procedures implemented in FACTOR.

Inspection of the BDS item scores revealed that the items of
the scale were “medium” to “easy,” with means ranging from
3.08 to 5.73 (recall that the possible range of scores is 1–6).
The lack of a wider range of item difficulties clearly diminishes
the effectiveness of any person-fit measure (Ferrando, 2015),
but is expected to have particular impact on the functioning
of rpg (see Equation 15). As the variability of the vector of
item means decreases, the expected rpg value approaches zero

and the estimate becomes more unstable. This prediction was
supported by the results: the mean value of rpg in the sample
was 0.53, lower than the usual values obtained in the simulation.
The correlation between rpg and lico was −0.41, which goes
in the expected direction (see Equation 14) and indicates a
moderate degree of agreement between both measures that
would have been expected to be higher if the range of item
difficulties had been wider. Finally, rpg was obtained for all the
respondents, which means that no single-category respondents
appeared in the data. Overall, and in spite of the less than ideal
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FIGURE 6 | Effect size estimates for rpg and lico as related to the percentage of inconsistent items.

TABLE 2 | Standard deviation and cutoff values for lico as related to test length.

Num. items Sd-Known parameters Sd-sample parameters Expected Sd OOP Known parameters OOP-sample calibration 1 + 2√
n

20 0.346 0.336 0.32 1.381 1.141 1.447

40 0.238 0.224 0.23 1.292 1.129 1.316

60 0.197 0.210 0.18 1.279 1.121 1.258

conditions rpg is still expected to be useful here as an auxiliary
index.

Lico seemed to work rather well even in these relatively
unfavorable conditions (short test with a reduced range of item
difficulties). Themean value of licowas 0.99 (virtually its expected
value) and the corresponding standard deviation was 0.49, which
is somewhat above the expected value of 0.34 (approximate) for
sqrt(2/(n-1)). This result is only to be expected if the sample
contains a certain proportion of inconsistent respondents. The
distribution of the lico values can be seen in Figure 7.

The right tail of the distribution in Figure 1 presumably
contains those subjects who responded inconsistently with the
FA model and with whom we wish to identify. We used Smith’s
critical value in Equation (11) (i.e., 1.47 with 11 items) and
flagged 55 respondents (16% of the sample) as potentially
inconsistent. Inspection of the corresponding patterns using
the procedures proposed by Ferrando and Lorenzo-Seva (2016)
suggested that the main sources of inconsistency were: (a) model-
based extreme responding (characterized by a high value of lico
and an above-average value of rpg), (b) unexpected responses to
certain sub-sets of items (in this case rpg was generally low), and,
to a lesser extent, (c) random responding/low person reliability
(characterized by a near zero value of rpg). Two possible cases of
sabotaging or malingering (characterized by a high value of lico
and a strong negative rpgvalue) were also identified.

SUMMARY, PROPOSAL AND
IMPLEMENTATION

The results described so far suggest that the combined use of
lico and rpg would be an effective first-step approach for flagging
potentially inconsistent respondents in applications based on the
standard FA model. The indices selected show a different profile
of effectiveness across different types of inconsistency (Figure 3),
and they also behave differently in terms of the proportion
of items which are answered inconsistently (Figure 6). As for
similarities, both essentially depend on the general conditions
that affect person-fit indices (Ferrando, 2015): their effectiveness
mostly depends on test length and decreases as the proportion
of inconsistent respondents increases. Furthermore, the results
of the empirical example show that a reduced range of item
difficulties diminishes the effectiveness of the indices, especially
that of rpg . They also show, however, that even in the case of a
relative short test with a reduced range of difficulty, the proposed
indices work reasonably well. Overall, we believe that in a test
with a minimal length of about 25 items and in which the
proportion of inconsistent respondents is relatively small (say
<10%), the approach proposed here would be expected to be
highly effective in practice.

As discussed below, we do not feel that the present results
allow strict cutoff values to be proposed for the selected indices.
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FIGURE 7 | Distribution of lico values in the illustrative example.

The expected values of rpg depend on too many factors, so it
seems better to use it as an auxiliary index, as proposed. As for
lico, the cutoff values in Equation (11) seem to work reasonably
well, but the results of the illustrative study suggest that they
might even be too sensitive (16% of inconsistent respondents in
a sample of volunteers seems to be a bit too high).

Because the results of the study are encouraging and a
workable proposal can be made, the indices chosen and the
reference values discussed above have been implemented in
version 10.4 of the program FACTOR (Lorenzo-Seva and
Ferrando, 2013), a free, comprehensive program for fitting the
FA model. Furthermore, Matlab functions and illustrative data
are offered as Supplementary Material.

DISCUSSION

Simple and effective practical indices based on the linear FA
model can be used and easily implemented (as they have been)
in a standard FA program. These are the main conclusions of
the present study. At the same time, however, the study does
have some limitations, and the results point out issues that can
be improved or that deserve further research.

We shall start with a caveat. Practical person-fit indices are
non-specific screening devices for tracing potentially inconsistent
respondents. Ideally, however, once a pattern has been flagged as
potentially inconsistent, further information should be obtained
regarding (among other things) (a) the type of inconsistency,
and (b) the impact that the inconsistency has on the trait
estimates (Emons et al., 2005). FA-based analytical and graphical
procedures for obtaining this information already exist and are

implemented in stand-alone programs (Ferrando and Lorenzo-
Seva, 2016). The problemmay be how to link the first-step results
obtained with a general FA program to this second-step type of
analysis.

An alternative approach to using a first-step practical index
followed by a second-step post-hoc analysis is to include
the expected sources of misfit directly in the model (if this
information is available). As far as we know, to date proposals of
this type intended for the FA framework have beenmade for three
sources of misfit: person unreliability (Ferrando, 2011), model-
based extreme responding (Ferrando, 2014), and acquiescent
responding (Ferrando et al., 2016). In this alternative approach,
the use of the practical indices we propose has a secondary
but important role that deserves further research: to detect the
remaining inconsistent response patterns once themain expected
sources of misfit have been explicitly taken into account in the
model.

We turn now to more specific limitations and potential
improvements. One clear limitation is that the study is only
concerned with unidimensional FA solutions. In principle, our
proposal is expected to work well not only with essentially
unidimensional measures, but also with multidimensional
instruments analyzed on a scale-by-scale basis, and instruments
that behave according to a dominant factor solution (e.g., those
that can be fitted with a bi-factor solution (see Reise, 2012). Even
so, we acknowledge that many typical-response instruments are
truly multidimensional questionnaires.

Since the personal correlation rpg is a GB index, it can be
obtained with no need to fit the FA model, and so it can be
applied directly regardless of the number of factors. As for lico, its
multidimensional extension is straightforward. So, the problem
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is not whether the indices generalize to the multidimensional
case, but rather whether in this case they will be as effective as
in the unidimensional setting. This point clearly requires further
research.

The effectiveness of lico decreases when the trait estimates
are poor (unreliable and/or indeterminate) and when the item
parameters have to be estimated from the sample. These are
important limitations. As for the first issue, we recommend
checking the general quality of the trait estimates first by
using marginal reliability measures and measures of factor
indeterminacy such as Guttman’s index (Guttman, 1955), before
starting person-fit analysis. As for the second problem, Nering
(1997) suggested one possible solution based on a two-stage
calibration process in which (a) initial calibrations were run
to identify potentially inconsistent patterns, (b) these patterns
were removed from the data, and (c) items were recalibrated
in the “cleaned” sample. It will be worth trying procedures
of this type to see if levels of effectiveness can be obtained
that are close to those achieved in the known-parameters
scenario.

Finally, further research on cutoff values could be of interest.
The simple cutoff criteria in Equation (11) considered here
appear to work reasonably well as a starting point, but further
study is required, and future substantive applications could also
help to refine the proposal. On the other hand, person-based
cutoff values obtained for each pattern using simulation (van
Krimpen-Stoop and Meijer, 1999) could be a better alternative.
Although they do require additional intensive computation, they
are otherwise easily implemented.

In spite of the limitations discussed so far, we believe that what
we propose here is a useful tool that allows the practitioner to
routinely assess person fit in FA-based psychometric applications.
As discussed above, this type of assessment is of considerable
importance, so we hope that our proposal will be widely used in
the near future.
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In this article, we evaluated the performance of statistical methods in single-group

and multi-group analysis approaches for testing group difference in indirect effects

and for testing simple indirect effects in each group. We also investigated whether

the performance of the methods in the single-group approach was affected when the

assumption of equal variance was not satisfied. The assumption was critical for the

performance of the twomethods in the single-group analysis: themethod using a product

term for testing the group difference in a single path coefficient, and the Wald test for

testing the group difference in the indirect effect. Bootstrap confidence intervals in the

single-group approach and all methods in the multi-group approach were not affected

by the violation of the assumption. We compared the performance of the methods and

provided recommendations.

Keywords: moderated mediation, moderated indirect effect, group difference in mediation, multi-group analysis,

simple indirect effect

INTRODUCTION

In mediation analysis, it is a standard practice to conduct a formal statistical test on mediation
effects in addition to testing each of the individual parameters that constitutes the mediation effect.
Over the past few decades, statistical methods have been developed to achieve valid statistical
inferences about mediation effects. The sampling distribution of a mediation effect is complicated
because the mediation effect is quantified by a product of at least two parameters. For this reason,
numerous studies have proposed and recommended methods that do not rely on distributional
assumption (e.g., bootstrapping) for testing mediation effects (e.g., Bollen and Stine, 1990; Shrout
and Bolger, 2002; MacKinnon et al., 2004; Preacher and Hayes, 2004).

It is often a question of interest whether a mediation effect is the same across different
groups of individuals or under different conditions, in other words, whether a mediation effect
is moderated by another variable (called a moderator) that indicates the group membership
or different conditions. For example, Levant et al. (2015) found that the mediation effect of
endorsement of masculinity ideology on sleep disturbance symptoms via energy drink use was
significantly different between white and racial minority groups. Schnitzspahn et al. (2014) found
that time monitoring mediated the effect of mood on prospective memory in young adults, but
not in old adults. Gelfand et al. (2013) showed that the effect of cultural difference (US vs. Taiwan)
on the optimality of negotiation outcome is mediated by harmony norm when negotiating as a
team but not when negotiating as solos. In these studies, the mediation effect was moderated by
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a categorical moderator (e.g., racial group, age group,
experimental condition). With a categorical moderator, the
moderated mediation effect concerns the difference in the
indirect effect between groups. Treating a moderator categorical
is appropriate when the moderator is truly categorical, but
it is not appropriate to create groups based on arbitrary
categorization of a continuous moderator (Maxwell and
Delaney, 1993; MacCallum et al., 2002; Edwards and Lambert,
2007; Rucker et al., 2015).

Structural equation modeling (SEM) is a popular choice for
many researchers to test a mediation model and to conduct a
formal test onmediation effects. In SEM, the mediation effect can
be specified as an indirect effect (Alwin and Hauser, 1975; Bollen,
1987) such as “the indirect effect of an independent variable (X)
on a dependent variable (Y) via a mediator (M)” in which X
affects M, which in turn affects Y. For incorporating a categorical
moderator, there are two approaches in SEM: single-group and
multi-group analysis. In the single-group analysis approach, the
categorical moderator is represented by a variable, or a set of
variables, in the model. On the other hand, the multi-group
analysis approach uses the categorical moderator to separate the
observations into groups at each level of the moderator, and the
moderator does not appear in the model as a variable.

In this article, we present the single-group and multi-
group analysis approaches to comparing indirect effects between
groups, and introduce statistical methods in each approach for
testing the group difference in the indirect effect and for testing
the simple indirect effect in each group. Then we present a
simulation study to compare the performance of the methods. In
particular, we examine how robust the methods in single-group
analysis approach are when the assumption of homogeneity of
variance is not satisfied (the assumption is described in a later
section).

GROUP DIFFERENCE IN INDIRECT
EFFECT AND SIMPLE INDIRECT EFFECT
IN EACH GROUP

We use the following example throughout this article. Suppose
that we hypothesize a mediation model in which the effect of an
independent variable X on a dependent variable Y is mediated by
a mediator M (Figure 1).

We also hypothesize that the X to M relationship is not
the same in two groups of individuals (e.g., men and women).
This model can be considered as a special case of the first
stage moderation model in Edwards and Lambert (2007) and the

FIGURE 1 | A mediation model.

Model 2 in Preacher et al. (2007), in which the moderator is a
categorical variable with two levels.When comparing the indirect
effect between two groups, estimating and making statistical
inferences about the following two effects are of interest. First,
what is the estimated difference in the indirect effect between
the groups? Second, what is the estimated indirect effect in each
group (i.e., simple indirect effect)?

In the single-group analysis, a (set of) categorical variable
indicating the group membership is used as a covariate in the
model and an interaction term of X with the group membership
(Group) is included to test the difference in the X to M
relationship between groups (See Figure 2A).

The interpretation of the parameters depends on how the
group membership is coded. For example, when the group
membership (Group) is dummy coded as 1 = Group 1 and 0 =

Group 2, a1 = simple effect of X on M in Group 2; a2 = group
difference in conditional mean of M for those whose level of X
is at zero (i.e., conditional mean of M in Group 1—conditional
mean of M in Group 2); a3 = difference in simple effect of X on
M between groups (i.e., simple effect of X on M in Group 1—
simple effect of X on M in Group 2). If a3 6= 0, it means that the
relationship between X and M is not the same between groups.

When the relationship between X and M differs between
groups, the indirect effect of X on Y via M is conditional on the
group membership, because the indirect effect consists of X to
M relationship and M to Y relationship. In the model shown
in Figure 2A, an estimate of the indirect effect of X on Y via

M is obtained by
[

â1 + â3
(

Group
)]

b̂ (Preacher et al., 2007). So
the simple indirect effect (i.e., the conditional indirect effect)

FIGURE 2 | (A) Single-group and (B) multi-group analysis models for testing

group difference in the indirect effect. In (A) single-group model, Group is a

categorical variable that indicates distinctive group membership.
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TABLE 1 | Methods for testing group difference in a path, group difference in the indirect effect, and simple indirect effect in each group.

Abbreviation Description

SINGLE-GROUP ANALYSIS

Group difference in a path zS
a3 z = â3/sea3

Group difference in the indirect effect WS
diff

Wald test for a3b = 0

Simple indirect effect in each group PCS
ind

Percentile bootstrap CI for the simple indirect effect in each group

BCS
ind

Bias-corrected bootstrap CI for the simple indirect effect in each group

MULTI-GROUP ANALYSIS

Group difference in a path LRMa Likelihood ratio test for aG1 = aG2

Group difference in the indirect effect LRM
diff

Likelihood ratio test for aG1bG1 = aG2bG2

WM
diff

Wald test for aG1bG1 = aG2bG2

PCM
diff

Percentile bootstrap CI for the group difference in the indirect effect

BCM
diff

Bias-corrected bootstrap CI for the group difference in the indirect effect

MCM
diff

Monte Carlo CI for the group difference in the indirect effect

Simple indirect effect in each group PCM
ind

Percentile bootstrap CI for the simple indirect effect in each group

BCM
ind

Bias-corrected bootstrap CI for the simple indirect effect in each group

MCM
ind

Monte Carlo confidence interval for the simple indirect effect in each group

The superscripts “S” and “M” indicate the single-group and multi-group approaches, respectively. The subscript “ind” indicates the simple indirect effect in each group; the subscript

“diff” indicates the group difference in the indirect effect. CI, confidence interval. We used 95% confidence for all interval estimates.

estimate is
[

â1 + â3 (1)
]

b̂ =
(

â1 + â3
)

b̂ in Group 1 (coded 1),

and
[

â1 + â3 (0)
]

b̂ = â1b̂ in Group 2 (coded 0). The estimated

group difference in the indirect effect is
[

(

â1 + â3
)

b̂
]

− â1b̂ =

â3b̂ (Hayes, 2015).
In multi-group analysis, group membership is not used

as a predictor variable in the model. Instead, a set of
hypothesized models (e.g., a set of two models if there are two
distinctive groups) are specified and estimated simultaneously
(See Figure 2B). The group difference in the simple effect of
X on M (that is estimated by a3 in the single-group analysis)
is estimated by

(

âG1 − âG2
)

. The simple indirect effect is

estimated by âG1b̂G1 and âG2b̂G2 in Group 1 and in Group 2,
respectively. The estimated difference in the indirect effect is
(

âG1b̂G1 − âG2b̂G2

)

.

STATISTICAL INFERENCES

There are numerous methods for making statistical inferences
about the simple indirect effects and inferences about the group
difference in the indirect effect. The methods can be categorized
into the following branches: (1) normal-theory standard error, (2)
bootstrapping methods, (3) Monte Carlo method, (4) likelihood
ratio (LR) test, (5) Wald test1. Table 1 summarizes the methods
and shows the abbreviation to refer to each method. In the

1In mediation analysis, the poor performance of the method based on the

normality assumption is well-known. We included the normal theory standard

error method in the simulation study. As expected, and consistent with the

previous findings in the literature, the normal standard error method did not

performwell. We introduce the method here for the purpose of reviewing previous

literature but do not consider the normal-theory standard error method hereafter

to avoid redundancy. The normal-theory standard error does not appear in

Table 1. We do not present simulation results regarding this method.

abbreviation, the superscripts “S” and “M” indicate the single-
group and multi-group approaches, respectively. The subscripts
indicate which effect is tested by the method, e.g., “diff” means
the group difference in the indirect effect, “ind” means the simple
indirect effect in in each group.

Normal-Theory Standard Error
The normal-theory standard error method is based on the
assumption that the sampling distribution of the estimate follows
a normal distribution. In testing an indirect effect, it is well-
known that the normality assumption is not appropriate to
represent the sampling distribution of the indirect effect, and
the normal-theory based method do not perform well in testing
the indirect effect (e.g., MacKinnon et al., 2002; Shrout and
Bolger, 2002; MacKinnon et al., 2004; Preacher and Selig, 2012).
In moderated mediation models, Preacher et al. (2007) has
advocated the bootstrapping methods over the normal standard
error methods for testing the simple indirect effect.

Bootstrapping Methods
The bootstrapping methods can provide interval estimates
without relying on a distribution assumption. For this reason,
the bootstrapping methods have been recommended for testing
indirect effects in previous studies (e.g., MacKinnon et al., 2004;
Preacher and Hayes, 2004). The bootstrapping methods can
be applied for obtaining interval estimates for any effect of
interest, e.g., simple indirect effect in Group 1, simple indirect
effect in Group 2, group difference in the indirect effect. In
bootstrapping methods, a large number of bootstrap samples
(e.g., 1,000 bootstrap samples), whose sizes are the same as
the original sample size, are drawn from the original sample
with replacement. An estimate is obtained in each bootstrap
sample. An empirical sampling distribution is constructed
using the set of 1,000 bootstrap estimates. From the bootstrap
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sampling distribution, percentile bootstrap confidence intervals
([100 ∗ (1−α)]%) can be computed by the (α/2) and (1−α/2)
percentiles. Bias-corrected bootstrap confidence intervals can be
computed with the percentiles adjusted based on the proportion
of bootstrap estimates lower than the original sample estimate
(see MacKinnon et al., 2004).

In the single-group analysis, the estimate of the simple

indirect effect in each group is computed by
(

â∗1 + â∗3
)

b̂∗ in

Group 1 (coded 1), and â∗1 b̂
∗ in Group 2 (coded 0) in each

bootstrap sample. The superscript ∗ denotes that the estimates
are obtained in bootstrap samples. In each group, the percentile
(PCS

ind
in Table 1) and the bias-corrected (BCS

ind
) bootstrap

confidence intervals for the simple indirect effect are computed
from the bootstrap sampling distribution [i.e., the distribution of
(

â∗1 + â∗3
)

b̂∗ for Group 1; and the distribution of â∗1 b̂
∗ for Group

2] as described above.
In the multi-group analysis, the estimate of the simple indirect

effect is computed by â∗G1b̂
∗
G1 in Group 1 and â∗G2b̂

∗
G2 in Group 2.

The percentile (PCM
ind

) and the bias-corrected (BCM
ind

) bootstrap
confidence intervals for the simple indirect effect are obtained

from the distribution of â∗G1b̂
∗
G1 and the distribution of â∗G2b̂

∗
G2,

in Group 1 and Group 2, respectively. The percentile (PCM
diff

)

and the bias-corrected (BCM
diff

) bootstrap confidence intervals for

the group difference in the indirect effect are obtained from the

bootstrap sampling distribution of
(

â∗G1b̂
∗
G1 − â∗G2b̂

∗
G2

)

.

Monte Carlo Method
The Monte Carlo method provides a statistical test or an interval
estimate of an effect by generating parameter values with a
distributional assumption (e.g., multivariate normal). For testing
the group difference in the indirect effect in the multi-group
analysis model, the parameter estimates and standard errors are
used to specify a joint sampling distribution of the parameter
estimates from which the parameter values are generated for a
large number of replications, e.g., 1,000 (Preacher and Selig, 2012;
Ryu, 2015), such that the joint distribution of the four parameters
aG1, bG1, aG2, and bG2 is a multivariate normal distribution
shown below.









aG1
bG1
aG2
bG2









∼ MVN

















âG1

b̂G1
âG2

b̂G2









,









σ̂ 2
aG1
0 σ̂ 2

bG1
0 0 σ̂ 2

aG2
0 0 0 σ̂ 2

bG2

















(1)

where âG1, b̂G1, âG2, and b̂G2 are the estimates in the original
sample, and σ̂aG1 , σ̂bG1 , σ̂aG2 , and σ̂bG2 are the estimated standard
errors in the original sample. The parameters in Group 1 (aG1,
bG1) are independent of the parameters in Group 2 (aG2, bG2)
because Group 1 and Group 2 are independent as long as the
assumption of independent observations is valid. In mediation
model, the covariance between a and b paths are often replaced
with zero (Preacher and Selig, 2012). So the covariance between a
and b paths is zero in each group (σ̂bG1 ,aG1 = 0; σ̂bG2 ,aG2 = 0). For

a large number of replications, parameter values â+G1, b̂
+
G1, â

+
G2,

and b̂+G2 are generated from the multivariate normal distribution
shown in (1). The superscript + denotes the parameter values
generated by Monte Carlo method. In each replication, the

simple indirect effect estimate is computed by â+G1b̂
+
G1 in Group

1 and by â+G2b̂
+
G2 in Group 2. The group difference in the

indirect effect is computed by
(

â+G1b̂
+
G1 − â+G2b̂

+
G2

)

. The Monte

Carlo confidence intervals ([100 ∗ (1−α)]%) are obtained by
the (α/2) and (1−α/2) percentiles in the set of generated values.
For the simple indirect effect in Group 1, the Monte Carlo
confidence intervals (MCM

ind
) are computed using the set of

â+G1b̂
+
G1 values, and using the set of â+G2b̂

+
G2 values in each group,

respectively. The Monte Carlo confidence interval for the group
difference in the indirect effect (MCM

diff
) is obtained using the

set of
(

â+G1b̂
+
G1 − â+G2b̂

+
G2

)

values. The Monte Carlo method

is less computer-intensive and less time-consuming than the
bootstrapping method.

Likelihood Ratio Test
The likelihood ratio (LR) test and the Wald test can be used to
test a (set of) constraint. The LR test (Bentler and Bonett, 1980;
Bollen, 1989) is obtained by estimating two nested models with
(M1) and without (M0) the constraints. The LR test results in a
chi-square statistic with the degrees of freedom (df) equal to the
difference in the number of freely estimated parameters in the
two models.

χ2 = −2log

[

L (M1)

L (M0)

]

=
{

−2log [L (M1)]
}

− {−2log [L (M0)]}

(2)

where L (Mk) = likelihood of model k. The LR test can be used
to test the group difference in the “X → M” relationship in the
multi-group analysis model, by comparing two models with and
without the constraint aG1 = aG2, with df = 1 (LRMa ). Likewise,
the LR test can be used to test the group difference in the indirect
effect by comparing two models with and without the constraint
aG1bG1 = aG2bG2, with df= 1 (LRM

diff
).

Wald Test
TheWald test (Wald, 1943; Bollen, 1989) evaluates a constraint in
a model in which the constraint is not imposed. For testing group
difference in the indirect effect, the constraint a3b= 0 is tested in
the single-group analysis (WS

diff
). TheWald statistic (with df= 1)

is obtained by

W = θ̂21 /avar
(

θ̂1

)

(3)

Where θ1 = a3b and avar
(

θ̂1

)

= estimated asymptotic variance

of θ̂1, i.e., estimated asymptotic variance of â3b̂. Likewise, for
testing group difference in the indirect effect in the multi-group
model, the constraint aG1bG1 = aG2bG2 is tested (WM

diff
). The

Wald statistic (df = 1) is obtained by (3) with θ1 = aG1bG1 −

aG2bG2 in the multi-group model.
A previous simulation study (Ryu, 2015) compared the

performance of different methods for testing group difference in
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the indirect effect in multi-group analysis. In the previous study,
the LR test performed well in terms of Type I error rate and
statistical power. The percentile bootstrap confidence intervals
for the group difference in indirect effect showed coverage rates
that are close to the nominal level. The bias-corrected bootstrap
confidence intervals were more powerful than the percentile
bootstrap confidence intervals but the bias-corrected bootstrap
confidence intervals showed inflated Type I error rates.

SINGLE-GROUP AND MULTI-GROUP
APPROACHES

The multi-group analysis model shown in Figure 2B is less
restrictive the single-group analysis model shown in Figure 2A.
In the single-group model shown in Figure 2A, b and c′ paths
are assumed to be equal between groups, whereas b and c′

paths are allowed to differ between groups in the multi-group
model, unless additional equality constraints are imposed. It is
possible to specify a single-group model that allow b or c′ paths
to differ between groups. In order to allow these parameters
to differ between groups in the single-group model, additional
parameters need to be estimated or additional interaction terms
need to be added. If the model shown in Figure 2A is modified
by specifying the path coefficients “Group → Y” and “X∗Group
→ Y” to be freely estimated, that will allow c′ to differ between
groups. In order to allow b to differ between groups, the model
needs an additional variable “M∗Group” and the path coefficients
“Group→ Y” and “M∗Group→ Y” need to be freely estimated.
The multi-group model can be simplified by imposing equality

constraints b̂G1 = b̂G2 and / or ĉ′G1 = ĉ′G2.
In the single-group model, the variance and covariance

parameters are assumed to be equal as well, whereas in the
multi-group model those parameters are not restricted to be
the same between groups unless additional equality constraints
are imposed. Specifically, in the single-group analysis model
(as shown in Figure 2A) the residual variances of M and Y
are assumed to be equal in both groups. The equal variance
assumption in the single-group analysis is one of the standard
assumptions in general linear models. The assumption is that the
conditional variance of the dependent variable is homogeneous at
all levels of the independent variables. For example, in regression
analysis, the conditional variance of the dependent variable is
assumed to be equal at all levels of the predictor variable. In
between-subject analysis of variance or in t-test to compare two
independent means, the within-group variance is assumed to be
equal across all groups. It is well-known that the empirical Type I
error rate can be different from the nominal level when the equal
variance assumption is violated (e.g., Box, 1954; Glass et al., 1972;
Dretzke et al., 1982; Aguinis and Pierce, 1998).

The purpose of this study is to introduce the single-group and
multi-group approaches in SEM to comparing indirect effects
between groups, and to empirically evaluate the performance
of the statistical methods. Specifically, we aim to empirically
evaluate how well the statistical methods (summarized in
Table 1) perform for three questions in the moderated mediation
model: (i) comparing the a path (X → M) between groups,

(ii) comparing the indirect effect between groups, (iii) testing
simple indirect effect in each group. The methods we considered
are summarized in Table 1. We also evaluate how robust the
methods in the single-group analysis are when the assumption
of equal variances does not hold between groups. We expected
that the performance of the methods in multi-group analysis
would not be affected by the violation of the assumption of
equal variances, because the multi-group analysis model does
not rely on the assumption. In the single-group analysis, we
expected that the performance of the zSa3 and WS

diff
methods

would be affected by the violation of the equal variance
assumption, and that the confidence intervals produced by the
bootstrapping methods (PCS

ind
, BCS

ind
) would not be affected by

the violation of the assumption. The estimates are expected to
be unbiased regardless of the equal variance assumption violated.
The bootstrap sampling distribution is constructed using the
estimates in bootstrap samples. Therefore, as long as the violation
of the equal variance assumption does not affect the unbiasedness
of the estimates, the performance of the bootstrap confidence
intervals is not expected to be affected by the violation of the
assumption.

SIMULATION

We used the mediation model shown in Figure 2B as the
population model. There were two distinctive groups (denoted
by G1 and G2). We considered a total of 63 conditions: 21
populations× 3 sample sizes.

As shown in Table 2, the 21 populations were created by
combinations of three sets of parameter values for structural
paths (Populations I, II, and III) and seven sets of parameter
values for residual variances (Populations -0, -M1, -M2, -M3,
-Y1, -Y2, -Y3). In Population I, there was no group difference
in the indirect effect (aG1bG1 = 0.165; aG2bG2 = 0.165). In
Population II, there was no indirect effect in G1; there was a small

TABLE 2 | Parameter values for structural paths a and b, and for residual

variances of M and Y in population.

Population Parameter values

PARAMETER VALUES FOR STRUCTURAL PATHS

Population I aG1 = 0.424, bG1 = 0.390; aG2 = 0.424, bG2 = 0.390

Population II aG1 = 0.000, bG1 = 0.390; aG2 = 0.141, bG2 = 0.390

Population III aG1 = 0.000, bG1 = 0.390; aG2 = 0.424, bG2 = 0.390

PARAMETER VALUES FOR RESIDUAL VARIANCES

0 ψM(G1) = 1.0, ψY(G1) = 1.0; ψM(G2) = 1.0, ψY(G2) = 1.0

M1 ψM(G1) = 0.5, ψY(G1) = 1.0; ψM(G2) = 1.0, ψY(G2) = 1.0

M2 ψM(G1) = 0.5, ψY(G1) = 1.0; ψM(G2) = 1.5, ψY(G2) = 1.0

M3 ψM(G1) = 0.5, ψY(G1) = 1.0; ψM(G2) = 2.0, ψY(G2) = 1.0

Y1 ψM(G1) = 1.0, ψY(G1) = 0.5; ψM(G2) = 1.0, ψY(G2) = 1.0

Y2 ψM(G1) = 1.0, ψY(G1) = 0.5; ψM(G2) = 1.0, ψY(G2) = 1.5

Y3 ψM(G1) = 1.0, ψY(G1) = 0.5; ψM(G2) = 1.0, ψY(G2) = 2.0

21 populations were created by 3 (structural paths) by 7 (residual variances) combinations,

e.g., Population I–0, Population I–M1, ..., Population III-Y3. The direct effects of X on Y

ĉ′G1 = ĉ′G2 = 0 in all populations.
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indirect effect in G2 (aG1bG1 = 0.000; aG2bG2 = 0.055); the group
difference in the indirect effect was

(

aG1bG1 − aG2bG2
)

=−0.055.
In Population III, there was no indirect effect in G1; there was a
large indirect effect in G2 (aG1bG1 = 0.000; aG2bG2 = 0.165); the
group difference in the indirect effect was –0.165. The direct effect
of X on Y was set to zero (i.e., ĉ′G1 = ĉ′G2 = 0) in all populations.
It has been shown in a previous simulation study (Ryu, 2015) that
the population value of the direct effect had little influence on the
performance of the five methods for testing the group difference
in indirect effect. With each set of the parameter values for
structural paths, there were seven patterns of residual variances
of M and Y. In Population -0, the residual variances of M and Y
were equal between the groups in the population. In Populations
-M1, -M2, and -M3, the residual variance of Mwas smaller in G1.
In Populations -Y1, -Y2, and -Y3, the residual variance of Y was
smaller in G1. Note that the effect sizes varied depending on the
residual variances. The proportions of explained variance in M
and Y in the 21 populations are summarized in Table 3.

We considered three different sample sizes for each of the 21
populations. Sample size 1: nG1 = 150; nG2 = 150. Sample size 2:
nG1 = 200; nG2 = 100. Sample size 3: nG1 = 100; nG2 = 200. With
Sample size 2, the residual variances were smaller in the larger
group. With Sample size 3, the residual variances were smaller
in the smaller group. We used Mplus 7 for data generation
and estimation (Muthén and Muthén, 1998–2012). We used
SAS PROC IML for resampling of the data to create bootstrap
samples. We conducted 1,000 replications in each condition.

TABLE 3 | Proportion of explained variance in M and Y in population.

Population Group 1 Group 2

M Y M Y

I-0 0.152 0.152 0.152 0.152

I-M1 0.264 0.094 0.152 0.152

I-M2 0.264 0.094 0.107 0.204

I-M3 0.264 0.094 0.082 0.249

I-Y1 0.152 0.264 0.152 0.152

I-Y2 0.152 0.264 0.152 0.107

I-Y3 0.152 0.264 0.152 0.082

II-0 0.000 0.132 0.019 0.134

II-M1 0.000 0.071 0.019 0.134

II-M2 0.000 0.071 0.013 0.188

II-M3 0.000 0.071 0.010 0.235

II-Y1 0.000 0.233 0.019 0.134

II-Y2 0.000 0.233 0.019 0.094

II-Y3 0.000 0.233 0.019 0.072

III-0 0.000 0.132 0.152 0.152

III-M1 0.000 0.071 0.152 0.152

III-M2 0.000 0.071 0.107 0.204

III-M3 0.000 0.071 0.082 0.249

III-Y1 0.000 0.233 0.152 0.152

III-Y2 0.000 0.233 0.152 0.107

III-Y3 0.000 0.233 0.152 0.082

See Table 2 for population parameter values.

We analyzed each of the generated data sets both in single-
group analysis (0 = Group 1, 1 = Group 2) and in multi-
group analysis to test the group difference in a path, the group
difference in the indirect effect of X on Y via M, and the simple
indirect effect in each group. We used the methods summarized
in Table 1. We provide the sample syntax for data generation and
analysis in the Appendix.

Evaluation of Methods
In order to check the data generation and estimation, we first
examined the bias of the estimates. Bias was computed by
(mean of estimates–true value in the population). Relative bias
was computed by (bias/true value in the population) for the
effects whose population values were not zero. In the single-
group analysis, we compared the following estimates to their
corresponding population values: individual path coefficients

â1, â3, b̂, the simple indirect effect in Group 1 â1b̂, and the

simple indirect effect in Group 2
(

â1 + â3
)

b̂. In the multi-
group analysis, we compared the following estimates to their
corresponding population values: individual path coefficients

âG1, b̂G1, âG2, b̂G2, the simple indirect effects in each group

âG1b̂G1, âG2b̂G2, and the group difference in the indirect effect
(

âG1b̂G1 − âG2b̂G2

)

.

To evaluate the performance of the methods, we examined the
rejection rates that can be interpreted as Type I error rate (when
the effect was zero in population) or statistical power (when there
was a non-zero effect in population) for each method. For the z
test of a3 path (zSa3), LR test (LRM

a , LRM
diff

), and Wald test (WS
diff

,

WM
diff

), we used α = 0.05 criterion. For confidence intervals

(95%), we computed the rejection rate by the proportion of
replications in which the interval estimates did not include zero.
We also examined coverage rates, width of confidence intervals,
rate of left-side misses, rate of right-side misses, and ratio of
left-side misses to right-side misses for interval estimates.

RESULTS

As expected, the estimates were unbiased in all populations with
all sample sizes. In the single-group analysis, the bias ranged
from 0.007 to −0.005, and the relative bias ranged from −0.038
to 0.007. The estimates obtained in the single-group analysis
were unbiased regardless of whether the assumption of equal
residual variances was satisfied. In the multi-group analysis, the
bias ranged from −0.004 to 0.007, and the relative bias ranged
from−0.011 to 0.051.

We present the simulation results in three sections: methods
for testing the group difference in a path, methods for testing the
group difference in the indirect effect, and methods for testing
simple indirect effect in each group.

Group Difference in a Path
Table 4 shows the empirical Type I error rates (nominal α= 0.05)
of themethods for testing the group difference in a path in single-
group (zSa3) and multi-group analysis (LRMa ) in Population I.
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TABLE 4 | Type I error rates of the methods for testing group difference in a path.

Sample size

nG1 = 150; nG2 = 150 nG1 = 200; nG2 = 100 nG1 = 100; nG2 = 200

Population zS
a3 LRMa zS

a3 LRMa zS
a3 LRMa

I-0 0.051 0.049 0.052 0.051 0.056 0.053

I-M1 0.055 0.052 0.086 0.056 0.031 0.053

I-M2 0.048 0.051 0.113 0.057 0.019 0.058

I-M3 0.048 0.047 0.129 0.057 0.015 0.056

I-Y1 0.051 0.049 0.052 0.051 0.056 0.053

I-Y2 0.051 0.049 0.052 0.051 0.056 0.053

I-Y3 0.051 0.049 0.052 0.051 0.056 0.053

The superscripts “S” and “M” indicate the single-group and multi-group approaches, respectively. W, Wald test; LR, likelihood ratio test. See Table 1 for description of each method.

See Table 2 for population parameter values. The Type I error rates that are smaller than 0.025 or greater than 0.075 are shown in bold.

FIGURE 3 | Empirical power for testing group difference in X to M relationship (a path) in Population II (A) and in Population III (B). See Table 1 for

description of the methods.

The Type I error rates of the LRMa method stayed close to the
nominal level. But the zSa3 method resulted in inflated Type I error
rates when the residual variance of M was smaller in the group
with a larger sample size (Populations I-M1 to I-M3; nG1 = 200;
nG2 = 100). The zSa3 method resulted in deflated Type I error rates
when the residual variance of M was smaller in the group with
a smaller sample size (Populations I-M2 and I-M3; nG1 = 100;

nG2 = 200). Whether or not the residual variance of Y was equal
between groups did not affect the Type I error rates of the zSa3
method. Figure 3 shows the empirical power of the two methods
for Populations II and III.

Note that the effect sizes are different in different populations.
Figure 3 is to compare the two methods zSa3 and LRMa in each
condition. When the group sizes were equal, the power was
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similar for the twomethods.When the residual variance ofMwas
not equal (Populations II-M1 to II-M3, Populations III-M1 to III-
M3), the zSa3 method showed higher power than the LRMa method
with the Sample size 2 (nG1 = 200; nG2 = 100); the zSa3 method
showed lower power than the LRMa method with the Sample size
3 (nG1 = 100; nG2 = 200).

Group Difference in the Indirect Effect
Type I Error Rates
Table 5 shows the empirical Type I error rates of the methods for
testing the group difference in the indirect effect in Population I.

The Type I error rates for the WS
diff

method were higher than

the nominal level when the residual variance of M was smaller
in the group with a larger sample size (Populations I-M2 and
I-M3; nG1 = 200; nG2 = 100); and the Type I error rates were
smaller than the nominal level when the residual variance of M
was smaller in the group with a smaller sample size (Populations
I-M1 to I-M3; nG1 = 100; nG2 = 200). This is a similar pattern to
the Type I error rates of the zSa3 method in Table 4.

For the five methods in the multi-group analysis, the Type I
error rates ranged from 0.049 to 0.068 with Sample size 1; ranged
from 0.047 to 0.070 with Sample size 2; and ranged from 0.053 to

TABLE 5 | Type I error rates of the methods for testing group difference in

the indirect effect.

Population WS
diff

LRM
diff

WM
diff

PCM
diff

BCM
diff

MCM
diff

SAMPLE SIZE 1: nG1 = 150; nG2 = 150

I-0 0.040 0.060 0.058 0.061 0.067 0.062

I-M1 0.037 0.054 0.051 0.049 0.055 0.057

I-M2 0.036 0.057 0.055 0.060 0.062 0.056

I-M3 0.039 0.058 0.053 0.066 0.065 0.063

I-Y1 0.042 0.061 0.062 0.067 0.063 0.060

I-Y2 0.040 0.066 0.065 0.059 0.068 0.065

I-Y3 0.038 0.066 0.062 0.062 0.066 0.065

SAMPLE SIZE 2: nG1 = 200; nG2 = 100

I-0 0.044 0.050 0.054 0.056 0.060 0.051

I-M1 0.063 0.047 0.047 0.058 0.053 0.051

I-M2 0.086 0.053 0.055 0.055 0.061 0.053

I-M3 0.105 0.057 0.059 0.055 0.062 0.062

I-Y1 0.047 0.056 0.058 0.061 0.064 0.055

I-Y2 0.046 0.058 0.060 0.059 0.064 0.059

I-Y3 0.044 0.057 0.059 0.064 0.070 0.060

SAMPLE SIZE 3: nG1 = 100; nG2 = 200

I-0 0.049 0.054 0.054 0.060 0.059 0.054

I-M1 0.018 0.054 0.053 0.054 0.064 0.058

I-M2 0.011 0.056 0.056 0.057 0.061 0.060

I-M3 0.010 0.055 0.057 0.057 0.058 0.055

I-Y1 0.050 0.058 0.059 0.057 0.064 0.061

I-Y2 0.047 0.060 0.056 0.058 0.064 0.062

I-Y3 0.042 0.060 0.059 0.063 0.065 0.059

The superscripts “S” and “M” indicate the single-group and multi-group approaches,

respectively. W, Wald test; LR, likelihood ratio test; PC, percentile bootstrap; BC, bias-

corrected bootstrap; MC, Monte Carlo method. See Table 1 for description of each

method. The Type I error rates that are smaller than 0.025 or greater than 0.075 are

shown in bold.

0.065 with Sample size 3. The equality of residual variances of M
and Y in the population did not affect the Type I error rates of the
five methods in the multi-group analysis. The Type I error rates
of the BCM

diff
method were slightly higher than the Type I error

rates of the other methods.

Power
The empirical power for testing the group difference in the
indirect effect in Populations II and III are shown in Figure 4.

Note that the difference in empirical power across populations
(i.e., across different lines) are due to different effect sizes as
shown in Table 3. The BCM

diff
method showed higher power than

the other methods. The WM
diff

method showed lower power than

the other methods in multi-group analysis. For Population III
in which the group difference in the indirect effect was larger,
the differences in empirical power between the methods were
greater with the sample size nG1 = 200; nG2 = 100, i.e., when
the indirect effect was zero in the larger group and larger in
the smaller group. When the residual variance of M was not
equal between groups (e.g., II-M1,..., II-M3, III-M1,..., III-M3),
the WS

diff
method yielded higher power than the other methods

with the sample size nG1 = 200; nG2 = 100. Note that the WS
diff

method showed inflated Type I error rates in these conditions.
The WS

diff
method yielded lower power than the other methods

with the sample size nG1 = 100; nG2 = 200. In these conditions,
the Type I error rates were lower than the nominal level.

Coverage Rates, Width, and Misses
Threemethods inmulti-group analysis produced 95% confidence
intervals for the group difference in the indirect effect: PCM

diff
,

BCM
diff

, and MCM
diff

. The results showed similar patterns in all

simulation conditions. The performance of the three confidence
intervals was comparable in terms of coverage, width, andmisses.
The coverage rates of the PCM

diff
confidence intervals ranged

from 0.927 to 0.951 (average = 0.939). The coverage rates of the
BCM

diff
confidence intervals ranged from 0.923 to 0.947 (average

= 0.935). The coverage rates of the MCM
diff

confidence intervals

ranged from 0.926 to 0.949 (average = 0.934). On average, the
coverage rates were slightly lower than the nominal level. The
width of the confidence intervals produced by the three methods
was similar to one another. The average width was 0.248 for
PCM

diff
, 0.250 for BCM

diff
, and 0.246 forMCM

diff
.

For PCM
diff

, the average ratio of left-to right-side misses was

1.427, 1.927, and 1.824 in Populations I, II, and III, respectively.
For BCM

diff
, the average ratio was 1.274, 1.521, and 1.249 in

Populations I, II, and III, respectively. For MCM
diff

, the average

ratio was 1.397, 1.783, and 1.664 in Populations I, II, and III,
respectively. All three confidence intervals showed higher rates
of left-side misses than right-side misses2. The BCM

diff
confidence

intervals were most balanced (i.e., average ratio closer to 1).

2The confidence intervals were obtained for
(

aG1bG1 − aG2bG2
)

. The rates of left-

side and right-side misses would be reversed if the group difference is calculated in

the opposite direction.
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FIGURE 4 | Empirical power for testing group difference in the indirect effect in Population II (A) and in Population III (B). See Table 1 for description of the

methods.

Simple Indirect Effect in Each Group
Type I Error Rates
The indirect effect was zero in Group 1 in Populations II and III.
The Type I error rates for testing the simple indirect effect are
shown in Table 6. The results were similar in Populations II and
III, and the results for Population II are shown in Table 6.

In the single-group analysis, the Type I error rates were higher
for the BCS

ind
method than for the PCS

ind
method. In the multi-

group analysis, the PCM
ind

andMCM
ind

methods showed the Type I

error rates that were close to the nominal level. Overall, the BCM
ind

method resulted in higher Type I error rates than the PCM
ind

and

MCM
ind

methods. The Type I error rates of the BCM
ind

method were
greater than 0.075 in some conditions (shown in bold).

Power
Figure 5 shows the power for testing the simple indirect effect
in Group 2 in Population II, in which a = 0.141 and b = 0.390.
When a = 0.424 and b = 0.390 in population (i.e., both groups
in Population I, and Group 2 in Population II), the power for
testing the simple indirect effects in each group was very high in
all conditions.

Again, note that the difference in empirical power across
populations (i.e., across different lines) are due to different effect
sizes as shown in Table 3. The BCS

ind
and BCM

diff
methods were

slightly more powerful than the other methods. The PCS
ind

, PCM
ind

,

andMCM
ind

showed similar power.

Coverage Rates, Width, and Misses
In the single-group analysis, the coverage rates of the PCS

ind
confidence intervals ranged from 0.926 to 0.952 (average =

0.939). The coverage rates of the BCS
ind

confidence intervals
ranged from 0.919 to 0.950 (average= 0.934). In the multi-group
analysis, the coverage rates ranged from 0.920 to 0.962 (average
= 0.937) for the PCM

ind
method; from 0.910 to 0.953 (average =

0.932) for the BCM
ind

method; from 0.919 to 0.962 (average =

0.938) for theMCM
ind

method. The results showed similar pattern
in Populations I, II, and III. We present the coverage rates for
Group 1 in Population II in Figure 6.

The BCS
ind

and BCM
ind

methods yielded lower coverage rates

than the other methods. The PCS
ind

, PCM
ind

, and MCM
ind

methods

showed more accurate coverage rates than the BCS
ind

and BCM
ind

methods.
On average, the confidence interval methods in the multi-

group analysis resulted in wider intervals than those in the single-
group analysis. The average width across all conditions was 0.147
for PCS

ind
, and 0.148 for BCS

ind
. In the multi-group analysis, the

average width was 0.169 for PCM
ind

, 0.172 for BCM
ind

, and 0.168 for

MCM
ind

.
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TABLE 6 | Type I error rates for testing simple indirect effect in Group 1 in

Population II.

Population PCS
ind

BCS
ind

PCM
ind

BCM
ind

MCM
ind

SAMPLE SIZE 1: nG1 = 150; nG2 = 150

II-0 0.050 0.065 0.056 0.073 0.049

II-M1 0.048 0.068 0.049 0.075 0.043

II-M2 0.048 0.067 0.047 0.071 0.042

II-M3 0.048 0.066 0.046 0.075 0.040

II-Y1 0.050 0.063 0.053 0.063 0.054

II-Y2 0.050 0.065 0.052 0.064 0.051

II-Y3 0.050 0.067 0.052 0.061 0.046

SAMPLE SIZE 2: nG1 = 200; nG2 = 100

II-0 0.060 0.074 0.062 0.082 0.059

II-M1 0.058 0.074 0.061 0.090 0.059

II-M2 0.058 0.071 0.062 0.085 0.058

II-M3 0.058 0.072 0.055 0.082 0.061

II-Y1 0.060 0.066 0.062 0.069 0.061

II-Y2 0.060 0.071 0.063 0.071 0.059

II-Y3 0.060 0.071 0.065 0.077 0.061

SAMPLE SIZE 3: nG1 = 100; nG2 = 200

II-0 0.051 0.069 0.053 0.082 0.056

II-M1 0.051 0.071 0.039 0.077 0.038

II-M2 0.051 0.067 0.040 0.077 0.045

II-M3 0.051 0.064 0.042 0.072 0.038

II-Y1 0.051 0.067 0.058 0.076 0.059

II-Y2 0.051 0.072 0.061 0.078 0.063

II-Y3 0.051 0.072 0.065 0.077 0.056

The superscripts “S” and “M” indicate the single-group and multi-group approaches,

respectively. PC, percentile bootstrap; BC, bias-corrected bootstrap; MC, Monte Carlo

method. See Table 1 for description of each method. Type I error rates that are smaller

than 0.025 or greater than 0.075 are shown in bold.

Table 7 shows the average ratio of left- to right-side misses of
confidence intervals methods for simple indirect effects.

The confidence intervals showed higher rates of right-side
misses for the simple indirect effects whose population values
were positive, except BCM

ind
in Population I. The confidence

intervals showed higher rates of left-side misses for simple
indirect effects whose population values were zero. Both in
the single-group and multi-group analysis, the bias-corrected
confidence intervals, BCS

ind
and BCM

ind
, were most balanced (i.e.,

average ratio closer to 1).

EMPIRICAL EXAMPLE

We illustrate the methods using empirical data from PISA 2003
database (Programme for International Student Assessment,
Organisation for Economic Co-operation Development, 2004,
2005). We adopted a conceptual model in Yeung (2007). We
compared the indirect effect of teachers’ emotional support on
math interest via math self-concept in Australia (AUS; N =

1,2551) and Austria (AUT; N = 4,597). The estimated multi-
group and single-group structural equation models are shown
in Figure 7. We applied the methods for (i) comparing the a

path between groups, (ii) comparing the indirect effect between
groups, (iii) testing simple indirect effect in each group. In the
multi-group model (Figure 7A), with the b path (Math self-
concept → Math interest) and c′ path (Emotional support →
Math interest) set equal between groups, χ2 (2) = 0.464, p =

0.793, CFI= 1.000, RMESA= 0.000, SRMR= 0.003.We kept the
equality constrains on b and c′ paths in the multi-group model so
that the specification of the fixed effects is equivalent to the single-
group model. In the single-group model (Figure 7B), we created
a group variable to represent the two countries that 0= Australia
(AUS) and 1 = Austria (AUT). The results are summarized in
Table 8. In the multi-group model, the residual variances were
slightly smaller in AUS whose sample size was larger. This is
similar to Sample size 2 (nG1 = 200; nG2 = 100) condition in
the simulation. In Table 8, LRMa was slightly more conservative
than zSa3 in testing the group difference in a path; LRM

diff
andWM

diff

were slightly more conservative than WS
diff

in testing the group

difference in the indirect effect. For the difference in the indirect
effect, PCM

diff
, BCM

diff
, and MCM

diff
yielded in comparable results.

For the simple indirect effect, PCS
ind

, BCS
ind

, PCM
ind

, BCM
ind

, and

MCM
ind

resulted in comparable interval estimates.

SUMMARY AND DISCUSSION

When the research question involves comparing indirect effects
between distinctive groups, researchers can choose single-
group or multi-group analysis approach in SEM framework to
incorporating the group membership as a categorical moderator.
In this article, we evaluated statistical methods for (i) comparing
a structural path (in our example, a path or X→M relationship)
between groups, (ii) comparing the indirect effect between
groups, and (iii) testing simple indirect effect in each group.
We continue to use the abbreviated names of each method to
summarize and discuss the results (See Table 1).

The key findings in the simulation study are:

(1) In the single-group analysis, the zSa3 and WS
diff

methods may

result in invalid statistical inferences when the assumption of
equal variances is neglected.

(2) However, the performance of bootstrapping confidence
intervals is robust even when the bootstrap estimates are
obtained in the single-group model.

(3) The bias-corrected bootstrap confidence intervals are slightly
more powerful than the percentile bootstrap and Monte Carlo
confidence intervals, but at the cost of higher Type I error rate,
and;

(4) For comparing an indirect effect between groups, the
likelihood ratio test in the multi-group analysis is as powerful
as the other methods with the Type I error rate staying close
to the desired level.

For testing the group difference in the a path, the assumption
of equal variances was critical for the zSa3 method, but not
for the LRMa method in the multi-group analysis. When the
assumption was not satisfied, the zSa3 method showed inaccurate
Type I error rates, as expected. The Type I error rates were
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FIGURE 5 | Empirical power for testing simple indirect effect in Group 2 in Population II. See Table 1 for description of the methods.

FIGURE 6 | Coverage rates of 95% confidence intervals for the simple indirect effects in Group 1 in Population II. See Table 1 for description of the

methods.

TABLE 7 | Average ratio of left-to-right misses of confidence intervals methods for simple indirect effects.

Population I Population II Population III

Group1a Group2a Group1b Group2a Group1b Group2a

PCS
ind

0.627 0.486 1.674 0.606 1.674 0.494

BCS
ind

0.969 0.791 1.467 0.770 1.476 0.790

PCM
ind

0.613 0.474 1.670 0.493 1.644 0.491

BCM
ind

1.025 0.851 1.491 0.660 1.486 0.886

MCM
ind

0.604 0.506 1.626 0.488 1.638 0.499

The superscripts “S” and “M” indicate the single-group and multi-group approaches, respectively. PC, percentile bootstrap; BC, bias-corrected bootstrap; MC, Monte Carlo method.

See Table 1 for description of each method. aThe simple indirect effect was positive in population. bThe simple indirect effect was zero in population.

inflated when the variance was larger in the smaller group,
and deflated when the variance was larger in the larger
group.

For testing the simple indirect effect in each group, the
bootstrap confidence intervals in the single-group analysis
(PCS

ind
, BCS

ind
) were not affected by the violation of the equal
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FIGURE 7 | Estimated multi-group and single-level structural equation models. In (A) Multi-group model, the path coefficient “Math self-concept → Math

interest” was set equal between groups; the path coefficient “Emotional support → Math interest” was set equal between groups. The estimate of the indirect effect

was 0.292*0.497 = 0.145 in Australia (AUS) and 0.234*0.497 = 0.116 in Austria (AUT). In (B) single-group model, group was coded 0 = AUS and 1 = AUT. The

estimated indirect effect was 0.292*0.496 = 0.145 for AUS and (0.292–0.058)*0.496 = 0.116 for AUT. The estimated group difference in the indirect effect was

0.116–0.145 = –0.029.

variances assumption. The PCS
ind

and BCS
ind

confidence intervals
were obtained based on the set of 1,000 estimates in bootstrap
samples. As shown in the simulation results, the estimates in the
single-group analysis model were unbiased regardless of whether
the assumption of equal variances is satisfied. So the empirical
sampling distribution of the indirect effect is expected to be
comparable with or without the assumption of equal variances
satisfied. Therefore, the bootstrap confidence intervals obtained
from the empirical sampling distribution were not affected by the
assumption.

In the multi-group analysis, all methods did not show
differences in their performance depending on whether or not
the equal variances assumption is satisfied. These results were
expected, because the variances were estimated in each group
separately in the multi-group model.

In both single-group and multi-group approaches, the bias-
corrected bootstrap methods (BCS

ind
, BCM

ind
, BCM

diff
) tended to

show slightly higher Type I error rates, higher statistical power,
and lower coverage rates than the percentile bootstrap methods
(PCS

ind
, PCM

ind
, PCM

diff
). This pattern of results is consistent with

what has been found in previous studies (e.g., Preacher et al.,
2007; Preacher and Selig, 2012; Ryu, 2015). The Monte Carlo
methods (MCM

ind
, MCM

diff
) performed similarly to the percentile

bootstrap methods. The Type I error rates and the coverage rates

of the confidence intervals were close to the desired level in
all conditions. The empirical power was slightly lower than the
bias-corrected bootstrap methods, but not by much. The largest
difference in power was 0.091.

For the interval estimates of the group difference in the
indirect effect, the average widths were comparable for all three
methods in the multi-group analysis (PCM

diff
, BCM

diff
, MCM

diff
).

For the interval estimates of the simple indirect effects, the
two methods in the single-group analysis (PCS

ind
, BCS

ind
) showed

similar average widths, and the three methods in the multi-
group analysis (PCM

ind
, BCM

ind
, MCM

ind
) showed similar average

widths. The multi-group methods resulted in wider interval
estimates of the simple indirect effects than the single-group
methods.

The confidence intervals for the simple indirect effects were
unbalanced with higher rate of left-side misses when the simple
indirect effect was zero in population, and unbalanced with
higher rate of right-side misses when there was a positive simple
indirect effect in population. For both the group difference in the
indirect effect and the simple indirect effects, the bias-corrected
bootstrappingmethods (BCM

diff
,BCS

ind
,BCM

ind
) weremost balanced

in terms of the ratio of left- and right-side misses.
In the multi-group analysis, the likelihood ratio test (LRM

diff
)

and the Wald test (WM
diff

) performed well in terms of Type I
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TABLE 8 | Empirical example results.

Method Result

GROUP DIFFERENCE IN a PATH

zS
a3 â3 = −0.058, standard error = 0.020, p = 0.005

LRMa LR statistic = 7.122, df = 1, p = 0.0076

GROUP DIFFERENCE IN THE INDIRECT EFFECT

WS
diff

Wald statistic = 7.903, df = 1, p = 0.0049

LRM
diff

LR statistic = LR statistic = 7.122, df = 1, p = 0.0076

WM
diff

Wald statistic = 7.115, df = 1, p = 0.0076

PCM
diff

95% confidence intervals = (–0.057, –0.001)

BCM
diff

95% confidence intervals = (–0.057, –0.001)

MCM
diff

95% confidence intervals = (–0.051, –0.008)

SIMPLE INDIRECT EFFECT IN EACH GROUP

PCS
ind

95% confidence intervals = (0.128, 0.161) in AUS; (0.093, 0.139) in AUT

BCS
ind

95% confidence intervals = (0.129, 0.161) in AUS; (0.093, 0.140) in AUT

PCM
ind

95% confidence intervals = (0.128, 0.162) in AUS; (0.093, 0.139) in AUT

BCM
ind

95% confidence intervals = (0.130, 0.163) in AUS; (0.092, 0.139) in AUT

MCM
ind

95% confidence intervals = (0.134, 0.157) in AUS; (0.098, 0.135) in AUT

See Table 1 for description of each method.

error rates. But the WM
diff

method showed lower power than the

LRM
diff

and the confidence intervals methods for testing the group

difference in the indirect effect. The empirical power of the LRM
diff

method was comparable to the power of PCM
diff

andMCM
diff

. These

results are consistent with those found in a previous study (Ryu,
2015). In the single-group analysis, the performance of the Wald
test (WS

diff
) for testing the group difference in the indirect effect

was affected by the violation of the equal variance assumption,
particularly with unequal group sizes. The Type I error rates were
higher than the desired level when the variance was larger in
the smaller group. The Type I error rates were smaller than the
nominal level when the variance was larger in the larger group.

In many cases, studies are conducted to address questions on
means (unconditional or conditional) and relationships between
variables, and the variance estimates are often neglected. It is
important for researchers to pay attention to variance estimates,
even when they are not of key interest. When the research
question involves moderation effect by a distinctive group
membership, it is recommended that the variance parameters
are examined first with no restriction that the variances are
equal in all groups. When it is reasonable to assume that
the variances are equal, researchers may choose to adopt
single-group or multi-group analysis approach. When it is not
reasonable to assume equal variances, multi-group analysis is
recommended. The single-group analysis resulted in unbiased
parameter estimates even with the assumption violated. But some
methods for statistical inference were affected by the violation
of the assumption. If single-group analysis is adopted, statistical
methods must be chosen with careful consideration.

Multi-group analysis approach has advantages over single-
group approach in incorporating a categorical moderator in

the model. First, the multi-group approach does not depend
on the assumption of equal variances, and so the parameter
estimates and statistical inferences are not affected by the
assumption satisfied or violated. Second, it is less complicated
to specify and test the group difference in more than one
indirect effect. For example, suppose that a mediation model
is hypothesized in which three indirect effects are specified
between one independent variable (X), three mediating variables
(M1, M2, and M3), and one dependent variable (Y). In
order to specify a model that allows the three indirect
effects to differ between groups, the single-group approach
requires at least three additional product terms to represent
the interaction with the group membership. The number of
required product terms can increase if there are more than two
levels of the categorical moderator, or if both the relationship
between X and the mediators and the relationship between
the mediators and Y differ between groups. In the multi-
group analysis, however, the group differences can be specified
and tested without increasing the number of variables in the
model.

In conclusion, when the data are from more than one
distinctive group, we recommend that researchers first examine
parameter estimates (including variance parameters) in each
group with no restriction before choosing to adopt single-
group analysis. For testing the group difference in the indirect
effect in multi-group analysis, the likelihood ratio test is more
powerful than Wald test, with Type I error rate close to the
desired level. For confidence intervals of the group difference
in the indirect effect, bias-corrected bootstrap confidence
intervals were more powerful and more balanced than the
percentile bootstrap and Monte Carlo confidence intervals, but
at the cost of higher Type I error rates and lower coverage
rates. For the simple indirect effect in each group, bias-
corrected bootstrap confidence intervals were more powerful
than the percentile bootstrap and Monte Carlo confidence
intervals, but again the Type I error rates were higher with
bias-corrected bootstrap confidence intervals. Taken together,
we recommend the likelihood ratio test along with the
percentile or Monte Carlo interval estimates for the group
difference in the indirect effect. We recommend the percentile
or Monte Carlo interval estimates for the simple indirect
effect.
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To construct CFA, MCFA, and maximum MCFA with LISREL v.8 and below, we provide

iMCFA (integrated Multilevel Confirmatory Analysis) to examine the potential multilevel

factorial structure in the complex survey data. Modeling multilevel structure for complex

survey data is complicated because building a multilevel model is not an infallible

statistical strategy unless the hypothesized model is close to the real data structure.

Methodologists have suggested using different modeling techniques to investigate

potential multilevel structure of survey data. Using iMCFA, researchers can visually

set the between- and within-level factorial structure to fit MCFA, CFA and/or MAX

MCFA models for complex survey data. iMCFA can then yield between- and within-level

variance-covariance matrices, calculate intraclass correlations, perform the analyses and

generate the outputs for respective models. The summary of the analytical outputs

from LISREL is gathered and tabulated for further model comparison and interpretation.

iMCFA also provides LISREL syntax of different models for researchers’ future use.

An empirical and a simulated multilevel dataset with complex and simple structures in

the within or between level was used to illustrate the usability and the effectiveness of

the iMCFA procedure on analyzing complex survey data. The analytic results of iMCFA

using Muthen’s limited information estimator were compared with those of Mplus using

Full Information Maximum Likelihood regarding the effectiveness of different estimation

methods.

Keywords: multilevel structural equation modeling, confirmatory factor analysis, complex survey data, Lisrel,

Mplus, maximum model

INTRODUCTION

Confirmatory Factor Analysis (CFA) has been widely utilized to examine the factorial structure
of measures/scales in behavioral, sociological, educational, and organizational fields (Thompson,
2004; Kaplan, 2008; Kline, 2016). Researchers utilize CFAs to examine the reliability and validity
of the underlying structure of test items and the theoretical constructs (Raykov, 2004; Raykov
and Marcoulides, 2006; Geldhof et al., 2013). A fundamental assumption of the CFA analysis is
that the responses from participants are independently and identically distributed (Bollen, 1989;
Kaplan, 2008; Kline, 2016). However, the independence assumption can hardly be met for the
survey dataset in the empirical studies. For instance, in educational and organizational research,
we might utilize the complex survey sampling strategy (e.g., multistage sampling, cluster sampling,
etc.) to collect the responses of an individual or lower sampling unit, which are nested within
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between-level clusters/groups (Stapleton, 2006, 2008; e.g., Wu
et al., 2014; Wu, 2017). Within this context, participants in
the same group with the same cluster information might
yield more homogenous responses than those in different
groups (Bovaird, 2007). Using the CFA without considering the
dependent/multilevel structure in the complex survey data will
result in biased parameter estimates and erroneous standard
error estimates as well as inconsistent statistical inferences of the
analytic results (Muthén and Satorra, 1995; Stapleton, 2008; Wu
and Kwok, 2012; Wu et al., 2017).

In order to examine the multilevel factorial structure of
complex survey data, various CFA techniques have been
proposed, such as the model-based approach (Multilevel CFA,
MCFA, e.g., Muthén, 1991; Hox, 1993; Mehta and Neale, 2005)
and the maximummodel in CFA (MAXCFA, e.g., Ryu andWest,
2009; Wu and Kwok, 2012). The MCFA builds up a hierarchical
statistical model corresponding to the multilevel structure of the
complex survey data, so that the within-cluster and between-
cluster model parameters can be separately and freely estimated
(Muthén and Satorra, 1989). MAX MCFA is a special case of
MCFA (Ryu and West, 2009; Wu and Kwok, 2012), which is
usually considered as a partially saturated model during the
process of building up a valid MCFA model (Hox, 2010). When
using the maximum modeling strategy, researchers build up a
MCFA model with a saturated between-level and a hypothesized
within-level model. By doing so, all the unique elements of the
variance-covariance matrix in the between-level will be estimated
with the consumption of all the available degrees of freedom.
Therefore, the saturated and just-identified between-level model
contributes nothing to the fitting function (Hox, 2010), which
allows us to diagnose the misspecification of the within-level
model with the level-specific model-fit information (Ryu and
West, 2009). These two approaches have been shown to yield
consistent parameter estimates and statistical inferences as the
population multilevel model (Wu and Kwok, 2012). However,
modeling the multilevel structure of complex survey data is more
complicated and requires more advanced statistical techniques
and specific computer software.

The purpose of this study is threefold. First, the study intends
to provide an integrated software for flexible multilevel modeling
with Lisrel v.8 and below. Second, we investigate the performance
of CFA, MCFA, and MAX MCFA in analyzing multilevel data
with a complex within and simple between structure1 as well
as a complex between and simple within structure. Third, we
compare analysis results for the three modeling techniques using
Muthen’s limited information estimator (MUML in iMCFA)
and Full Information Maximum Likelihood (FIML in Mplus).
A review of literature on different ways of multilevel model
construction and constraints of the current SEM software was
provided, followed by the demonstration of iMCFA (i.e., the
integrated Multilevel Confirmatory Analysis program).

Multilevel Model Construction
Researchers have constructed MCFA models in two major
approaches. For the first approach, they separated the

1In this study, we refer simple structure CFA as the model with one factor, and

complex structure CFA as the model with more than one factors.

level-varying covariance components from total covariance
structures and used the level-specific covariance component to
build the specific-level models (Muthén, 1994; Yuan and Bentler,
2007). For the second approach, they used the maximum model
(or the unrestricted/saturated model) as the baseline to construct
the between-level model with theoretical evidence (Yuan and
Bentler, 2003; Stapleton, 2008; Hox, 2010).

The basic idea of MCFA is to decompose the total variance-
covariance matrix, 6T , into between-level variance-covariance
(V-C) matrix, 6B, and within-level V-C matrix, 6W . Assuming
ygi is the observed variables for participant i within cluster g, the

total V-C matrix 6T = Var
[

ygi

]

. The corresponding between-

andwithin-level V-C components will be orthogonal and additive
(Searle et al., 1992; Muthén, 1994). Same score decomposition
can be performed for the observed complex survey sample data,
and the resulted sample V-C matrix can be shown as,

ST = SB+SW

where SB and SW are the level-varying V-C estimators to their
population counterparts, 6B and 6W, respectively (Muthén,
1994; Hox, 2002; Hox and Maas, 2004; Heck and Thomas,
2008). With the variance-covariance matrix decomposition,
Muthén (1989, 1990) presented an a partial Maximum likelihood
estimation method, also named MUML (Muthén’s limited
information estimator). In MUML, two variance-covariance
matrices of different levels are constructed as

ST = SB,MUML+SPW,MUML (1)

Consider a multilevel dataset with the sample size of N,
i.e., on average Ng participants nested within respective G
groups. The above three variance-covariance matrices are
defined as

ST =
1

N − 1

G
∑

g = 1

Ng
∑

i = 1

(

ygi − y
) (

ygi − y
)′

SPW,MUML =
1

N − G

G
∑

g = 1

Ng
∑

i = 1

(

ygi − yg

) (

ygi − yg

)′

SB,MUML =
1

G− 1

G
∑

g = 1

(

yg − y
) (

yg − y
)′

(2)

where the grand mean y = 1
N

G
∑

g = 1

Ng
∑

i = 1
ygi and group mean of gth

group yg =
1
Ng

Ng
∑

i = 1
ygi.

In Equation (2), Muthén showed that the pooled within-
level observed variance-covariance matrix SPW,MUML is the
consistent and unbiased estimator to 6W, and the scaled
between-level observed variance-covariance matrix SB,MUML is
the consistent and unbiased estimator to 6W + c6B, where c =

(N (G− 1))−1

(

N2 −
G
∑

g
n2g

)

is close to the averaged group size.

Frontiers in Psychology | www.frontiersin.org March 2018 | Volume 9 | Article 251238

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Wu et al. Using iMCFA on Complex Survey Data

In a balance design (i.e., all between-level units have the same
group size), MUML is the same as the original unbiased ML
estimator. But in an unbalance design, MUML is the simplified
version of quasi-ML estimationmethod (Varin and Vidoni, 2005)
and only uses a common group size, c, as the weighting scalar of
the between-level variance component in the likelihood function,
that is,

FMUML

(

6, 6̂
)

= FMUML

(

S, 6̂
)

= G
{

ln
∣

∣

∣
6̂W + c6̂B

∣

∣

∣

+ tr

(

(

6̂W + c6̂B

)−1
SB

)

− ln |SB| − p

}

+ (N − G)

{

ln
∣

∣

∣
6̂W

∣

∣

∣
+ tr

(

6̂
−1

W SPW

)

− ln |SPW| − p
}

(3)

MUML is also called as limited information or quasi-maximum
likelihood estimation because it assumes that all groups have
equal group size, even though they may not. Researchers can use
the MUML in Mplus (Muthén and Muthén, 1998-2017) with the
routine of “ESTIMATOR=MUML.”

Due to the limitation of conductingMCFA analyses in LISREL
v.8 and below, we can decompose the between- and within-
level variance-covariance structures shown in Equation (2).
One nice feature about MUML is that researchers can use
the multi-group analysis routine provided in various SEM
programs to conduct the multilevel CFA analysis. Researchers
need to separate the original data into two groups: the between-
level group with between-level V-C matrix SB,MUML and group
number G, and the within-level group with within-level V-
C matrix SPW,MUML with sample size N-G. The multilevel
data can then be analyzed with the multi-group routine.
The detailed steps of this process is provided in Heck and
Thomas (2008) and Muthén (1994). Compared with Full-
information Maximum Likelihood estimator (FIML, Arbuckle,
1996; Mehta and Neale, 2005), MUML is simpler in computing
the parameter estimates while FIML is computationally heavier
as the size of sub-groups increases. Muthén and Satorra (1995)
concluded that MUML generally performs equally well as
FIML in various conditions; however, Hox and Maas (2004)
showed FIML has more accurate parameter estimates than
MUML does. We will check the analytical result consistency
between iMCFA using MUML and Mplus using FIML with
unbalanced- and balanced-design2 samples in the provided
scenarios.

Multilevel SEM Modeling Software
With the advance of software packages, researchers now are
more comfortable to build up multilevel models in their
research practice (Hox, 2010; for comprehensive review of
available software and packages, please refer to Goldstein, 2010;
Snijders and Bosker, 2011). For example, an newly developed R
package, xxM (Mehta, 2013), can be used to estimate multilevel
SEM models featuring complex level-dependent data structures.
The xxM is based on OpenMx (Boker et al., 2017) and a

2Balanced-design samples refer to equal sample size with respect to each group,

whereas unbalanced-design samples refer to varying sample sizes in groups.

framework called n-Level Structural Equation Modeling (NL-
SEM, e.g., Ryu and Mehta, 2017) which allows specifying
multilevel models with observed and latent variables. Mplus
(Muthén and Muthén, 1998-2017) and LISREL (Jöreskog et al.,
2001) are commonly used structural equation modeling software
for MCFAs. Researchers can use those software to examine
the level-varying factorial structures, and simultaneously test
different-level hypotheses (Muthén, 1994) with distinct model
specifications. These programs present the overall model fit
test statistics and fit indices with the provided multilevel SEM
routines (e.g., TYPE = TWOLEVEL in Mplus), which cannot
reveal possible misfit in respective levels. Instead, researchers
can use partially saturated model (e.g., MAX MCFA in this
study) or adjust the multi-group comparison approach (Muthén,
1994; Yuan and Bentler, 2007) to obtain level-specific model
fit indices and test statistics in any SEM software. However,
the programming of multilevel modeling practice would be
intimidating to some researchers. Moreover, researchers can
only specify the MCFA model with the same between- and
within-level structure with Lisrel v.8 and below using SIMPLIS
syntax via multi-group comparison (Jöreskog and Sörbom,
2004). To perform a MCFA with different factorial structures
in the between and within level, researchers had to apply
the LISREL syntax with matrix specification. Although the
SURVEYGLIM procedure can be used to obtain the between-
level and within-level covariance matrices after LISREL v.8.3
(Jöreskog et al., 2001), constructing MCFA using LISREL is still
a daunting task which requires statistical computing operation
in a multi-group comparison setting and LISREL coding in a
matrix form.

Therefore, with the above-mentioned issues, researchers are
in need of an effective and flexible multilevel modeling software
which allows result comparison among competing models for
optimal model selection.

Modeling Multilevel CFA Models Using
iMCFA
Methodologists have provided suggestions and guidelines for
constructing multilevel SEM models. Muthén (1994) proposed
a stepwise procedure for multilevel model construction. He
suggested that, in lack of model fit test and indices result
for conventional CFA model, researchers should compute
the intraclass correlation (ICC) measures for complex survey
data. If the ICC value is nonzero or larger than certain
thresholds (Muthén, 1994; Hedges and Hedberg, 2007; Hox,
2010), researchers should then build the multilevel model
with respective within- and between-level structures. Hox
(2002) suggested to compare the overall model-fit χ2 test
statistics of the one-level CFA (i.e., the null model) and of
the independent MCFA (i.e., the MCFA with only variance
estimates of between-level indicators and a hypothesized within-
level model) with the saturated MCFA (i.e., MAX MCFA) as
the first step to decide whether researchers should move on to
establish a MCFA. Still other researchers (Yuan and Bentler,
2007; Ryu and West, 2009) provided level-specific model fit
test statistics and fit indices to detect possible between level
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variation and potential model miss-specifications at respective
levels.

The above-mentioned studies involved the design of the
balanced synthetic dataset under the segregating approach (Yuan
and Bentler, 2007) or the partially saturated model approach
(Ryu andWest, 2009) to capitalize on the importance of building
adequate models with respective to the different level structures
in analyzing the complex survey data. Constructing multilevel
modeling according to the complex sampling design of the
survey data could prevent erroneous inferences on the parameter
estimates (Muthén, 1994; Yuan and Bentler, 2007), especially
under a scenario with level-varying structures, in which the
factor structure at the between level is different from that at
the within level (Wu and Kwok, 2012). Besides, the precision of
the inference of the relationship between items and factors, the
scale reliability of constructs, and the variance explained of items
would also be secured if we specify adequate multilevel models
on the survey data (e.g., Raykov, 2004; Raykov and Marcoulides,
2006; Geldhof et al., 2013). Thus, we provide iMCFA using Lisrel
v8.8 or below to help researchers build up valid multilevel models
and to obtain ICC, variance-covariance matrix for separate level,
and tabulated model comparison results on different modeling
strategies3.

In this study, we provide a general three-step procedure to
construct a valid MCFA for complex survey data with level-
varying structures and included the comparison of fit statistics
and indices among three competing models for more precise
model construction using iMCFA. At the first step, researchers
should evaluate the model fit information of CFA as well as
the congruency of the within-level parameter estimates between
CFA and MAX MCFA. If CFA demonstrates bad overall model
fit information or produces incongruent parameter estimates
(especially the random effect estimates, e.g., factor variance or
indicator residual variance) to the within-level of MAX MCFA,
this is a strong message of potential between-level variation
and level-varying structures. Next, researchers should focus on
specifying within-level model using MAX MCFA by referencing
to the model-fitχ2 statistic and fit indices. After the within-
level model is set, researchers can then proceed to construct a
valid between-level model using MCFA based on the between-
level model fit information at the third step with theoretical and
empirical supports. An integrated MCFA program (iMCFA) is
provided to manage the dataset and to perform the one-level
CFA, MAX MCFA, and MCFA with Lisrel v.8 and below, which
can aid the process of model selection and comparison. Two
unbalanced and balanced datasets with level-varying structures
(Study 1: the empirical unbalanced family IQ dataset with
simple between and complex within structure; Study 2: the
simulated balanced dataset with complex between and simple
within structure) were used to illustrate the effectiveness and
efficiency of the proposed approach and tool in building a valid
MCFA model.

3Users could utilize the generated V-C matrices and the modeling syntax from

iMCFA in LISREL v. 9 to request for the analytical result and the diagram.

However, due to major changes on the shell commands of LISREL v.9, the current

procedure cannot be directly applied on LISREL 9 and its later versions.

METHODS

We developed iMCFA to perform CFAs for complex survey
data. The program is written in c++/CLI (Common language
interface) in Microsoft Visual Studio 2012 (Microsoft Co. Ltd.).
Researchers can use iMCFA to set the between- and within-
level CFA models according to the theories and experiences,
and to perform MCFA, CFA and/or MAX MCFA. Besides the
computation of the level-varying variance-covariance matrices
and automatic generation and execution of LISREL syntax,
iMCFA will tabulate the results among the three competing
models for further statistical decision making.

Performing CFA Analyses Using iMCFA
The snapshot of user interface of iMCFA is shown in Figure 1.

The interface of iMCFA is divided into three main phases,
Phase 1: Data preparation, Phase 2: Model specifications and
ICC calculation, and Phase 3: Syntax generation and Analyses
execution. In the first phase, users need to specify the folder
of LISREL program in Step (1), which contains LISREL∗.exe,
LisWin32.exe, and multilev∗.exe, the folder of dataset file in Step
(2) and the folder to save the generated syntax in Step (3).
The default input data format for iMCFA is the LISREL data
format (∗.psf). Besides study variables, the imported dataset must
include a Cluster ID variable and a Case ID variable, which
identify the between-level and within-level sample units. The
dataset should be sorted ascendingly according to Cluster ID and
Case ID. iMCFA provides a tool to generate the Case ID variable.
This tool can also convert the dataset from pure text format
(∗.dat) into LISREL data format (∗.psf). The project name in Step
(4) will be used as the prefix in the file name of all generated files,
including the files of syntax, output, and variance-covariance
matrix of variables. In Step (5), users have to specify a value of
missing data (the default value will be−999999) to complete the
data preparation phase.

In Phase 2 ofmodel specification, Step (6) required researchers
to specify the between- and within-level CFA structures. Users
can add or remove latent and manifest variables after the data
are read in. The variable labels can be edited and should be less
than seven characters. After completing the above steps, click the
‘Get ICC’ button at Step (7) to do the ICC analysis and save
information of sample size, cluster number, cluster size c, and
variance-covariance matrix SPW, SB, SB,MUML and ST for the
following analyses. At Step (8), the iMCFA gathers and saves all
the matrices and values into the database for the following MAX
MCFA, CFA, and MCFA analyses. For experienced researchers,
these matrices can be used to conduct the multilevel analysis
using any analytical programs with the distinct level-varying
covariance matrices.

At Step (9) of Analysis and Syntax Phase 3, researchers
can execute MAX MCFA, CFA, and MCFA separately. For
MAX MCFA models, the within-level structure is based on
the specification of the within-level model at Step (6), and the
between-level structure is saturated, meaning all the between-
level indicators are inter-correlated. For CFA models, the one-
level structure is based on the specification of within-level model

at Step (6). Researchers can specify MCFA model with unequal
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FIGURE 1 | Snapshot of iMCFA interface with an example of two-level CFA model with one factors at between level and two factors at within level.

between- and within-level structures using iMCFA. For example,
we specify aMCFAmodel (shown in Figure 2) with one between-
level factor and two within-level factors. To correctly perform the
MCFA, researchers need to keep the order and the number of
items the same in between- and within-level model specified at
step (6).

LISREL syntax for three models will be generated and

executed after clicking the buttons of “Get MAX MCFA,” “Get
CFA,” and “Get MCFA.” The model goodness-of-fit test statistics

and indices and parameter estimates will be retrieved from
the output at this step. The syntax will be presented in the

bottom-right text box. For convenience, users can click the
“Open in LISREL” button to execute the corresponding syntax
in LISREL, which can generate the analytic result and the model

diagram.
On the top of the panel, researchers can request the tabulated

analysis results by clicking tabs of “Model fit statistics” and
“Parameter Est.” The Model fit statistics tab shows the fit

test statistic and fit index information for three models. The

Parameter Est. tab summarizes the estimates of factor loadings,
residual variances of each item, and the covariances among latent

factors for three models. Researchers are allowed to save these
tables in a text file, which can be found in the same folder of
syntax files.

In the following sections, we used two datasets to demonstrate
iMCFA, one was a family IQ dataset (famdataIQ.psf, Hox, 1993,
2010) and the other was a simulated dataset (simMCFA.psf,
Wu and Kwok, 2012). The commonly-used criteria of model fit
indices were used to assess the goodness of fit of the proposed
models to the dataset.

Study 1: Empirical Unbalanced Dataset
With Simple Between and Complex Within
Structure
Data Description
The empirical dataset (famdataIQ.psf) is from the dissertation
study of Van Peet (1992) which also appeared in Hox (1993,
2010). Data were collected on 400 children nested within 60
families with a minimum 4 and maximum 12 children in each
family (M = 6.67). The instrument used was the Groninger
Intelligent Test (GIT) which consisted of six subtests, including
wordlist, laying cards, matrices, hidden figures, naming animals,
and naming occupations. Strong correlation among members
in a family were expected because intelligence is assumed to
be greatly influenced by heredity and environments. Scores on
the six subtests for this hierarchical data were then divided
into family level and individual level variables. According to
Hox (1993), there was a common factor in the family level
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FIGURE 2 | MCFA model with 1 factor at between level and 2 factors at within level for FamdataIQ dataset.

FIGURE 3 | LISREL illustration of MAX MCFA model on FamdataIQ dataset.

due to shared genetic and environmental influences while in
the individual level two separate factors existed to explain the
idiosyncrasy in each individual’s intelligence.

Model Specification
The famdataIQ.psf involved eight variables: family id, user
id, wordlist (wordst), laying cards (cards), matrices (matrix),

hidden figures (figure), naming animals (animal), and naming
occupations (occpat). We constructed two factors (f1 and f2) in
the within level and one factor (B_f1) in the between level based
onHox (1993). In the within level, wordst, cards, andmatrix were

loaded on f1, while figure, animal, and occpat were loaded on f2.
In the between level, all six items were loaded on B_f1 as shown
in Figure 2.
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FIGURE 4 | LISREL illustration of MCFA model on famdataIQ dataset.

Result for Study 1

Three modeling techniques in iMCFA were applied to analyze
the family IQ dataset. All models had adequate model-fit test
statistic and fit indices for the data with unequal family- and

individual-level structure (e.g., for MCFA, χ2 = 7.920 with
df = 9, CFI = 1.000, RMSEA < 0.001, SRMR = 0.012; for

MAX MCFA, χ2 = 8.027 with df = 8, CFI = 1.000, RMSEA
= 0.004, SRMR = 0.022; for CFA, χ2 =10.241 with df = 8,
CFI = 0.999, RMSEA = 0.027, SRMR = 0.016;). The ICCs
for six indicators were larger than 0.369 (as shown in Table 1),
which indicated potential between-level variation and the need to

use multilevel CFA techniques (Hox, 2010). The path diagrams
with analytical result of MCFA and MAX CFA are illustrated
in Figure 3, 4. The results of MCFA confirmed the existence
of a general between-level intelligence construct, which could
explain the influence of heredity and environment in a family.
The three modeling techniques exhibited a 2-factor structure
in the within-level model representing the idiosyncrasies in
each individual’s intelligence (Van Peet, 1992; Zimprich and
Martin, 2009). We then compared the performance of these three
modeling techniques on this complex survey dataset.

The analysis result of three modeling techniques was tabulated
in Table 2. The MAX MCFA model yielded similar model
evaluation result and parameter estimates as the MCFA in
the within level. However, when CFA was applied on this
family dataset, the factor loading estimates were statistically
different from those of the MAX MCFA model or MCFA [e.g.,
λ̂MCFA
occupats,W_IQ2 = λ̂MAX

occupats,W_IQ2 = 0.901, vs. λ̂CFAoccupats,W_IQ2 =

1.071, t(df) = 1.99(798), p = 0.046]. The relative difference of
factor loading estimates for CFA compared to the MAX MCFA
and MCFA ranged from −6.18 to 15.87%, which could be
considered as a moderate to substantial difference (Flora and
Curran, 2004). This level of incongruence between parameter

TABLE 1 | ICC and R2-values of indicators of three models for FamdataIQ

dataset (N = 400, G = 60).

Wordst Cards Matrix Figure Animal Occpat

ICC 0.399 0.408 0.369 0.374 0.419 0.503

R2_MCFA

Individual-level 0.614 0.651 0.589 0.588 0.678 0.596

Family-level 0.885 0.874 0.781 0.787 0.937 0.880

R2_ CFA 0.735 0.733 0.657 0.649 0.789 0.737

R2_MAX CFA 0.614 0.651 0.589 0.588 0.678 0.596

estimates of CFA and MAX MCFA might indicate the necessity
of constructing a multilevel model with level-varying structures
for this dataset.

As for the random effect estimate, CFA generated an overall
estimate of factor variance, which was roughly the summation
of the family- and individual-level variance components (e.g.,
9CFA

wordst
= 7.131 equals 9MCFA

wordst,W
= 6.228 plus 9MCFA

wordst,B
=

1.024) and the MAX MCFA yielded consistent individual-level
factor variance to the MCFA (e.g., 9MCFA

wordst,W
= 9MAX

wordst,W
=

6.228). However, CFA tended to generate inflated R2 for the
within-level indicators compared to MCFA and MAXMCFA.

We also compared the parameter estimates of three proposed
CFA modeling techniques using iMCFA with MUML variance
decomposition and those obtained from Mplus 6.11 with FIML
estimation (as shown in Table S.1 in the Appendix). For the
parameter estimates in the within-level model, the averaged
relative bias was 0.022% (SD = 0.543%) for MCFA, 0.040% (SD
= 0.126%) for MAXMCFA, and 1.037% (SD= 1.827%) for CFA.
The relative bias of estimates between these two programs for
multilevel CFAs could be deemed as trivial (Flora and Curran,
2004).
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TABLE 2 | Three CFA models of empirical famdataIQ dataset. (N = 400, G = 60).

MCFA CFA MAX MCFA

Chi-square (df) 7.920(9) 10.241(8) 8.027(8)

CFI 1.000 0.999 1.000

RMSEA 0.000 0.027 0.004

SRMR 0.012 0.016 0.022

Est. SE Est. SE Est. SE

INDIVIDUAL LEVEL

W_IQ1 by

wordlist 1 1 1

cards 1.001*** 0.069 0.979*** 0.049 1.001*** 0.069

matrices 0.962*** 0.068 0.906*** 0.048 0.962*** 0.068

W_IQ2 by

figures 1 1 0 1 0

animals 1.026*** 0.071 1.093*** 0.056 1.026*** 0.071

occupats 0.901*** 0.064 1.071*** 0.056 0.901*** 0.064

Cov(W_IQ1,W_IQ2) 3.721*** 0.658 12.622*** 1.344 3.721*** 0.658

Var(W_IQ1) 9.918*** 1.173 19.755*** 1.937 9.918*** 1.173

Var(W_IQ2) 9.724*** 1.179 17.136*** 1.828 9.724*** 1.179

RESIDUAL VAR

wordlist 6.228*** 0.677 7.131*** 0.799 6.228*** 0.677

cards 5.335*** 0.637 6.881*** 0.768 5.355*** 0.637

matrices 6.414*** 0.659 8.483*** 0.800 6.414*** 0.659

figures 6.824*** 0.696 9.286*** 0.840 6.824*** 0.696

animals 4.859*** 0.625 5.489*** 0.703 4.859*** 0.625

occupats 5.358*** 0.556 7.016*** 0.757 5.358*** 0.556

FAMILY LEVEL

B_IQ by

wordlist 1

cards 0.985*** 0.083

matrices 0.831*** 0.080

figures 0.878*** 0.109

animals 1.050*** 0.113

occupats 1.091*** 0.118

Var(B_IQ) 9.677*** 1.797

RESIDUAL VAR

wordlist 1.024ns 0.760

cards 1.449* 0.728

matrices 1.947* 0.767

figures 2.161** 0.813

animals 0.495 ns 0.662

occupats 1.763* 0.759

p < 0.05*, p < 0.01**, p < 0.001***.

χ2, Chi-square value; df, Degrees of freedom; CFI, Comparative fit index; RMSEA, Root

mean square error of approximation; SRMR, Standardized root mean square residual. The

normal font denotes the fixed effect and intercept estimate; the italic denotes the random

effect estimate.

Study 2: Simulated Balanced Dataset With
Complex Between and Simple Within
Structure
Data Description
The simMCFA.psf involved nine indicators (V1 to V9). In the
population model, all nine indicators were loaded on one factor
(W_f1) at the within level and three factors (B_f1, B_f2, and
B_f3) at the between level. This simulated balanced dataset was

generated using Monte Carlo procedure of Mplus 6.11 with
10,000 observations nested within 50 groups (i.e., each group had
200 participants). All factor loadings were set at 0.80, and the
residual variances of outcome variables were fixed at 0.36 in both
within- and between-level models. Moreover, covariances among
three between-level latent factors were fixed at 0.30. The ICCs in
Table 3 for nine indicators were larger than 0.388. The detailed
settings of the true model with cross-loaded factor loadings could
be referred to scenario 3 in Wu and Kwok (2012).

Result for Study 2
The same three modeling techniques with a simple structure
in the within level were applied for the simulated dataset.
The analysis results were tabulated in Table 4. Furthermore,
we also constructed a misspecified MCFA with one factor in
both between- and within-level model, that is, the between-
level model did not confirm to the true three-factor structure.
Likewise, the correctly-specified MCFA and MAXMCFAmodels
yielded similar model evaluation results and parameter estimates;
however, CFA yielded inadequate overall model-fit test statistic
and fit indices (For CFA, overall χ2 = 12699.87 with df = 27,
CFI = 0.881, RMSEA = 0.217 SRMR = 0.090; For MAX MCFA,
within-level χ2 = 26.089 with df = 27, CFI = 1.000,
RMSEA < 0.001, SRMR = 0.003; For MCFA, the between-level
χ2 = 824.5 with df = 24, CFI = 0.991, RMSEA = 0.058,
SRMR = 0.027). When the CFA was applied, the factor loading
estimates deviated from those of the MCFA and the MAXMCFA
[e.g., λ̂MCFA

V5,f 1
= 0.802 and λ̂MAX

V5,f 1
= 0.802 vs. λ̂CFA

V2,f 1
= 0.603,

t(df) = 15.63(19998), p < 0.001], and the relative bias of factor
loading estimates for the CFA comparing to the MCFA and
MAX MCFA ranged from −38.47 to 1.20%, which could be seen
as trivial to substantial differences (Flora and Curran, 2004).
Both the model lack-of-fit information and the incongruence
of parameter estimates inform the need of further multilevel
modeling with level-varying structures. Researchers can use
maximum modeling techniques with the within-level model
goodness-of-fit tests and indices to construct a valid within-level
model, and proceed to use MCFA with the respective between-
level model-fit information to have a valid between-level model.

Comparing the correctly- and miss-specified MCFAs, the
model-fit χ2 statistic indicated that the misspecified MCFA
model did not fit the data exactly, and the fit indices exhibited
more severe model badness-of-fit result (For misspecified MCFA
on the left hand side of Table 4, CFI = 0.931, RMSEA = 0.171,
and SRMR = 0.204). With the valid within-level structure at
the MAX MCFA step, researchers can then build up several
competing MCFAs with different between-level models and
conduct the model comparison analyses with the aid of model-
fit χ2 and fit indices provided in the MCFA step of iMCFA to
select the proper multilevel model with statistical and theoretical
evidence.

CFA tended to generate smaller R2 for the within-level
indicators compared to the MCFA and MAX MCFA models
as shown in Table 3. We compared the parameter estimates of
iMCFA with MUML and those of Mplus 6.11 with FIML (as
shown in Table S.2 in the Appendix). For the individual-level
model, the relative bias of MCFA, MAX MCFA, and CFA was
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TABLE 3 | ICC and R2-values of nine indicators of three models for simMCFA dataset.

V1 V2 V3 V4 V5 V6 V7 V8 V9

ICC 0.516 0.516 0.535 0.487 0.388 0.484 0.353 0.470 0.456

R2_MCFA

Within-level 0.642 0.641 0.636 0.637 0.640 0.638 0.633 0.635 0.639

Between-level 0.737 0.675 0.783 0.639 0.675 0.420 0.662 0.593 0.818

R2_ CFA 0.616 0.577 0.601 0.468 0.439 0.372 0.424 0.421 0.434

R2_ MAX_MCFA 0.642 0.641 0.636 0.637 0.640 0.638 0.633 0.635 0.639

very close to zero. Indicating the parameters estimates generated
by the MUML were consistent with those generated by the FIML
estimator.

DISCUSSION AND CONCLUSION

In order to reduce the complexity of using multilevel CFA
techniques, we provided the iMCFA program as an integrated
tool to manage three most commonly-used CFA modeling
techniques, namely regular CFA, MAX MCFA, and MCFA,
on a user-friendly interface to analyze complex survey data
with LISREL v.8 and below. The capacity to specify level-
varying structures is fundamental to ensure the accuracy of
analytical results in various CFA analyses with complex survey
dataset. Failing to build up a model conforming to the true
multilevel data structure may lead to erroneous analytical
results and incorrect conclusions (Wu and Kwok, 2012).
Even with the advance of the analytical software on analyzing
various SEM models, it is difficult for researchers to specify
MCFA models with level-varying structures with the supports
of model-fit test and fit indices. Specifically, there is still
not an efficient function in these programs to compare the
adequacy of different modeling techniques simultaneously on
the multilevel data. In this study, we used the iMCFA program
to compare the performance of MCFA, miss-specified MCFA,
MAX MCFA and CFA on two different datasets (one empirical
unbalanced and one simulated balanced dataset) considering
their level-varying structure and balanced/unbalanced
design.

The different analytical results of CFA compared with the
MAX MCFA technique may indicate a potential between-level
structure in the dataset. In the illustrations, we demonstrated that
when the relative bias of within-level factor loading estimates
of CFA and MAX MCFA was moderate to substantial (Flora
and Curran, 2004), there could be level-varying structures in
the complex survey data. For the multilevel dataset with level-
varying structures, CFA generated conflated parameter estimates
of fixed and random effects with overall variance-covariance
matrix along with the inconsistent standard error estimates.
Besides, due to the conflated estimates in the one-level modeling,
the variance explained measures (e.g., R2) of CFA were different
from the outputs of MCFA and MAX MCFA (Wu and Kwok,
2012; Geldhof et al., 2013; Wu et al., 2017). For a complex survey
dataset, the association between the R2 generated by regular CFA
and the R2 measures in respective between- and within-levels by
MCFA models warrants future simulation and/or mathematical
investigations.

With level-specific variance components, MCFA could only
generate consistent results when the analytical model is close
to the true multilevel structures in both between- and within-
level models simultaneously; while with a saturated between-level
model, MAX MCFA model could be utilized to construct the
individual model consistent with the within-level structure of
the true multilevel model. If researchers and practitioners fail to
use modeling techniques that are congruent with the multilevel
structure of the complex survey data, they should exert caution
in interpreting or making inferences from a regular CFA and
MCFA. Instead, researchers would benefit from the use of MAX
MCFA model offered in iMCFA in dealing with the complex
survey data. If researchers are interested in only the research
question about the within-level model, they should use the result
fromMAXMCFA analysis to draw a conclusion for the variation
of within-level sampling units.

If researchers aim to answer research questions concerning
different levels of the dataset, they could start with a MAXMCFA
model to build an optimal within-level model. Next, they could
go further to specify their between-level structure using MCFA
to capture the between-level variation in their complex survey
dataset (Hox, 2002). The model-fit information are indicators of
the quality of hypothesized between-level model.

To complete the above-mentioned steps for building up an
adequate multilevel CFA model, researchers or practitioners can
use iMCFA to conduct multilevel CFA with equal or unequal
between- and within-level structures in an effective and efficient
way. They can use the tabulated analytical results provided by
iMCFA to compare the performance of the three modeling
techniques and to select the optimal model for statistical
inference. Researchers can further use the generated LISREL
syntax to request model diagrams and perform more detailed
and advanced analyses in LISREL v.8 and below. The generated
LISREL syntax of the MAX MCFA model and the MCFA for
familyIQ dataset is provided in the Appendix.We also performed
the equality check for the analytical result of iMCFA with
the proposed algorithm. The within-level fixed-effect parameter
estimates of target model generated by iMCFA were consistent
with Mplus4, which is one of the most commonly used SEM
software.

4In study 2, the simulation dataset was generated in Mplus with FIML estimation.

The analytical result were congruent in the within-level fixed-effect estimates

between two programs. The noticeable differences between some of the between-

level fixed- and random-effects (in Table S.2) would result from the different

estimation methods. More simulation studies with comprehensive experimental

designs should be conducted to thoroughly investigate the performance of different

modeling techniques, estimation methods, and statistical programs on analyzing

complex survey data.
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TABLE 4 | Fit information and parameter estimates of hypothesized and misspecified models on dataset.

MCFA MISS MCFA CFA MAX MCFA

Chi-square (df) 824.499(24) 7897.358(27) 12699.87(27) 26.089(27)

CFI 0.991 0.931 0.881 1.000

RMSEA 0.058 0.171 0.217 0.000

SRMR 0.027 0.204 0.090 0.003

Est. SE Est. SE Est. SE Est. SE

WITHIN LEVEL

W_f1 by V1 0.800 — 0.800 — 0.800 — 0.800 —

V2 0.799 0.009 0.799 0.009 0.774 0.010 0.799 0.009

V3 0.792 0.009 0.792 0.009 0.801 0.010 0.792 0.009

V4 0.791 0.009 0.791 0.009 0.673 0.010 0.791 0.009

V5 0.802 0.009 0.802 0.009 0.603 0.009 0.802 0.009

V6 0.794 0.009 0.794 0.009 0.599 0.010 0.794 0.009

V7 0.798 0.009 0.798 0.009 0.576 0.009 0.798 0.009

V8 0.787 0.009 0.787 0.009 0.625 0.009 0.787 0.009

V9 0.798 0.009 0.798 0.009 0.633 0.009 0.798 0.009

Var(W_f1) 1.001 0.021 1.001 0.021 1.985 0.044 1.001 0.021

RESIDUAL VAR

V1 0.357 0.006 0.357 0.006 0.791 0.014 0.357 0.006

V2 0.358 0.006 0.358 0.006 0.872 0.015 0.358 0.006

V3 0.359 0.006 0.359 0.006 0.848 0.014 0.359 0.006

V4 0.358 0.006 0.358 0.006 1.020 0.016 0.358 0.006

V5 0.362 0.006 0.362 0.006 0.920 0.014 0.362 0.006

V6 0.358 0.006 0.358 0.006 1.205 0.018 0.358 0.006

V7 0.369 0.006 0.369 0.006 0.895 0.014 0.369 0.006

V8 0.356 0.006 0.356 0.006 1.066 0.016 0.356 0.006

V9 0.360 0.006 0.360 0.006 1.037 0.016 0.360 0.006

BETWEEN LEVEL

B_f1 by V1 0.800 — 0.800 —

V2 0.802 0.015 1.191 0.099

V3 0.879 0.017 1.075 0.092

B_f2 by V4 0.800 — 2.196 0.174

V5 0.601 0.019 1.557 0.122

V6 0.566 0.019 1.592 0.128

B_f3 by V7 0.800 — 1.894 0.199

V8 0.973 0.025 2.198 0.224

V9 1.139 0.031 2.496 0.250

Var(B_f1) 1.253 0.045 0.051 0.009

Cov(B_f1,B_f2) 0.552 0.031

Cov(B_f1,B_f3) 1.025 0.048

Var(B_f2) 0.305 0.022

Cov(B_f2,B_f3) 0.036 0.021

Var(B_f3) 0.538 0.029

Residual Var

V1 0.292 0.014 0.593 0.015

V2 0.347 0.014 0.620 0.016

V3 0.240 0.015 0.634 0.016

V4 0.270 0.018 0.400 0.015

V5 0.238 0.012 0.379 0.013

(Continued)
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TABLE 4 | Continued

MCFA MISS MCFA CFA MAX MCFA

V6 0.569 0.016 0.672 0.017

V7 0.193 0.011 0.195 0.011

V8 0.343 0.014 0.338 0.014

V9 0.149 0.016 0.199 0.014

(N of sample = 10,000 with Group Number = 50 and Group Size = 200).

All above parameter estimates are statistically significant at the level of p < 0.05.

χ2, Chi-square value; df, Degrees of freedom; CFI, Comparative fit index; RMSEA, Root mean square error of approximation; SRMR, Standardized root mean square residual. The

normal font denotes the fixed effect and intercept estimate; the italic denotes the random effect estimate. MCFA: the multilevel CFA model with one within-level factor and three between-

level factors as the population model of simulation dataset. MISS MCFA: the miss-specified multilevel CFA model with one within-level factor and one between-level factor. CFA: the

miss-specified CFA model with a uni-factor single-level structure. MAX MCFA: the multilevel CFA model with one within-level factor and saturated between-level structure.

In sum, when analyzing complex survey data with level-
varying structures, we recommend researchers in the applied
areas to use iMCFA to simultaneously perform their analyses with
the three proposedmodeling techniques. TheMAXMCFAmodel
answers research questions about the within-level sampling units,
and serves as the baseline for further MCFA construction in
response to the level-varying questions for both levels. The factor
scores of multilevel measurement analysis from iMCFA could
be incorporated in the structure model as the 2-step approach
(Anderson and Gerbing, 1988, 1992) to conduct the multilevel
SEM analysis. Our illustrations demonstrated that iMCFA can
help researchers in their empirical and theoretical study to
perform multilevel analyses on complex survey data.

System Requirement, Functionality, and
Future Development of iMCFA
iMCFA requires 15MB of hard disk space to store and has been
developed and tested on Windows 7/8/10 32 bits and 64 bits
operation systems with LISREL version v8.7 or v8.8 installed.
Executing time will vary depending on the complexity of users’
model. To consider the computation loading, for the current
version of iMCFA, we set the limit of the maximal number of
factors as 10, and the maximal number of items as 100.

The iMCFA tool focuses on integrating the functionalities with
respect to performing multilevel confirmatory factor analysis
with simple or complex structures. By default, iMCFA sets
the first indicator of each factor to be the marker variable
(e.g., the wordst for f1 and the figure for f2 in Figure 1).
Users could re-arrange the input sequence of variables to set
the markers. The current version allows only the indicators
of continuous scale. Users could set up missing flag in Phase
1 to mark the missingness. To utilize the MUML estimation
with multi-group comparison analysis in Lisrel, iMCFA uses the
pair-wise deletion for incomplete data to compose level-specific
variance-covariance matrices for the complex survey data. With
the assumption of Missing at Random (MAR), users can process
the incomplete dataset with multiple imputation procedure
(Little and Rubin, 1987; Enders, 2010) prior to the use of
iMCFA. Users can also revise the generated syntax of three
modeling techniques from iMCFA to utilize Full Information
Maximum Likelihood method (FIML, Arbuckle, 1996), the

default estimation method in Lisrel, for their incomplete raw
data with missing values. The equality constraints or fitting
multiple-group models are not allowed in the current version of
iMCFA.

The function to specify the factor loadings of cross-loaded
items and correlated item residuals, and the feature of parameter
comparisons with Wald test (Wald, 1943) and family-wise Type-
I error rate control among three models will be provided in
the following version. In addition, standard errors, t values,
and significance of corresponding parameters are not included
in the iMCFA tabulated output because the output focuses on
comparing the model fit of the three modeling techniques.
Nonetheless, researchers can use the generated syntax to request
the information from LISREL.

Though we applied iMCFA on various types of datasets and
models in this study, for more general cases of balanced or
unbalanced complex survey data with level-varying structures,
the performance of different estimation methods, the sensitivity
of level-specific model-fit test statistics and fit indices in
detecting lack-of-fit in multilevel CFA and SEM analysis
still need more investigation using simulation and empirical
approaches.
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