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Editorial on the Research Topic
Vertical coupling in the atmosphere-ionosphere-magnetosphere system

The Earth’s ionosphere, a partly ionized plasma layer in the upper atmosphere
extending from about 60 km to around 1,000 km, is not only a playground for many
fascinating phenomena such as the aurorae or plasma bubbles, but also affects many
technological systems: Ionosphere and Ionospheric perturbations affect the propagation of
electromagnetic waves (precision and reliability of GNSS, over the horizon radars, radio
communications), ionospheric currents cause changes in the geomagnetic field, leading to
geomagnetically induced currents that pose a risk to power line transformers.

Tonospheric plasma is primarily generated by ionizing solar radiation. However,
ionospheric dynamics and disturbances depend strongly on the interaction between the
solar wind and the Earth’s magnetosphere, which is tightly coupled to the ionosphere
through field-aligned currents, electric fields, etc. In addition, the ionosphere is strongly
linked to the neutral atmosphere, with which it partially merges and responds to processes
that take place below in the neutral atmosphere. In particular, during geomagnetically
quiet periods neutral atmosphere may account for 10%-15% of the ionospheric variability.
Atmospheric gravity waves, generated by a variety of processes in lower atmosphere, are
the key vertical coupling agent, transferring energy and momentum into middle/upper
atmosphere and ionosphere. Atmospheric thermal tides, both migrating and non-migrating,
are responsible for diurnal, semidiurnal and terdiurnal variabilities. There are also reports of
multi-day variabilities, matching the periods of various planetary waves, though the origin of
these variabilities is still debated. Changes in global atmospheric circulations, e.g., seasonal
or caused by sudden stratospheric warmings, can influence middle/upper atmosphere and
ionosphere. A downward coupling to lower atmosphere, due to atmospheric gravity waves
being generated by Joule heating in the ionospheric E-region, has been also proposed.

Although the ionosphere has been studied for more than one hundred years, starting
with the transatlantic transmission of radio signals, and the basic principles of ionospheric
physics are well known, the relative role of various mechanisms and conditions that lead to
the development of specific perturbations, instabilities and day-to-day variability needs to
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be further investigated because of the complex interactions with the
layers below and above it. The papers in this Research Topic attempt
to describe and explain some of these processes.

Prikryl and Rusin explores statistical connections between the
occurrence of heavy floods in Canada and arrivals of solar wind
high-speed streams (HSSs) emitted for solar coronal holes. Solar
wind observations are statistically compared to the meteorological
reanalysis data. The enhanced auroral energy deposition during
HSSs is proposed as a mechanism for the generation of downward
propagating atmospheric gravity waves (AGWs). As AGWs reach
lower atmosphere, they may excite the conditional instability
in the troposphere, thus leading to excessive precipitation. This
downward influence from solar wind to troposphere could be
considered as a direct link between solar variability and climate
variability or trends.

Maetschke et al. suggest the generation process of auroral spirals,
that remains a subject of long controversy. The process is illustrated
using satellite observations in the tail of the Earth’s magnetosphere
during a specific geomagnetic substorm. It is shown that a chain of
Kelvin-Helmholtz-type vortices in the magnetic field was triggered,
leading to energetic electron injections into the Earth’s upper
atmosphere. The resulting auroral spiral was detected by ground
optical cameras located in Tromse, Norway.

Liu et al. examines changes of the total electron content (TEC)
in local Asian sector during the period of a stratospheric sudden
warming that occurred in Antarctica in 2019. Various well-known
multi-day atmospheric periodicities are examined to distinguish
between possible solar wind and geomagnetic forcing from above
and forcing from lower atmosphere. The results suggest even
a low-level geomagnetic activity could have certain impact on
middle atmosphere and it should not be ignored when studying
meteorological impacts on the ionosphere.

Szarnya et al. reports multi-instrument observations of a fireball
that was recorded on 17 November 2019. The meteoroid had a
velocity of 71.18 km/s and originated from the source radiant of
the Leonid meteor shower. The meteor was recorded by the Czech
fireball network cameras, and the produced ionization column
was observed with a digisonde and with the Continous Doppler
Sounding (CDS) at Prtthonice and Sopron station. The meteor trail
ionization was visible for more than 20 min in the digisonde data
and CDS.

Knizova etal. describes the ionospheric response to severe
tropospheric events in central Europe in July 2021 using multi-
instrument observation of the ionosphere and mesosphere by
ionosonde, continuous Doppler sounding and OH airglow cameras.
It is shown that in addition to acoustic gravity waves, spread F was
also observed.

Ikani et al. discusses observation of ionospheric irregularities
over Nigeria using the rate of change index (ROTI) of the total
electron content measured by receivers of the global navigation
satellite signals. Latitudinal differences were found across Nigeria.
The highest occurrence rate was around the March equinox. The
second, less pronounced peak of occurrence rate was around the
September equinox.

Aa etal. deals with a multi-instrument analysis of equatorial
plasma bubbles in the American sector under a geomagnetically
quiet period on 07-10 December 2019. Large day-to-day variability
was found, which better corresponds to the activity of atmospheric
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gravity waves providing the seeding perturbation than to the
estimated growth rate of the Rayleigh-Taylor instability.

Resende etal. describes atypical and spreading Sporadic E-
layers (Es) observed by digisonde at low-latitude Brazilian station
Cachoeira Paulista (22.41°S, 45°W, dip 35°) from 2016 to 2018. The
authors conclude that the spreading Es layer, mainly during quiet
times, is not necessarily formed by the particle precipitation in the
South Atlantic magnetic anomaly region, but probably due to the
turbulent wind shear affecting the evolution of the Es layer.

Buzds et al. investigates the effect of solar flares on the absorption
of radio waves in the ionosphere using European digisondes DPS-
4D. Amplitude changes at frequencies of 2.5 and 4 MHz were
compared with changes in the minimum measured frequency fmin
and the signal-to-noise ratio (SNR). The authors conclude that
a combination of these three methods seems to be an efficient
approach to monitor the ionospheric response to solar flares.

Gasperini et al. studies tides and planetary waves combining
ICON MIGHTI wind data over the height ranges 93-106 km
and 200-270 km (with day and night coverage), and in-situ
topside F-region ion densities from IVMs onboard ICON near
590 km and the SORTIE CubeSat near 420km. The study
highlights the importance of simultaneous satellite measurements
to analyze ion-neutral interaction and coupling via waves in the
thermosphere-ionosphere system.

Kotov and Bogomaz is an opinion article that discusses an
unconfirmed hypothesis on hot hydrogen atoms in the upper
ionosphere (the exobase), and concludes that the hydrogen
temperature is most likely consistent with that of other species.

Maute et al. examines the behaviour of migrating atmospheric
solar tides simulated by TIE-GCM global circulation model, driven
by tides fitted to ICON observations via the Hough Mode Extension
method. It demonstrates that the SW2 tide unexpectedly changes it
is latitudinal structure at 250 km from two peaks at mid latitudes
to one broad low latitude peak. Other migrating tides undergo
similar variations as SW2. The changes in tidal dynamics lead
to substantial deviations of NmF2 and O/N, values from general
seasonal behaviour.

Molina and Scherliess investigated the variability of
thermospheric zonal winds at a height of about 250 km by applying
a correlation analysis to GOCE zonal wind observations. GOCE
observations were analyzed from —50°S to 50°N covering the low
and mid-latitudes at dusk and dawn and during geomagnetic quiet
conditions around the summer and winter solstice. Due to the
GOCE orbit, only nonmigrating tidal components are found in the
spatial and temporal correlations.

Molina and Scherliess presents an analysis of thermospheric
zonal winds at 260 km altitude obtained from GOCE accelerometer
data recorded from 2009 to 2012 during geomagnetically quiet
times. Due to the orbit of GOCE measurements are always obtained
at dusk and dawn around 6 and 18 LT. The longitudinal variability
is assessed using a Fourier decomposition for the wavenumbers 1
to 5. This study summarizes the inter-year variability and seasonal
differences concerning the different wavenumbers. Furthermore, the
resulting wave activity for each wavenumber is compared to the
Climatological Tidal Model of the Thermosphere (CTMT).

Berényi etal. examines the dynamics of ionospheric total
electron content as well as the height and the peak density of the
F region during the two large geomagnetic storms of the solar cycle
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24. Additionally, SWARM and TIMED satellite data are examined. A
method is proposed for the monitoring of the storm-time evolution
of various known anomalies in sub-auroral, auroral and polar cap
regions. The extreme plasma depletion is detected in connection to
the equatorward expansion of the midlatitutde ionospheric trough.

Martinez and Lu investigates the short-term variability of
the ratio between atomic oxygen and molecular nitrogen (O/N,)
measured by the geostationary GOLD satellite payload for over
3 years under various geomagnetically active conditions. Strong
correlations between O/N, ratios and geomagnetic activity are
found at high latitudes, while at low latitudes there also weak
correlations. Strong seasonal dependence of these correlations is also
reported. It is suggested that during geomagnetically quiet time the
variability of O/N, ratios is substantially controlled by the influence
from the lower atmosphere.

Kotov etal. investigates the impact of exosphere hydrogen
Satellite
measurements in the topside ionosphere and in the plasmasphere

density on the ionosphere-plasmasphere system.
are compared to a model constrained by ionospheric observations
at both ends of the magnetic field line. It demonstrates that a factor
of 2.75 increase in the hydrogen density increases the simulated
plasma density in the afternoon plasmasphere up to ~80% and in
the nighttime topside ionosphere up to ~100%, causing major errors.

Da Silva etal. explores the variability of energetic electron
precipitations from the Earth’s radiation belts in the atmosphere
over auroral regions and over the near-equatorial South American
Magnetic Anomaly. The particular focus is on electron losses from
the radiation belts due to wave-particle interactions with plasma
hiss waves during a specific geomagnetic event in Sept. 2017, caused
by a high speed solar stream. Resulting precipitations of energetic
electrons are shown to be the dominant mechanism for triggering
the sporadic E layers.

Sobhkhiz-Miandehi et al. analyzes 11-year dataset of sporadic
E layers, detected at mid and low altitudes by satellite radio
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occultation, and compares to ground observations from six
ionosondes. It is demonstrated that at least in 20% of all cases, the
ionosonde detections do not agree with radio occultation data. The
authors conclude that ground and satellite occultation data agree
best during daytime and local summer, when the E region has higher
plasma concentration.
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Quantifying day-to-day variability
of O/N> and its correlation with
geomagnetic activity using GOLD

Benjamin C. Martinez*' and Xian Lu'

Department of Physics and Astronomy, Clemson University, Clemson, SC, United States

We quantify the short-term (<30 day) variability of column O/N, measured by
GOLD from January 2019 to August 2022 for various geomagnetic activity
conditions. We find enhanced variabilities at high latitudes during active (Kp >
3.0) times and weak but statistically significant variabilities at low latitudes. For
active times, the largest absolute variability of O/N, ratio is 0.14 and the largest
relative variability is 20.6% at ~60.0°N in Fall, which are about twice those of quiet
times. The variability at higher latitudes can be larger than that of lower latitudes by
a factor of 5-8. We further quantify contributions of magnetospheric forcing to
O/N; variability in the lonosphere-Thermosphere region by correlating O/N,
perturbations with Dst. During geomagnetic active times, positive correlations
as large as +0.66 and negative correlations as large as —0.65 are found at high and
low latitudes, respectively, indicative of storm-induced O and N, upwelling at high
latitudes and down welling at low latitudes. During quiet times, correlations
between O/N, perturbations and Dst become insignificant at all latitudes,
implying a more substantial contribution from below. O/N, variabilities
maximize in Fall and decrease towards Summer, while correlations maximize in
Spring/Summer and decrease in Winter/Spring, which may be related to seasonal
variations of geomagnetic activity and mean circulation.

KEYWORDS

day-to-day variability, GOLD, geomagnetic activity, auroral heating, O/N, ratio, general
circulation

1 Introduction

The Ionosphere-Thermosphere (IT) environment is strongly coupled to the
magnetosphere above and the regions of the lower atmosphere below (Rishbeth et al.,
2000). During active times, the short-term variability of the IT region is dominated by
forcing from above in the form of enhanced magnetospheric forcing related to geomagnetic
storms and substorms. During quiet times, the short-term variability of the IT region is
modulated primarily by in-situ generated tides and/or upward-propagating waves
originating from the lower atmosphere (Richmond, 1979; Rishbeth, 1997; Immel et al.,
2006; Oberheide et al., 2011; Oberheide et al., 2013). Even during quiet times, however, solar
geomagnetic activity can still have a significant impact on IT preconditioning (Cai et al.,
2020), and it can take as long as 2 days for the IT to return to pre-storm conditions after a
strong or moderate geomagnetic disturbance (Richmond et al., 2003; Lu et al,, 2015; Yao
et al., 2016). This makes the accurate characterization of the day-to-day variability difficult
because it requires that we disentangle the effects of the different forcings in order to
understand the relative contributions of each.
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Strong agreement between the observed climatology of the IT
region and the modeled climatology [from models like the
Thermosphere-Ionosphere-Electrodynamics General Circulation
Model (TIEGCM), its predecessor the Thermosphere General
Circulation Model (TGCM), and the Whole
Community Climate Model with thermosphere and ionosphere

Atmosphere

eXtension (WACCM-X)] has been demonstrated since as early as
1981 (Dickinson et al., 1981; Richmond et al., 1992; Fesen et al,,
2002; Qian et al,, 2014; Liu et al.,, 2018), but the day-to-day variations
are comparatively difficult to model/study and therefore less
understood (Zhou et al,, 2020, Zhou et al., 2021; Andoh et al,
2022). Many details of the state of the I'T system can be captured by
parameters such as the ratio of atomic Oxygen (O) to molecular
Nitrogen (N,) (O/N,). The seasonal O/N, composition of the IT
region depends, in particular, on global, vertical circulation in the
ionosphere (Burns et al., 1995; Rishbeth et al., 2000; Qian et al., 20105
Luan etal,, 2017; Li et al., 2022), the absorption of solar EUV during
geomagnetic active periods, which changes the ratio via a
combination of photodissociation and ionization processes
(Kelley, 2009; Schmolter et al., 2020; Yu et al., 2020), and auroral
heating-induced vertical winds which bring up atomic oxygen-poor
air from the lower atmosphere (Hays et al., 1973).

The recently launched Global Observations of the Limb and
Disk (GOLD) satellite provides full-disk ionospheric column O/N,
as a Level 2 data product from a geostationary orbit centered over
the mouth of the Amazon River basin (Eastes et al., 2017). GOLD is
the first satellite to observe the IT region from a fixed, geostationary
orbit, which allows for the unambiguous separation of spatial and
temporal IT variability and therefore makes possible unprecedented
analysis of the day-to-day variability of O/N,. Recent studies have
utilized GOLD O/N, and temperature measurements to study
seasonal variations of O/N, as well as the response of O/N, to
both strong and weak geomagnetic activity (Cai et al., 2020; Laskar
etal, 2021; Qian et al., 2022), but the seasonal, short-term response
to varying geomagnetic activity levels has not yet been studied
systematically across the full, presently available GOLD O/N,
dataset. Efforts to assimilate GOLD disk temperatures into whole
atmosphere models have already led to significant improvements in
model effective temperature root-mean square error (RMSE)
(Laskar et al, 2021), and it should be possible to use GOLD
O/N, in a similar fashion to improve the abilities of models to
capture day-to-day IT variability.

2 Data and methodology

2.1 GOLD data and data selection

GOLD measures the ratio of the vertical column density of O relative
N, defined at a standard reference N, depth of 10" cm™. This reference
depth is chosen to minimize uncertainty in O/N, as a function of
135.6 nm/LBH and is equivalent to ~4 nanobar, or ~160 km (Correira
et al, 2021). The O/N, ratio is retrieved directly from dayside disk
measurements of the OI-135.6 nm and N2-LBH band emission lines in
the ~134-164 nm wavelength range. We use version 3 of the O/N, data
product. The GOLD O/N, data product is not optimized for auroral
latitudes, so we limit our analysis to +60° lat. The observations have
longitudinal coverage ranging from 113.5W to 19.5°E.
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The O/N, data from January 2019 to August 2022 and universal
time (UTC) = ~14:00-15:00 are used for the current study. This
UTC time range is chosen because the full footprint of GOLD is
illuminated at this time and because GOLD scanned at a cadence of
one full disk every half hour from 2019-2021, and every hour in
2022. We omit several days in which the data are unreliable for
instrumental reasons. We omit the data from the days surrounding a
Gyrating Yaw Mechanism (GYM) actuation. GYM actuations,
which lead to abrupt changes in 135.6 nm radiance and therefore
make standard deviations unreliable, were applied twice in 2019 (4/
26/2019 and 10/10/2019), twice in 2020 (3/20/2020 and 8/11/2020),
and three times in 2021 (2/8/2021, 6/12/2021, and 8/27/2021) to
mitigate the effects of detector burn-in. To quantify the uncertainties
associated with each data point, we add the random, system, and
model uncertainties reported for the column O/N, data product in
quadrature. We then omit all data points in which the uncertainties
exceed 0.3.

For a particular UTC, there is a 2-D snapshot image of the O/N,
provided by GOLD for each individual day. In order to spatially
suppress the noise, we take the average O/N, ratio in a 10° x 10°
(longitude x latitude) grid box and attribute this value to the center
grid, and we collect all the data from January 2019 to August 2022 to
each grid box. In order to have enough data points for calculating the
standard deviation with significance, we omit all grid points where
less than half of the days had reliable data. This results in the removal
of much of the equatorial region, where uncertainties are generally
higher because of flat-field correction errors (see the GOLD
instrument documentation, available at https://gold.cs.ucf.edu/).

2.2 Calculation of short-term day-to-day
variability

After binning the data for each grid box each day, we have
obtained a time series with a temporal resolution of 1 day. We apply
a 30-day high-pass filter to the time series at each longitude-latitude
grid point to obtain the perturbations with periods shorter than
30 days, which are defined as O/N, residuals hereinafter. After these
perturbations are obtained, they are grouped together according to
different seasons and their standard deviations (stds) are calculated.
The seasonal and year-to-year variations are suppressed by the high-
pass filter and therefore do not contribute to the std. The std is
treated as a proxy for the day-to-day variability shorter than 30 days
and longer than 2 days within a given season as a result of the
temporal sampling (1day) and filtering. Winter is defined as
December, January, and February, Spring is defined as March,
April, and May, Summer is defined as June, July, and August,
and Fall/Autumn is defined as September, October, and November.

We consider all pre-screened data that fall into each season
(~270-360 points) first, then we divide the data into two activity
classes categorized by Kp indices. We consider two separate activity
thresholds based on Kp: days in which the maximum Kp > 3.0 or
2.0 are considered to be active days, and days in which the maximum
Kp < 3.0 or 2.0 were considered to be quiet days. To account for
relatively long (~24-48 h) IT recovery phases, we omit 1 day after
each active day from the quiet day data. We use Kp to establish our
quiet-time threshold to be consistent with, e.g., Cai et al. (2020). The
stds are then calculated for these different groups of data (quiet,
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FIGURE 1

Solar and geomagnetic conditions for January 2019—-August 2022. The solid black vertical lines divide the year into four seasons. Black, red, and blue
lines show the daily maximum Kp, daily mean Dst (nT) and daily mean radio F10.7 (solar flux units). Dashed and dotted black lines show Kp = 3and Kp = 2,
respectively. The numbers in each box show the number of days with Kp > 3.0 (storm days) and with Kp < 3.0 (quiet days). For viewing purposes, Kp index is

multiplied by 10 and F10.7 is divided by 10.

active, and all) and used to represent the variability under each
condition. Finally, we calculate a relative std by dividing the absolute
std by the quiet-time mean O/N,.

Geomagnetic conditions with the statistics of quiet and active
days are summarized in Figure 1. In total, there are 440 active days
(Kp = 3.0) and 641 quiet days (Kp < 3.0). For the threshold of Kp =
2.0, there are 846 active days (Kp > 2.0) and 220 quiet days (Kp <
2.0). Plotted Kp values are the daily maxima of 3-h Kp, and the
reported Dst and F10.7 values are daily means. We choose daily
maximum Kp as our quiet/active cutoff threshold in order to ensure
that all days with any geomagnetic activity are considered active
(using daily means could lead to misclassifications of days with short
spikes of geomagnetic activity but low average Kp). We plot the solar
F10.7 flux to show that our daily maximum Kp threshold is sufficient
to account for periods of relatively high F10.7, and we show daily
mean Dst because that value is used to track the O/N, response to
geomagnetic activity by correlating it with O/N, residuals (see
Section 3).

3 Observations and results

Figure 2 shows the full-disk absolute stds of O/N, perturbations
as a proxy for the day-to-day variability with periods < 30 day in the
IT region. Comparing different rows, variabilities are the strongest
for Kp > 3.0 (third row), with a maximum of 0.14 identified in Fall
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(Figure 2D3). Variabilities are the weakest during Kp < 2.0 (fourth
row), with a maximum std of 0.07 also in Fall (Figure 2D4), which is
about half of that in active time.

Figure 3 is the same as Figure 2 except for showing the relative
stds of O/N, perturbations. Relative stds are also the strongest when
strong activities are considered (Kp > 3.0) and decrease gradually
towards moderate strong (Kp > 2.0), moderate weak (Kp < 3.0) and
the weakest (Kp < 2.0) conditions. We focus on the relative stds for
the discussion of variabilities. For the Kp > 3.0 case (third row of
Figure 3), the averaged relative std is 4.9% across all seasons and grid
points, and this value is 3.7% for Kp < 2.0, which gives a 28%
difference between variabilities during most active and quiet times.

Variability is enhanced at high latitudes which may be related to
auroral heating. For Kp > 3.0 (third row), the highest variability
observed is 20.6% at (70°W, 60.0°N) in Fall (Figure 2D3) and the
weakest variability is 2.4% at (12°E, 6°N) in Summer which differs by
a factor of 8-9 between high and low latitude variability for this
activity category. During quiet conditions (Kp < 3.0, second row),
the high latitude variability enhancement is weakened but still
observed. The maximum variability is found to be ~11.1% at a
high latitude (70°W, 60°N) in Fall (Figure 3D2), which is about
4-5 times the minimum variability, that is, 2.4% at (8.0°E, 37°S) in
Summer (Figure 3C2). The highest relative variability (20.6%) in
active time is also about twice of that in quiet time (11.1%). The
maximum and averaged variabilities for the various geomagnetic
conditions and four seasons are plotted in Figures 6A, B.

frontiersin.org


https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2023.1129279

Martinez and Lu 10.3389/fspas.2023.1129279

Summer D1

Winte

R

0.14

0.12

-0.10

Summer

0.06
0.04
0.02
C5 summer

0.00

FIGURE 2

(A1-D1) Absolute stds of O/N; ratios for the four seasons using all reliable data. (A2—D2), (A3-D3), (A4—D4) and (A5—-D5) are the same except for the

stds calculated using data with Kp < 3.0, Kp > 3.0, Kp < 2.0 and Kp > 2.0, respectively. Blank areas are regions where more than half of the daily O/N, points
had uncertainties exceeding 0.30. Red lines are the contours of 7.7%.

In addition to the obvious latitudinal dependence, the  variation. The O/N, maxima for the full dataset (Figures 3A1-D1)
magnitude of O/N, variability and the extent of the high  are 16%, 14%, 12% and 9% in Fall, Winter, Spring and Summer,
variability region at high northern latitudes also show a seasonal ~ which decrease from Fall to Summer. Maximum O/N, variability
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FIGURE 3

Same as Figure 2 except for relative stds. (A1—D1) are the relative stds of O/N; ratios for the four seasons using all reliable data. (A2—-D2), (A3-D3),
(A4—-D4), and (A5-D5) are the same except for the stds calculated using data with Kp < 3.0, Kp > 3.0, Kp < 2.0, and Kp > 2.0, respectively. Blank areas are
regions where more than half of the daily O/N, points had uncertainties exceeding 0.30. Red lines are the contours of 7.7%.

also decreases from 21% to 11% from Fall to Summer for Kp > 3.0.  percentage of the full GOLD field of view (fov). For each set of
To quantify the extent of the high variability region which may be =~ geomagnetic conditions, the extent of the region of influence is at
affected by aurora, we count all grid points where relative O/N, stds ~ maximum during Fall and Spring and at minimum during Winter
exceed 7.7% (red contours in Figure 3) and convert that numbertoa  and Summer. As an example, 5.0%, 13%, 2.5%, and 11% of the
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FIGURE 4

(A1,A2) O/N; residuals versus Dst (scattered points) and their corresponding linear fits (straight lines) at (45°W, 59°N), and (2°W, 20°S). Light blue and
red colors represent quiet and storm-times. The solid black line in each panelis fitted to all data points. (B1,B2) O/N, residuals (black lines) and daily mean
Dst (red lines) as a function of day of year at (45°W, 59°N), and (2°W, 20°N).

GOLD fov had relative O/N, stds > 7.7% for Winter, Spring,
Summer, and Fall, respectively considering the full dataset. The
extents of the high variability region for different geomagnetic
conditions and four seasons are illustrated in Figure 6C. It
should be noted that 3-4 years of GOLD O/N, data are used for
this study: four Winters, Springs, and Summers and only three Falls.
More data may help to better confirm the seasonal dependence.

From Figures 2, 3, variability increases with Kp index, which implies
that magnetospheric forcing plays a role in the day-to-day variability of
O/N,, especially at high latitudes. In order to better quantify this
contribution, we calculate the correlation between the time series of
O/N, residuals and the Dst index. Figure 4 shows the correlation
between these two parameters at (45°'W, 59°N, a relatively high latitude
region) during Summer and (2°W, 20°S, a relatively low latitude region)
during Spring. The active-time data points (red in Figures 4A1, A2) are
more tightly clustered than their quiet time (light blue) counterparts,
and a linear fit shows a steep, positive (+0.66) correlation at (45°W,
59°N) and a steep negative (—0.65) correlation at (2°W, 20°S). In
contrast, correlations are small when only quiet days are considered:
+0.21 for (45"W, 59°N) and +0.07 for (2°W, 20°S). Magnitudes of the
correlations decrease compared to active times when both quiet and
active days are considered: they become +0.46 for (45°W, 59°N)
and —0.38 for (2°W, 20°S). Figures 4B1, B2 show the time series of
O/N, residuals overplotted with Dst indices (both quiet and storm times
are considered). The correlation at high latitudes and the anti-
correlation at low latitudes are apparent.

Shown in Figure 5 are the calculated correlation coefficients for
each grid point in the GOLD fov for each season. Data gaps are
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present where correlations are determined to be insignificant based
on a Student’s f-test and its associated p-value. We keep correlations
where the p-value is less than 0.05, which means that the significance
level of the correlation is greater than 95%. Figures 5A1-D1 show
correlation maps where all reliable data for both quiet and storm
conditions are considered. Red regions indicate positive
correlations, and blue regions indicate negative correlations. Since
Dst decreases in response to enhanced geomagnetic activity, a
positive correlation means that the O/N, ratio decreases as Dst
decreases which corresponds to a storm-induced depletion in O/N,.
A negative correlation means O/N, ratio increases as Dst decreases,
corresponding to a storm-induced enhancement in O/N,.

By comparing different rows of Figure 5, which are grouped
according to Kp, absolute correlations are the highest when large Kp
values are considered (Kp > 3.0, Figures 5A3-D3). Correlations as
strong as +0.66 at (45°W, 59°N) and —0.65 at (2°'W, 20°S) are
observed during active time (Kp > 3.0) in Summer (Figure 5C3).
The highest correlations for Kp > 2.0 are +0.55at (45°W, 59°N)
and —-0.57 at (76'W, 55°S) in Summer (Figure 5C5). Maximum
correlations for the full dataset (Figures 4A1-D1) are +0.47 at
(72°W, 42°N) and -047 at (66°'W, 54°S) during Summer
(Figure 5C1). The maximum correlation and anti-correlation for
the full dataset, and two active conditions are provided in Table 1.

There are very few significant correlations for quiet conditions
(Kp < 3.0 and Kp < 2.0, Figures 5A2-D2, A4-D4) except for the
quiet Summer. However, the region of significant correlation during
Kp < 3.0 (Figure 5C2) shrinks significantly when only Kp < 2.0 is

considered (Figure 5C4), which indicates that the threshold of Kp <
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FIGURE 5

(A1-D1) Correlation maps between O/N, residuals and Dst indices for the four seasons. Data gaps are present where the significance level is less
than 95%. (A2—D2) and (A3—D3) are the same except only for quiet time (with Kp < 3.0) and active (Kp > 3.0) times. (A4—D4) and (A5—-D5) are the same
except for quiet time with Kp < 2.0 and Kp > 2.0 times.

2.0 and the omission of 1day after geomagnetic active days  correlations are robust at both high and low latitudes during
significantly reduces the contribution of magnetospheric forcing  active times, variabilities are much larger at high latitudes,
on IT variability. Cross-comparing Figures 2, 5, even though  implying a more direct influence locally from aurora.
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TABLE 1 The maximum correlation and largest anti-correlation for each season and activity class which includes active time data. The position of each correlation is

given in parentheses.
Winter

Full 0.3 (62.0°W, 54.0°N)

Spring

0.35 (81.0°W, 40.0°N)

Summer

0.47 (72.0°W, 42.0°N)

Fall

0.41 (70.0°W, 46.0°N)

~0.45 (5.0'W, 11.0°N)

~0.39 (28.0°W, 27.0°S)

~0.47 (66.0°W, 54.0°S)

~0.39 (67.0°W, 10.0°N)

Kp > 3.0 0.36 (6.0°E, 49.0°S) 0.39 (92.0°W, 37.0°N) 0.66 (45.0°W, 59.0°N) 0.61 (40.0°W, 42.0°N)
-0.49 (5.0°'W, 11.0°N) -0.64 (39.0'W, 22.0°S) -0.65 (2.0'W, 20.0°S) —0.46 (18.0°'W, 10.0°N)
Kp = 2.0 0.48 (59.0°W, 60.0°N) 0.39 (92.0°W, 37.0°N) 0.55 (45.0°W, 59.0°N) 0.53 (36.0°W, 45.0°N)

-0.46 (5.0'W, 11.0°N)

-0.51 (44.0'W, 1.0°S)

-0.57 (76.0°W, 55.0°S)

-0.4 (3.0°E, 11.0°N)
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FIGURE 6
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(A) Maximum and (B) mean standard deviation over the full disk for each season and each activity class. (C) Extent of the high variability region
(relative stds > 7.7%) as a percentage of the GOLD fov for each season and activity class. (D) Extent of the positive correlation region as a percentage of the
GOLD fov. (E) Maximum positive correlation and (F) absolute value of maximum anti-correlation for each season and activity class.

Similar to the variability, the extent of the positive correlation
region and the maximum correlation show apparent seasonal
dependencies. The extent of the positive correlation region is
smallest during Winter (8.3% of the GOLD fov) and largest
during Summer (27% of the GOLD fov) for the full dataset
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(Figure 6D). Similar trends exist for Kp > 3.0 and Kp > 2.0 of
the positive correlation regions, and for maximum correlation values
(Figure 6E). For example, when all data points are considered, the
maximum positive correlations are 0.30, 0.35, 0.41, and 0.47 for
Winter, Spring, Fall, and Summer respectively. The absolute values
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of largest anti-correlations for the three geomagnetic conditions (all
data, Kp > 3.0 and Kp > 2.0) and four seasons are plotted in
Figure 6F.

4 Discussion and summary

The dependence of variability and correlation on Kp index, and
the statistically significant correlation with Dst index indicate that
the day-to-day O/N, variabilities are strongly coupled to storm
activities. Both auroral particle precipitation and Joule heating are
enhanced during active times, with the auroral oval itself expanding
and contracting with the activity level in a similar manner to the
expansion and contraction of the high variability region (Figures 2,
3) and positive correlation region (Figure 5) observed at high
latitudes. The fact that the high latitude enhancement in O/N,
variability is present (albeit weakened) during quiet times indicates
that forcing from above can still dominate at high latitudes,
regardless of geomagnetic activity levels.

The correlation maps shown in Figure 5 reflect the storm-
induced, global, thermospheric circulation patterns which influence
the distribution of O and N,. Joule heating causes the upwelling of N,-
rich air and O-depleted air from the lower atmosphere, which is then
distributed over high and mid latitudes by neutral winds (Strickland
et al,, 2004; Zhang et al., 2004; Zhang et al., 2015). The high latitude,
positive correlation regions in Figure 5 are indicative of this upwelling.
The corresponding negative correlations at low latitudes can be
explained by the storm induced change in global circulation which
drives low latitude downwelling (Fuller-Rowell et al., 2002). The low
latitude response required to maintain continuity of mass flow is both
delayed and weakened relative to the high latitude response (Forbes,
2007), which explains the smaller variabilities at low latitudes seen in
Figures 2, 3. Based on this interpretation, the correlation map for the
storm-time matches very closely the accepted circulation patterns for
O and N,.

Luan et al. (2017) used data from the Global Ultraviolet Imager
(GUVI) on board the TIMED (Thermosphere, Ionosphere, and
Mesosphere, Energetics and Dynamics) satellite to obtain global
maps of O/N,. The group reported larger values of O/N, at high
latitudes, which increased with increasing F10.7. They also reported
significant longitudinal variations in O/N} at a particular LT. These
results compliment our own work, which instead focuses on the day-
to-day variability of O/N,. Similar to the high latitude enhancement
in mean O/N; reported by Luan et al. (2017), we report high latitude
enhancements in the day-to-day variability of O/N, (Figures 2, 3).
Luan et al. (2017) attributed the enhancement in mean O/N, to
auroral heating, which agrees with our own conclusions about
auroral heating as the source of enhanced variability in O/N.,.

Luan et al. (2017) also made use of TIE-GCM to further study
the contribution of Joule heating to the observed O/N, latitude-
longitudinal patterns. This study showed that stronger auroral
precipitation causes a decrease in O/N, at high latitudes, which is
consistent with the positive correlations between O/N, and Dst that
we report at high latitudes (Figure 5). Our work demonstrates that
geomagnetic activity not only changes the absolute values of O/N,, it
also contributes to the absolute and relative short-term temporal
variability of O/N,. This implies that O/N, changes more
dramatically during storms and substorms.
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The seasonal dependence of O/N, variability and O/N, residuals/
Dst correlations may be partly explained by the seasonal dependence
of auroral activity (Newell et al., 2010; Bower et al., 2022). O/N,
variabilities are strongest during Fall and Winter and weakest during
Summer, which is consistent with observations of stronger auroral
hemispheric power (HP) during Winter months (Zheng et al., 2013).
Although auroral activity is at a minimum during Summer months,
geomagnetic active-time upper thermospheric winds are at a
maximum during these months (Dhadly and Conde, 2017), which
may cause N, rich and O poor air that has been brought up by
upwelling to spread to lower latitudes. This may have the effect of
increasing the auroral region of influence during Summer and
enhancing the correlation, which is reflected in Figure 5.

In summary, the day-to-day (2-30 day) variability of GOLD
O/N, column density has been quantified and its correlation with
Dst has been evaluated for various geomagnetic conditions and
seasons for the first time. The main findings include:

1. Variability is significantly enhanced at high latitudes and during
active (Kp > 3.0) times, during which the largest absolute and
relative variabilities of O/N, ratio are found to be 0.14% and 21%,
respectively, at ~60.0°N in Fall. Variabilities are the weakest
during Summer. Small but statistically significant variabilities
are also observed at low latitudes and during quiet (Kp < 3.0)
times. The maximum variability at high latitude during quiet
times can decrease to half of the that during active times. The
variability at low latitudes is smaller than that at high latitudes by
a factor of 5-8 in general.

2. The active-time (Kp > 3.0) O/N, residuals show the strongest
positive correlation with Dst index at high latitude [+0.66 at
(45°W, 59°N)] and strongest negative positive correlation at low
latitude [-0.65 at (2°W, 20°S)] in Summer. Quiet-time correlation
with Dst index is not statistically significant.

and O/N,

insignificant across the GOLD fov when only quiet (Kp < 2.0)

3. Correlations between Dst residuals become
days are considered, which implies a more substantial
contribution from forcing from below to the observed
variability during quiet conditions.

. O/N, variability and the correlation between Dst and O/N,
O/N,

variability is at a maximum during Fall and at minimum

residuals have apparent seasonal dependencies.
during Summer, whereas correlations are strongest during

Summer and weakest during Winter.

This work has provided baseline/references for numerical
models to capture the short-term variability of an important
parameter (O/N,) of the IT system. To further diagnose the
contributions from each source and find quantitative
explanations for the ways that chemistry, dynamics, and
electrodynamics contribute to the observed variability, for
instance geomagnetic origin versus lower-atmosphere forcing, we

will involve model sensitivity runs in a future work.
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This paper presents a multi-instrument observational analysis of the
equatorial plasma bubbles (EPBs) variation over the American sector during
a geomagnetically quiet time period of 07-10 December 2019. The day-to-
day variability of EPBs and their underlying drivers are investigated through
coordinately utilizing the Global-scale Observations of Limb and Disk (GOLD)
ultraviolet images, the lonospheric Connection Explorer (ICON) in-situ and
remote sensing data, the global navigation satellite system (GNSS) total electron
content (TEC) observations, as well as ionosonde measurements. The main
results are as follows: 1) The postsunset EPBs’ intensity exhibited a large day-
to-day variation in the same UT intervals, which was fairly noticeable in the
evening of December 07, yet considerably suppressed on December 08 and
09, and then dramatically revived and enhanced on December 10. 2) The
postsunset linear Rayleigh-Taylor instability growth rate exhibited a different
variation pattern. It had a relatively modest peak value on December 07 and 08,
yet a larger peak value on December 09 and 10. There was a 2-h time lag of
the growth rate peak time in the evening of December 09 from other nights.
This analysis did not show an exact one-to-one relationship between the peak
growth rate and the observed EPBs intensity. 3) The EPBs’ day-to-day variation
has a better agreement with that of traveling ionospheric disturbances and
atmospheric gravity waves signatures, which exhibited relatively strong wavelike
perturbations preceding/accompanying the observed EPBs on December
07 and 10 yet relatively weak fluctuations on December 08 and 09. These
coordinate observations indicate that the initial wavelike seeding perturbations
associated with AGWs, together with the catalyzing factor of the instability
growth rate, collectively played important roles to modulate the day-to-day
variation of EPBs. A strong seeding perturbation could effectively compensate
for a moderate strength of Rayleigh-Taylor instability growth rate and therefore
their combined effect could facilitate EPB development. Lacking proper seeding
perturbations would make it a more inefficient process for the development of
EPBs, especially with a delayed peak value of Rayleigh-Taylor instability growth
rate.
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1 Introduction

Equatorial plasma bubbles (EPBs) are irregular plasma density
depletion structures that are often observed at the nighttime
equatorial and low-latitude ionospheric F-region, which have
continued to be of long-standing research interest for decades
due to their adverse impacts on navigation, communication, and
radar systems (Hysell, 2000). The morphological features and
dynamic variations of EPBs and associated plasma irregularities
have been widely studied using a variety of ground-based and
space-borne instruments/measurements, such as ionosonde (e.g.,
Booker and Wells, 1938; Cohen and Bowles, 1961; Abdu et al., 1982),
coherent and incoherent scatter radars (e.g., Woodman and La Hoz,
1976; Hysell and Burcham, 2002; Jin et al., 2018; Rodrigues et al,,
2018), all-sky airglow imagers (e.g., Mendillo and Baumgardner,
1982; Otsuka et al., 2002; Makela and Kelley, 2003; Martinis et al.,
2015), space-based ultraviolet imagers (e.g., Kil et al., 2004; Aa et al.,
2020a; Eastes et al., 2020; Karan et al., 2020), low-Earth orbiting
satellites in-situ measurements (e.g., Burke et al., 2004; Stolle et al.,
2006; Huang et al., 2012; Xiong et al.,, 2016; Aaetal., 2020b), as
well as Global Navigation Satellite System (GNSS) total electron
content (TEC) or scintillation observations (e.g., Valladares and
Chau, 2012; Takahashi et al.,, 2015; Cherniak and Zakharenkova,
2016; Zakharenkova etal.,, 2016; Aaetal., 2018; Aaetal., 2019;
Alfonsi et al., 2021; Vankadara et al., 2022). In addition, numerical
simulations have also been utilized to analyze the onset condition
and evolution process of EPBs (e.g., Retterer et al., 2005; Huba et al.,
2008; Huba and Joyce, 2010; Yokoyama et al., 2014; Yokoyama, 2017;
Huba and Liu, 2020).

It is generally accepted that EPBs are normally developed via
the Rayleigh-Taylor (R-T) instability at the postsunset bottomside
F-region with a steep vertical density gradient after the diminishing
of the E-region. The generalized R-T instability growth rate can
be expressed as a function of several flux-tube integrated variables
(Sultan, 1996; Equation 26):
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where Y5 and Y% are the flux-tube integrated Pedersen conductivity
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in the F-region and E-region, respectively; V), is the vertical ExB
plasma drift due to zonal electric field E at the geomagnetic
equator; Uf is the neutral wind perpendicular to B in the magnetic
meridian plane weighted by Pedersen conductivity; g, is the gravity
acceleration (positive upward); v.g is the flux-tube integrated
effective ion-neutral collision frequency; Kj is the altitudinal
gradient of electron density in the F-region (Kj = 1/N, (0N, /0oh));
Ry is the flux-tube integrated recombination rate. For more details,
please refer to Sultan (1996).

The mathematical description of R-T instability has been
largely used to help understand the longitudinal and seasonal
variation of EPBs (e.g, Wu, 2015; Shinagawaetal, 2018).
However, understanding and predicting EPBs’ short-term variation,
especially its complicated day-to-day variability, has always been
a major challenge for the ionospheric community. In particular,
EPBs can show unusual development on certain nights but
suppression on other nights even under quiet geomagnetic
conditions (e.g., Carter et al., 2014; Yamamoto et al., 2018; Abdu,
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2019). Considering that the R-T instability growth rate is
simultaneously influenced by various ionospheric/thermospheric
parameters, the primary controlling drivers of the enigmatic
day-to-day variability of EPBs the
factors.

are following three

1.1 Prereversal enhancement

The postsunet enhancement of eastward zonal electric field
and upward plasma drift due to increased zonal wind and
conductivity gradient, known as PRE (Farley et al., 1986; Heelis,
2004; Eccles et al., 2015), provides a favorable condition to facilitate
the growth of the R-T instability by causing the postsunset rise
(PSSR) of the equatorial F-layer to higher altitudes with lower ion-
neutral collision frequency (e.g., Fejer etal,, 1999; Sarudin etal,,
2021). Along this line, some studies suggested that strong vertical
plasma drift exceeding certain thresholds seems to conduct a
systematic control on the development of EPBs. For example,
Basuetal. (1996) and Anderson etal. (2004) indicated that the
equatorial spread-F and scintillation could be generated when
the postsunset upward ExB drift exceeds 20 m/s around solar
minimum. In comparison, some other studies observed that strong
equatorial plasma irregularities could occur near solar maximum
when the postsunset upward ExB drift exceeds 50 m/s (e.g.,
Fejer et al., 1999; Whalen, 2001). Smith et al. (2016) suggested that
the necessary PRE peak value that preceding equatorial spread-
F development varies between 5 and 30 m/s across different
seasons and solar activities. Moreover, a few statistical studies using
satellite in-situ measurements have reported that the occurrence
of EPBs is approximately proportional to the PRE magnitude,
especially from a seasonal/longitudinal point of view (Su et al., 2008;
Kil et al., 2009), and the irregularity occurrence probability becomes
greater than 80% when the PRE is larger than 40 m/s (Huang
and Hairston, 2015). Despite that the climatological correlation
is strong, the PRE/PSSR does not always exhibit a clear day-to-
day causal relationship with EPBs occurrence but shows large
uncertainties (Abdu et al., 1983; Fukao et al., 2006). Moreover, it was
found that local EPBs were not always effectively generated under
large PRE/PSSR conditions (Saito and Maruyama, 2006, 2007), but
could be sometimes triggered even without large upward plasma
drift (Tsunoda et al., 2010; Smith et al., 2016). Thus, it seems that
PRE itself is not sufficient to explain the quiet-time day-to-day
occurrence/suppression of EPBs, and other geophysical factors such
as instability seeding sources should also play an indispensable
role.

1.2 lonospheric large-scale wave
structures associated with atmospheric
gravity waves

Considering that the R-T instability originally plays a catalyzing
role to boost the ionospheric perturbation structures, it would
be an inefficient process that may take thousands of seconds if
irregularities were to develop from merely noise-like background
fluctuations (Huang and Kelley, 1996). Thus, initial seeding
perturbations have also been proposed as a necessary prerequisite
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for EPBs development to compensate for the otherwise modest
strength of R-T instability, since the stronger magnitude of the
initial perturbation, the less R-T instability growth rate is needed to
amplify non-linearly the fluctuations into plasma bubbles (Retterer
and Roddy, 2014). Many observational and theoretical studies have
thus indicated that the development of EPBs could be closely
related to a seeding precursor of large-scale wavelike electron
density fluctuations and/or polarization electric field perturbations
at the bottomside equatorial F-layer, which are potentially related
to the presence of upward propagating AGWs from the lower
atmosphere (e.g., Kelleyetal, 1981; Singh etal., 1997; Tsunoda,
2005, 2015; Abduetal., 2009; Krall etal., 2013; Huba and Liu,
2020). It is thought that AGWSs with sufficient energy and vertical
length can propagate into the ionosphere before being entirely
dissipated, or that the primary waves may break into secondary
waves which then subsequently reach ionospheric heights to cause
traveling ionospheric disturbances (TIDs) (Vadas, 2007; Yizengaw
and Groves, 2018). In particular, the occurrence of EPBs clusters
are usually distributed quasi-periodically in longitude with inter-
bubble distances of several hundred kilometers that are generally
in agreement with the zonal wavelength of LSWS/TIDs (e.g.,
Roéttger, 1973; Tsunoda and White, 1981; Takahashi et al., 2009;
Makela et al., 2010; Taorietal., 2011; Aaetal., 2020a; Das et al.,
2020). More importantly, it has been found that LSWS at the
bottomside F-layer can provide not only the above-mentioned
initial seeding density perturbations but also considerable upwelling
of 50-100 km through large undulation of equatorial F-layer
that directly contribute to an enhanced R-T growth rate (a.k.a.,
upwelling growth) (Tsunoda, 2010; Tsunoda et al., 2010). Thus, EPB
patches are more likely triggered near each LSWS crest due to the
large upwelling growth therein with elevated bottomside density
gradient region, forming quasi-periodic distribution structures that
are observed in ground-based and space-borne instruments (e.g.,
Takahashi et al., 2018; Eastes et al., 2020). Some studies suggested
that the LSWS-related upwelling is comparable or even outweighs
the PSSR to control EPBs development when PRE strength is weak
(Tsunoda et al., 2018; Chou et al., 2020).

1.3 Neutral wind perturbation

Besides the predominant catalyzing effect of PRE and the
seeding effect of AGWs as above-mentioned, EPBs’ day-to-day
variability might be partially complicated by the thermospheric
neutral wind variation. For instance, the eastward thermospheric
wind and the E layer conductivity longitudinal gradients after
sunset could jointly control the PRE intensity and thereby influence
the growth rate of R-T instability (Kudeki et al., 2007; Heelis et al.,
2012; Abdu, 2019), although this might be more appropriate to be
categorized into the PRE-related effect. On the other hand, the trans-
equatorial wind tends to slightly decrease (increase) the low-latitude
Pedersen conductivity in the upwind (downwind) side, thereby
playing a destabilization (stabilization) role on the generalized R-T
growth rate (Huba and Krall, 2013). The net effect is to increase the
field-line integrated Pedersen conductivity and thereby suppressing
the non-linear growth rate of the R-T instability (e.g., Maruyama,
1988; Mendillo et al., 2001; Krall et al., 2009). However, it should
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be noted that the trans-equatorial wind from summer to winter
hemisphere is essentially a seasonal pattern, which are less likely
subject to large day-to-day variability except when geomagnetic
storms cause considerable equatorward neutral wind surge via
Joule and auroral heating. During geomagnetic quiet time, the
background neutral wind might be modulated by AGWs to cause
ionospheric plasma density perturbation through wind components
parallel and perpendicular to the geomagnetic field as follows: 1)
The magnetic meridional wind perturbation (parallel components)
due to AGWs move the plasma up and down along the field line
via the neutral-drag effect, producing ionospheric height oscillation
and density modulation though this process is not so effective
around the equatorial region with small dip angles. 2) The zonal
and vertical wind perturbations (perpendicular components) due
to AGWs tend to create polarization electric fields (Tsunoda et al.,
20105 Krall etal., 2013; Zhang et al., 2021) and modulate plasma
density via ExB drift, which provides important seeding and
undulation effects to facilitate EPB development as previously
mentioned (e.g., Retterer and Roddy, 2014; Yokoyama et al., 2019).
Thus, the short-term variability of EPBs associated with neutral
wind perturbation could be intrinsically related to thermospheric
waves.

Although significant progress on EPBs’ mechanism has been
obtained through those pioneering studies, our current knowledge
is still limited regarding the relative importance of the concurrent or
separate presence of these intertwined drivers in causing EPBs’ large
day-to-day variability, especially at a geomagnetically quiet time.
Thus, in the present paper, we conducted a detailed event analysis
of EPBs’ day-to-day variability over the American sector during a
geomagnetically quiet period of 07-11 December 2019, through
coordinately utilizing multi-instrumental ground-based and space-
borne observations, including the Global-scale Observations of
Limb and Disk (GOLD) measurements, the Ionospheric Connection
Explorer (ICON) data, the global navigation satellite system (GNSS)
total electron content (TEC) observation, as well as ionosonde
measurements. In particular, we found that the EPBs activity
exhibited a considerably large day-to-day variation around the
same postsunset time periods through the selected period. We also
conducted an in-depth analysis of potential drivers by calculating
the R-T instability growth rate and examining the possible
background seeding perturbations, which motivated this study as
a good opportunity to advance the current understanding of EPBs’
enigmatic day-to-day variability.

2 Instruments and data description

The GOLD ultraviolet spectrometers observe Earth’s airglow
emissions between 134 and 160 nm through the disk, limb, and
stellar occultation measurements from a geostationary orbit at
47.5°W longitude, which has an unparalleled merit of imaging the
American region with an unchanged field-of-view for extended
time periods (Eastesetal., 2017, 2019). In this study, we use
the GOLD nighttime disk images of OI 135.6 nm emission with
~100 km (longitude) by 50 km (latitude) resolution, which provides
continuous time-evolving maps in the early evening hours that
can unambiguously specify the spatial-temporal variation of low-

frontiersin.org


https://doi.org/10.3389/fspas.2023.1167245
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Aa et al. 10.3389/fspas.2023.1167245
Dec 07-10, 2019
~ 10E T T 20 —~
T s A | | 10
g o s o
L .55 3 S
g -1g: |
545
23 |
o 2 :
¥ 1— :
(o] [ —{ ] :
00 06 12 18 00 06 12 18 00 06 12 18 00 06 12 18 24 UT
C 2019-12-0723:55 UT D 2019-12-08 23:55 UT E 2019-12-09 23:55 UT F 2019-12-10 23:55 UT
20 (s ‘ 20 ‘ 20 ‘ 20 ‘ 259
' c
105 10, 105, 205
~ { { 1
o Oof OF - [ERNESESE S | of - MEITERa oF - EESER R - 15 €
$ @
£ -0 -10 10} 108
- h
o
20 20 - SENSESSEIEINERE | 20| | EEEESEEEE, 20f 54
i a3
-30 ¥ -30 i i -30 i 00
-80 -70 -60 -50 -40 -30 -20 -80 -70 -60 -50 -40 -30 -20 -80 -70 -60 -50 -40 -30 -20 -80 -70 -60 -50 -40 -30 -20
12-08 00:50-01:13 UT 12-08 23:14-23:38 UT 12-09 23:21-23:46 UT 12-10 23:31-23:54 UT
< 10°.G J10e/H IR J10st J E
5
g ""‘""\/‘/W\
- —M_’\/_\———"\\
=
2% 2% 260 2%
% 100 K /4 M«hu; 100 L ’M\(J\ 100 M 100 N \'&Lk/\
E ,,,,,,,,,, SN~ ] oL ECA-CYANN A VY b s o LA Lt et ""\\'
: 0 0] sl 0 n"; : //**""v-\ 0 Y
> -100 100 100 -100
200 1200 +200 +200
-80 -70 -60 -50 -40 -30 -20 -80 -70 -60 -50 -40 -30 -20 -80 -70 -60 -50 -40 -30 -20 -80 -70 -60 -50 -40 -30 -20
Longitude (°) Longitude (°) Longitude (°) Longitude (°)
FIGURE 1

(A,B) Interplanetary magnetic field (IMF) Bz, longitudinally symmetric index (SYM-H), and Kp index variations during December 07-10, 2019. (C-F)
GOLD nighttime ultraviolet images of Ol 135.6 nm emission radiance at 23:55 UT on December 07-10, respectively. The Sao Luis ionosonde (white
star), overlapping ICON orbit (red line), and the geomagnetic equator (black dashed line) are also marked. (G=N) Corresponding longitudinal profiles of

ICON IVM plasma density and vertical drift.

latitude ionospheric structures in the Atlantic/American sector,
especially the equatorial ionization anomaly (EIA) and EPBs (e.g.,
Aa et al., 2020a; Eastes et al., 2020; Karan et al., 2020).

ICON is a low-Earth orbit satellite for ionospheric and
thermospheric measurements that flies at an altitude of 575 km
with an inclination angle of 27°, which is equipped with four
instruments: a Michelson interferometer for Global High-
Resolution Thermospheric Imaging (MIGHTTI) that measures the
thermospheric winds and temperatures; an ion velocity meter (IVM)
that provides in-situ measurements of ionospheric plasma drift
velocity and number density; and two ultraviolet imagers (FUV
and EUV) that measure airglow emission to derive ionospheric
and thermospheric density and composition (Harding et al., 2017;
Heelis et al., 2017; Immel et al., 2018). In this study, we will use the
IVM ion density/drift and MIGHTI neutral wind data to investigate
the possible connection between EPBs and background ionosphere
and thermosphere conditions.

Ground-based GNSS TEC data are derived at Massachusetts
Institute of Technologys Haystack Observatory using 6000 +
worldwide receivers. The gridded vertical TEC data are provided
to the community through the Madrigal distributed data system
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with a spatial resolution 1° (longitude) by 1° (latitude) and a
time cadence of 5 min, with the data quality being examined to
remove bad data points and outliers (Rideout and Coster, 2006;
Vierinen et al., 2016). The sensitivity of the TEC data is a few
percent of the TEC unit (1 TEC unit = 10'® electrons/m?*), which
is sufficiently accurate to represent EPBs. Moreover, we here also
use the detrended TEC (dTEC) to examine the wavelike TID
features as a proxy of AGWs, which is computed by removing
the background trend for all satellite-receiver line-of-sight TEC
pairs via a Savitzky-Golay low-pass filter (Savitzky and Golay,
1964) algorithm with a 30-min sliding window (Zhang et al., 2017).
Besides GNSS TEC, we also use ionosonde measurements from
equatorial stations of Sao Luis (2.6°S, 44.2°W) and Fortaleza
(3.9°S, 39.4°W) to explore the local irregularity features and/or
background ionospheric conditions. In particular, the ionograms are
used to check for spread-F echoes, the iso-frequency contours of
ionospheric true heights are used to check possible wave activities,
and the vertical drift measurements are used to calculate localized
Rayleigh-Taylor growth rate. These ionosonde data are automatically
derived, which may have some limitations on their accuracy but will
not considerably impact the qualitative analysis.
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FIGURE 2

(A=P) Sao Luis ionograms during 23:30-24:00 UT on December 07 (blue), 08 (purple), 09 (silver), and 10 (red), 2019, respectively.

3 Results

Figures 1A, B show the temporal variation of interplanetary
magnetic field (IMF) Bz, the longitudinally symmetric index (SYM-
H), and planetary K-index (Kp) during 07-10 December 2019,
respectively. Solar activity was at a very low level during this period
with the F10.7 solar radio flux being around 69 SFU (1 SFU =
107 W/m?/Hz). The geomagnetic activity was at a quiet condition
during this period: the IMF Bz and SYM-H were mainly confined
within +5 and +10 nT respectively with merely minor fluctuations;
most of the Kp indices were <2 except for 00-03 UT on December
09 with Kp reaching 3-. This relatively quiet geomagnetic condition
suggests that the possibility of significant magnetospheric driving
forces causing large ionospheric day-to-day variability is less likely
under such a circumstance.

Nevertheless, the low-latitude ionospheric morphology in the
American sector, especially the postsunset EPBs activity, exhibited
considerable day-to-day variation, even though there was no hint of
a geomagnetic storm or substorm onset within a few hours before
local dusk. Figures 1C-F show the GOLD nighttime ultraviolet
images of OI 135.6 nm radiance at 23:55 UT on December 07-10,
respectively, overlapping with ICON orbital path (red line) at close
to the same time. Figure 1G-N show the corresponding longitudinal
variation of ICON IVM in-situ plasma density and vertical drift

Frontiers in Astronomy and Space Sciences

23

measurements. On December 07, we can see from the GOLD
image (Figure 1C) the signatures of EIA crests as two bright low-
latitude zonal bands that were produced by enhanced oxygen ion
emission therein. There were also noticeable meridional dark streaks
embedded in the equatorial trough and cut through the EIA crests,
manifesting typical EPBs structure with low density and reduced
emission. The signature of EPBs can also be captured by ICON-
IVM in-situ ion density measurements (Figure 1G) as noticeable
plasma bite-outs, which were associated with the strong pre-reversal
enhancement (PRE) of large equatorial upward plasma drift of
100 m/s as shown in Figure 1K. For the following two nights,
however, the EPBs feature was largely diminished in GOLD images
around the same UT interval on December 08 (Figure 1D) and
was almost indiscernible on December 09 (Figure 1E). Similarly,
the ICON-IVM measurements during these two nights showed
relatively low background ion density conditions with no clear
plasma bite-outs (Figures 1H, I), although the plasma vertical drift
still showed some spontaneous large values of 100 m/s on December
08 (Figure 1L). In contrast, strong EPBs re-appeared the next
evening on December 10 that were simultaneously captured by
GOLD image (Figure 1F) and ICON-IVM in-situ measurements
(Figure 1]), associated with large upward plasma drift (Figure 1N).
In conclusion, the coordinated GOLD and ICON measurements
collectively showed that there was large day-to-day variability of

frontiersin.org


https://doi.org/10.3389/fspas.2023.1167245
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Aa et al.

Latitude (°)

10.3389/fspas.2023.1167245

Longitude (°)

Latitude (°)

Latitude (°)

= P Y,

15

Longitude (°)

>
TEC (TECU)

Longitude (°)

12-11 00:00 UT

Latitude (°)

Longitude (°)

-80 -70 -60 -50 -40
Longitude (°)

90 -80 -70 -60 -50 -40 -30
Longitude (°)

-20 -90

FIGURE 3

-30 -20 20 21 22 23 00 01 02 03 04

Universal Time (hr)

(A—H) Gridded TEC maps over the South American area at 00 and 01 UT on 08-11 December 2019, respectively. The geomagnetic equator is marked
with a dashed line. The quasi-parallel dotted lines marked strong EPBs. (I-L) TEC keogram as a function of time and longitude along —10° latitude
during 07-11 December 2019, respectively. The sunset terminator is marked, and ovals mark strong EPBs.

EPB activity with considerable suppression on certain nights but
intensification on other nights within consecutive 4 days under
geomagnetic quiet conditions.

Moreover, such a large day-to-day variability of EPBs intensity
can also be deduced from local ionosonde measurements. Figure 2
displays a series of ionograms at the equatorial Sao Luis station
between 23:30-24:00 UT on 07-10 December 2019, respectively. As
can be seen, on December 07 (Figures 2A-D), there were strong
diffuse echoes of range-type spread-F traces that spread across
the whole F-region, which are typical characteristics suggesting
the presence of large-scale ionospheric plasma irregularities that
developed via the R-T instability (Abdu, 2001). At the same UT
interval on December 08 (Figures 2E-H), the spread-F signatures
were still considerable, but the diffuse echoes were less predominant
than the previous night and were mainly confined within the
bottomside F-region below 350 km virtual heights. Furthermore,
on December 09 (Figure 2I-L), there were almost no spread-
F features around midnight yet merely some sporadic and
limited structures. Nevertheless, on December 10 (Figure 2M-P),
significant spread-F signatures were revived in the same UT
interval across the whole F-region, which was much stronger
than those from the previous two nights but was comparable
to that of December 07. These localized ionogram results are
generally in agreement with the above-mentioned GOLD and ICON
measurements.

Besides ground-based ionosonde measurements and space-
borne GOLD/ICON observations, strong day-to-day variation of
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EPBs can also be observed in GNSS TEC maps. Figures 3A-H
show the two-dimensional TEC maps over the South American
area at 00:00 and 01:00 UT on 08-11 December 2019, respectively.
Considering GOLD has no nighttime measurements after 00:25 UT,
we here include the TEC map at a slightly later interval of 01 UT to fill
the data gap and illustrate the bubble evolution more clearly. As can
be seen, significant EPBs occurred on December 08 (Figures 3A, E)
as depletion streaks with reduced TEC values that are marked
by dashed lines perpendicular to the geomagnetic equator. In
contrast, EPBs features were hardly identified on December 09
(Figures 3B, F) and 10 (Figures 3C, G), yet revived on December
11 (Figures 3D, H) at the same UT intervals. Compared with
the surrounding area, the amplitude of the TEC depletion within
these EPBs was approximately 5-8 TECU. Moreover, to better
identify and trace the temporal evolution of EPBs, Figure 3I-L
display the corresponding TEC keogram as a function of time
and longitude along —10° latitude between 20 and 04 UT during
07-11 December. As encircled by the black ovals, pronounced
postsunset EPBs occurred on December 07-08 (Figure 3I) and
10-11 (Figure 3L), manifesting as parallel comb-like depletion
streaks that persisted from 23 to 00 UT to at least 03-04 UT. The
inter-bubble distances were estimated to be ~400-1000 km, which
are consistent with typical GOLD observations (e.g., Aa et al., 2020a;
Huba and Liu, 2020; Karan et al., 2020). Nevertheless, the EPB
intensity on December 08-09 and 09-10 are much weaker and less
organized than the first and last days though there were some vague
yet blurred streaks.
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4 Discussion
4.1 Variation of R-T instability growth rate

To discuss the potential drivers of such large day-to-day
variability of EPBs’ intensity, we first examine the R-T instability
growth rate variation among the above-mentioned time period of
December 07-10, 2019. It is known that Eq. 1 and its derivatives have
been widely used in numerical simulations to estimate the flux-tube
integrated R-T instability growth rate (e.g., Sultan, 1996; Wu, 2015).
However, in order to maximize the usage of realistic observations
and avoid the disadvantage of lack of measurements along the flux
tube, we here adopt Equation 25 in Sultan (1996) to calculate the
local R-T instability growth rate at bottomside F-region around the
geomagnetic equator:

-

where y is the R-T instability growth rate; E and B are the zonal

E &

B v,

1.9 @

)
ny 0z

electric field and geomagnetic field magnitude, respectively; g is the
gravitational acceleration; v;, is the ion-neutral collision frequency;
1, is the background F-region electron density; z is the altitude. This
equation has been proved as an effective approximation to estimate
the local linear growth rate of R-T instability near the geomagnetic
equator, though its value might be slightly larger than those using
flux-tube integrated quantities (e.g., Kelley, 1989; Otsuka, 2018;
Das et al., 2021). Note that the meridional neutral wind term is not
included in this simplified equation, partially because the nearly
parallel-to-B wind in the magnetic meridional plane does not
effectively change the conductivity around the equatorial area due
to small dip angles therein. The recombination damping term is
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also excluded since the recombination damp is suggested to be not
quite effective (Huba et al., 1996). Other flux-tube terms, such as the
integrated Pedersen conductivity in the F-region and E-region, are
less likely subject to significant day-to-day variability and thus will
not be discussed in the current study.

We here adopted a similar method as indicated by Das et al.
(2021) and Kelley (1989) to calculate these parameters. Specifically,
the velocity factor (E/B) is replaced by the vertical plasma
drift, that is, given by Doppler drift mode measurements of
Sao Luis digisonde; the inverse vertical gradient scale length
1/ny (0ny/0z), is calculated from the
bottomside electron density profile of Sao Luis digisonde. The ion-

of electron density,

neutral collision frequency v;, is derived from Kelley (1989) as
follows:

vy = 2.6%107° (n, + 1) A2, 3)
where n, and n; refer to neutral and ion density. The variable
A denotes the mean neutral molecular mass in atomic mass
units. These parameters are calculated using NRLMSISE-00 model
(Picone et al., 2002). For more details about the mathematical
description, readers may refer to Kelley (1989).

Figures 4A, B show Sao Luis ionosonde measurements of
electron density profiles and F2-layer peak height (hmF2) as well as
F-layer vertical plasma drift with error bars during December 07-10,
2019. Figure 4C displays the corresponding temporal variation of
the local linear growth rate of R-T instability derived using Eq. 2
based on those Sao Luis ionosonde measurements. In general, the R-
T instability growth rate is larger around nighttime, with peak values
typically appearing in the postsunset hours around 19-22 LT (22-01
UT) due to the equatorial PRE effect of the uplifted ionosphere as
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well as the large density gradient in the bottomside F-region after
local sunset and decaying of E-region, as previously interpreted
in the Introduction section. Besides this typical diurnal variation
pattern, one important question is whether the R-T instability
growth rate also experienced similar day-to-day variability in the
postsunset evening hours as that of observed EPBs activity among
these days. We here compare the magnitude and timing when y
reached peak value in each evening among these 4 days: which are
15x 107* around 22:30 UT (December 07), 18 x 10~ around 22:30
UT (December 08), 25x 10™* around 00:50 + 1 UT (December
09), and 22 x 107 around 22:50 UT (December 10), respectively.
As can be seen, the day-to-day variation of the peak magnitude
of the R-T instability growth rate does not have a strict one-to-
one relationship with observed EPBs intensity. For instance, the
postsunset peak intensity of y in the middle 2 days are comparable
or even slightly larger than those of the first and fourth days, yet
the EPB activity was much more suppressed in the middle 2 days
as shown in Figures 1-3. Moreover, the peak value of y was the
smallest on December 07 among those days, while the EPBs intensity
on that day is considerably stronger than on December 08 and 09.
It is worth noting that, on December 09-10, y reached its peak
value at a later time around 00:50 UT about 2 h later than the
other evenings, which might partially explain the inhibited EPBs
on that day due to this timing difference. However, it should also
be noted that the peak intensity of y (~25x 107*) at this time was
the highest in the same UT interval among those days, while the
TEC keogram in Figure 3G showed that the nighttime EPB activity
even after 01 UT on December 10 was still weaker compared with
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other nights. Therefore, such a complicated day-to-day variability of
EPBs can hardly be explained if solely considering the day-to-day
variation of R-T instability growth rate. Some other parameters, such
as the seeding factor of TID/AGWs, might also play an indispensable
role in causing the observed day-to-day variability of EPBs in this
event.

4.2 TIDs/AGWs activities

We next discuss the background ionospheric conditions in
terms of wave structures to investigate the possible seeding effect
due to the presence of AGWs on these days. Figure 5 shows four
detrended TEC keogram as a function of time and longitude along
—10 ~—20° latitude around the observed EPBs region during 07-10
December 2019, respectively. During the evening of December 07
(Figure 5A) and December 10 (Figure 5D), there were noticeable
wavelike fluctuations of medium-scale TID features that propagated
eastward during 23-05 UT between —70 ~—40° longitudes. These
TID structures are sometimes considered a proxy that may represent
ionospheric signatures of AGWs. The zonal propagating velocity
of TID wavefronts is estimated to be around 80-100 m/s, which is
generally consistent with the background EPB drifting speed derived
from ultraviolet measurements given by previous studies (e.g.,
Immel et al., 2003; Park et al., 2007; Karan et al., 2020). Moreover,
the wavelength of TIDs was estimated to be around a few
hundred kilometers, which is generally smaller than the inter-
bubble distances. These TIDs were sometimes embedded in the
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respectively

bubbles and were much more evenly distributed across latitudes
than bubbles. These TIDs represent medium-scale wave structures
that are different from the large-scale bubbles themselves but were
present concurrently with the bubbles. In contrary to these two
nights with strong TIDs, the TID intensities in the same UT
interval were weak during the evening on December 08 (Figure 5B)
and were significantly suppressed on December 09 (Figure 5C) as
marked by the red oval. This lacking of ionospheric wave structures
is in agreement with the observations of inhibited EPBs during the
same nights.

To better check the AGW activities, Figure 6 shows the temporal
variation of F-layer true heights at different plasma frequencies
(2.0-7.0 MHz) at Fortaleza ionosonde between 21 and 03 UT
(18-24 LT) during December 07-10. Here we use Fortaleza as a
substitute since there are some data gaps in the Sao Luis results. On
December 07 (Figure 6A) and December 10 (Figure 6D), there were
identifiable downward phase propagation trends that were marked
with dashed lines suggesting the possible presence of AGWs in
the upper atmosphere during these two nights (Abdu et al., 2009),
while such a downward phase propagation pattern was not so
noticeable on December 08 and 09 (Figures 6B, C). This is consistent
with those of detrended TEC results. Thus, this coincidence of
strong (weak) TID/AGW characteristics together with enhanced
(suppressed) EPB activities on the same night collectively illustrate
a potential connection between the background wave structures
and the development of EPBs. As previously described in the
Introduction section, these ionospheric wave structures could not
only provide important initial seed perturbations but also large
undulation and upwelling of the equatorial F-layer to destabilize
the density gradient. Therefore, the stronger (weaker) magnitude
the background perturbations have, the less (more) R-T instability
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growth rate is needed to amplify the fluctuations into the non-linear
regime, and the plasma bubbles will be more efficient (inefficient) to
be developed (Huang and Kelley, 1996; Retterer and Roddy, 2014).
For instance, in the evening of December 09-10, the TID/AGW
activity was much weaker than the other nights, and the R-T
instability growth rate reached a peak value more than 2 hours later
than the other nights. Thus, the combination of these insufficient
seeding perturbations and delayed catalyzing factors collectively
caused the significant inhibition of EPBs at that night.

Last but not least, we briefly examine the thermospheric neutral
wind variation during the selected period of December 07-10,
2019. Figure 7 shows the ICON-MIGHTT observation tracks and
corresponding local time, zonal wind, and meridional wind profiles
for consecutive orbits focusing on the American sector between
21 and 24 UT that was slightly prior to the observed EPBs
on December 07 (Figures 7A-F), December 08 (Figures 7G-L),
December 09 (Figure 7M-R), and December 10 (Figures 75-X),
2019, respectively. Although the zonal and meridional winds
showed generally similar longitudinal distribution patterns with
comparable amplitudes among these 4 days, there were still some
discernible day-to-day differences. In particular, the horizontal
winds on December 07 exhibited large wavelike fluctuations of
100 m/s that were associated with a downward phase propagation
trend, especially in Figures 7C, E as marked by the parallel dotted
lines. Such strong neutral wind perturbations with a downward
phase propagation trend are considered to be signatures of
traveling atmospheric disturbances (TADs) due to the modulation of
upward propagating AGWSs from the lower atmosphere, though the
latitude-longitude variations were also mixed with such altitudinal
variations. In comparison, the wind profiles on other days also
have some moderate oscillations though not as strong as that on
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December 07. Recall from Figure 4 that the peak value of the linear
R-T instability growth rate on December 07 was the smallest for
the same postsunset period among those consecutive 4 days, while
the postsunset EPB intensity on December 07 was much stronger
than the following 2 days as shown in Figures 1-3. This could be
possibly related to considerable initial seeding perturbations on
December 07 caused by those strong neutral wind fluctuations
possibly due to AGWs, which can create polarization electric fields
to modulate plasma density via ExB drift and/or directly cause
plasma perturbation along the geomagnetic field via ion-neutral
collision (e.g., Tsunoda et al., 2010; Krall et al., 2013; Zhang et al.,
2021). Such important seeding perturbations could be a necessary
prerequisite to effectively compensate for the modest strength of the
R-T instability growth rate and thus facilitate the development of
EPBs on December 07, otherwise, it would be a more inefficient
process if irregularities were to develop from merely noise-like small
background fluctuations even with relatively large R-T instability
growth rate (Retterer and Roddy, 2014), as was likely the cases
for December 08 and 09. It is worth noting that the observed
wind oscillations are not exactly around the equatorial area due to
MIGHTT’s north-looking remote sensing geometry, plus that there
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were some nighttime data gaps in MIGHTI. However, it is still
reasonable to deduce a similar conclusion from the TID/AGWs
results shown by the detrended TEC and ionosonde measurements
in Figure 6 and Figure 7. A future theoretical simulation is needed
to further quantify the neutral wind contribution, which is beyond
the scope of the current study.

5 Summary and conclusion

In this study, we conducted a multi-instrument analysis of
the day-to-day variability of EPBs over the American sector
and potential drivers under a geomagnetically quiet period on
07-10 December 2019. We coordinately utilized GOLD ultraviolet
nighttime disk measurements, ICON IVM in-situ plasma and
MIGHTI remote sensing wind measurements, ground-based GNSS
TEC observations, as well as ionosonde datasets. The main findings
and conclusions are as follows:

1) The intensity of postsunset EPBs exhibited a large day-to-day
variation in the same UT intervals around 23-03 UT (20-24 LT)
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during December 07-10. In particular, the EPBs and spread-F
irregularity signatures were quite noticeable on the evening of
December 07, yet considerably suppressed on December 08, and
almost completely inhibited on December 09, then dramatically
revived and enhanced on December 10.

The day-to-day variation of the local R-T instability growth rate
y), derived using some actual observations via a simple approach,
does not have an exact one-to-one relationship with the observed
EPBs intensity. Specifically, the peak magnitude and timing of
postsunset R-T instability growth rate among those consecutive
four nights of December 07-10 was 15X 107%/s at 22:30 UT,
18 x 107*/s at 22:30 UT, 25 x 10™*/s at 00:50 UT, and 22 x 10~*/s at
22:50 UT, respectively. Compared with other evenings, there was
a 2-h delay on December 09 when y reached its peak value, which
might partially explain the inhibited EPBs on that night due to
this timing difference.

The day-to-day variation of TID/TADs feature has a much
better agreement with EPBs activity: there were relatively
strong wavelike perturbations preceded and/or accompanying the
considerable EPBs on December 07 and 10, whereas relatively
weak wave fluctuations occurred on December 08 and 09
corresponding to EPB inhibition despite of large y values. These
TID/TADs structures are a proxy of atmospheric waves in the
upper atmosphere, which played an important seeding role that
could effectively compensate for the modest strength of R-T
instability growth rate in facilitating the development of EPBs
(e.g., December 07). To the contrary, the instability growth would
be a more inefficient process if EPBs were to develop from merely
small fluctuations of background thermosphere and ionosphere
conditions even with a relatively large yet delayed peak value of
R-T instability growth rate (e.g., December 09).

Our new results indicate that certain seeding factors due to wave
activity in the ionosphere/thermosphere can make an important
contribution to EPBs’ day-to-day variability during geomagnetically
quiet time. A future direction is to conduct a longer-term analysis
of EPBS variation and to analyze the contribution of drivers from
above and below.
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Introduction: The vertical coupling of the lower and upper atmosphere via
atmospheric solar tides is very variable and affects the thermosphere and
ionosphere system. In this study, we use lonospheric Connection (ICON)
explorer data from 220-270 Day Of Year (DQY), 2020 when large changes in
the migrating semidiurnal tide (SW2) and the zonal and diurnal mean (ZM) zonal
wind occur within 8 days.

Method: We use the ICON Level4 product, the thermosphere-ionosphere-
electrodynamics general circulation model (TIEGCM) driven by tides fitted to
ICON observations via the Hough Mode Extension (HME) method. The effect
of the upward propagating tides is isolated by examining the difference between
two TIEGCM simulations with and without tidal HME forcing at the model lower
boundary.

Results: The simulations reveals that the solar SW2 changes its latitudinal
structure at 250 after DOY 232 from two peaks at mid latitudes to one broad
low latitude peak, while at 110 km the two-peak structure persists. The ZM
zonal wind at 250 km undergoes a similar dramatic change. These SW2 changes
are associated with the prevalence of antisymmetric HMEs after DOY 232. The
migrating diurnal, terdiurnal and quaddiurnal tides at 250 km undergo similar
variations as SW2. TW3 is strong in the thermosphere and most likely caused by
non-linear tidal interaction between DW1 and SW2 above 130 km. Surprisingly,
the solar in situ forcing of TW3 and SW2 in the upper thermosphere is not
nearly as important as their upward propagating tidal component. Associated
with the strong dynamical changes, the zonal and diurnal mean NmF2 decreases
by approximately 15%-20%, which has a major contribution from the O/N,
decrease by roughly 10%. These changes are stronger than general seasonal
behavior.

Discussion: While studies have reported on the dynamical changes via SW2 in
the mesosphere-lower thermosphere (MLT) region during the equinox transition
period, this study is, to our knowledge, the first to examine the effects of
rapid changes in SW2 on the upper thermosphere and ionosphere. The study
highlights the potential of using ICON-TIEGCM for scientific studies.

KEYWORDS

migrating solar tides, tide-tide interaction, hough modes, composition, plasma
distribution, vertical coupling
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1 Introduction

Solar atmospheric tides excited in the lower atmosphere can
propagate into the lower thermosphere where they modify among
others, the neutral wind circulation, the composition, and the
electrodynamics. Some tides can even propagate into the upper
thermosphere, directly changing the plasma distribution. The
Ionosphere Connection (ICON) explorer (Immeletal., 2018) is
designed to study the connection between the lower and upper
atmosphere by observing key quantities. The value of the ICON
observations are demonstrated in many studies (e.g., Immel et al.,
2021; Cullensetal., 2022; Englandetal, 2022; Harding etal.,
2022; Heelis etal., 2022). The ICON mission is augmented by
accompanying numerical simulations to enhance the scientific
return (e.g., Forbesetal, 2017; Hubaetal., 2017; Maute, 2017;
Cullens et al., 2020). In this study, we demonstrate the value of these
simulations in aiding the interpretation of the ICON observations
during the August-September 2020 time period.

Upward propagating solar tides from the lower atmosphere
have a rich spectrum due to different generation processes, i.
e., absorption of solar radiation by tropospheric water vapor, by
stratospheric ozone, by lower thermospheric molecular oxygen, by
thermospheric atomic oxygen, and latent heat release in the tropics
due to deep convection (e.g., Butler and Small, 1963; Lindzen and
Chapman, 1969; Forbes, 1982b; a; Hagan et al., 2007). In addition,
depending on tidal characteristics and the mean atmospheric
conditions, tides might propagate upward, are modulated, dissipate,
and/or interact non-linearly with other tides, planetary waves,
and gravity waves (e.g., Holton, 1975; Volland, 1988; Miyahara
and Forbes, 1991). In the following, we use the term “upward
propagating lower atmospheric tides” for the tidal spectrum close
to 97 km.

In this study, our primary focus is on the various harmonics
of solar tides with frequencies n{} and zonal wavenumbers s = n,
denoted [n, s], where Q = 271/24 h. Here, if n and s are equal and s
is positive it implies westward migration with the apparent motion
of the Sun to a ground-based observer, and thus are referred to as
“migrating” tides. We use the common shorthand notation DW1,
SW2, TW3 and QW4 to denote migrating diurnal (D), semidiurnal
(S), terdiurnal (T) and quaddiurnal (Q) tides, respectively. We use
alternatively [1, 1], [2, 2], [3, 3], and [4, 4] when quantifying primary
and secondary waves engaged in non-linear interactions. Stationary
planetary waves are denoted by SPWs or [0, s] and the zonal and
diurnal mean as ZM = [0, 0]. Eastward propagating tides are denoted
by an “E” e.g., SE2 is the eastward propagating semidiurnal tide with
zonal wavenumber 2 or [2,-2].

It is now well accepted, based on both, observations and theory,
that the interaction between two primary waves [n,,s,] and [n,,s,]
results in two secondary waves (sw) with frequencies and zonal
wavenumbers that are the sums and differences of the frequencies
and zonal wavenumbers of the primary waves: sw+ = [1,+11,,5,+5,],
sw- = [n,-ny,5,-5,] (e.g., see Teitelbaum and Vial, 1991). These
relationships will be used in the current study to identify the likely
origins of some waves.

The current study focuses on the time period August 7 - 26
September 2020 (Day of Year DOY 220-270) when the migrating
semidiurnal tide (SW2) and the thermospheric background
circulation exhibits large, sudden changes. This period is close to the
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equinox transition time, therefore we will provide some overview of
associated studies in the following, even though in the discussion
of our results we do not focus on a connection to the equinox
transition.

The equinox transitions in thermosphere and ionosphere (TT)
are complex since the TI is influence by processes in different
regions, each with their associated seasonal behavior, e.g., lower
atmospheric upward propagating tides (e.g., Hagan and Forbes,
2002, 2003; Oberheide etal., 2011a) and corresponding changes
in the mean circulation and composition (e.g., Fesen et al.,, 1991;
Fuller-Rowell, 1998), in situ processes such as direct solar radiation
(e.g., Ward et al,, 2021), and coupling to the polar regions (e.g.,
Millward et al., 1996). Therefore, studies have shown that the
equinox transition exhibits variability from year to year and does not
necessarily align with the solar equinox (e.g., Pancheva et al., 2009;
Burns et al., 2012; Venkateswara Rao et al., 2015).

While seasonal changes occur all the time, recently Conte et al.
(2018) reported on a sharp semidiurnal solar tidal (S2) amplitude
decrease during the equinox transitions, especially around
September, which was observed by three meteor radars in the
northern hemisphere and southern hemisphere (Conte et al., 2017).
They found that the S2 decrease extends from the mesosphere to the
lower thermosphere (approximately 75-100 km) with varying onset
DOY (between DOY 265-295) for different years. By employing
the Hamburg Model of the Neutral and Ionized Atmosphere
(HAMMONIA) model (Schmidt et al., 2006), the authors could
attribute the S2 changes mainly to distinct SW2 tidal changes with
some contribution from SW1 later in the seasonal transition.

In a follow on study, Pedatella et al. (2021) used the Specified
Dynamics Whole Atmosphere Community Climate Model with
thermosphere-ionosphere eXtension simulations (SD-WACCMX)
to find that during the September transition the antisymmetric
Hough modes (2,3) and (2,5) are decreasing in amplitude leading
to the decrease in SW2 amplitude. The timing of the lower
thermospheric SW2 transition was linked to the seasonal transition
in the middle atmosphere. Other studies have also used differences
in Hough modes and vertical wavelengths to understand the changes
in the SW2 latitudinal variation with altitude (e.g., Azeem etal.,
2016; Stober et al., 2021; Forbes and Zhang, 2022). In addition,
signals of distinct September transitions are observed in the
D-region ionosphere in the propagation of very low frequency
(VLF) radio wave signals (Macotela et al., 2021), suggesting an
association with the mean temperature variation at 70-80 km and
the semidiurnal solar tidal enhancement.

As noted by Pedatella etal. (2021), evolution of the latitude
structure of SW2 during the 1-2 months leading up to solar equinox
(DOY 266) is complex, and characterized by asymmetries between
hemispheres that vary from year to year. While the troposphere
and stratosphere excitations of SW2 project mainly onto the
first symmetric mode of SW2 during both equinox and solstice
conditions (e.g., Forbes and Garrett, 1978), it is the interaction
of this mode with the middle atmosphere zonal wind field that
plays a strong role in exciting antisymmetric modes through
“mode coupling” (Lindzen and Hong, 1974) or “cross coupling”
(Walterscheid and Venkateswaran, 1979a; b). Moreover, vertical
propagation of the first symmetric mode of SW2 is sensitive to
the vertical temperature gradient in the mesosphere (Geller, 1970;
Forbes et al., 2022). At lower thermospheric heights, these modes,
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all with different vertical and latitudinal structures, achieve their
largest amplitudes and constructively and destructively interfere as
a function of time to produce the evolution of latitude structures at
any given height that comprise the complexity noted above.

Several studies examined the connection between different
migrating tidal changes in the mesosphere-lower thermosphere
region (MLT) during the September-October season and we
mention only a few recent ones in the following. van Caspel et al.
(2020) used 16 years of northern hemisphere high latitude Super
Dual Auroral Radar Network (SuperDARN) meteor winds finding
the largest SW2 amplitudes in early fall of all seasons (peaking
around DOY 260) and they attributed the seasonal variation
of SW2 mainly to the changes in the background atmospheric
conditions (e.g., Haganetal, 1999). In addition, the authors
reported on a pronounced migrating terdiurnal tidal (TW3) peak
at DOY 265, which agrees with modeling results by Du and
Ward (2010); Condeetal. (2018) reported on terdiurnal tides
in meteor radar (40N-70N) with sudden changes starting after
DOY 250.

Terdiurnal tides can be generated by the non-linear interaction
between diurnal and semidiural tides (e.g., Teitelbaum et al., 1989;
Smith, 2000; Younger et al., 2002) and/or diurnal tides with gravity
waves (Miyahara and Forbes, 1991), and direct solar forcing. There is
still discussion about the importance of these different mechanisms
with season and we refer to the literature for more insights. Direct
solar forcing was identified as the dominant TW3 driver during
all seasons (e.g., Smith and Ortland, 2001; Du and Ward, 2010;
Lilienthal et al., 2018). Non-linear interaction between tides and/or
gravity waves were found to become more important in January
and April (Lilienthal et al., 2018). Akmaev (2001) stated that non-
linear interactions play a role especially at equinox between 95
and 100 km. Similarly, Huang et al. (2007); Moudden and Forbes
(2013) determined that non-linear tidal interaction of DW1 and
SW2 is important in TW3 excitation and is overlaid on the upward
propagating part.

In general, the terdiurnal tides in the zonal and meridional
wind is small in the MLT region, roughly around 4-6 m/s with
peaks around equinox (e.g., Du and Ward, 2010; Liu et al., 2020;
Pancheva et al., 2021). This could be a factor why less is known
about the terdiurnal tide in the upper thermosphere. Gong and
Zhou (2011) reported on the terdiurnal tide in the meridional
wind between 90 and 350 km at Arecibo for January 2010, finding
amplitude in the F-region smaller than the diurnal tidal amplitudes
but larger than the semidiurnal tides. Note that the terdiurnal tide
at a location is the superposition of various terdiurnal tides with
different zonal wavenumbers and can therefore be an over- or
underestimation of TW3 (e.g., Du and Ward, 2010).

The quaddiurnal tide is in general even smaller than the
terdiurnal tide in the MLT region and therefore not the focus
of many studies. Jacobietal. (2017) examined meteor radar
observations at mid-latitude in Europe, finding that the quaddiurnal
tide in the zonal wind is up to 7 m/s around December and
approximately 1-2 m/s in August-September with much shorter
vertical wavelength in northern hemisphere summer than
winter. Model diagnostics indicate that the non-linear tidal
interactions contribute to the generation of the quaddiurnal
tides (e.g., Smithetal, 2004). However, Geifileretal. (2020)
found through numerical experiments that solar forcing is the
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most important mechanism in generating quaddiurnal tides
in the MLT region, and non-linear interactions and gravity
waves can be important during September equinox conditions.
Not much is known about the quaddiurnal tide in the upper
thermosphere.

While the distinct changes in the upward propagating SW2
around September equinox have been examined in the MLT region,
to our knowledge, their upper thermospheric effects have not been
investigated. In the current paper, we examine a time period with
distinct SW2 changes in TIEGCM driven by ICON derived tides and
focus on the effect of these changes on the thermosphere, specifically
on the migrating tides, mean circulation, composition, and plasma
distribution.

The paper is structured as follows. In Section 2, we described
the ICON data (Section 2.1), the Hough Mode extension (HME)
method (Section 2.2), and the TIEGCM simulation (Section 2.3).
In addition in Section 2.4, we provide some validation of the
simulation by comparing to the ICON observations. In Section 3, we
characterize the effect of the sudden changes on the mean circulation
and migrating tidal components (Section 3.1). We use HMEs to
explain the changes in latitudinal structure of SW2 with time. In
Section 3.2, we quantify the effect on the mean composition and
mean electron density as well. In Section 4, we summarize our
findings.

2 Method and data
2.1 ICON

The ICON observatory was launched on 11 October 2019
into a 27° low inclination orbit with an approximate 580 km orbit
altitude (Immel etal., 2018). On board of ICON are 4 types of
instruments. This study is based on Michelson Interferometer
for Global High-Resolution Thermospheric Imaging (MIGHTI)
neutral wind and neutral temperature measurements (Englert et al.,
2017). The two MIGHTI instruments nominally point northward
with a 90° difference in the horizontal look direction. Therefore,
backward-looking MIGHTI-B measures the same volume as the
forward-looking MIGHTI-A approximately 7-8 min later. From
the common volume line of sight wind measurements in the
two look-directions, the neutral wind vector can be derived
(Harding et al., 2017; Hardingetal., 2021). MIGHTI measures
the Doppler shift in the 557.7 nm (green) and 630.0 nm (red)
atomic oxygen emissions. During the daytime green and red line
observations provide continuous wind measurements between 94
and 300 km altitude. At nighttime the wind can be observed by green
line emission between 90 and 109 km and by red line emissions
between 210 and 300 km. The wind retrievals were validated by, e.g.,
Harding et al. (2021); Makela et al. (2021); Dhadly et al. (2021). In
addition, MIGHTI measures the O, 762 nm band emission from
which the neutral temperature can be derived in the 94-105 km
altitude range (Stevens et al., 2018; Stevens et al., 2022). The neutral
temperatures were validated by, e.g.,,Yuan etal. (2021). MIGHTI
horizontal winds and temperatures in the 94-102 km region are
used in the Hough Mode Extension (HME) method to
derived the atmospheric tides (Forbesetal.,, 2017; Cullens et al.,
2020).
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2.2 Hough mode extension (HME) tides

An ICON science objective is to study the vertical coupling
between the lower and upper atmosphere. This can be done by
deriving global tidal specifications from the ICON observations
and using these to drive a general circulation model. ICON
measures neutral winds between 10S and 40N and covers all
longitudes and local times in 41 days in the 94-102 km altitude
range (Cullensetal, 2020). To derive atmospheric solar tides,
which are global in nature, the Hough Mode Extension (HME)
method is used (e.g., Oberheide et al., 2011b; Forbes et al., 2017;
Cullens et al., 2020). Specific symmetric and antisymmetric HME
for different tides are fitted to the observed tidal winds and
temperatures.

A 45 days sliding time window is used to derived the HME tides
with a 10 days temporal smoothing window. The daily HME tides
include specification of the diurnal tides from DE3 to DW2 and
semidiurnal tides from SE3 to SW4. No terdiurnal and quaddiurnal
tidal specifications are included in the HME tides. The HME tides
at 97 km are used to drive the TIEGCM at its lower boundary
by reconstructing the perturbation field based on all HME tidal
amplitudes and phases. The level 4 HME data product and HME
lower boundary version 2 revision 0 (v02r000) was used in this
study.

2.3 Thermosphere-ionosphere-
electrodynamics GCM simulations

The  Thermosphere-Ionosphere-Electrodynamics ~ General
Circulation Model (TIEGCM) describes self-consistently the
dynamics, energetics, and chemistry in thermosphere and
ionosphere with coupled ionospheric electrodynamics (e.g.,
Richmond, 1995; Qian etal., 2014). The TIEGCM model used
for ICON is described by Maute (2017) and is driven at the
model’s 97 km lower boundary by hourly perturbations constructed
from the HME tides. The background, i.e., zonal and diurnal
mean, neutral wind, temperature, and geopotential height is
based on HWMO07 (Drob et al., 2008) and MSISE00 (Drob et al.,
2008) to introduce seasonal and latitudinal variations. Details of
the background such as using HWMO07 versus HWM14 are not
important for the thermosphere response to upward propagating
tides (e.g., Maute, 2017).
the high-latitude
coupling is simulated by specifying the ion convection pattern based

In region, magnetosphere-ionosphere
on Weimer (2005) driven by solar wind data, i.e., interplanetary
magnetic field (IMF)

The auroral precipitation is based on the analytical model by

B,, B, and solar wind velocity and pressure.

Roble and Ridley (1987) with parametrization by Emery et al.
(2012). This standard way of driving TIEGCM has been used to
examine geomagnetic storms and quiescent time variation (e.g.,;
Qian et al.,, 2014; Lei et al., 2015; Mannucci et al., 2015). In the high-
latitude region, magnetosphere-ionosphere coupling is simulated
by specifying the ion convection pattern based on Weimer (2005)
driven by solar wind data, i.e., interplanetary magnetic field (IMF)
B,, B, and solar wind velocity and pressure. The auroral precipitation
is based on the analytical model by Roble and Ridley (1987) with
parametrization by Emery et al. (2012). This standard way of driving
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FIGURE 1
Geophysical conditions from August 5 (DOY 218) to September 26
(DOY 270) 2020: Hp60 index (top) and Sym/H [nT] (bottom).

TIEGCM has been used to examine geomagnetic storms and
quiescent time variation (e.g.,; Qian etal., 2014; Leietal, 2015;
Mannucci et al., 2015).

The model is run with a 2.5°x2.5° geographic longitude and
latitude resolution and a quarter scale height vertical resolution.
To isolate the effect of the lower atmospheric forcing on the
thermosphere-ionosphere (TI) system the ICON mission provides
two TIEGCM simulations to the public. One simulation includes
the tidal forcing at the TIEGCM lower boundary via the HME
tides. The other simulation does not include any tidal forcing at
the lower boundary. In the following we take advantage of these
two simulations to examine the effect of upward propagating tides
between August 7 and 26 September 2020 (DOY 220-270). The level
4 TIEGCM data products version 1 revision 0 (v01r000) is used in
this study.

2.4 Overview of DOY 220-270 2020 time
period

The DOY 220-270 2020 time period is especially interesting
because of significant changes in the zonal and diurnal mean
state of the upper atmosphere and the migrating tides. The solar
radio flux Fj,, does not exhibit significant variation (F,,, is
between 69 and 76 sfu). The time period included some minor to
moderate geomagnetic activity as can be seen in Figure 1. The Hp60
(Figure 1 top), an index similar to Kp but with an hourly cadence
and open-ended by allowing values above 90 (Matzka et al., 2022;
Yamazaki et al., 2022), has three periods with Hp60 > 5 around DOY
242,244 and 268, and in addition a few time periods with Hp60 > 4—
where SymH (Figure 1 bottom), an hourly index capturing changes
in the ring current, has some sudden decreases. However, only the
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FIGURE 3
Zonal wind [m/s] at 250 km averaged over 30 days and between geographic latitudes A, of 259 < A < 40° (A). MIGHTI zonal wind, (B). TIEGCM with LB
tides sampled as MIGHTI winds, (C). TIEGCM only due to LB tides.

time around DOY 244 and 270 has a SymH <-50 nT which is  due to the absorption of solar radiation in the F-region and from

considered a moderate geomagnetic disturbed period. the geomagnetic forcing although some minor non-linear effects
The effect of the geomagnetic active period is visible in the  remain.
F-region neutral wind at 250 km illustrated at geographic latitude The zonal wind clearly shows a diurnal variation with a strong

A =30° for 12 UT in Figure2 with the time and longitudinal ~ zonal wave number 1 in the case “with LB tides” and “no LB
variation indicated in the y- and x-direction, respectively. We label ~ tides” However, in the case “with LB tides” higher order zonal
the simulation with tidal forcing at the lower boundary (LB) “with ~ wave numbers develop after approximately DOY 230 within a few
LB tides” (Figure 2A) and the simulation without tides at the LB “no  days as visible in the longitudinal variation. This rapid transition,
LB tides” (Figure 2B.), the difference between the two simulations ~ happening between approximately DOY 232 and DOY 238, is even
is labeled “only LB tides” (Figure 2C). The difference or the “only = more apparent in the “only tides” case in Figure 2C. In the following,
tides” case removes most of the effect from in situ generated tides  we will focus on DOY 220-270 period to investigate how the lower
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FIGURE 4
Amplitudes of migrating solar tides in zonal wind [m/s] only due to tides at lower boundary (LB) in (A). SW2 at 110 km and (B). SW2 at 250 km, (C). QW4
at 250 km, (D). TW3 at 110 km and (E). TW3 at 250 km, (G). DW1 at 110 km, (H). DW1 at 135 km, and (I). DW1 at 250 km, and (F). zonal and diurnal mean
zonal mean wind at 250 km over geographic latitude and day of year (DOY) 2020.

atmospheric tides can facilitate this change. Note that the neutral
wind in Figure 2 is depicted at a constant universal time (UT) and
therefore the longitudinal axis corresponds to solar local time (SLT).

It is important to examine that the model in general reproduces
the observed variation in the zonal wind at 250 km altitude.
The ICON observatory samples all local times at each orbit but
not for all longitudes and latitudes. We therefore average data
using a 30 days sliding window between 25° to 40° geographic
latitude (Ag) to determine a longitudinal mean zonal wind over
DOY and SLT. The model is sampled at the location of MIGHTI
vector winds with the best quality flag. The model and data are
processed in the same way. Figure 3 depicts the MIGHTI zonal
wind (3a) and the MIGHTI-sampled TIEGCM zonal winds (3b) at
250 km.

The diagonal lines in Figure 3 are an indication that longitudes
are not equally sampled in the 30 days window (Cullens et al., 2020).
The observations (Figure 3A) experience larger variations than the
model (Figure 3B) and therefore, the color scale is adapted. This is
not surprising, as first, the model is not perfect and secondly, even
a perfect model could not reproduce the observed variations since
it is forced by time averaged tidal variations. Even though the zonal
wind magnitude is not the same, the variations with local time and
over day of year are similar. The model (Figure 3B) exhibits more
westward wind in the morning between DOY 200-230, compared
to the observations, which becomes less westward with increasing
DOY. In the late afternoon the observed zonal wind is eastward
with the wind magnitude increasing with DOY, especially in the
early evening (approximately 18-20 SLT). The model exhibits a
similar variation with the zonal wind getting more eastward with
increasing DOY. In general, the simulated zonal wind tends to be
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more westward than the observed one, but displays similar local time
and DOY variations.

We established that the model captures the prevalent local time
and DQY variations of the MIGHTI zonal wind. Therefore, we will
use the model to isolate the effect of upward propagating tides on the
noted wind changes (Figure 2). We examine the difference between
the simulation with HME LB tides and without HME LB tides
illustrated in Figure 3C. An increase in the semidiurnal component
of the zonal wind with increasing DOY is visible in Figure 3C with
approximate early morning and evening peaks. Note that signals
of non-migrating tides are small since we average over almost all
longitudes. In the following, tidal components for the “only LB tides”
case will be illustrated and labels by (-)*. We note that we first take
the difference between the simulations before determining the tidal
components via a 2D Fast Fourier transformation (FFT) using a 2
days window.

3 Results
3.1 Dynamical changes

To better understand the illustrated changes in the zonal wind
in Figure 2C occurring after approximately DOY 232 we examine
the changes in several tidal components in the following. Figure 4A
depicts the migrating SW2* at 110 km with a maximum amplitude
of roughly 45 m/s at middle latitudes. Figure 4B also shows SW2*
but at 250 km, illustrating that between DOY 220 to approximately
DOY 230 the latitudinal structure of SW2* at 110 km and 250 km are
similar with the distinct middle latitude peaks in each hemisphere.
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After approximately DOY 232 the latitudinal structure is evolving
differently at 250 km compared to 110 km. At 250 km the SW2*
latitudinal structure is changed from the two middle latitude
peaks to a single maximum amplitude peak at low latitude
(Figure 4B).

The migrating quaddiurnal QW4* tide is not included in the
HME LB forcing but is present at 250 km in the zonal wind with
maximum amplitudes around 6 m/s at low latitudes (Figure 4C).
The temporal and latitudinal structures of QW4* and SW2* at
250 km are similar. Therefore, we suggest that it is generated by
tide-tide interaction of DW1 x TW3 = [1,1] x [3,3] leading to
[4,4] + [2,2] = QW4 + SW2. Some smaller contributions might
come from SW2 x SW2 = [4,4] + [0,0] = QW4 + ZM. Several
studies suggested the generation of quaddiurnal tides through
self-interaction of the semidiurnal tide, e.g., in SABER/TIMED
temperatures (Liu et al., 2015) and during SSW (Gong et al., 2021)
as well as through the diurnal and terdiurnal non-linear interaction
as observed in the upper thermosphere at Arecibo during the 2016
SSW (Gong et al., 2018). While QW4 can be excited by the non-
linear interaction of SW3 x SW1 = [2,3] x [2,1] leading to [4,4] +
[0,2], SW3 and SW1 amplitudes are relatively small in the simulation
and this non-linear interaction is therefore excluded from our
consideration.

The migrating terdiurnal tide TW3* is shown at 110 km and
250 km in Figures 4D, E, respectively. The terdiurnal tides are not
included in the HME LB tidal specification. TW3* amplitudes are
small at 110 km with a maximum of 4 m/s at middle latitudes, but
TW3* amplitude is up to 19 m/s at 250 km with the maximum at
very low latitudes. The TW3* at 250 km (Figure 4E) emulates very
closely the latitudinal and time variation of SW2* (Figure 4B). With
TW3* amplitudes being approximately 2/3 of SW2* amplitude we
suggest that TW3* is generated mainly by DW1 x SW2 = [1,1] x
[2,2] leading to [3,3] + [1,1] = TW3 + DWI1. DW1 serves here
as primary and secondary wave. Note that Figure 4 depicts the
difference between a simulation with and without HME LB tidal
forcing and therefore most in situ solar heating induced tides in the
thermosphere are removed.

DWI* is depicted at 110 km (Figure4G) and at 250 km
(Figure 4I). At 250 km DW1* has a similar temporal variation
equatorward of 30° geographic latitude as SW2* and TW3* with an
amplitude peak around DOY 265, and minor peaks around 255 and
240. The importance of the DW1 x SW2 interaction is well accepted
in the literature as an important source of TW3 (see, e.g., Moudden
and Forbes, 2013, and references therein), although generally of
secondary importance to direct thermal forcing. Ours is the first
report of TW3 production in the thermosphere by this mechanism.

DW1* is strongly forced at the lower boundary as evidenced
by its 10-18 m/s amplitudes at 110 km in Figure 4G. However,
DWI has a short vertical wavelength (=30 km) and does not
penetrate much above 110 km; see for instance, Figure 4H which
indicates amplitudes of 4-8 m/s at 135 km and low latitudes after
DOY 232. We conclude that the DW1* signature in Figure 41 is
not the result of DW1 propagating upwards from the LB, but
rather is excited in situ through non-linear interaction as noted
above.

Finally, we note the intensification of zonal and diurnal mean
(ZM*) zonal winds after DOY 232 at 250 km (Figure 4F) leading
to wind magnitudes ranging from -20 to 15 m/s around DOY
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260. We conclude that these are due to the momentum deposited
into the background atmosphere of the intensified migrating tides
DW1*, SW2*, TW3*, QW4* after DOY 232 which is supported
by the change in latitudinal structure of ZM* after DOY 232
reflecting the strong change in SW2* and TW3* (Figures 4B, E). As
noted by Angelats i Coll and Forbes (2002), through examination
of Eliassen-Palm flux divergences, it is not unexpected to see
regions of eastward acceleration (and therefore eastward ZM zonal
winds) in connection with dissipation of westward-propagating
waves.

In the following, we focus on DOY 265 when the migrating tides
exhibit a peak at low latitudes at 250 km (see Figures 4B, C, E, I). In
Figure 5 the latitude-height variations of tidal amplitudes in zonal
and meridional wind at DOY 265 are depicted. Figures 5A-C show
the DW1, SW2, and TW3 zonal wind amplitudes only due to in situ
forcing without any upward propagating LB tides. These diagnostics
will be helpful to assess the importance of upward propagating tides
in comparison to the in situ forced components.

Figure 5A shows that the DW1 zonal wind component of
the in situ solar EUV-driven circulation is strongest at middle to
high latitudes (amplitudes of up to 80 m/s) and at low latitudes
(equatorward of +£30° geographic latitude) has amplitudes of 40 m/s
between 200 and 300 km. The in situ forced SW2 (Figure 5B) is
very small with values less than 10 m/s over most of the domain.
The SW2* amplitude from the upward propagating tides is around
30 m/s (Figure 5E) and much larger than the in situ driven SW2.
SW2* due to upward propagating tides has almost the same
magnitude as the in situ driven DW1 at low latitudes (Figure 5A).
Thus, it is expected that SW2* due to upward propagating tides
contributes significantly to the thermospheric circulation at these
latitudes and altitudes.

Only a few studies (e.g., Forbes and Garrett, 1979; Forbes et al.,
2011) investigated the relative importance of in situ vs. vertically-
propagating semidiurnal tides to the dynamics of the upper
thermosphere, finding that the major contribution comes
from thermal excitation above 100km except during solar
minimum conditions when contributions from upward propagating
semidiurnal tides can be comparable in magnitude. Forbes et al.
(2011) fit HMEs to semidiurnal tidal temperatures derived from
TIMED/SABER in the lower thermosphere, and compared the
HME-extrapolated values with SW2 exosphere temperatures
derived from CHAMP and GRACE densities near ~400 km. The
comparisons were made during the January-July 2004 (F10.7 = 90-
130sfu) and December 2005-July 2006 (F10.7 = 75-100sfu) intervals,
and revealed maxima during the Dec-Feb and Apr-Jul months.
Interestingly, they concluded that the in situ contribution to SW2
dominated over any contribution propagating from below, opposite
to the conclusion made above based on TIEGCM driven by HME
LB tides. Unfortunately, no results from this study were available
during September (i.e., DOY 265), and the present results moreover
correspond to deeper solar minimum (F10.7 = 70sfu), precluding
any definitive conclusions based on comparisons between the two
studies. Therefore, further work remains to be done on this aspect
of thermosphere dynamics.

The depiction of TW3 meridional wind amplitude in Figure 5F
can be contrasted against that in Figure 5G as further evidence for
in situ generation of TW3* due to tide-tide interactions (recall that
terdiurnal tides are not included in the LB forcing). Comparison
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FIGURE 5

Amplitude of migrating solar tides in neutral wind [m/s] at DOY 265 over geographic latitude from the simulation with no LB tides (A). DW1 in zonal
wind, (B). SW2 in zonal wind, (C). TW3 in zonal wind, (F). TW3 in meridional wind; and only due to tides at the LB (D). SW2 in meridional wind, (E). SW2
in zonal wind, (G). TW3 in meridional wind, (H). TW3 in zonal wind, (I). QW4 in zonal wind.

between Figures 5H, C supports the same conclusion for the zonal
wind component of TW3. We want to point out that the “no LB tides”
depictions of tides (Figures 5A-C, F) are not based on simulation
differences and therefore can show tidal signatures at high latitude
induced by the offset of the aurora region with respect to the
geographic coordinate system.

Surprisingly, maximum zonal wind amplitudes for TW3*
(Figure 5H) are approaching those of SW2* (Figure 5E) at low
latitudes and are approximately half of the in situ generated DW1
(Figure 5A). Noting the meridional wind amplitudes of order
10-20 m/s for both SW2* (Figure 5D) and TW3* (Figure 5G)
around +20-30° latitude, from which we conclude that their
combined effects on field-align plasma transport may be significant.

Finally, QW4* is plotted in Figure 51, indicating amplitudes
of order 8 m/s. While significantly smaller than its SW2* and
TW3* counterparts in Figures 5E, H, respectively, it is nevertheless
noteworthy in terms of its obvious origins of tide-tide non-linear
interactions.

The evolution of SW2* structures as evident in the presented
TIEGCM-ICON simulation (e.g., Figure 4B) is one reason why
this time period is so interesting. In the presented case, we wish
to consider the height evolution of the latitude structures as well
and connecting the latitude vs. DOY evolutions of SW2* U at
110 km and 250 km (Figures 4A, B, respectively). The HMEs are
useful in providing that interpretation. We use the tidal fitting
to a minimum number of HMEs to capture the simulated SW2
structure. The resulting SW2 zonal wind amplitude illustrated in
Figures 6C, D represents the upward propagating tidal component.
The height vs. latitude structures of SW2* U at DOY 224 and
DOY 265 (Figures 6A, B) will be interpreted with the help of
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HMEs (Figures 4A, B). The corresponding illustration to Figure 6
for SW2* meridional wind at DOY 224 and DOY 265 is given in
Supplementary Figure S1.

In general, it was determined that the height vs. latitude
structures of tides are well represented by the superimposed latitude-
height structures of combined HME1, HME2, HME3, and HME4
(Cullens et al., 2020; Forbes et al., 2022). Therefore, reconstructions
based on various combinations of HMEs can be performed, and
those that assumed the greatest role in accounting for the simulated
TIEGCM-ICON structures can be identified. It is important to note
that these HMEs (1-4) have vertical wavelengths (1,) entering the
thermosphere of 2300 km, ~85 km, ~57 km, ~40 km, respectively,
and that the longer the A, the more effectively that HME penetrates
to, say, 250 km.

It was found that for DOY 224, the dominant HME was
the first antisymmetric HME2 (Supplementary Figure S2B), which
accounts for the double-maxima in latitude occurring at both
110 km and 250 km for zonal wind U in Figure 6A. Unequal
peaks between hemispheres at both heights are accounted for by
interference with the symmetric mode HME3 and HMEL1 and/or
HME4. Adding HME4 does not seem to make it agree better with
TIEGCM results and the reconstruction using the combination
of HME1, HME2, and HME3 for the zonal wind captures the
salient latitude-height variations in the TIEGCM-ICON SW2*
Figures 6A, C).

For the period after about DOY 240 at 250 km, all HMEs play
a role as can be seen in the reconstruction in Figure 6D and the
HME amplitudes in Supplementary Figures S2I, J, M, N. For zonal
wind U, HME3 reinforces HMEI in the equatorial region above
approximately 150 km, and nearly cancels HME]1 at higher latitudes
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FIGURE 6
Amplitude of semidiurnal migrating tides for zonal wind [m/s] for DOY 224 [left panels (A, C)] and DOY 265 [right panels (B, D)] based on TIEGCM only
due to LB tides [(top panels (A, B)] and HME fitting with the least HMEs: 3 modes for DOY 224 (c.) and 4 modes for DOY 265 (D).

above 150 km, resulting in a more restricted latitude extent of  use the maximum Ne as a measure of NmF2, which is a reasonable
the total response. Below 150 km the behavior of the combined  approximation since the major part of the vertical extent of the
HME1 and HME3 is reversed with an almost cancellation in the  F-region is sampled. The maximum Ne observations between 11
equatorial region and two maxima at high latitudes. HME2 and  SLT to 18 SLT are binned by DOY and by 2.5° in quasi dipole
HME4 both contribute to the pronounced asymmetries at 250 km  latitude. Figure 7A illustrates the median of the maximum Ne in
and 110 km (Supplementary Figure S2). All of the HMEs play a  each bin. Note that the median is chosen to reduce the effect of
non-negligible role at 110 km and 250 km. The stark difference in  outliers, however in our case using the average of the maximum Ne
the importance of the HME modes at DOY 224 with a dominant  of each bin leads to very similar variations. Since the COSMIC-2
asymmetric HME2 versus DOY 265 with HMEL to HME4 all  constellation was not spread evenly during this early mission phase,
playing a role has probably its origin the middle atmosphere  there is a longitudinal bias with respect to quasi-dipole latitude
where antisymmetric modes can be excited as discussed in the in the data (see Supplementary Figure S4). The negative quasi-
introduction. dipole latitudes are preferably sampled in the African-Asian sector
where the magnetic equator is in the northern hemisphere and
therefore, the orbit dips to lower quasi-dipole latitudes than in the
3.2 Compositional and electron density Pacific-American sector. However, this longitudinal bias does not
changes explain the larger median Ne values in the northern than southern
EIA crest (Figure 7A.) since even when restricting the geographic
In the following, we examine the effect of significant longitudes to the African-Asian sector a north-south differences in
dynamical changes during this period on the mean ionosphere-  median Ne magnitude remains. We conclude that the north-south
thermosphere state, specifically the NmF2 and composition  asymmetry in the EIA is not an artifact of the data sampling and
via O/N,. First, we evaluate the simulated NmF2, which we processing.
do by comparing to FORMOSAT-7/COSMIC-2 (COSMIC-2) The TIEGCM simulation with HME LB tides is binned like the
observations (Schreiner et al., 2020). COSMIC-2 was launched in observations with the difference of using NmF2 and all available
June 2019 and consists of 6 satellites in low 24° inclination orbits  longitudes (Figure 7B). In the model the southern part of the EIA is
with GNSS-radio occultation payload providing more than 4,000  larger than the northern part, which is opposite to the observations
high-quality electron density profiles per day. We are using RO Level ~ (Figure 7A). The study period starts just 40 days after solstice and
2 data product “ionPrf” which contains the ionospheric electron  therefore the influence of northern hemisphere summer conditions
density profiles validated by Cherniak et al. (2021). are reflected in the observations with larger northern than southern
We use the maximum electron density (Ne) in the “ionPrf” data  EIA, but the difference reverses around October (e.g., Burns et al.,
files if the associated altitude is at least 200 km, which eliminates ~ 2012). The TIEGCM can in general reproduce the hemispheric
instances of capturing sporadic E occurrence. In the following, we  difference in the EIA strength (e.g., Maute, 2017). However, in
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the current case the model lacks representing the hemispheric
difference. This apparent model bias needs further examination
which is beyond the scope of the current study.

Both observations and model exhibit an increase in NmF2 with
DOY. To compare the temporal variation, we average the NmF2 over
5% < [A4q] £20° with quasi dipole latitude 1,4 in both hemispheres
and reference to the 5days-average of DOY 220-224 to remove the
baseline bias. Figures 7C, D depict the relative change of NmF2 for
the observations and simulation, respectively, with an increase after
DOY 240 in the observations and after approximately DOY 235 in
the simulation. The temporal variation of simulated average NmF2
in the northern EIA crest compares better with the observations
than in the southern hemisphere crest. In the southern hemisphere,
the observed relative changes of maximum Ne are smaller than
in the simulation. We should note that signals of geomagnetic
activity are visible around DOY 244, DOY 258, and DOY 268 in the
observation and the model (Figures 7A, B). Overall, the simulation
can reproduce the salient temporal variation of observed NmF2 and
therefore, it will be used to examine the contribution of the LB tides
to this temporal variation.

Figure 8A illustrates the zonal and diurnal mean change in
NmF2 due to LB tides with respect to the simulation without
LB tides. We note that the simulation without LB tides includes
the effect of geomagnetic forcing while the “only LB tides”
case does not, and therefore there are slight decreases in the
percent changes during the geomagnetic active times (Figure 8A).
The overall changes are negative and increase significantly with
time, especially after DOY 235. At low latitudes a decrease
of approximately 15%-20% compared to the beginning of the
period can be attributed to the effect of LB tides. To provide
more details of the relative changes in NmF2 (Figure 8A), we
illustrated the increase in NmF2 over the time period with
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respect to DOY 220 for the simulation with and without LB tides
(Supplementary Figures S5A, B, respectively). The magnitude of
the temporal changes in NmF2 after approximately DOY 235 are
different between the two simulations with a strong increase in
NmF2 occurring in the simulation without LB tides while the
simulation with LB tides exhibits a very modest increase, which
leads to the negative change in NmF2 in the “only LB tide” case
(Figure 8A).

Part of the decrease in NmF?2 is related to compositional changes
which can be approximated by O/N, at 300 km. Figure 8B illustrates
the relative change of the zonal and diurnal mean O/N, for the “only
LB tides” case with respect to the “no LB tide” case. The mean O/N, is
decreasing by approximately 10% compared to the beginning of the
time period. Supplementary Figure S5 illustrates that the zonal and
diurnal mean O/N, at 300 km is decreasing in the simulation with
LB tides, especially after DOY 235 (Supplementary Figure S5C),
but the low latitude maximum O/N, is almost constant with time
in the simulation without LB tides (Supplementary Figure S5D).
The similar timing of the O/N, changes and of the migrating tides
and background wind (Figure 4) in the simulation with LB tides
strongly suggest that the dynamical and compositional changes are
connected.

These results indicate that the decrease in O/N, due to LB tides
partly compensate for the seasonal increase in NmF2 (Figure 8B)
and therefore leads to a smaller increase in NmF2 with DOY
in the simulation with LB tides compared to without LB tides
(Supplementary Figures S5A, B, respectively). The relative change
of the mean NmF2 in the “only LB tides” case has a strong
correlation to the relative change of the mean O/N, at 300 km
(Figure 8C). The difference in the NmF2 latitudinal variation in
Supplementary Figures S5A, B suggests that there are additional
contributions from the low latitude ExB drift and the meridional
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FIGURE 8
Time evolution of the relative change in the zonal and diurnal mean (A). NmF2 over quasi dipole latitude and (B) O/N, ratio at 300 km over geographic
latitude due to lower atmospheric tidal forcing with respect to no tidal forcing; (C) correlation between relative NmF2 change and O/N, equatorward
of ;| 60° and |A,| < 60°, respectively for the time window.

wind leading to EIA differences, such as the EIA position at
higher magnetic latitude and with less hemispheric difference in
the simulation with LB tides than without. However, the simulation
suggests that the main contribution to the temporal changes in
NmF2 and O/N, are due to the dynamical changes associated with
the LB forcing since no strong temporal variation in the EIA location
and hemispheric difference was identified. Note that the daytime
NmF2 dominates the diurnal mean NmF2.

4 Summary

This study focuses on the DOY 220-270, 2020 time period
which exhibits significant temporal and spatial changes in the
migrating solar tides as captured by the TITEGCM-ICON driven by
the observationally based ICON-HME tides. The ICON mission
provides TIEGCM simulations forced at its 97 km lower boundary
with and without HME tides. This set of simulations enables us
to quantify the effect of upward propagating tides, specifically the
impact of the significant temporal and spatial tidal changes, on the
lower and upper thermosphere and the ionosphere.

While strong SW2 changes were observed and simulated before
and associated with the equinox transitions (e.g., Conde et al., 2018;
Pedatella et al., 2021), these studies focused on the mesosphere and
lower thermosphere. To our knowledge the current study is the
first report of the effects of the strong sudden changes in SW2
on the upper thermosphere and ionosphere. Equinox transitions
in the thermosphere are complex since they are influenced by the
combined effect of transition characteristics in different altitude
regions. During the DOY 220-270, 2020 study period the large tidal
changes start 34 days before September equinox (DOY 266). We
do not speculate about potential connection to equinox transition,
but rather focus on the dynamical changes and its associated effect
on composition and plasma distribution. We summarize our main

findings.
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o The latitudinal structure of SW2 amplitude in zonal wind at
250 km is changing quickly within approximately 8 days after
DOY 232 from mid-latitudes peaks in either hemisphere to
one broad low latitude peak. The change in SW2 latitudinal
structure is associated with the increasing importance of
antisymmetric HMEs after DOY 240 when HME1, HME2,
HME3, HME4, corresponding to (2,2), (2,3), (2,4), (2,5),
respectively, are of comparable size, while before DOY 232
HME1, HME2, HME3, corresponding to (2,2), (2,3), and (2,4),
are important with HME2 (2,3) having the largest amplitude.

Studies showed that mean zonal wind condition changes in
the middle atmosphere influence the propagation of different
Hough Modes (e.g., Hagan et al., 1992; Xu et al., 2010). Therefore,
the significant changes in the prevalence of different Hough
Mode components during the study period is indicative
of changes in the middle atmosphere. Due to the vertical
coupling of the middle to upper atmosphere, the strong
upper thermospheric tidal changes occur within approximately
8 days.

The simulation indicates that the upward propagating SW2
is more important that the in situ forced SW2 in the upper
thermosphere during the study period. Previous results by
Forbesetal. (2011) for solar medium conditions and December
to July season demonstrated than the in situ forced SW2 dominates
over the propagating SW2 component. Further studies are necessary
to understand this difference.

o The latitudinal structure of migrating tides during this time
periods is strongly modified at 250 km compared to 110 km.
The temporal and latitudinal variation of SW2 is imprinted on
the migrating tides, DW1, TW3, and QW4. In the simulations,
the terdiurnal and quaddiurnal tides are generated internally
since only diurnal and semidiurnal tides are included in the
lower boundary forcing.
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QW4 is the smallest of the migrating tides and might be
generated by non-linear interaction between DW1xTW3 as well as
some contribution might come from SW2xSW2. TW3 amplitudes
at 250 km are large, approximately 2/3 of SW2. The simulation
indicates it is generated by the non-linear interaction between
DWIxSW2 in the upper thermosphere. While this non-linear
interaction is well documented in the lower thermosphere, to our
knowledge, its importance for the upper thermosphere was not
noted before. Since both SW2 and TW3 in the meridional wind are
strong at 250 km, it is conceivable that they play an important role
for field-aligend plasma drift.

e Associated with the changes in SW2 and the other migrating
tides, the background winds are significantly changed
within approximately 8 days, suggesting that dissipating

tides their into the

background atmosphere. Angelats i Coll and Forbes (2002)

migrating deposited momentum
found that dissipation of westward propagating tides can
create eastward accelerations of mean zonal wind at some

latitudes.

These dynamical changes influence the composition and the
plasma distribution. The simulation results indicate that during the
time period a 15%-20% change in the zonal and diurnal mean NmF2
is associated with the strong tidal and background changes during
this time period. The mean change in NmF2 is strongly aligned with
the modification of roughly 10% in the composition as approximated
by O/N, during this time period.

To set the compositional and plasma density changes during
DOY 220-270, 2020 period in perspective, we compare with some
previous studies. Jones Jr. etal. (2014) used the TIEGCM forced
with and without Climatological Tidal Model of Thermosphere
(CTMT) (Oberheide et al., 2011a) to delineate the effect of upward
propagating tides on the TI system. They find a 20% decrease
in NmF2 and 4% decrease in [O]/[N,] due to the inclusion of
tides with respect to the simulation without tides in August-
September but no strong change within days or even 40 days.
Similarly, Maute (2017) using the TIEGCM driven by daily
varying LB tides smoothed by a 27 days running mean of
the Thermosphere-Ionosphere-Mesosphere-Electrodynamic GCM
(TIMEGCM) did not see the strong changes in the SW2 reported
in this study. This highlights that the change we report here is
much stronger than expected from seasonal and climatological
behavior.

The study period clearly demonstrates the effect of strong
and sudden tidal and mean circulation changes on the upper
thermosphere and ionosphere. However, the study has uncertainties
due to the limited data coverage. While ICON provides unique
observations to study the vertical coupling effects on the
thermosphere and ionosphere, atmospheric tides described by HME
are based on 10S-40N observations within an up to 41 days window.
More frequent sampling of all latitudes, local times, and longitudes
are crucial to capture higher order symmetric and antisymmetric
HME modes without ambiguity and with higher temporal cadence.
Future missions like DYNAMIC (National Research Council, Solar
and space physics: a science for a technological society, 2013) will
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provide tidal specification on a shorter time scale and therefore can
provide new insight into their temporal and spatial variations.
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Potsdam (GFZ), Germany via https://kp.gfz-potsdam.de/en/
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available via https://doi.org/10.5065/t353-c093. We used the
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mission data is available at Goddard Space Flight Center Space
Physics Data Facility (SPDF) https://cdaweb.gsfc.nasa.gov/ and
at the Space Science Laboratary (SSL) ftp server ftp://icon576
science.ssl.berkeley.edu/pub. The ICON-MIGHTI neutral wind
vectors Level 2.1 V05 data can be found at SSL ftp server under
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DD v05r000.ZIP). The ICON-HME product Level4 V02 can be
found at SSL ftp server under Level4/HME/2020/ZIP/ICON L4-1
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A multi-instrumental analysis of the meridional ionospheric response is presented
over Europe during the two largest ICME-driven geomagnetic storms of solar
cycle #24 maximum. Data from 5 European digisonde stations, ground-based
Global Navigation Satellite System, Total Electron Content (GNSS TEC), the ratio of
the TEC difference (rTEC), as well as Swarm and Thermosphere, lonosphere,
Mesosphere, Energetics and Dynamics (TIMED) satellite observations have been
used for the investigation of selected intervals (11-17 November, 2012, and
16-25 March, 2015). The storm evolution is monitored by digisonde
foF2 critical frequency (related to the maximum electron density of F2-layer)
and GNSS TEC data. Moreover, Global Ultraviolet Imager (GUVI) measurements
from the TIMED satellite are used to investigate the changes in the thermospheric
O/Nj5 ratio. Our main focus was on the main phase of the geomagnetic storms,
when during the nighttime hours extremely depleted plasma was detected. The
extreme depletion is observed in foF2, TEC and rTEC, which is found to be directly
connected to the equatorward motion of the midlatitude ionospheric trough (MIT)
on the nightside. We demonstrate a method (beside the existing ones) which
allows the monitoring of the storm-time evolution of the disturbances (e.g., MIT,
SAPS, SED) in the thermosphere-ionosphere-plasmasphere system by the
combined analysis of the worldwide digisonde system data (with the drift
measurements and the ionospheric layer parameters with 5-15 min cadence),
with rTEC and GNSS TEC data, and with the satellite data like Swarm, TIMED/GUVI.

KEYWORDS

geomagnetic storms, space weather, ionosphere, ionospheric storm, midlatitude
ionospheric trough, GNSS TEC, ionosphere-plasmasphere coupling, Swarm observations

1 Introduction

The physical processes of the Earth’s plasma environment responsible for the
perturbations of the system and the exact mechanisms of action of solar events affecting
the near-Earth space have been of interest to researchers for decades. The most remarkable
disturbing solar activity events are interplanetary coronal mass ejections (ICMEs) and high-
speed solar wind streams (HSSWS)/corotating interaction regions (CIRs). When they collide
with the Earth’s magnetic field, they trigger geomagnetic storms. The two types of
geomagnetic storms have different time courses and result in different magnitudes of
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perturbations. Besides there are several processes that have to be
taken into consideration during the examination of the mid- and low
latitude ionosphere, as follows: photo-production, chemical loss,
and transport by thermal expansion, neutral winds, waves, tides and
electric fields of internal and external origin (Mendillo and Narvaez,
2009). In addition, several other influencing factors must be taken
into consideration, such as: geomagnetic storm size, local time (LT)
of the sudden storm commencement (SSC), time of the day, season,
geomagnetic latitude and longitude (Immel and Mannucci, 2013;
Mendillo and Narvaez, 2010; Mendillo and Narvaez, 2009).
Within the Earth’s
plasmasphere, outer magnetosphere), all regions are closely

plasma environment (ionosphere,
related to each other. In the presence of an external forcing (e.g.,
ICME or CIR/HSSWS), perturbations can be observed in each
plasma layer. The F-layer of the ionosphere has the highest
electron density, so electron density changes are the most
there. The fields

geomagnetically disturbed periods (e.g., prompt penetration of

pronounced electric generated  during
magnetospheric convection electric field-PPEF and disturbance
dynamo electric field-DDEF) map along geomagnetic field lines
through all these regions and can interact with all of them (see e.g.,
Nava et al, 2016). The Earth’s plasma environment is a very
complex, tightly coupled system, and the effects cannot be
studied and explained in their entirety if we do not consider
them as part of the system.

Geomagnetic storms generate so-called ionospheric storms,
which have similar evolution and phases to those of geomagnetic
storms, but with a faster procession. Ionospheric storms have
already been studied using several types of observations of the
F2-layer: ionosonde data of the maximum electron density
(NmF2); measurements of the total electron content; incoherent
scatter radar measurements of electron and ion densities,
temperatures and plasma dynamics; satellite measurements of
ionospheric/thermospheric parameters along their orbits (see e.g.,
Kane and Makarevich, 2010). Comprehensive reviews of storm
effects in NmF2 and TEC have been given by Prolss (1995) and
Mendillo (2006), for incoherent scatter radar results by Buonsanto
(1999), and for in-situ satellite data by Prolss and Zahn (1974).

In early studies, two different phases of ionospheric storms were
distinguished: positive ionospheric storm phase, when the electron
density is increased, and negative ionospheric storm phase, when the
electron density is decreased with respect to its expected value.
Earlier studies during the past few decades have already found clear
and unambiguous patterns in the ionosphere during geomagnetic
storms, see for example, the great reviews of Sato (1957), Matsushita
(1959), Prolss (1995), Danilov (2013) (for ionosonde data) and
Mendillo (2006) (for TEC data).

The various perturbations in the midlatitude ionosphere during
geomagnetic storms can be linked to various processes detailed
below. For case studies of ionospheric storm effects, it is necessary to
determine the key drivers of the actual events.

(1) During geomagnetic storms, the Joule dissipation of currents
and the absorption of precipitating particles in the auroral
region of the lower thermosphere (100-140km) are the
cause of the so called auroral heating of the thermosphere
(Prolss, 1995; Danilov, 2013). The location of both the
precipitation boundary and the auroral currents depends on
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the geomagnetic activity. For intense storms, it could be found
below L = 2.5 (Mendillo and Narvaez, 2009). There are two
major consequences of high-latitude heating: composition
changes (specifically, decrease in the O/N, ratio) and the
intensification of equatorward winds that can carry the
composition change toward lower latitudes (Buonsanto,
1999). Both processes contribute to the formation of long-
duration negative storm phases. The electron density near
the F2-layer maximum is, approximately, directly
proportional to the O/N, ratio (Rishbeth and Barron, 1960;
Pirog, 2006). This means, if other conditions are unchanged
(constant pressure), we should detect depletion in electron
density (negative phase) in all regions where O/N, ratio has
been decreased at F2-layer heights (Danilov, 2013). Under
geomagnetic storm conditions this so-called compositional
disturbance zone at F2-layer heights reaches lower latitudes
because of the intensified heating induced equatorward
meridional winds. Negative phase is most common in the
summer hemisphere (both day and night) due to the
seasonal variation of the background thermospheric wind
circulation, but during intense geomagnetic storms it can be
detected even in winter months. It favors the postmidnight and
morning sectors, because then the background and the storm-
induced circulation coincide and add up and therefore can reach
much lower latitudes (Prolss, 1995; Buonsanto, 1999; Danilov,
2013). This equatorward expansion of the negative phase has
about 50-300 m/s velocity (Danilov and Belik, 1991). Besides
the O/N, ratio depletion, the increased temperature of the
heated thermospheric gas itself is an important factor in
forming a negative storm phase in the ionosphere (Mikhailov
and Foster, 1997). The increase in temperature leads to an
increase in the recombination coefficient causing a further
decrease in electron density (see Mikhailov et al, 1995).
Previous studies concluded that at high and middle latitudes
this negative phase type occurs more often, and has much more
dangerous effect on HF propagation (Danilov, 2013).

Long-duration positive ionospheric storm phase can be
the
meridional winds because they cause the downwelling of the

generated by enhanced storm-induced equatorward
neutral atomic oxygen and the uplifting of the F-layer along the
magnetic field lines due to wind induced vertical ExB drift (Prolss,
1995; Danilov, 2013). A similar drift can also be caused by an
increase in E-fields of other origin (e.g., from the magnetosphere)
(Danilov, 2013). As the loss-rate decreases with altitude, the density

increases.

(2) The ionospheric F- region plasma is the base of the
plasmasphere (Mendillo et al., 1974), i.e., the plasmasphere is
filled from the dayside ionosphere and empties into the
nightside F-region through diffusion along the geomagnetic
field lines. Under quiet conditions the midlatitude region
maps into the plasmasphere corotating with the Earth.
During storms the footprint of the plasmapause (PP) often
moves to midlatitudes, especially after sunset (Mendillo and
Narvaez, 2009) as the plasmapause moves inward due to the
increased geomagnetic activity, while the plasmasphere can still
remain conjugated with the midlatitude ionosphere during
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daytime hours. Thus, from local noon to dusk the dynamical
plasmaspheric processes may contribute to daytime positive-
phase ionospheric storms (Lanzerotti et al., 1975), which is
followed after sunset by a sharp transition to a depleted state
beyond the footprint of the plasmapause (Mendillo et al., 1974).
After sunset, both the above discussed dynamics and chemistry
cause the onset of a negative phase.

(3) During intense geomagnetic storm events, mainly in the main
phase, at night, a drastic “peeling off” of the magnetospheric
plasma can be seen, and the ionospheric projection of the PP can
penetrate into the midlatitude region also on the dayside. In
such a case, an all-day negative phase storm is expected. Based
on earlier studies like Heilig et al. (2022), it is stated that the
ionospheric footprint of the PP is tightly coupled to the
minimum of the midlatitude (main) ionospheric trough
(MIT). The poleward edge of the MIT in the evening sector
has been observed to coincide with the equatorward boundary
of the soft electron precipitation, and the precipitation has
therefore been proposed as a major source of electrons
building up the poleward wall of the MIT in the evening
sector (Turunen and Liszka, 1972; Rodger et al, 1986;
Voiculescu et al, 2010). During the night the ionospheric
F-layer on the equatorward side of the plasmapause is
maintained by the plasmasphere, but not on the global
convection dominated poleward side (Schunk and Banks,
1975). Consequently, an MIT minimum could be bounded
by a plasmasphere-maintained and the precipitation-

maintained ionosphere. The minimum could be sharpened

by storm-time developed subauroral polarization streams

(SAPS) due to SAPS E-field, and by plasma heating

(frictional heating by the drifting plasma) and its

consequences (Rodger et al, 1992; Horvath and Lovell,

2016), and by enhancing recombination due to molecular

composition changes by neutral winds or diffusion from the

aurora oval = composition disturbance zone (1) (Schunk and

Banks, 1975).

MIT is a longitudinally elongated and latitudinally restricted
region of depleted plasma in the ionosphere (He et al., 2011). Its
typical latitudinal extent (width) is 5°-10° (Voiculescu et al., 2010),
10°-15° (Liu and Xiong, 2020), but it can be as wide as 20°. MIT is
typically found somewhere between 55° and 75° geographic latitude
depending on the geomagnetic activity and MLT (e.g., Whalen,
1989; Werner and Prolss, 1997; Voiculescu et al., 2006; Deminov and
Shubin, 2018; Karpachev et al., 2019; Aa et al., 2020; Liu and Xiong,
2020). However, as we will show, in severely disturbed cases it can
move even further equatorward. MIT typically occurs in the dark
hemisphere, thus, it is most regularly observed during winter
months and equinoxes, while in summer, it is mainly restricted
to the midnight sector (Rodger et al., 1992; Voiculescu et al., 2006).

Over the years, the general behavior of the ionosphere during
storms has become well studied. However, each space weather event
and the involved processes are unique, and in many cases the
magnitude of the effects cannot yet be predicted. Consequently,
case studies of extraordinary/high magnitude events are still
important as they can deepen/refine our understanding of the
extent of change that can be expected in the individual layers of
the Earth’s plasma in response to a geomagnetic storm.
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Furthermore, multi-instrumental comprehensive analysis of the
thermosphere-ionosphere-plasmasphere ~ coupling ~ processes
during individual geomagnetic storms are rare in the literature.
Most studies are based on one or two types of observational data,
however the effects cannot be studied separately since the Earth’s
plasma environment is a very complex, multiplied coupled system.

In this study our aim is to determine the exact connections
between the thermosphere-ionosphere-plasmasphere system during
two intense ICME-caused geomagnetic storm events. We analyzed
the effects through a meridional chain of digisondes (foF2, h’F2 and
drift data) across Europe (Northern Hemisphere) complemented by
GNSS TEC, Swarm satellite observations of the topside electron
density, electron temperature and PP location data, as well as O/N,
ratio observations from TIMED satellite. Another aim is to identify
the processes responsible for the extreme decrease during the night
in the main phase of the geomagnetic storm. The rest of the paper is
organized as follows. First, the utilized data and the applied methods
are introduced. In Section 3 the observations are presented, followed
by the discussion in Section 4. Finally, main conclusions are
summarized in Section 5.

2 Data and method

In the present study our main focus is on the analysis of the
effects in the ionospheric F2-layer during two intense
(Dstyin > —100nT) ICME related geomagnetic storms. The
storms considered are from the winter/equinox of 2012 and 2015
(the maximum of #24 solar cycle), respectively, with the following
characteristics: 11-17/11/2012 (Dstyi, = —108 nT, Kppax = 6.33)
and 16-25/03/2015 (Dstyin = —223 0T, Kppax = 7.67).

For the investigation, intervals covering all the pre-storm (24 h
before the SSC), initial, main and recovery phase were selected. We
used the geomagnetic Dst-index to identify the storm phases. A
sudden sharp increase in the data is observed when an SSC occurs,
this is followed by a major decrease in the data (main phase), and
then a slower recovery lasting for several days. The magnitude of the
storm itself is given by the minimum value of Dst. The AE-index
(auroral electrojet index - mainly characterizing the polar region)
increases as the substorm activity intensifies.

We analyzed individual events to see in detail the processes and
to determine the key drivers of the geomagnetic storm generated
ionospheric perturbations. Using the meridional station chain, the
latitudinal evolution of the effects can be followed. With the
digisonde drift measurements the directions of the associated
plasma drifts can be determined. Using also satellite data, the
thermospheric  (with TIMED, GUVI measurements) and
plasmaspheric (with Swarm, Langmuir probe measurements)
processes can be linked to the perturbations observed in the
ionosphere. The measurements and data utilized are listed below:

2.1 Solar and geomagnetic indices

During case studies we typically identify and characterize the
storm events considering the magnitude of geomagnetic indices
such as Kp, Dst and AE. The Kp index represents the geomagnetic
activity of the midlatitudal regions, and it has logarithmic scale.
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TABLE 1 In this table, we can see information about the used 5 digisonde stations. For the geomagnetic coordinates, International Geomagnetic Reference Field
(IGRF-13)-model (for year 2015) based calculator was used.

Name of the  Station Geomagnetic Geomagnetic Geographic Geographic
station ID latitude (deg) longitude (deg) latitude (deg) longitude (deg)

High mid- Juliusruh JRO55 53.95° N 99.48°E 54.6° N 134°E
latitude

Middle Pruhonice PQO52 4932°N 98.61° E 50" N 146 E
latitude

Sopron 50148 46.67° N 99.75° E 47.63° N 16.72° E

Low mid- Rome RO041 417N 93.76" E 418 N 125 E
latitude

Athens AT138 36.17°N 103.33° E 38" N 235°E

The Dst index shows the intensity of the ring current and as we 2.3 TEC data
mentioned above are generally used to separate the geomagnetic

storm’s phases case to case. The AE index describe the evolution GNSS TEC IONEX (IONosphere Map EXchange) maps data
of the auroral electrojets, so it inform us about the processes at  (http://ftp.aiub.unibe.ch/ionex/draft/ionex11.pdf) International
high latitudes. GPS Service for Geodynamics (IGSG) with 2-hourly cadence

were used to determine vertical TEC (VTEC) development in
areas surrounding the respective digisondes, each map area of
2.2 lonosonde data size 2.5 (latitude) x 5 (longitude) degrees.
For comparison, the National Institute of Information and
A meridional ionosonde station chain across Europe was selected to  Communications Technology (NICT) Ratio of the TEC difference
represent the latitudinal changes. The following 5 stations were chosen ~ (rTEC) global maps constructed using the RINEX files obtained
for the analysis (from North to South): Juliusruh (JR), Pruhonice (PQ),  from thousands of GNSS receivers all over the world were applied
Sopron (SO), Rome (RO), and Athens (AT). In Table 1, informationon  for the European region with a grid of 0.5 x 0.5" and smoothed with a
the ionosonde stations is given. LT = UT +1. Most of the stations are 5 x 5 boxcar. The rTEC value was defined as the difference between the
operating with a DPS-4D type of ionosonde, a digisonde. Only SOisan  observed TEC and the monthly average quiet TEC value (mean of
exception where a VISRC-2 type ionosonde operated until 2018, when 10 geomagnetically quietest days), normalized by the average TEC.
the same DPS-4D type digisonde was installed also here (Bor et al,
2020). Old ionosonde/digisonde data has typically 30/15min
resolution, respectively, however, in some cases (like at Athens 2.4 TIMED satellite, global ultraviolet imager
station) data are available at 5-min cadence. (GUVI) O/N > measurements
During this investigation, two ionospheric parameters of the F2-
layer were examined, namely, foF2, W’F2. The foF2 parameter represent The TIMED satellite has been operating at 625 km altitude
the F2 layer critical frequency associated with the maximum plasma  since December of 2001 and focuses its measurements to the
(electron) density of the F2 layer, while the h’F2 parameter reflects the ~ appr. 60-180 km altitude range (neutral thermosphere and
changes in the virtual height of the layer. All digisonde data were  ionosphere) below the satellite (Christensen et al, 2003).
manually checked and corrected with SAO Explorer. Besides, modern ~ TIMED is orbiting on a circular polar orbit with an
digital ionosondes provide also routine ionospheric drift measurements  inclination of 74.1° corresponding to 97.8 min period, which
in addition to classical vertical ionospheric sounding (for more see the ~ means that a global map of the measurements can be derived
Supplementary Data section and Kouba et al., 2008; Kouba and Koucka  from 14.9 daily orbits.
Knizova, 2012; Kouba and Koucka Knizova, 2016). The ionospheric GUVI measurements provide dayside O/N, composition
drift data for the selected storms of this study were manually processed ~ (note that this is a column integrated value for an altitude
for the PQ station. Nowadays, tens of digisondes worldwide measure ~ range) and temperature profile of the Mesosphere and Lower
ionospheric drifts routinely and store their data in Global Ionosphere ~ Thermosphere/Ionosphere (MLTI) region, as well as the auroral
Radio Observatory (GIRO). energy inputs (Christensen et al., 2003; Crowley et al., 2006;
Reference values were needed to determine the magnitude of the ~ http://guvitimed.jhuapl.edu/home_background).
storm-time deviations from the nominal state. For this, we chose the
3 closest geomagnetically quiet days (QDs) preceding the storms
investigated (8, 9, 10 November 2012 and 10, 13, 14 March 2015, 2.5 Swarm satellite measurements
respecti721vely) based on the International Q-days (QD) list, and
averaged them. These reference values appear as green lines in The three Swarm satellites were launched into a polar low-
Figure 3; Figure 4; Figure 5; Figure 6. Earth orbit (LEO) in November 2013. The altitude of Swarm A
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FIGURE 1

The geomagnetic Dst, Kp and AE indices are plotted for the 2012 November storm (A), and for the 2015 March storm (B). In the upper diagrams the
daily variation of the Dst index is presented, in the middle panel the Kp index, while in the bottom the daily variation of the AE index is shown. The UT of the
SSC was at 23:12 for the 2012 storm marked with a red dotted line. In the 2015 storm, the first storm commenced at UT 04:45, while the second SSC was

at 20:54 (red dotted lines).

and C (flying side-by-side with ca. 1.5° longitudinal difference)
was around 460 km in March 2015, while Swarm B was operating
at around 520 km altitude, with a 91 min orbiting period. Swarm
satellites provide in-situ measurements of the electron density
and temperature observed by Langmuir probes, as well as the
location of the MIT from which the footprint of the nightside
plasmapause can be derived.
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3 Observations

In our previous article (Berényi et al.,, 2018), the characteristics
of the 2012 November and 2015 March storm were described in
detail, the course of the storms was investigated in several aspects
using data from the Sopron ionosonde station. In this article, we
discuss the meridional evolution and characteristics of the two
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FIGURE 2

The interplanetary magnetic field (IMF) Bz component and the solar wind speed data can be seen for the two investigated storm intervals. (A) Is for
the 2012 November, (B) is for the 2015 March storm. The SSC times are with red dotted lines (Supplementary Figure S1is the same, except that it is with 1-

min resolution).

investigated storms using several types of measurements, detailed in
Section 2.

According to the ACE satellite data, in the case of storm from
2012 November, the geomagnetic disturbance started with two
ICMEs shock arrivals at 22:16 UT on 12 November (source:
SWPC PRF 1942, 19 November, 2012; https://izwl.caltech.edu/
ACE/ASC/DATA/level3/icmetable2 htm). The storm started with
a Sudden Storm Commencement (SSC) at 23:12 UT (00:12 LT) on
12 November On Figure 2A the evolution of the interplanetary
magnetic field (IMF) Bz component and the solar wind (SW) speed
data are plotted (1-min resolution is on Supplementary Figure S1A).
During the SSC time, short southward turning of the Bz appeared
which 1h later turned northward and lasted until ca. 13 h. In the
meanwhile the SW speed from 300 km/s after the SSC went up to
420 km/s and it oscillated around this value through the whole storm
interval. Early on 14 November the storm reached its maximum
magnitude (major storm), which was caused by a prolonged period
of negative Bz (Figure 2A) from 8h to 18 h, attributed to a
combination of lingering ICME effects and a solar sector
boundary crossing that occurred at approximately 02:45 UT.
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Right after that a negative polarity coronal hole associated high
speed solar wind stream (HSSWS) arrived. The main phase of the
geomagnetic storm started on 14 November (Dst,,;, = —108 nT,
Kpmax = 6.33), this can be distinctly seen in Figure 1A in the
evolution of the geomagnetic Dst, Kp and AE indices.

The 2015 March geomagnetic storm started with an SSC at
04:45 UT (05:45 LT) on 17 March, around equinox. The
magnitude of this storm was (on day 17 March):
Dstiin = =234 nT, Kppmay = 7.67 (see also Figure 1B). More
information about this ICME generated geomagnetic storm can
be found in the article of Wu et al. (2016). On Figure 2B the IMF
Bz and SW speed values were displayed (1-min resolution is on
Supplementary Figure S1B). The most significant episodes: right
after the SSC the northward Bz turned southward around 7 UT,
this followed by a northward turning around 10, then from noon
until midnight a prolonged southward Bz can be observed. The
SW speed values increased from an initial 400 km/s to 600 km/s
around noon on17 March, and peaked at 700 km/s on the night of
18 March. On the days after the ICME the Earth was inside the
flow of HSSWS (Nava et al., 2016). A subsequent geomagnetic
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FIGURE 3

On the upper diagrams the Dst-index values and on the lower diagrams the storm-time foF2 (with red line, A)) and h'F2 (with light blue line, B)) with
the reference foF2, h'F2 values of selected 3 quiet days [with dotted green (A) and pink line (B)] are portrayed for storm 2012 over the meridional station

chain.

disturbance which is connected to a HSSWS (see Figure 1B)
started at 20:54 UT on 21 March, which does not appear in the
value of the Dst index, but is clearly visible in the Kp and AE
index (see Figure 1B) (Nava et al., 2016). Several articles have
been published in recent years about this storm, also known as St.
Patrick’s Day storm, which is the largest storm of the solar cycle
24 (e.g., Astafyeva et al., 2015; Cherniak and Zakharenkova, 2015;
Zhang J.J. et al., 2015; Zhang S.R. et al., 2015; Li et al., 2016; Wu
etal, 2016; Nayak et al., 2016; Nava et al., 2016; Kalita et al., 2016;
Tulasi et al., 2016; Hairston et al., 2016; Jin et al., 2017; Polekh
et al.,, 2017; Zhang S.R. et al., 2017a; Zhang S.R. et al., 2017b and
references therein; Berényi et al, 2018; Huang et al., 2018;
Habarulema et al.,, 2018; Kumar and Kumar, 2019; Ratovsky
et al., 2019; Lu et al., 2020).
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3.1 Digisonde data over Europe

The main results presented in the following were derived from
ionosonde and digisonde measurements across a meridional station
chain introduced in Section 2. In this section, the evolution of the
ionospheric foF2, h’F2 is shown. Using data of European ionosonde
stations for comparison, our primary goal is to check whether the
ionosonde recorded effects at Sopron station (Berényi et al., 2018)
were local or regional/global. Furthermore, we would like to
illustrate how an ionospheric storm develops from North to
South, along Through  this
demonstration, the turning point of the ionospheric phase

a geomagnetic meridian.

development can be determined (see Buonsanto, 1999; Kane,
2005). In a general case, over the auroral region a negative
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ionospheric storm phase can be observed, while over lower latitudes
(closer to the equator) this turns into a positive phase (the exact
latitude of the phase reversal depends e.g., on the season, LT, the
strength of the geomagnetic storm, meridional winds, etc.). First, we
present ionosonde observations for the extended 2012 and
2015 storm periods.

3.1.1 Geomagnetic storm 11-17/11/2012

The first phenomenon known from previous studies, which can
appear in foF2 even 24 h before the SSC during the daytime hours, is
called the pre-storm enhancement (Kane, 2005; BureSovd and
Lastovicka, 2007; Danilov, 2013). This can be also observed in all
the 5 digisonde stations, though it is not very well pronounced (see
Figure 3). On the contrary, during the night on 11/12 November all
station data show negative phase, except for AT where no change
can be detected.

On the right panel of Figure 3, the virtual height of the F2-layer
(h’F2) is presented, not any significant daytime change at any station
can be seen on 12 November, however a quite significant increase
can be observed during the night starting at 21:00 UT, just before
the SSC.

Right after the SSC at 23:12 UT, an increase in electron density
(foF2 parameter) can be seen during that night and then during the
day on 13 November at all stations. This is the main phase of the
ionospheric storm, but the geomagnetic storm main phase starts
only later on the following day. At the beginning of the following
night, still positive phase at all stations can be seen, but around
midnight it turns negative at JR, PQ and SO. Besides, a significant
increase in h’F2 appears already around 20:00 UT which lasts even
throughout the next day (14 November).

During the daytime hours in the main phase of the geomagnetic
storm (14 November) a negative ionospheric storm phase was
observed at all stations. In the meantime, the F2 layer was
extremely uplifted, up to 680 km at stations SO, PQ and JR
(Figure 3, right panel). In this case, we observe a negative
ionospheric storm phase during a relatively weak (i.e., closer to
moderate) geomagnetic storm. This event can be considered as an
atypical storm, since the main phase of the geomagnetic storm is
delayed by 1 day. In a regular storm, the main phase typically starts
with a significant positive or negative ionospheric storm phase
within a few hours after the SSC.

Note. during this storm the ionosonde at Sopron provided
observations only up to 8 MHz, but the negative ionospheric
response during the main phase of the geomagnetic storm clearly
shows up.

This storm can be identified as a Regular Positive Phase (RPP)
storm type following the nomenclature introduced by Mendillo and
Narvaez (2010) according to the meridional evolution of foF2. Their
classification is based on the local time of the SSC, which was in this
case around midnight (00:12 LT) on 13 November The significant
increase of foF2 (electron density) lasted from around 10-11:00 to
20:00 LT at all stations, and this positive phase was followed by a
negative phase on 14 November.

In Figure 3 during the main phase of the geomagnetic storm at
night hours (18:00-02:30 UT), a negative ionospheric storm phase
can be observed at the SO, PQ and JR stations. The electron density
decreased below the detectability level (disappeared from the
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ionograms) at these stations. Along with this electron density
drop, the virtual height of the F2-layer increased up to 400 km
(from the 250-280 km QD value) before the observed fade-out (see
Figures 1, 3, as well as the Supplementary Table S1). On the contrary,
at RO and AT stations, a significant increase of the foF2 parameter
(electron density) with respect to the reference days could be seen
during the night. Furthermore, the h’F2 was not as increased at RO
and AT during this period as at the other stations. In Supplementary
Table S1 the exact time and duration of the fade-outs, the start time
of the decrease/increase and the minimum/maximum values are
tabulated (the foF2 value in MHz).

From 15 November, during the early recovery phase, a so-called
early recovery phase enhancement effect was detected in foF2 at
stations AT, RO, SO and PQ (see Figure 3). This effect with
increased electron density around noon lasts 3-day long, most
significantly at Rome and Athens station, but observable at the
other stations, too (see Figure 3). On the other hand, during the
nighttime hours of 15 November a negative phase appears at all
stations, while on 16 November only JR and PQ are negative, SO
does not show any clear trend, and RO and AT are positive.

During the recovery phase, no deviation from the reference quiet
time h'F2 was seen during daytime, however there was a quite
significant increase during the night, first of all at the PQ station, but
less pronounced also at SO and JR.

3.1.2 Geomagnetic storm 16-25/03/2015

The evolution of the 2015 March geomagnetic storm started on
day 17th. The local time of the SSC was at 05:45 on 17 March (these
are marked with a red dotted line in Figure 4). After the SSC, during
the main phase of the ionospheric and geomagnetic storm, a positive
phase of the ionospheric storm started at all stations. These kinds of
storms are called Regular Positive Phase (RPP) storms because in the
main phase of the storm, the electron density (foF2) increases, with
no delay (Mendillo and Narvaez, 2010). At the same time, there is
also a significant increase in height of F2-layer (h’F2) during daylight
hours at all stations, but much less pronounced at RO and AT (see
the right panel of Figure 4).

The most significant increase in the virtual height of the F2-layer
occurred from around 20:00 UT (21 LT) on 17 March. The highest
peak of the h’F2 parameter was observed at Pruhonice at 587.6 km at
22:45 UT. This main phase pattern in h’F2 parameter lasts until
21 March, and appears significant at SO, PQ and JR stations (see
Figure 4).

Besides, during the evening/night on 17/18 March, a sharp
decrease in the electron density was observed, the start of the
negative phase began at noon at JR and it occurred later and
later with decreasing latitude. The depletion was the most
pronounced at PQ, SO and RO (see Figure 4 and Supplementary
Table S2). The electron density decreased below the detectability
level (disappeared from the ionograms) for a short period at RO and
SO station. In Supplementary Table S2 the exact time and duration
of the fade-outs, the start time of the negative phase and the time of
the observed minimum value are tabulated. Along with this electron
density drop, the virtual height of the F2-layer increased up to
483 km (from the 250-280 km QD value) before the fade-out at
Sopron (see Figure 4).

Depletions in the foF2 parameter value (negative phase)
compared to the main phase value can be observed on the next
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In the upper diagrams the Dst index values and in the other diagrams (A) the storm-time foF2 (red line) and (B) the storm-time h'F2 (light blue line)
and the corresponding reference foF2 and h'F2 values (green (A) and pink (B), respectively) are portrayed for the 2015 storm along the meridional chain.

days (during the early recovery phase) at SO, PQ and JR stations
(middle - and high midlatitude), during both days and nights. Even
at AT and RO, for a short period positive phase occurred around
9 UT, then it is turned into a significant negative phase around
11 UT. At RO and AT stations (low mid-latitude) the depletion
became really significant (see Figure 4) only on 20 March. It can be
stated that in the early recovery phase the low mid-latitude and the
high mid-latitude regions behave differently.

A subsequent geomagnetic disturbance, associated with a
HSSWS (see Figures 1, 4) started at 20:54 UT on 21 March,
occurred during the recovery phase of the first storm and
generated a positive ionospheric storm. Decreased electron
density during the daytime and nighttime of 21th can be
observed at all stations, but most significantly at RO. In the
I’F2 parameter just a slight increase can be seen right after the
SSC during the night, mostly at AT and RO stations. Meanwhile on
22 March no change was observed at JR, and only a slight increase in
foF2 at PQ, SO, RO, AT. During the night the storm turns negative
at all stations, except for RO and AT, where no change was observed.

During the remaining days in the recovery phase: on 23 March
no changes at JR and PQ were detected, but a slight increase in
foF2 at SO, RO, AT can be seen around noon. During the night just
JR showed no changes, the others were positive. On 24 March no
changes were observed in foF2 at all stations during the day, but at
night just JR did not show changes, the other stations had positive

Frontiers in Astronomy and Space Sciences 5

phase. On 25 March the situation was the same as on day 23. The
h’F2 parameter did not show any deviation from the QD curve
during these days.

3.2 GNSS TEC data

To provide a wider context for the ionosonde observations,
changes in the total electron content (TEC) data was compared with
the foF2 values measured by the ionosondes. TEC data are presented
similarly to Figures 3, 4 for a better comparison. The TEC represents
the total electron content as an integrated value between the receiver
on the ground and the GNSS satellite (MEO orbit, at around
20,000 km altitude), therefore it contains not just the whole
ionosphere, but also most of the plasmasphere (Hofmann-
Wellenhof and Lichtenegger, 2001).

In Figure 5 the TEC values (red) along with their corresponding
references (green) for the 2012 November storm are plotted. Before
the SSC time, on 11 and 12 November a small positive deviation can
be seen during the day at all stations, while during the night on
11 November no significant deviation was observed. On the
following night (12 November) a slight negative phase appeared
at RO, SO and PQ. On 13 November, the day after the SSC, very
impressive positive ionospheric storm phase developed at all stations
during both day and night. In the main phase of the geomagnetic
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FIGURE 5

The meridional evolution of the storm-time GNSS TEC (with red line) with the reference TEC derived from selected 3 quiet days (with green line) are

portrayed for storm 2012. SSC time is marked with a red dashed line.

storm (14 November) all stations turned negative except for RO,
where there until 12 UT the TEC variation followed the mean
variation. Later a slight decrease started and lasted until 18 UT. Also
AT behaved differently, because here a TEC enhancement took place
during the whole day. In the recovery phase (15-17 November)
during the day positive phase was detected. On the contrary, during
the nighttime hours on 15 November negative phase, and on
16 November no change was observed at all stations.

In Figure 6 the 2015 March storm can be seen in the TEC data.
On the pre-storm day and night (16 March) no deviation from the
reference values can be seen at any stations. In the main phase of the
storm (17 March) significant positive phase is detected during the
day at all stations, but during the night the storm phase is turned
negative at all stations, except at JR where first a positive phase and
then after midnight no deviation can be seen. During the early
recovery phase between 18 and 20 March, a negative effect in TEC is
detected during both day and night at all stations. Interestingly at
RO and AT on 18 March between around 06-12 UT the TEC is
increased with respect to the QD value, then rapidly decreases and
stays decreased during the following 3 days. On 21 March the same
effect was repeated during the day, but at night JR station showed no
deviation, while all the other station data was negative. On 22 March
(the day after the 2nd SSC) a positive ionospheric storm phase
appeared in TEC during the day at all stations, but during the
nighttime hours there was no effect. Between 23 and 25 March a
slight positive phase can be seen during the day and night at all
stations, except at JR where there is no effect during the night of
23 March.

The more specific connections are explained in the Discussion
Section 4 below.

Frontiers in Astronomy and Space Sciences

3.2.1 rTEC maps of the storms

In Figure 7 the Ratio of the TEC difference (rTEC) maps are
shown for (geomagnetic) main phase of the two storms during the
nighttime hours (18-04:00 UT). These maps show the relative
deviation of TEC from its QD value (10 quietest days of the
month). These rTEC maps clearly present the evolution of the
nighttime negative phase along the examined stations in Europe.

In the case of the 2012 storm as shown in Figure 7A, the reduced
electron density region moves from higher to lower latitudes,
reaching its minimum latitude around midnight near the Athens-
Rome line. Meanwhile, it is also nicely seen that the low-midlatitude
Athens-Rome region remains in a positive phase throughout the
night. In the 00:00 and 02:00 UT maps the depleted electron density
zone is nicely drawn out in blue, and it can be seen that JR, PQ, SO
stations are all located within it.

For the 2015 storm, a very strong positive phase (red color in
Figure 7B) is visible at 18 UT on 17 March spreading in a NW-SE
direction, its boundary shows up in yellow along the line connecting
the Black See and North-France (see Figure 7B). SO, PQ to the North
is green, indicating that there is no deviation from the expected
value, while JR is in negative phase. Interestingly, there is a narrow
but strong positive-phase region at high latitudes (over
Scandinavia). As we move into the night, at 22:00 UT the
negative phase moves towards the equator and the positive phase
region also decreases in strength in the Athens-Rome line. At 00:00,
the depleted plasma has gone even lower, and this is when both
Rome and Athens go into negative phase at night, so the low mid-
latitude region is also under the influence of this negative storm
effect, which lasts until 04:00 UT.
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FIGURE 6

The meridional evolution of the storm-time GNSS TEC (with red line) with the reference TEC of selected 3 quiet days (with green line) are portrayed

for storm 2015. SSC time is marked with red dashed line.

3.3 GUVI measurements

The TIMED satellite GUVI measurements were used to examine
the variation of the daytime thermospheric O/N, composition
during the evolution of the considered ionospheric storms. In
Figures 8, 9 the three QDs as a reference are shown (Figure 8A;
Figure 9A) and also 3 days from the storm (Figure 8B; Figure 9B) to
present the main features. The whole storm intervals are plotted in
Supplementary Figure S2 and Supplementary Figure S3 (note that
time runs from right to left).

For the 2012 November storm the GUVI data presented in
Figure 8 do not show any deviation in the O/N, ratio from the QD
level over the examined stations during the daytime hours in the pre-
storm phase (12 November). On 13 November (the day after the
SSC) around noon (in LT) a slight increase in the O/N, (yellow) can
be seen over Europe. In the main phase (when the Dst minimum
value occurred), on 14 November around 12 LT, a significant
decrease (blue) in the GUVI measured O/N, ratio can be
observed all over Europe. On 15 November there is no deviation
(green), but on 16 and 17 November a slight increase appears in
GUVI data marked with yellow (see Supplementary Figure S2).

St. Patrick’s Day storm 2015 (Figure 9): during the pre-storm
phase was on 16 March, the O/N, ratio shows a decrease (blue) in
the subauroral region, e.g., over JR station. After the SSC, during the
main phase of the geomagnetic and ionospheric storm, on 17 March
in the daytime GUVI data do not show any significant departure
from the reference values.

On the contrary, during the following day, on 18 March, a quite
deep depletion was observed in the O/N, ratio at JR, PQ and SO, but
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most significantly over the JR station. This effect also happens on the
two following days just the same way, with one difference. On
20 March a slight depletion (light blue) showed up also at RO and
AT stations (see Supplementary Figure S3). On 21 March, when the
second SSC happened, another slight decrease follows in the GUVI
data over JR, PQ, SO. During the next day, on 22 March, right over
the JR station a slight decrease can be observed. On 23-25 March
SO, PQ and JR stations are in the slightly depleted O/N, region (light
blue) during the day.

3.4 Swarm satellite measurements

While ground ionosondes are good at monitoring the
fixed
pole-to-pole

temporal variation of ionospheric parameters at
LEO

latitudinal profiles of the considered parameters recorded

locations, observations can provide
during around 45 min. The location of the plasmapause (PP),
more precisely the location of ionospheric phenomena
conjugated with PP, such as the MIT can also be monitored
by LEO satellites (e.g., Heilig and Lithr, 2013; 2018; Heilig et al.,
2022). Swarm observations are only available for the 2015 storm
event. Figure 10 shows the change in the topside electron density
(top panel) for three orbits of Swarm B, each separated by 9.5h
(in UT). All measurements were taken at around 21 h MLT but
along different meridians. Thus this plot represents primarily
the temporal evolution of the topside electron density at
21 h MLT, but the profiles are also influenced by longitudinal
effects.
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The rTEC values are plotted for the nighttime hours (18:00-04:00 UT) on 14 November, 2012 (A), and on 17 March, 2015 (B).

A deepening density minima (marked by vertical dashed lines
on the Northern Hemisphere) can be observed in both
hemispheres, the
geomagnetic storm main phase develops. These are the

moving progressively equatorward as
minima of the MIT that is typically well observed in the
nighttime ionosphere during equinoxes. Poleward of MIT, the
erosion by the increased ExB drift continued along the whole day,
while at lower latitudes at the altitude of Swarm B (505-525 km) a
general increase was observed. The presented profiles were all
taken following the SSC (04:45 UT). The latest profile
corresponds to the time of the maximum of the plasmasphere

erosion (most equatorward MIT).
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Sharp MIT minima are accompanied by an enhanced electron
temperature (bottom panel). This is a well-known feature of sub-
auroral dynamics and appears mainly as a result of frictional heating
by the intense westward drift that in turn are driven by an intense
substorm (precipitation) associated poleward electric field (e.g.
Heilig et al., 2022).

MIT minimum in this MLT sector is tightly coupled to the
footprint of the plasmapause (Heilig et al, 2022). Thus the
equatorward movement of MIT reflects the shrinking of the
plasmasphere due to the increased magnetospheric convection
and intensified substorm-related sub-auroral electric field (see
also in Supplementary Figure S4).
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Supplementary Figure S1).

A GUVIO/N2 March 10, 2015
. e 2 ;

[

1143 1134 1138 137 1:39 11:40 1142 10:58 1m 102
2342 1905 15:51 1237 023 06:10 0256 2121 1808 13:17

1108 1107 1108 10:48 10:50 10:51 1053 10:54 10:56 1057 LT
06:48 03:36 00:22 10:58 16:44 1330 1016 07:03 0340 0035 ur

B GUVIO/N2 March 16, 2015
= |~ &>

GUVIO/N2 March 17, 2015

GUVI O/N2 March 18, 2015 O/N,

10:26 1027 0:20 10:30 1032 10:34 10:35 10:13 1015 10:17 10:18
18:47 1533 12:20 09.06 05:52 0239 23:25 203 17.24 14:10 10:56

FIGURE 9

10:20 10:21 10:22 1002 1004 1005 1007 1008 0:10 10:11 LT
0742 04:20 01:15 2051 1737 1423 1100 0756 04:42 0128 ur

The GUVI measured O/N; ratio for the 2015 March storm. In the upper plot (A) reference data for 3 quiet days are shown; in the lower plots (B) data of
3 selected days from the storm interval are presented, namely, the day of pre-storm phase (16 March), the main phase of the ionospheric and
geomagnetic storm (17 March), and 1 day from the recovery phase (18 March) (Note: a plot of GUVI data for the whole storm can be found in

Supplementary Figure S2).

The time evolution of the MIT minimum position based on
Swarm in-situ observations made on the Northern Hemisphere is
presented in Figure 11. The two colors depict observations of Swarm
B and C satellites. Right after the SSC, MIT started to shift
equatorward. This decrease lasted the whole day, and by the end
of the day MIT approached 45° magnetic latitude. The lowest
latitude of the MIT position actually observed (by Swarm B) was
46.3°. This observation took place on 18 March at 00:15 UT (21.9 h
MLT) at —43.2° longitude.
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As shown in the lower panel, the MLT difference between
Swarm B (red) and C (blue) observations was fairly stable,
around 1.5h on the average. The MIT position is well-known to
have a strong MLT dependence (e.g., Heilig et al., 2022). The MIT
latitude decreases during afternoon and also during nighttime until
4-6h MLT. Here this dependence is reflected in the latitude
difference between Swarm B and C observations, Swarm B
observations are

consequently equatorward of Swarm C

observations by 2.3° on the average.
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FIGURE 10

Meridional profiles of the topside electron density (top panel) and electron temperature (bottom panel) observed by Swarm B on 17 and 18 March,
2015. Vertical dashed lines indicate the location of MIT on the Northern hemisphere.

At the time of the minimum observation, MLT at Sopron was
0.72 h. Estimating from the MLT difference between Sopron and
Swarm B (1.1 h) and the rate of decrease (2.3°/1.5 h = 1.53°/h), the
MIT minimum at 0.72h MLT was located around 45.6". The
formula (their Equation 4) of Deminov and Shubin (2018) for the
MLT dependence yields a somewhat higher MIT latitude (45.9°).
However, these values are already lower than the latitude of
Pruhonice and very close to that of Sopron.

The MIT position is also known to depend on the geographic
longitude (e.g., Heilig et al., 2022). In the American sector MIT
appears a few degrees higher than in the European or Asian
sector. The Equation 5 of Deminov and Shubin (2018) estimates
this difference to 0.98°, while according to the statistical results of
Karpachev et al. (2019), this difference could easily be 2°-3".
Using these adjustments the MIT at Sopron could have moved
down as low as to magnetic latitude 44.6°, maybe even below 42°.

The width of the most equatorward MIT was 3.6 as observed by
Swarm B. This width is shared between the equatorward wall (1.9°)
and the poleward wall (1.7°). This means that on 17 March during
the night MIT (but at least its equatorward wall) should have
reached the Sopron station. Thus, the Sopron ionosonde
observed the depleted plasma associated with the MIT structure.
It is also clear that the MIT could not approach Athens, located at
36.1° magnetic latitude.

3.5 Digisonde drift measurements

Digisonde drift measurements from Pruhonice station were
analyzed manually in order to determine the true horizontal and

Frontiers in Astronomy and Space Sciences

61

vertical motion of the F-layer during the two storm intervals. For the
detailed analysis method of the manual correction see the
Supplementary section. Now we are going to detail the
phenomena found in the manual drift data for each storm
separately.

The first significant manifestations of the 2012 November storm
event can be seen on the drifts in the night from 13 to 14 November
(Figure 12A). On 13 November around 20:30 UT a pronounced
episode of westward drift begins. Roughly until 14 November 10:
00 UT we observe dominantly horizontal westward drifts. The speed
of the observed drifts is significantly higher than the horizontal
speeds observed under quiet conditions (<100 m/s, according to
Kouba and Koucka Knizova, 2012). The detected maximum speeds
exceed even 350 m/s.

The quality of the skymap is very good and corresponds to the
assumption of one drift velocity vector in the area above the station.
Estimated vectors are determined reliably.

On 14 November around 00:00 UT, a significantly increased
value of the vertical drift velocity component (to the tens of m/s) and
its very rapid changes is added to the above-described effect. The
drift measurement cadence was 15 min. The dramatic changes are
visible in every consequent measurement, it is obvious that the
period of the vertical drift velocity variation is significantly smaller
than 15 min and cannot be studied (described) in more detail due to
the limitations of the drift measurements.

During the day-time on 14 November both described
manifestations practically disappeared. The value of the vertical
velocity component no longer fluctuates quickly, and the value of the
horizontal (westward) component drops to small values. Here it is
necessary to note that the quality of measured skymaps during the

frontiersin.org


https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2023.1092850

Berényi et al. 10.3389/fspas.2023.1092850
A SSC
80 ™ T T T T T T T T
— 70 m ! 0 2
oY g g BT, o T s T Ty B E%j
T 6o Sasftfing, e Pap¥ :
E_T il
50 - .
40 C 1 1 1 1 1 1 ]
03-16 03-17 03-18 03-19 03-20 03-21 03-22 03-23 03-24 03-25 03-26
B T T T T T T T T T
180 ) [ o % & © ]
& ®), = /) ) G2
=2
— 9 %99 % £ % % L) LN
R -7 6!’9 ® (=2} 90 % o
c gk & & < O o o ) & K
(o] o e & & @ o =5} & &
= o [ & o o o D%’ & [}
E 90 ) % ° S %) &, -
i % % R % % %
-180 & 1 8 1 %% 1 © 1 1 - 1 1 2 -
03-16 03-17 03-18 03-19 03-20 03-21 03-22 03-23 03-24 03-25 03-26
c 24 T T T T T T T T T
=220 f&&fﬁ’% M° M" Mo dﬁw" Cdj&;ﬁbo A g o, d"‘gﬁ
= b :FFQ’ ° M o od’m o & oh ©
= 20t dﬁﬁn o Fp‘mﬁ o ampa"n’pﬂ o b y o nac:dﬁfp 0 % of o
-EJ o O Dﬁﬁm uﬂd’dﬂﬁﬁo °mp°&m o aq,ﬂf'dmdj anm;d’d:’EIQCI fa :P‘“dzpﬁ:q
18 & .
16 1 1 1 1 1 1 1 1 1
03-16 03-17 03-18 03-19 03-20 03-21 03-22 03-23 03-24 03-25 03-26
date (2015)
FIGURE 11

Evolution of the MIT minimum position (quasi dipole magnetic latitude) on the course of the 2015 event (A); magnetic longitude (B) and MLT (C) of
the in-situ Swarm observations. Red and blue colors depict Swarm B and C observations, respectively.

day-time is significantly lower than during the night-time.
Therefore, information about the value of westward drift should
be taken with a large margin. In most cases, the daytime skymap
quality is not sufficient to determine the horizontal drift components
with good reliability.

The second significant episode is observed during the night of
14/15 November This episode has similar characteristics, again
between approx. 21:00 UT and 03:00 UT there is increased
activity of the vertical component - larger values and rapid
variations. In the horizontal components, a significant increase in
the westward component can be seen again in the time interval
between 23:00 — 08:00 UT. In this episode, the maximal measured
values of the westward component exceed 250 m/s. It can be seen
that the observed manifestations in the case of the second episode
are smaller than in the case of the first.

In the drift measurements of 2015 March storm (Figure 12B),
the first significant manifestations of the storm are observed on
17 March around 20:00 UT. The measurements show very quick
variations of all observed parameters. The variations are
significantly faster than the cadence of measurements and
therefore the fluctuation period cannot be resolved. The value
of the vertical drift velocity component exceeds the extreme
values of +/- 50 m/s.

Unfortunately, in this phase of the storm, the actual extreme
ionospheric situation (the values of foF2 and h’F2) does not allow
successful realization of drift measurement in most cases.
Between 22:00 UT and 01:00 UT successful measurements
are rare.

Frontiers in Astronomy and Space Sciences

During day-time 18 March no significant manifestations of the
storm are observed in the drift measurements.

The next episode is coming at night 18/19 March. Rapid changes
occur in the vertical component between 23:00 UT and 06:00 UT, and
the amplitude of the vertical drift is significantly greater than values
under normal conditions. In the horizontal component, we observe a
pronounced westward peak between about 18:00 UT and 06:00 UT. The
maximum detected values significantly exceed 200 m/s.

The last significant episode is observed the following night. On
20 March at around 00:00 — 04:00 UT the features described for the
previous episode are repeated. It is interesting that this episode is
significantly shorter than the previous one (roughly half) but the
manifestations are more pronounced (on both the westward and the
vertical components).

Drift activity affected by the storm is apparently observable also the
following night (21 March, approx. 00:00 — 05:00 UT) on the westward
component. The maximum detected velocity value is close to 200 m/s.
In this case, however, the insufficient number of high-quality
measurements does not allow proving a clear connection to the storm.

4 Discussion

In this section, we attempt to define the cause-effect
relationships in order to gain a more detailed understanding of
the response of the terrestrial ionosphere-plasmasphere system to
geomagnetic storms. Our main focus was on the main phase of the
geomagnetic storm, when during the night extremely depleted
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FIGURE 12

The manually corrected digisonde drift measurement of F-region for the 2012 November (A) and 2015 March (B) storm at Pruhonice station.

plasma was detected. Case studies are still important to shed light on
deeper relationships that cannot be easily extracted from multi-
event-based statistical investigations.

4.1 Pre-storm phase

In the pre-storm phase of the 2012 storm (11-12 November -
Dstmin = 0 0T Kpiax = 1,33; AE . = 134 nT) foF2 and TEC show a
slight positive deviation at all stations, while by the 2015 storm
(16 March - Dstyi, = 0nT; Kppax = 3,77 AE. = 300 nT) no
deviation from the reference value is detected. However, the O/N,
data for this storm shows a decrease in the subauroral region already in
this phase (16 March). Earlier studies (e.g., Kane, 1973a; Araujo-Pradere
and Fuller-Rowell, 2002; Kane, 2005; Bure$ova and Lastovicka, 2007)
found a pre-storm feature (positive effect) in foF2 24 h before the SSC,
however other authors doubt its presence (Mikhailov and Perrone,
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2009). BureSovd and Lastovicka (2007)

geomagnetic storms from the period of 1995-2005 and found that

examined 65 strong

about 20%-25% of the storms had a significantly strong pre-storm
effect. Similarly to the finding of Liu et al. (2008), we found a slight pre-
storm enhancement in both TEC and foF2 in the 2012 storm case.
Other authors suggested that this effect could be related to some
different
interplanetary environment and magnetosphere to the ionosphere
(Danilov and Belik, 1991; 1992; Blagoveshchensky and Kalishin,
2009), but this needs verification.

channel of penetration of the energy from the

4.2 The main phase of ionospheric and
geomagnetic storm

On the day right after the SSC (on 13 November 2012 -
Dstmin = —29nT; Kpmax = 4775 AEnae = 674nT and on
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17 March, 2015 - Dstypin = —234nT; Kppax = 7,75 AEax = 1570 nT)
we observed a positive ionospheric storm phase at all station in both
foF2 and TEC in both storms. This behavior is consistent with the
average winter ionospheric response (in foF2 and TEC) to
geomagnetic storms observed in previous studies (e.g., Matsuhita,
1959; Prolss, 1995; Buonsanto, 1999; Mendillo, 2006; Danilov, 2013).
Astafyeva et al. (2015) examined the St. Patrick’s Day storm’s main
phase (17-18 March) globally with multi-instrument measurements
(e.g., Swarm VTEC, GUVI, GNSS TEC), and they found that the
daytime positive phase during the day of 17 March at lower latitudes
was due to increased O/N, ratio. This finding was also investigated
and supported by Nayak et al. (2016); Kalita et al. (2016). The AE-
index mostly exceeded 500 nT and increased often up to 1,500 nT
during the day, which indicates the possibility of intense Joule
heating of the thermosphere, which can cause positive storm
phase by two ways: 1) the uplift of the layer through enhanced
meridional winds, and then lift the ionization to greater heights
(Prolss and Zahn, 1974). 2) the downwelling of atomic [O] causing
the increase of O/N, ratio (see also in Introduction). Nava et al.
(2016); Polekh et al. (2017) found also that the positive ionospheric
effects at middle and low latitudes are related to different inputs of
energy (as we see in AE-index; Figure 1B), and as they described the
high latitude heating of the thermosphere travelled toward the
equator with the velocity of 460 m/s during 17 March (along
120°E, see Polekh et al, 2017). Besides, Zhang S.R. et al. (2017a)
found PPEF signatures on dayside over American sector, appearing
as poleward/upward ion drift, and the observations showed
meridional wind equatorward surges during also daytime hours.
The upward ion drift could also contribute to the daytime positive
phase (Zhang S.R. et al., 2017a). The diurnal evolution of the positive
phase was different, dual peak can be seen at all stations. The first
peak was at noon with maximum half hour delay, the second was
around 18 h (UT). The second peak was observed (station-hour):
JR-17 h, PQ and SO-17:30, RO and AT-18h (UT). This could
connected to the propagation of storm-induced electric field from
north to south (e.g., PPEFs). After Kumar and Kumar (2022),
eastward/westward PPEFs are associated with the southward/
northward IMF Bz. The southward turnings of the IMF Bz
component (induce eastward PPEF) can cause electron density
increase during the daytime hours (Kumar and Kumar, 2022).
There were two significant southward Bz episodes: around 8 and
14 (UT) during this time, which could support the above detailed
assumption, but this needs verification.

For the 2012 November storm, the GUVI data show a slight
increase in the O/N, over Europe on 13 November around LT noon
(Figure 8), which could contribute to the positive phase in foF2
(Figure 3). There was a second peak (after the SSC) in AE-index with
~600 nT, which here indicates also the Joule-heating of the
thermosphere. The generated processes here also could contribute
to the positive phase similarly to 2015 storm by two ways.
Unfortunately, there is no digisonde drift episode, which could
strengthen the presence of uplifting of the layer or the enhanced
equatorward meridional winds. This assumption needs verification
also with Horizontal Wind Model 2007 (HWMO07, Huang et al.,
2018). Kumar and Kumar (2022) found that the PPEFs were
contributors in the electron density increase during the day of
13 November, 2012. Interestingly, this day is the main phase of
the ionospheric storm, and normally it develops on the course of the
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main phase of the geomagnetic storm, but by the 2012 storm, the
geomagnetic storm’s main phase was delayed by 1 day.

In the main phase of the geomagnetic storm in 2012
(14 November) during the daytime extremely depleted electron
density was observed in foF2 at all stations. A similar decrease
was observed also in TEC at all stations but with lower magnitude,
except for AT and RO where it turned into negative only after 12 UT
(see Figures 3, 5). Kane (2005) also found a deep decrease in electron
density over the surrounding stations at midlatitude during the main
phase of a similar storm (Dst,;, = =589 nT). He also found that the
magnitude of the Dst is not proportional to the magnitude of the
negative effect in the ionosphere at middle and high-latitude. Pirog
et al. (2006) strengthened it, where the analyzed geographic latitude
range was similar to our case. The decrease of foF2 during the main
phase of a geomagnetic storm is a known response of the ionosphere
in winter, but usually during intense storms (Dst,,;,<=—100 nT) can
reach lower latitudes (Danilov, 2013). According to the GUVI
measurements around 12 LT a significant decrease of O/N, ratio
was observed over Europe by GUVI (marked by blue in Figure 8).
Generally, the main cause of a negative ionospheric storm is related
to the depletion in the O/N, ratio, which is generated by the storm-
time Joule-heating of the auroral thermospheric neutral gas leading
to the formation of composition disturbance zone (with decreased
O/N, rate) this zone is transported by the enhanced thermospheric
meridional winds (TADs) equatorward (Seaton, 1956; Prolss and
von Zahn, 1974; Mikhailov et al., 1989; Mikhailov et al., 1995; Prolss
etal., 1995; Bunonsanto, 1999; Astafyeva et al., 2015). The third peak
in AE-index with 1,000 nT happened at ~01:00 UT. This energy
input could generate also Joule-heating of the thermosphere and this
strengthen the possibility of our hypothesis. This is strengthening
our earlier assumption that the main reason for the negative phase is
due to the decreased O/N, ratio transported to lower latitudes (up to
Sopron station) by meridional neutral winds (Berényi et al., 2018).

4.3 Deep electron density depletion during
the night of 14 November and 17 March

Significantly eroded ionospheric plasma was detected during the
nighttime hours in the main phase of the geomagnetic storms (from
18:00 UT on 14 November 2012 and from 20:43 on 17 March 2015)
with short duration fade-out of the layers in the ionograms at some
stations (detailed in section 3.1). The foF2 and TEC data show a clear
negative phase at JR, PQ and SO stations in the 2012 November
storm. On the contrary, a strong positive phase mainly in foF2 but
slightly also in TEC at AT and RO stations was detected during the
whole night of 14 November The rTEC maps of storm 2012
(Figure 7A) show the variation during the nighttime hours (18-4:
00 UT) on 14 November These rTEC maps show clearly how the
reduced electron density region moves from the higher latitudes
equatorward, reaching its minimum latitude around midnight along
the Athens-Rome line. Between 00:00 and 02:00 UT, the depleted
electron density region is very nicely drawn out, and it can be seen
that JR, PQ and SO stations are fully located within it. In the
meantime, the low-midlatitude Athens-Rome region remains in the
positive phase throughout the night. Based on our observations and
the findings of previous studies like Yizengaw et al. (2005), we can
assume, that this nighttime positive phase at AT and RO region, is
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caused by plasmasphere-ionosphere coupling due to the enhanced
downward ExB drift (leading to a maintaining effect by the
plasmasphere), which in the meantime led to a strong erosion of
the plasmasphere. For the 2012 storm the drift measurements from
PQ during that night shows the presence of a strong westward
motion of F-layer plasma (v ~ 350 m/s) indicating the presence of
the ionospheric trough (MIT) (see also Heilig et al., 2022). Thus we
can conclude based on foF2 and drift data that the equatorward
motion of the MIT region (so the PP footprint) was the main cause
of the detected sharp electron density decrease in foF2, GNSS TEC
and rTEC data during the night of the geomagnetic storm main
phase at SO, PQ and JR stations. Another contributor was possibly
also the depleted O/N, ratio, GUVI measurements show significant
depletion above Europe during daytime, which could corotate with
Earth (by westward winds) into the night sector, causing long-lasting
negative phase (see Figure 8).

During the 2015 St. Patrick’s Day storm both foF2 and TEC
decreased at all stations during the night. In the rTEC maps, a very
strong positive phase is visible at 18 UT on 17 March at lower
latitudes, its boundary located along the line connecting the Black
See and N-France (shown by yellow in Figure 7B). SO, PQ are in the
green area, indicating that there is no deviation from the quiet level,
as confirmed by the foF2 value (Figure 4). At the same time, JR is in
negative phase, the foF2 shows significantly decreased electron
density. It should be noted that the start time of the negative
phase in TEC (and rTEC) was delayed by 3 h comparing it with
the foF2 parameter at the same location. Based on the Swarm data
(Figure 11) the MIT has already reached that latitude and it moved
further to lower latitudes later, so it possibly caused the negative
effect at JR. Previous studies indicated that the afternoon appearance
of MIT may be linked to a plasmaspheric plume (see Heilig et al.,
2022). According to the observed rTEC values, as we move into the
night at 22:00 UT (note that in reality most possibly this happened
~01:00 UT based on the aforementioned 3 h delay in rTEC), the
zone with depleted electron density moves towards the equator, and
even the positive phase region has been pushed back in the Athens-
Rome line. By 00:00, the depleted zone moved even lower, at this
time both Rome and Athens go into negative phase based on the
foF2 data, indicating that the low mid-latitude region is also under
the influence of MIT. The location of the MIT reached the 44.6°
magnetic latitude (or maybe even below 42°) at 0.72 h MLT based on
Swarm electron density and temperature measurements (Figures 10,
11) and the method described in Heilig et al. (2022). This sharp MIT
minima was also accompanied by increased electron temperature
with more than 5000 K (Figure 10), which was also observed by Liu
etal. (2016), Zhang S.R. et al. (2015, Zhang S.R. et al. (2017a) during
16-19:30 UT on 17 March, which was presumably caused by strong
frictional heating due to large plasma drifts. The equatorward
that the
plasmasphere was shrinking (see also Supplementary Figure S4),

motion of the minima of MIT is indicating
and the stations (JR, PQ, SO) went outside the plasmasphere where
the ionosphere was not filled any more from the plasmasphere
leading to extremely decreased electron density (detailed in Section
2). The severely depleted ionosphere was conjugated to the depleted
outer magnetosphere (plasma trough) (see also Heilig et al., 2022).
The F-layer drift measurement (at PQ) detected an intense ~500 m/s
speed westward drift from appr. 20-02:00 UT (see Figure 12B)
which is associated with the MIT formation mechanism. The effect
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of MIT lasts until 04:00 UT. Our findings are in good agreement
with the results of previous articles like Nayak et al. (2016), who
examined the equatorward motion of the MIT in the American
sector (reached up to 40° N latitude) and Huang et al. (2018) also
observed obvious westward disturbances in the zonal wind over
central China (Asia, 38.7°N, 111.6°E). From 22:00 -02:00 UT strong
westward neutral wind appeared, and at 03:00 UT a poleward wind
surge of ~100 m/s appeared due to the poleward Coriolis force
arising from the significant westward wind amplitudes (see Zhang
S.R. et al,, 2015; Tulasi et al., 2016; Huang et al., 2018). These were
found to be driven by strong SAPS westward ion drift of >500 m/s
peaking in the MIT and were accompanied by > 50 m/s upward ion
drift in the E- and F-layers during SAPS periods at 22:43 UT at
subauroral and midlatitudes (Zhang S.R. et al., 2015; Zhang S.R.
et al,, 2017a). But at lower latitudes poleward winds might not be
driven by SAPS, most probably these wind changes are associated
with travelling atmospheric disturbances (TADs) originated from
the disturbance source region in the southern hemisphere (Huang
et al.,, 2018).

After the observation of Zhang S.R. et al. (2017a) the SED plume
over America (Millstone Hill) 20-24 UT can be linked to the positive
phase over Southern Europe (AT and RO) from 18-22 UT: the
westward winds could bring the plasma from Europe to North
America leading to the detected SED plume over there (see Figure 4;
Figure 7B) within a few hours, however, PPEF may also play some
role in its formation (Liu et al, 2016). Investigation of Liu et al.
(2016) and model results of Lu et al. (2020) confirm this possibility.
Interestingly, a strong positive-phase region appeared at high
latitudes (over Scandinavia), which can represent the poleward
boundary of the MIT. The data show positive deviation, partly
because the electron density was quite low in that region during
QDs, while during the subsequent storm a quite significant increase
took place in association with the equatorward movement of
the MIT.

To speak about the lower latitudes, previous studies found the
cumulative effect of enhanced meridional wind and changes in the
electric fields, during night of the main phase at the 30-40°N zone.
At low latitudes (like RO and AT) the detected variations in the
ionosphere were governed by the superposition of disturbed electric
fields (DDEFs), and the PPEF, which triggered the drop of foF2 in
the evening on 17 March and the morning on 18 March (see
Astafyeva et al, 2016; Jin et al., 2017; Polekh et al., 2017). For
the St. Patrick’s Day storm, the ionospheric effects of PPEF to low
latitudes and the ionospheric disturbance dynamo (DDEF) were
examined and discussed by several other papers: Le Huy and
Amory-Mazauider, (2008); Lu et al. (2012); Abdu et al. (2013);
Nava et al. (2016); Nayak et al. (2016); Ramsingh et al. (2015); Ram
et al. (2016); Kalita et al. (2016). This could contribute to the
nighttime electron density decrease at lower latitudes (AT, RO).

4.4 Recovery phase

During the recovery phase (on 15-17 November 2012 -
Dstonin = —405-27;-1307T; Kpmax = 1,33; 2,77; 3; AEmay = 119; 3105
328 nT and 18-20 March 2015 - Dst,,;, = —2005-99;-81 nT; Kppax =
6; 5:4,77; AE .« = 1,043; 1,134; 611 nT) all station’s TEC and
foF2 data showed a positive phase in the 2012 storm case, while
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they showed a significant negative phase in the 2015 St. Patrick
storm case. Yizengaw et al. (2005) examined a geomagnetic storm
from 31 March, 2001 (Dsty;, = —380nT) and found also an
extended, long-lasting negative phase during the recovery phase.
The reason for the long-lasting negative phase during storm
2015 can be the great extension of composition disturbance zone
to low latitudes as suggested by Danilov (2013 and references
therein). These statements are also confirmed by our analysis of
GUVI data. On 18 March, 2015, a quite deep depletion was observed
in O/N, ratio over Juliusruh (Figure 9) accompanied by
foF2 decrease (Figure 4). The effect also re-occurs on 19 March,
moreover the foF2 parameter data show a slight depletion also at
PQ, SO and RO on 20 March. Nava et al. (2016), Huang et al. (2018)
and Chernigovskaya et al. (2021) also found this depletion in
electron density (18-20 March). They found that, during the
recovery phase the important role in dynamics of the midlatitude
ionosphere may belong to the wave-like thermospheric disturbances
of molecular gas, propagating westward for several days causing
electron density decrease along the trajectories of propagation.
Besides, after the investigation of Kumar and Kumar (2019)
another contributor to formation of the negative phase can be
related to DDEFs. As for the 2012 storm, a negative phase
changed to a positive one, which is believed to be caused by
travelling atmospheric disturbances (TADs) (Danilov, 2013).
These are generally brought by the same storm-time equatorward
meridional wind discussed above, and have velocity of about 440 m/s
(Mansilla, 2003). These processes uplift the layer to greater altitude,
where the loss rate is lower, beside there is downwelling in atomic [O],
resulting in an increase in electron density. On 16-17 November a
slightly increased O/N, was observed by GUVI (marked with yellow
in Figure 8), which could contribute to the daytime positive effect in
foF2 around 10-15 UT at all investigated stations (Figure 3; see also
article of Illes-Almar et al., 1987; Pirog et al., 2006).

The 2015 storm was followed by a second SSC by an HSSWS
happened on 21 March at night. During that day, a negative phase
was detected at all stations in both TEC and foF2 but not any
disturbance was observed in GUVI data. One day Ilater
(Dstpmin = =56 nT; Kpmax = 6.33; AEn. = 1078 nT) a slight
positive phase was present both in TEC and in foF2 at all
stations. During the remaining days in the recovery phase,
foF2 data do not show significant departure from the QD values,
while in TEC a slightly positive effect was recorded. The possible
reason for the late recovery phase behavior may be linked to the fact
that the examined European stations were then inside the
plasmasphere during the daytime. Thus the effect of the
composition change could have been suppressed by other factors.
Another possible reason could be that the HSSWS caused electron
density increase during the first 2 days. Nava et al. (2016) found that
the HSSWS event is added some energy into the magnetosphere,
extending the lifetime of the recovery phase.

We detail the observed diversities between foF2 and TEC during
the daytime and nighttime of the two storms in the Supplementary
section. The differences between the behavior of the foF2 parameter
and TEC can be linked to the fact that TEC includes the plasma not
only from the topside ionosphere (from above the height of
foF2 parameter - hmF2) but also from plasmasphere. It is
generally accepted that about 2/3 of the integrated TEC comes
from the region above hmF2 (Mendillo, 2006). Due to this fact TEC
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is the best for portraying, assessing and understanding the overall
behavior of the near-Earth thermal plasma (ionosphere and
plasmasphere) (Mendillo, 2006). It has to be mentioned here that
TEC plots used for this study (on Figures 5, 6) are based on a TEC
grid map (not from individual GNSS stations). The plotted values
are taken at a grid point (closest to each ionosonde station) of these
TEC maps, so it is a smoothed interpolated value that can also be a
reason for that it is less sensitive than the foF2 measured at
individual stations.

In future studies, we found important to compare these results
with some existing models/simulations in order to analyze and test
the aforementioned processes: with NRL ionosphere/plasmasphere
model SAMI3 (Huba et al., 2017), the thermosphere-ionosphere-
electrodynamic general circulation model (TIEGCM, see the article
of Lu et al., 2020), Horizontal Wind Model 2007 (HWMO07, Huang
et al.,, 2018), Global Self-consistent Model of the Thermosphere,
Ionosphere, and Protonosphere (GSM TIP, Ratovsky et al., 2019)
and also with the simulations of Fuller-Rowell et al. (1994) and
Forbes and Roble et al. (1990). It is important mainly for the
2012 storm case where we do not have Swarm satellite
measurement, and Fabry-Perot interferometer neutral wind
observations to confirm our assumptions about the possible
ionospheric effect drivers.

5 Conclusion

During the evolution of two ICME-related geomagnetic
storms, we investigated the extent of disturbances in the
ionosphere. Our supreme aim was to find connections between
geomagnetic storm induced processes in the ionosphere and to
determine the evolution of the effects over Europe through a
meridional chain of digisondes. We used various measurements
(GNSS TEC, GUVI, Swarm, digisonde drift data) to find the
possible cause of the detected features. The results of this study
are summarized below:

[1] On 13 November 2012: the thermospheric composition
changes and PPEFs contributed to the evolution of the
daytime positive phase at all stations. Drift measurements
from Pruhonice indicate the presence of the ionospheric
trough (MIT) between 20:30-10:00 UT, reflected in the
westward motion of the F-layer plasma with a velocity of
350 m/s, which was the main cause of the depletion in
foF2 during the postmidnight sector at JR, PQ and SO.

[2] On 17 March 2015, a daytime positive ionospheric storm
developed at all stations except at JR. We can conclude that the
negative phase at JR is a consequence of the equatorward
motion of the MIT during the daytime. By GUVI data we
assume that the composition change possibly had no effect. We
assume that the possible cause of the positive phase was mainly
connected to the Joule-heating of the auroral thermosphere,
which lifted up the plasma through enhanced equatorward
winds to altitudes where chemical loss rate of ions are slow.
Besides, after previous studies, one of the cause was most
possibly the PPEFs. The observed virtual height variation
and the vertical drift data along with previous studies also
confirms the uplifting scenario.
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[3] On 14 November 2012: in foF2 data the negative phase is
extremely significant at all stations from 6 UT till the afternoon
hours. Based on the GUVI data, this effect is related to a very
strong decrease in O/N, ratio during the day.

(4] During the night of the 14 November, 2012 we found that
the presence of the midlatitude ionospheric trough (MIT) was
the primary reason for the formation of the negative phase at
JR, PQ, SO stations. The rTEC maps and the drift
measurements at PQ also confirms the presence of a
nighttime trough. In addition, based on the GUVI data the
daytime compositional disturbance zone seems to extend
equatorward during the night, contributing to a more
pronounced electron density drop.

[5] The location of MIT minima (coincides with the ionospheric
footprint of the PP) is likely reached the latitude of Sopron at
night of 14 November according to the data. On the contrary AT
and RO remained inside the plasmasphere, appearing as increase
in foF2. It is in line with previous studies.

[6] Swarm data with the drift
measurements support our hypothesis that the extreme
decrease in foF2 and TEC at night of 17 March is related
to the equatorward motion of the MIT along with the intense
SAPS westward ion drift, as MIT went down to 44.6° (or even
below 42°) geomagnetic latitude at 0.72 h MLT. This condition
resulted in an even pronounced electron density drop in the

together digisonde

ionosphere above SO and PQ. The decreased O/N, ratio also
contributed to the depletion effect.

[7] After the observation of previous studies, the SED plume
over America (at subauroral latitudes) between 20 and 24 UT
on 17 March can be linked to the positive phase (SED) from
18-22 UT in foF2 and rTEC over Southern Europe (RO and
AT): the westward winds could bring the plasma from Europe
to North America leading to the detected SED plume over
there.

[8] By the 2012 storm” recovery phase, the variation from the
daytime positive to negative phase in foF2 and TEC is probably
due to the change in the neutral composition.

[9] The foF2 and TEC data are similar in their main patterns
during the two investigated geomagnetic storms.

[10] The combined analysis of Swarm, rTEC, drift and
foF2 measurements give another method beside the existing
ones of previous researchers to monitor the evolution and
of the MIT (the
ionospheric footprint of the plasmapause), SED and SAPS.

movement ionospheric features like
This can deepen our understanding of the processes during
different geomagnetic storms, and could be use in the future
in space weather prediction models.

[11] In future studies, we found important to compare these
results with some existing models/simulations in order to analyze

and test the aforementioned processes.
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This brief report examines the ground-based total electron content (TEC) in Asian
sector during August—October 2019, covering the period of a stratosphere sudden
warming (SSW) occurred in Antarctica. The analysis reveals pronounced ionospheric
day-to-day variability with distinct periodicities. The most dominant and long-lasting
periodicities are quasi-10 days and quasi 14-day during September and October,
while a quasi 6-day also present in September. The 10-day and 6-day TEC oscillations
were attributed by previous studies solely to the Antarctic SSW while assuming
negligible geomagnetic effects. By comparing co-located ground mesospheric
wind observations, along with the interplanetary electric field (IEF) and
geomagnetic activity (Kp index), we demonstrate that the quasi 14-day oscillation
is mainly driven by low-level geomagnetic activities, while quasi-6 days oscillation is
driven by mesospheric wind changes during the SSW. The 10-day oscillation, on the
other hand, is driven by both IEF and mesospheric wind in September, but by IEF in
October. These results demonstrate that low-level geomagnetic activities traditionally
classified as “quiet conditions” can induce significant day-to-day oscillations in TEC,
and their impacts should not be ignored when studying meteorological (e.g., SSWs)
impacts on the ionosphere.

KEYWORDS

SSW, day-to-day variability, ionosphere perturbation, atmosphere-ionosphere coupling,
atmosphere tides

1 Introduction

Equatorial ionosphere is known to be sensitive to both solar/geomagnetic activities such
as solar flares and geomagnetic storms, and meteorological conditions such as stratosphere
sudden warming (SSW) (see reviews by Liu et al, 2021; Gonchalenko et al, 2021, and
references therein). Geomagnetic activities have been generally thought to affect the
ionosphere when the Kp index is above 3. However, Cai et al (2021) recently showed
that minor geomagnetic activity below 2 can have significant effects on the ionosphere
24 total electron content (TEC). Siddiqui et al (2021) also demonstrated, using numerical
simulation, that TEC variabilities during the January 2019 stratosphere sudden warming
(SSW) were dominantly caused by geomagnetic activities with low Kp (mostly below 3),
rather than by the lower atmosphere forcing during the SSW. These results thus call proper
treatment of the impact of “quiet” geomagnetic activities with Kp below 3 when discussing
meteorological impacts on the ionosphere.
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The 2019 SSW occurred in the Antarctica has attracted intensive
scientific attention due to its rareness (17 years after previous SSW
in 2002, compared to Arctic SSWs that occur every year or every
other year in recently years). Its impacts on the ionosphere have
been studied, which revealed significant quasi-6 and-10 days
oscillations in the equatorial TEC (e.g., Goncharenko et al, 2020;
Lin et al, 2020; Yamazaki et al, 2020; Wang et al, 2021). The
oscillations were all attributed to the occurrence of the SSW in
these studies, with geomagnetic forcing being neglected. The Kp
index in September 2019 did experience significant periodic
variations, with 47% of its values above 2, and 23% above 3 (see
Figure 4B). In light of the high ionospheric sensitivity to low
geomagnetic activities (Cai et al, 2021; Siddiqui et al, 2021), it is
natural to ask whether the varying geomagnetic forcing contributed
to the ionospheric multi-day oscillations during the 2019 SSW? To
answer this question, we examine the day-to-day variability of the
ground-based TEC during August-October 2019, and their
connection to the geomagnetic forcing and SSW forcing.

2 Data

To examine the day-to-day variation in the ionosphere and
mesosphere, we make use of ground observations co-located in
southeast Asia between 90E-115E as shown in Figure 1. For the
ionosphere, we use GPS-TEC observations in the crest regions of
the equatorial ionization anomaly (EIA) at Bako (6.5S 107E
(24.5N  92.1E
geographic, 15.2N geomagnetic) (Otsuka et al, 2002). The

geographic, 15.9S geomagnetic) and Juri
equatorial electrojet (EEJ) near dip equator are obtained at
Phuket (8.1N 98.3E geographic, 1S geomagnetic) from the
difference between the horizontal magnetic field component at
Phuket and Kototabang (0.2S, 9.58

geomagnetic), which is a classical method given by Rusch and

100.3E  geographic,

Richmond (1973). For the mesosphere, we use wind observations
from the meteor radar at SanYa (18.0N, 110.0E geographic) that
cover altitudes of 70-110 km. Diurnal and semidiurnal tides are
derived from these wind measurements.

Compared to satellite observations used in previous studies(e.g.,
Yamazaki et al, 2020), these ground observations offer full 24 h local
time coverage each day and thus afford us to examine TEC and
mesospheric wind in terms of tidal components, which makes more
physical sense as tides are the direct agents for atmosphere-
ionosphere coupling. Hourly data for TEC, EEJ and mesospheric
wind are used in the following analysis during August 1- 30 October
2019 (DoY 213-303), which covers the Antarctic SSW event (onset
at DoY 237). The variability of the geomagnetic forcing are
examined using the Kp index and the interplanetary electric
field (IEF).

3 Results

3.1 Day-to-day variability in the
ionosphere TEC

Figures 2A,B show TEC observed in the EIA northern and
southern crests during DoY 213-303 2019. The stratosphere
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FIGURE 1

Locations of ground stations used in this study.

temperature at 90S at 10 hPa (from MERRA-2) is overlaid as the
thick line to indicate the temporal development of the Antarctic
SSW. The corresponding wavelet spectra of TEC are shown in 2¢
and 2d, revealing significant diurnal and semidiurnal components in
both hemispheres. We extract these components using least-square
fitting method with a window length of 3 days and the results are
shown in Figures 3E,F. The magnitude of the diurnal component
ranges between 5 and 15 TECU, about 3 times of that of the
semidiurnal component. Both components exhibit the seasonal
increasing trend from August towards October.

Riding on the seasonal trend are apparent day-to-day
oscillations. As revealed in their wavelet spectra (Figures 2G-J), a
prominent and persistent quasi 10-day periodicity occurs during
DoY 243-293 in both hemispheres. A quasi 14-day oscillation
enhances during DoY 243-303, best seen in Figures 2H,L
Furthermore, a quasi-6 days oscillation is evident in the northern
crest during DoY 253-273, but is very weak in the southern crest.
The weaker 6-day amplitude in the southern EIA crest was also
noticed in the Antarctica SSW in year 2002 (Mo and Zhang, 2020),
and was likely related to meridional wind that can cause hemispheric
asymmetry in TEC.

3.2 Day-to-day variability in mesospheric
winds

The diurnal and semidiurnal tidal components are extracted from
the meteor wind observations at SanYa and displayed in Figures 3A,C
for the zonal wind, in Figures 3B,D for the meridional wind. The
meridional wind generally has twice as large tidal amplitudes as that of
the zonal wind, reaching over 80 m/s for the diurnal and 60 m/s for the
semidiurnal components. Significant day-to-day variation are evident in
the tidal amplitudes, persisting throughout most altitudes.
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FIGURE 2

TEC in EIA crests and the day-to-day variability in its tidal components during DoY 213-303. (August 1—October 30), 2019. Row 1: TEC along with

the stratosphere temperature at 90S at 10 hPa (thick line). Row 2: corresponding wavelet spectrum of TEC, revealing the diurnal and semidiurnal
components. Row 3: amplitudes of the diurnal and semidiurnal tidal amplitudes extracted from TEC. Row 4: Wavelet spectrum of the diurnal (DT) and
semidiurnal tidal components (SDT) in row 3, revealing dominant periods for the multi-day oscillations.

To quantitatively examine the periodicities and their  quasi 10-day oscillation mainly present in the meridional wind
temporal evolution, the wavelet spectrum of the tidal (Wang et al, 2021).
amplitudes averaged over 85-96 km are obtained. As shown in These 6- and 10-day periodicities in tides observed in tropical
Figures 3E-H, a quasi 6-day periodicity occur in all tidal regions resemble those of planetary waves (PW) found in the
components, being more pronounced in the zonal wind with  mesosphere wind that are caused by the Antarctic SSW in 2019,
peaks around DoY 233 and 263 (see 3e, 3g). A quasi 10-day  such as the quasi 6-day (Yamazaki et al, 2020) and quasi 10-day
periodicity is prominent in the meridional wind, peaking around  waves (He et al, 2020; Wang et al, 2021), thus imply PW modulation
DoY 243 and 278 (3f). Satellite observations also showed the  of tides via tide-PW interaction during the SSW.
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Tides in mesosphere winds (in unit of m/s) observed at SanYa during August 1—30 October 2019, with the left column for zonal wind and the right for
meridional wind. Row 1: diurnal tide with the stratosphere temperature at 90S at 10 hPa is overlaid (thick line). Row 2: semidiurnal tide; third row: wavelet
spectrum of diurnal tides averaged over 85-95 km; fourth row: wavelet spectrum of semidiurnal tides averaged over 85-95 km.

3.3 Day-to-day variabilities in EEJ and
geomagnetic activities

Tides propagating from the lower atmosphere are known to
affect the ionospheric electric field via the wind dynamo, which
directly drives the equatorial eletrojet (EE]) around 110 km altitude.
Previous studies have shown EEJ being highly sensitive to the
occurrence of SSWs (e.g., Liu et al, 2011). Here we use the EE]J
as an indicator for SSW to examine whether or not the 6-day and 10-
day oscillations in mesospheric wind were transmitted to the
ionosphere. At the same time, we examine the solar and
geomagnetic forcing that could also affect the equatorial TEC.

The EEJ and its wavelet spectrum are presented in Figures 4A,D,
respectively. The spectrum reveals prominent quasi 6-day
periodicity between DoY 253—283, and quasi 10-day periodicity
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between DoY 243—263. Periodicities around 2-3days are
discernible between DoY 253-293.

The Kp index and interplanetary electric field (IEF) are used to
represent the geomagnetic forcing. As shown in Figures 4B,C, both
experience periodic strengthening around DoY 218, 243, 273, 298,
which is a manifestation of the well-known quasi 27-day solar
rotation. At shorter period, the wavelet spectrums reveal
significant quasi 6-day and quasi 14-day oscillation in the Kp
index (Figure 4E), with the former enhancing strongly around
DoY 213 and 243, and the later persisting throughout DoY
233—283. In contrast, the IEF exhibits a persistent quasi 10-day
signal during DoY 243—303. The absence of the quasi-10 days signal
in Kp index demonstrate that IEF and Kp may represent different
physical processes and both should be considered when examining
geomagnetic activity effects on the ionosphere.
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FIGURE 5
Upper: quasi-6 days oscillations in semidiurnal component of

TEC at 15N, semidiurnal component of mesospheric zonal wind, EEJ
and Kp index. Lower: quasi-10 days oscillations in diurnal component

of TEC at 15N, diurnal component of mesospheric meridional

wind, EEJ and IEF. Note that the PSDs are scaled arbitrarily to fit all

parameters into one panel for easy comparison of their temporal
variations but not for their absolute values.
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We note that solar radiation represented by the F10.7 index
during the corresponding period varied between 64 and 75 solar flux
unit, but with no periodic oscillations of 6-day, 10-day, or 14-day
(see supplement Figure). Therefore, the solar radiation cannot be the
cause for TEC oscillations discussed in this study.

4 Discussions and Conclusion

The above analysis revealed prominent day-to-day variations
of tides derived from ground-based TEC observations in Asian
sector with major periodicities of ~14 and ~10 days in
September—October, and ~6days in September 2019. To
their potential examined periodic
variability in mesosphere tides as forcing from below, in Kp

explore drivers, we
index and IEF as forcing from above. In the following, we
attempt attributions for these three periodicities.

First, the ~14-day periodicity in TEC is most likely driven by
geomagnetic activity forcing represented by the Kp index. This
attribution is straightforward as neither the mesospheric wind nor
the IEF exhibited pronounced quasi 14-day signal. The timing of the
enhanced signal in Kp during DoY 233-283 (see Figure 4E) also
corresponds well with that in the TEC (see, e.g., Figure 2I). This Kp
signal is likely a sub-harmonic of the ~27-day solar rotation.

Next, we examine the ~6- and ~10-day periodicities. These
periodicities occurred in both the mesospheric tides and the Kp
index (6-day) or IEF (10-day). To better elucidate their relation to
TEC oscillations, we extract the quasi 6- and 10-day signals in these
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parameters and compare their temporal evolution. The result is
shown in Figure 5.

As shown in the upper panel, the enhancement of ~6-day oscillations
in TEC between DOY 253-273 generally coincides with that in the EEJ
and mesospheric wind. On the other hand, the ~6-day oscillation in the
Kp index is rather weak during the same interval, thus making its
contribution less likely. Consequently the ~6-day periodicity in TEC can
be reasonably attributed to the mesospheric wind perturbations due to the
SSW. Since the atmosphere-ionosphere coupling processes are largely
dominated by tidal-driven electrodynamics, our tidal analysis strengthens
the argument of the SSW origin of the ~6-day periodicity of TEC in
previously reported studies (e.g., Lin et al, 2020; Yamazaki et al, 2020)
(which did not examine the tides). The co-location of TEC and
mesosphere wind measurements in the same longitude sector in our
study demonstrate their close connection at regional scales.

The lower panel of Figure 5 shows the quasi 10-day oscillations
in TEC, EEJ, wind and IEF. The prominent 10-day oscillation in
TEC starts growing around DoY 243 and peaks around DoY 283.
The ~10-day signal in IEF is strong during DoY 233-293, with its
peak around DoY 273. The mesosphere wind also has a strong 10-
day signal with peaks around DoY 243 and DoY 278. On the other
hand, the EEJ only peaks around DoY 253, which is quite different
from that of TEC. Since mesospheric wind affects the ionosphere
TEC mainly via the wind dynamo that also affects the EEJ, the
missing 10-day signal in EE]J after DoY 273 may suggest that the
~10-day signal in the mesosphere was not transmitted into the
ionosphere wind dynamo in this longitudinal sector (we have no
immediate explanation at the moment). Consequently, it seems
reasonable to attribute the 10-day TEC signal before DoY 273 to
Both the SSW-induced mesospheric wind perturbation and the IEF,
but to IEF alone after DoY 273. Significant geomagnetic impacts on
the TEC in September 2019 was also reported by Aa et al (2021).
Wang et al (2021) attributed the TEC 10-day oscillation before DoY
270 totally to lower atmosphere forcing by the SSW, but did not
consider geomagnetic forcing from above.

The mechanism of IEF affecting equatorial TECs could be via
thermosphere wind perturbations driven by Joule heating and/or
prompt penetration electric field (PPEF) (e.g, Anghel et al, 2007),
though detailed processes warrant further study and is out of the scope
of current work. For our current case, both processes may have
contributed before DoY 273, while PPEF was probably missing
afterwards as implied by the missing 10-day signal in EEJ after DoY
273. In any case, to quantify the relative contribution from geomagnetic
activity forcing and lower atmosphere forcing, one would need to carry
out numerical experiments similar to that done in Hagan et al (2015);
Pedatella (2016); Siddiqui et al (2021). However, we note that to capture
impacts of low geomagnetic activities on the ionosphere requires
models to have both good representation of PPEF and high model
sensitivity to low-level geomagnetic forcing. Both features are missing in
currently available whole atmosphere models like WACCM-X, WAM
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Analysis of the different physical
mechanisms in the atypical
sporadic E (Es) layer occurrence
over a low latitude region in the
Brazilian sector

L. C. A. Resende™?*, Y. Zhu'3, C. M. Denardini?, R. A. J. Chagas?,
L. A. Da Silva'?, V. F. Andrioli'?, C. A. O. Figueiredo?,

J. P. Marchezi?, S. S. Chen?, J. Moro™>, R. P. Silva?, H. Li*, C. Wang*
and Z. Liu?

!State Key Laboratory of Space Weather, NSSC/CAS, Beijing, China, ?National Institute for Space
Research—INPE, Sdo José dos Campos, Brazil, *University of Chinese Academy of Sciences, Beijing,
China, “Institute for the Study of Earth, Oceans, \& Space, University of New Hampshire, Durham, NH,
United States, *Southern Space Coordination—COESU/INPE, Santa Maria, Brazil

We present a study about the atypical and spreading Sporadic E-layers (Es)
observed in Digisonde data. We analyzed a set of days around space weather
events from 2016 to 2018 over Cachoeira Paulista (CXP, 22.41°S, 45°W, dip ~35°), a
low-latitude Brazilian station. The inhomogeneous Es layer is associated with the
auroral-type Es layer (Es,) occurrence in this region due to the presence of South
American Magnetic Anomaly (SAMA). However, we also observe that the spreading
Es layers occurred days before the magnetic storms or quiet times. Also, this
specific type of Es layer has some different characteristics concerning the Es,
layer. We used data from the imager, satellite, and meteor radar to understand the
dynamic processes acting in this Es layer formation. Our results lead us to believe
that other mechanisms affect the Es layer development. We show evidence that
the instabilities added to the wind shear mechanism can cause the atypical Es
layers, such as Kelvin-Helmholtz instability (KHI). Finally, an important discovery of
this work is that the spreading Es layer, mainly during quiet times, is not necessarily
due to the particle precipitation due to the SAMA. We found that the wind shear
can be turbulent, influencing the Es layer development. Lastly, our analysis better
understood the Es layer behavior during quiet and disturbed times.

KEYWORDS

sporadic E layer, ionosphere, plasma instability, gravity waves, particle precipitation,
South American magnetic anomaly

Highlights

« Digisonde data is used to study the spreading of Sporadic E-layers (Es) over Cachoeira
Paulista, a low-latitude Brazilian station.

o The inhomogeneous Es layer also occurred days before the magnetic storms or quiet
times, not associated with the particle precipitation due to the SAMA.

o The results show evidence that the instabilities added to the wind shear mechanism can
cause the atypical Es layers, such as Kelvin-Helmholtz instability (KHI).
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1 Introduction

Sporadic E layers (Es) are electron density increments located at
100-150 km in the ionosphere, composed mainly of metallic ions,
such as Fe*, Mg", Na*, K*, and Si* (Whitehead, 1961; Kopp, 1997;
Mathews, 1998). They are classified into different types associated
with lowercase letters, allowing us to distinguish the physical
mechanism action in these Es layer development. The main
mechanism refers to the vertical wind shear process (Haldoupis,
2011), occurring mainly at low and middle latitudes, in which the
types “c” (cusp), “h” (high), and “1 (low)/f” (flat) are found in
Digisonde data (ionograms). At equatorial latitudes, it is observed
the “q” (equatorial) type that happens due to the Equatorial
Electrojet Current (EEJ) plasma instabilities, in specific the
Gradient Drift instability (Type II irregularities) driven by the
vertical polarization electric field. The other twoEs layer
categories are “a”, associated with particle precipitation, and “s”,
due to the gravity waves. All details about these types can be found in
Resende et al., (2013).

Atypical spreading and multiple Es layers can occur in low and
middle latitudes ionograms. This Es layer behavior can be associated
with other physical mechanism formations, such as disturbed
electric fields. Resende et al., (2020) and Resende et al., (2021)
detected anomalous Es layers over the Brazilian sector, Boa Vista
(2.8°N, 60.7°W, dip ~180) and Sdo Luis (2.3°S, 44.2°W, dip ~8°), in
which the disturbed electric fields during magnetic storms modified
the Es layer structure in these regions. In fact, the electric field due to
the disturbance dynamo effect (DDEF) caused the Es layer
intensification over Boa Vista. Over Sao Luis, a transition station
from equatorial to low latitude, there was an EE]J extension, causing
instabilities during the magnetic storms.

The disturbed electric fields do not act at latitudes far from the
geographic/magnetic equator (Resende et al, 2021). However,
sometimes it is possible to observe a strong and spreading Es
layer over the Brazilian sector. A geomagnetic anomaly known as
South American Magnetic Anomaly (SAMA) is present in the low/
midlatitude region of Brazil and it is characterized by a weak
geomagnetic fleld intensity. Thus, these atypical Es layers are
generally related to the particle precipitation mechanism due to
the SAMA presence. Specifically, in some stations, as in Santa Maria
(29.7°S, 53.8°'W, dip ~ -37°) and Cachoeira Paulista (22.7°S, 45°'W,
dip ~35°), the auroral or Es, layer occurred during geomagnetically
disturbed times (Da Silva et al., 2022; Moro et al., 2022).

Kumar et al, (2009) studied the E-region field-aligned
irregularities, named FAIs, at low latitudes using measurements
of radar and ionosonde. The authors analyzed the relationship
between the FAIs occurrence and Es layer frequency parameters.
Although they did not conclude ultimately, the neutral winds play an
important role in generating FAIs at low latitudes, forming atypical
(spreading) Es layers in ionograms. Yan et al., (2021) recently
showed a statistical characteristic of irregularities around 100 km
at low-latitude stations over Chinese sites. Their work used the
Hainan COherent Scatter Phased Array Radar (HCOPAR) and
frequency parameters of the Es layer driven by Digisonde. Their
results suggested that these irregularities occurred due to the Kelvin-
Helmholtz instability (KHI) during the daytime. On the other hand,
gradient drift instability in the low photoionization background
creates unstable Es layers during the nighttime.
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The electric field plays a small role in the Es layer development at
middle and low latitudes, as mentioned in Whitehead (1961), Dagar
etal, (1977),and Haldoupis (2011), being the wind shear is the main
responsible to Es layer formation. Thus, the electric field effect can
be neglected (Resende et al., 2017). Thus, it is a challenge to analyze
the spreading and strength of Es layers during quiet periods over the
Brazilian sector. Indeed, as the electric fields and the particle
precipitation can be discarded in the Es layer formation during
the quiet magnetic time over Cachoeira Paulista, the instability
occurrence can be the answer in such cases. In middle latitudes,
radar data show that unstable Es layers appear due to KHI (Ecklund
et al., 1981; Chen et al.,, 2020; Yan et al., 2021). Their occurrence is
associated with the gravity wave presence or winds with large
amplitudes, causing complex structures at 100-110 km
(Matsushita and Reddy, 1967). This instability can be seen in
ionograms through the spreading in the Es layer (Resende et al.,
2022).

Considering the above discussion, this work analyses the
physical mechanism of these atypical Es layer formations on
quiet and disturbed days, providing novel insights about their
open questions on this subject. First, we analyzed a set of days
around 5 magnetic storms at a low latitude station, Cachoeira
Paulista (CXP). We performed an in-depth analysis of Es layer
types and frequency parameters using Digisonde data. Afterward,
we investigated the hiss waves inside the plasmasphere to discard the
particle precipitation mechanism in the Es layer development.
Finally, we include a study about the turbulence in the winds
and the gravity wave occurrences. Thus, this analysis allowed us
to discuss the physical phenomena, mainly during quiet periods,
which is not much addressed in the literature, as shown in the
following sections.

2 Data set and methodology

We used the data obtained from the Digisonde over CXP to
analyze the Es layer behavior. Digisonde is a high-frequency radar
that transmits waves from 1 to 30 MHz with a frequency step on
0.05 MHz for CXP and 10 or 15 min of time resolution (Reinisch
et al,, 2004). In this work, we used the fbEs (blanketing frequency),
which refers to the frequency point in the upper ionospheric layer
where the Es layer blocks the transmitted electromagnetic signal. We
also used the ftEs (top frequency) characterized by the maximum
frequency that the Es layer reached.

We process both frequencies (fbEs and ftEs) manually
because there are differences between the automatic and real
ionospheric profiles at low latitudes. Furthermore, we classified
the Es layer types to see what the physical mechanism is acting
along the day. As mentioned before, this classification is given in
lowercase letters as “c” (cusp), “h” (high), and “l (low)/f” (flat)

« »

due to the winds, “s” (slant) refers to the gravity waves presence,
“qQ” (equatorial) due to Gradient Drift instability, and “a”
(auroral) due to the particle precipitation. More details about
these types seen in ionograms are found in Concei¢ao-Santos
et al., 2019.

Our analysis is completed using the magnetic field power
spectral density from the Electric and Magnetic Field Instrument

Suite and Integrated Science (EMFISIS) onboard Van Allen Probe A
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FIGURE 1

The Dst index for the events (A) March 05-10, 2016, (B) October 12-17, 2016, (C) March 26-31, 2016,

05-10, 2018, over CXP.

and B (Kletzing et al., 2013; Mauk et al., 2012). We used this
instrument to detect the hiss waves inside the plasmasphere. Our
purpose is to verify the low-energy electron precipitation (from
0.5keV to tens of keV) through the pitch angle scattering
mechanism driven by hiss waves (Da Silva et al, 2022). We
concentrate only on the Van Allen Probes’ data when the
satellites are at the perigee.

We also used the winds from 80 to 100 km acquired from the
All-Sky Interferometric Meteor Radar (SKiYMET) installed at CXP.
This type of radar emits RF pulses at 35.24 MHz and receives the
echoes on five receiver antennas. This radar has a 2km and 1h
height and time resolution, respectively. The echoes are separated in
height/time bins, providing the total, meridional, and zonal
of the The system
description is found in Hocking and Thayaparan (1997);
Hocking et al, (2001). Lastly, the all-sky airglow imager in the
OH band (720-910 nm, 86 km) or OI (557.7 nm, emission altitude
96 km) is used to confirm the gravity wave occurrences over CXP.

components horizontal ~winds. radar

This equipment consists of a charge-coupled device (CCD) camera,
an interference filter, and a fish-eye lens. The camera uses a fast all-
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12:00
Universal Time
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L1 1 |
12:00 12:00 May-10

2018-May-10

| |
May-08 May-09

(D) November 07-12, 2017, and (E) May

sky telecentric lens system that enables high signal-to-noise ratio
images of the wave structure. More details are found in Medeiros
et al., (2004).

3 Results and discussions

3.1 Interplanetary medium conditions of the
studied events

We chose 5 events where the atypical and spreading Es layer
were identified over CXP between 2016 and 2018. These events
occurred around the geomagnetic storm periods but not necessarily
on disturbed days. Figure 1 shows the Disturbance storm time (Dst)
variation for the following periods analyzed in this work: (a) March
05-10, 2016, (b) October 12-17, 2016, (c) March 26-31, 2016, (d)
November 07-12, 2017, and (e) May 05-10, 2018. Except for the
event on May 2018 (panel e), caused by high-solar wind speed
stream (HSS), the other events were caused by coronal mass
ejection (CME).
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TABLE 1 List of the characteristics of selected events from 2016 to 2018 used in this analysis over CXP. We have the magnetic storm’s day, the Dst minimum, the
day of the atypical Es layer occurrence, the hour of their occurrence and the condition of the period.

Magnetic storm Minimum Dst (nT) Day of Es layer occurrence Hour of occurrence Condition
05 March 2016 2040-2050 Quiet
06 March 2016 -98 08 March 2016 0300-0600 Quiet
09 March 2016 0300-0450 Quiet
October 13, 2016 -104 15 October 2016 1940-2100 Quiet
29 October 2016 —64 30 October 2016 0000-0700 Disturbed
08 November 2017 0220-0620 Disturbed
08 November 2017 1920-2100 Disturbed
07 November 2017 =71
09 November 2017 0400-0440 Disturbed
09 November 2017 1910-2320 Quiet
06 May 2018 1900-2320 Quiet
06 May 2018 _56 07 May 2018 0020-0440 Quiet
08 May 2018 1820-2200 Quiet
March 2016
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FIGURE 2

lonograms at CXP (A) from 2030 UT to 2050 UT on 05 March, 2016, (B) collected at hours 0330 UT, 0420 UT, and 0550 UT on 08 March 2016, (C)

collected at hours 0310 UT, 0330 UT, and 0400 UT on 09 March 2016.

It is well-known that during magnetic storms, disturbed electric
fields can influence the ionosphere through the Prompt Penetration
Electric Field (PPEF) (Forbes et al., 1995) or by the Disturbance
Dynamo Electric Field (DDEF) (Blanc and Richmond, 1980).
However, as shown by Resende et al, (2021), these disturbed
electric fields are not capable of causing some influence in the Es
layer over CXP. Thus, in this work, we only want to show that the
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days of the atypical Es layer presence are around the magnetic storm,
occurring on both quiet and disturbed days. For this reason, we do
not present other interplanetary medium parameters.

Table 1 shows the day of geomagnetic storm onset, the level of
the magnetic storm represented by the minimum value reached by
the Dst index, the day of the atypical Es layer occurrence, the hour
(in universal time), and the condition of the period (quiet or
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FIGURE 3

Some selected ionograms at CXP for (A) 1940 UT, 1950 UT, and 2000 UT on 15 October 2016, (B) 2010 UT, 2110 UT, and 2200 UT on 09 November

2017, (C) 2020 UT, 2100 UT, and 2140 UT on 08 May 2018.

disturbed). The Dst threshold used to classify whether the period is
quiet or disturbed is 30 nT. Thus, the days with Dst lower than —30
nT are assumed to be disturbed in this study. Here, it is possible to
clearly see that the Es layer spreading also occurred in quiet periods.
In most cases, the atypical Es layer appears during the recovery
magnetic storm phase, which is intriguing since the other Es layer
physical formation mechanics also acted in this period. We discuss
this behavior later on.

3.2 The anomalous Es layers occurrence
over CXP

The significant modifications in the Es layer electron density
distribution occurred in the periods shown in Table 1. Figure 2
shows some ionograms for (a) March 05, (b) March 08, and (c)
March 09. The fbEs and the ftEs are shown in vertical black lines. We
observe a spread Es layer (red and blue arrows) in all ionograms. The
main characteristic here is the low values of the fbEs, which means
that the Es layer did not block the F region significantly.

We believe that the wind shear mechanism is acting in all the Es
layer development shown in Figure 2 (represented by red arrows).
The background and second reflection trace in ionograms
consolidates this statement. On March 05, 2016, an Es layer of
the “c” type developed around 115 km beyond the spreading Es layer
at 2050 UT. On March 08 and 09, 2016, we noticed a slant Es layer
(blue arrow), more expressive at 0330 UT on March 08 and 0400 UT
on March 09. This specific type, called “s”, is associated with the
gravity waves presence (Cohen et al.,, 1962).

Another important point is that these events occurred in periods
considered quiet times, although March 08 and 09, 2016, are in the
recovery magnetic storm phase. In fact, this spread Es layer can be
attributed to the Es, (auroral) layer during the recovery magnetic
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storm phase. As discussed by Da Silva et al., (2022) and Moro et al.,
(2022), the particle precipitation mechanism can develop the Es,
layer over the Brazilian sector due to the SAMA presence. The Es,
layer signatures are expected during the recovery magnetic storm
phase over Santa Maria and Cachoeira Paulista, which is discussed
in the following section.

The same spreading Es layer behavior occurred in the other events.
Figure 3 presents some selected ionograms on (a) 15 October 2016, (b)
09 November 2017, and (c) May 08, 2018. In these ionograms, the fbEs
also have low values (fbEs < 3 MHz). The ftEs was lower than 7 MHz.
The Es presence is also observed over CXP (red arrow).

The other case in which the Es layer over CXP suffered a
significant modification was on 30 October 2016. Figure 4 shows
the ionogram sequences of these Es layers over CXP between
0330 UT and 0610 UT intervals. We notice that the Es, is
present between 0430 UT and 0450 UT. Also, the ftEs reached
values around 7 MHz at 0410 UT. In this specific ionogram, it is
plausible that competition is occurring between the Es layer
formation mechanisms, such as wind shear, particle precipitation,
and instabilities. The following section shows the particle
precipitation’s role in these events.

3.3 Particle precipitation analysis

The reason that intrigues us about these events is that the spread
Es layer has two different characteristics to the auroral trace, such as:
(1) the spread occurrence during quiet periods (Dst larger
than —=30 nT) and (2) the inclination of the trace in some cases,
showing the gravity waves presence. Thus, one important step of this
work is to discard the particle precipitation mechanism. In this
context, we examined the AE index and particle dynamics in the
inner radiation belt.
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FIGURE 4

lonograms at CXP from 0330 UT to 06100 UT for each 20 min on 30 October 2016.
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AE index on 08 March 2016, between 2100 UT and 2300 UT upper-(A) and between 0300 UT and 0500 UT bottom-(B) on 09 March 2016.

Figure 5 shows the AE index on 08 March 2016, between 2100 UT
and 2300 UT (upper -a) and between 0300 UT and 0500 UT (bottom
-b) on 09 March 2016, as used as an example. In general, the AE index
shows low values in these hours, not reaching 150 nT most of the time.
A short period (after 04:00 UT) that the AE was more extensive than
150 nT. This means that the entry of particles into the polar ionosphere
and, consequently, their transport toward the low/equatorial ionosphere
is not visible in this period. Thus, particle precipitation is an unlikely
mechanism in these Es layer development. In other cases of Table 1, the
AE is following the same pattern with low values, except on
30 October 2016.
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To confirm that these spreading Es layer does not correlate with
the particle precipitation, we show Figure 6. In this figure, the Power
Spectral Density (PSD) of the magnetic field (Bw) is presented
during the short times on March 05, 2016 (panel a), 08 March 2018
(panel b), and March 09 (panel c). We concentrate on the period that
the spreading Es layer was observed. Red, yellow, black, and blue
lines represent 0.9 fce, 0.5 fce, 0.1 fce, and total electron density,
respectively. The purpose is to detect the hiss waves close to the
perigee (at the inner radiation belt), that are responsible for causing
the particle precipitation into the atmosphere over the SAMA
region. This figure shows that the PSD of the hiss waves is
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Power spectral density of the magnetic field from EMFISIS instrument onboard Van Allen Probes on March 05, 2016 (A), 08 March 2018 (B), and
March 09 (C).

A RBSP-A
104 10‘2
" 1077
< 103 o6 >
>
3 7 3
5 102 05 %
EL 08~
£ 10t 10
10-11
00:00 02:00 04:00 06:00 08:00 10:00 12:00
L 5610 2.506 3.877 6.602 6.680 4527 1.435
MLT 1.703 4933 21.726 0279 1.832 3.700 17.507
2016-10-30 (304) 0:00 to 13:00
B RBSP-B
10'3
o 1078
z 1072
> 106 2
2 108 W
9
£ 107,
[ 10719
10
00:00 02:00 04:00 06:00 08:00 10:00 12:00
L 6.200 6.696 4914 1.135 4876 6.422 5.817
MLT 22.955 0.599 2.629 13.711 22.769 0.384 1.685

2016-10-30 (304) 0:00 to 13:00

FIGURE 7
Power spectral density of the magnetic field from EMFISIS instrument onboard Van Allen Probe (A) and (B) on 30 October 2016.

Frontiers in Astronomy and Space Sciences 83 frontiersin.org


https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2023.1193268

Resende et al.

considerably low (<1077 nT?/Hz-red arrows) during these three
quiet periods. The literature (Da Silva et al, 2022; Moro et al,
2022) shows that the power spectral density of the hiss waves able to
cause the low-energy electron precipitation (tens of keV) over the
SAMA region is >10~° nT?/Hz. Therefore, the low PSD of the hiss
waves during these quiet periods (<107 nT?/Hz) may not be
efficient in causing the low-energy electron precipitation (from
0.5keV to tens of keV) over the SAMA region. The other cases
also presented low values in PSD of the hiss waves (<1077 nT?*/Hz)
(not shown here).

The exception occurred on 30 October 2016, in which it is
possible to observe that the hiss wave PSD (~10~* nT?*/Hz) (Figure 7)
is similar to the results discussed by Da Silva et al., (2022). This value
is enough to allow low-energy electron precipitation (from 0.5 keV
to tens of keV) caused by hiss waves over the SAMA region. In this
case, the AE reached values higher than 500 nT. Here, we intend to
show that the plasmaspheric hiss waves inside the inner radiation
belt reached significant values, and the particle precipitation in the
SAMA region can occur in this event.

Therefore, we proposed here that the spreading Es layer can
occur due to other physical mechanisms than particle precipitation
due to the SAMA in most cases. Evidence of low values of the power
spectral density of the hiss waves and AE index confirms this
statement. Additionally, although the event on 30 October 2016,
can have particle precipitation influence, we notice the gravity wave
presence (Es; occurrence). Thus, we believe that there are competing
physics mechanisms in the Es layer formation in this event.

3.4 The possible instability action in the Es
layer development

One of the possibilities of these spreading Es layer occurrences is
the instability formation that can affect the wind shear. In other
words, the Es layer may be formed initially by wind shear, and the
environment becomes unstable due to gravity waves, creating
inhomogeneous layers in ionograms. In this context, the Kelvin-
Helmboltz instability (KHI) stands out as one of the most classical
instabilities in fluid mechanics. These instability billows are
triggered by unstable winds or gravity waves (Yan et al., 2021).

Another instability that can occur is Gradient Drift instability
(GDI), which has an initial condition, the polarization electric field
produced by a Hall current, and the density gradient in the same
vertical direction (Rastogi 1972). The GDI is common in equatorial
regions, where the Electrojet Equatorial Current (EEJ) presence
creates favorable circumstances for their occurrence. Resende
et al,, (2016) showed the effect of this irregularity in the Es layer
over the Brazilian sector. In their results, the authors mentioned that
this instability depends on the strong electric field, which is found in
the EE]. Thus, the GDI is responsible for the equatorial Es layer (Es,)
in stations near the magnetic equator.

Although some authors have studied this type of instability at
mid-latitudes [see Rosado-Romén et al., 2004 and references
therein], the GDI effect occurs around sunset because the electric
field is stronger (around 3 mV/m). However, the layers associated
with this irregularity were only observed in data from radar and
rockets and did not last long. Resende et al., (2021) mention that the
electric field does not influence the Es layer behavior over Cachoeira
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Paulista. For this reason, we believe that the most probable
mechanism that acted in the atypical Es layer is the KHI.

The first evidence of the instabilities in the ionospheric plasma is
the low values of the fbEs, meaning that the upper region above the
Es layer has not been blocked. Table 2 shows the difference between
the ftEs and fbEs (ftEs-fbEs) during the spreading Es layer
occurrence. We present the maximum and minimum differences
within the period studied.

In general, the differences between the frequency parameters
show that the winds have a secondary role in the Es layer
development in most cases. The low values of the ftEs-fbEs mean
that the upper region is blocked. On the other hands, the high values
of these differences mean that the Es layers have not blocked the
upper layer. Thus, the wind shear that is the main mechanism to
form denser layers could be stronger in such hours. The Es layer can
be also formed by other mechanisms such as instabilities, particle
precipitation, and gravity waves. However, the Es layers formed by
these other mechanisms do not absorb the digosonde signal, from
upper ionosphere layers, as those denser layers formed by wind
shear. This is an indication that irregularities can be present. The
minimum values of the ftEs-fbEs observed in our events analyzed
here were higher than 1, except on 30 October 2018. Therefore, our
results showed an indication that the unstable Es layer in the
ionograms profile over CXP can be due to the instabilities since
the particle precipitation seems to have influenced only the event on
30 October 2018.

The instability due to the winds or gravity waves is the most
probable cause of this unusual Es layer behavior. We used the
SKiYMET data for zonal and meridional winds to analyze if the
winds were unstable. The wind measurements were interpolated to
obtain a sample interval of 1 min. Afterward, we obtained the energy
spectrum E(k) through Fourier transformation. Hence, we verified
whether the result follows the -5/3 Kolmogorov spectrum
prediction for turbulent flows. If this behavior happens, the
All the details about the
Kolmogorov technique are given by Calif et al., (2016).

winds are considered turbulent.

Figure 8 shows the previous analysis results using the SKiYMET
data for the zonal (right) and meridional (left) wind components on
March 05-06, 2016, and October 29-30, 2016 (blue line). We choose
the height of 99 km, which is the typical altitude of the Es layer
occurrence. We also compared the results to the —5/3 Kolmogorov
spectrum, plotted in orange in these graphs. The wind speed
sampling step is 1 h due to the limitations of the technique and
equipment used to obtain the data. We interpolated the values using
a cubic spline to 1 min to.

1. Use the existing, validated FFT algorithms available;
2. Fill minor gaps in the data; and
3. Slightly smooth the output due to the signal characteristics.

Although this procedure can change the spectrum in higher
frequencies, we analyzed only the frequencies up to 10°>* Hz. This
region corresponds to periods of roughly 1h, which matches the
equipment sampling rate. Hence, the interpolation used in this work
does not significantly modify the spectrum in the region we are
interested in.

The wind components spectra demonstrate an unstable
behavior for the frequencies between 10~ and 10 on March
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TABLE 2 Maximum and minimum differences of the ftEs and fbEs parameters of the period shown in Table 1.

Day of occurrence

Hour of occurrence

Maximum/Minimum ftEs-fbEs (MHz)

05 March 2016 2040-2050 2.49/1.14
08 March 2016 2150-2220 4.37/1.23
09 March 2016 0300-0450 3.29/1.18
15 October 2016 1940-2100 2.26/1.02
30 October 2016 0000-0700 4.26/0.82
08 November 2017 0220-0620 4.25/1.07
08 November 2017 1920-2100 4.47/1.49
09 November 2017 0400-0440 2.67/1.34
09 November 2017 1910-2320 3.25/1.05
06 May 2018 1900-2320 3.75/1.08
07 May 2018 0020-0440 5.00/1.10
08 May 2018 1820-2200 3.98/1.16
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October 29-30, 2016 (B), in the blue line. The —5/3 Kolmogorov spectrum given in the orange line in these graphs.

05-06, 2016, as seen in Figure 8. Notice that this result was found
close to the —5/3 Kolmogorov value. This fact means that the wind is
turbulent at this height during this period. However, in the specific
case of October 29-30, 2016, the components of the winds are not
oscillating, and the power spectral density is not so close to the -5/
3 Kolmogorov value. In other words, the wind does not appear to be
turbulent.

This analysis provides clear evidence that the spreading Es layer
over a low latitude station can occur due to the instabilities. The

Frontiers in Astronomy and Space Sciences

most probable is the KHI, which is driven by shear flow and is
common in the atmosphere (Ecklund et al., 1981; Chen et al., 2020).
Using simulations, Wu et al., (2022) analyzed the KHI in the middle
and low Es layers. The simulations presented multiple striation
structures in the Es layer. The authors found that the polarization
electric field is induced in the horizontal structure of the sporadic E
(Es) layer, and it is an initial condition to grow up the KHI or GDIL

The KHI mechanism in the Es layer development, mainly in the
low latitude regions, has not been widely studied yet. Bernhardt
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The OH images showing the gravity waves presence at 2315 UT on 06 May 2018 (A), and the Es, layer in ionograms (B) in the nighttime period on

06 May 2018.

(2002) studied the KHI effect driven by wind shear to explain the
unstable structures in the Es layer. They used coupled models of the
irregularities generated by sheared neutral winds and KHI billows in
the Es layer between 100-120 km. The simulations indicated that the
KHI could significantly impact the sporadic-E layer structures.
Additionally, Bernhardt
evolution of the Es layer from the KHI and other improvements

(2002) concluded that a complex

in the model is necessary to answer the real instability role in
developing these unstable Es layers.

Liu et al, (2022) analyze the Es layer behavior using the
Digisonde data applying a technique called frequency domain
interferometry (FDI) over Wuhan, China (114°E, 30°N). The FDI
allowed them to observe the inhomogeneous Es layer occurrence in
such station. The complex structure of the Es layer found by the
authors can be associated with instability or gravity wave
modulation. One plausible explanation is the KHI presence in
the Es layer formation that is caused by the strong shear of the
neutral background wind.

Several authors mentioned that gravity waves could trigger the
instabilities besides the winds. Unfortunately, the airglow images are
restricted to clear skies. Therefore, among the analyzed events, only
one presents good images. Figure 9 shows the OH images on 06 May
2018, at 2315 UT (panel a). The white square with red arrows means
the gravity waves presence. In fact, we observed the clear gravity
wave propagation for the entire night on May 06 and 07, 2018. Panel
b of Figure 9 shows the Esg layer presence in ionograms during the
nighttime when we observe the gravity waves in imager data.

The Es; is associated with the gravity wave mechanism, and it is
characterized by a trace that grows continuously in frequency and
emerges from another type of Es trace, as shown in red arrows. This
specific Es layer type is not common in the Brazilian sector, as shown
in Conceigao-Santos et al., (2019) and Moro et al., (2022). We notice
that the Es; layer was observed in some hours for all events
mentioned in Table 1. Thus, there is a possibility that the gravity
waves may have a precursor to the growth of instability.

Therefore, an important discovery of this work is that the
spreading Es layer, mainly during quiet times, is not necessarily
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due to the particle precipitation due to the SAMA presence. We
found that the wind shear can be turbulent, influencing the Es layer
development. Lastly, further research is necessary to affirm what is
the exact instability that acts on the Es layer formation.

4 Conclusion

We study the atypical and spreading Es layer over CXP in days
before, during, and after the magnetic storms from 2016 to 2018. We
analyzed the Digisonde data, imager, satellite, and meteor radar to
the of these
inhomogeneous Es layers.

understand dynamic formation processes

The significant modifications in the Es layer electron density
distribution were observed in ionograms on days before and after the
magnetic storm. The main characteristic is the low values of the fbEs,
which means that the Es layer does not block the F region
significantly. In fact, the high difference between the ftEs and
fbEs (ftEs-fbEs) during the spreading Es layer occurrence
indicated that the irregularities could be present.

The inhomogeneous Es layer is associated with the Es, layer over
CXP due to SAMA. However, we also observe that the spreading Es
layers occurred in days before the magnetic storms or quiet times. We
examined the AE index and particle dynamics in the inner radiation belt
to discard the particle precipitation mechanism. Our results showed a
low power spectral density of the hiss waves in these events (<107 nT?/
Hz), inefficiently causing electron precipitation over the SAMA region.

The exception was on 30 October 2016. In this case, the
spreading Es layer occurred in hours when AE was higher than
500 nT. Also, the power spectral density of the hiss waves was
~107*nT?/Hz, similar to the previous studies about the Es, layer
formation. Therefore, this value is enough to cause low-energy
electron precipitation (from 0.5keV to tens of keV) by hiss
waves over the SAMA region.

One of the possibilities of these spreading Es layer occurrences is the
instability formation that can affect the wind shear. In other words, the
Es layer may be formed initially by wind shear, and the environment
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becomes unstable due to the electric field or gravity waves, creating
inhomogeneous layers in ionograms. We used the SKiYMET data for
zonal and meridional winds to analyze if the winds were unstable. The
temporal resolution of these wind data is 1 h. As no other wind data is
available, a linear interpolation was performed every minute to visualize
whether the wind could have turbulence. The analysis is not so impaired
as we only use measurements between 80 and 100 km.

Using these winds data, we compute energy spectrum E(k) to
verify the turbulence in the winds. In fact, we analyzed whether the
power spectral densities are close to the —5/3 Kolmogorov spectrum.
In almost all events, the wind components spectra were close to
the —5/3 Kolmogorov value. This fact means that the wind is
turbulent. However, in the specific case of 30 October 2016, the
wind energy spectrum components were not oscillating, and the
power spectral density is not so close to the —5/3 Kolmogorov value.

The spreading Es layer observed in our data has an inclined trace
in some hours, the Es, layer. This Es layer type is associated with the
gravity wave mechanism. Several authors mentioned that gravity
waves could trigger the instabilities besides the winds. The OH
emission in airglow images shows a gravity wave propagation on
May 06 and 07, 2018. At the same hours, we observe the Es, layer
presence in ionograms. Thus, the presence of gravity waves may
have been a trigger for the instability occurrence.

Finally, an important discovery of this work is that the spreading
Es layer, mainly during quiet times, is not necessarily formed by the
particle precipitation due to the SAMA. We found that the wind
shear can be turbulent, influencing the Es layer development and
contributing significantly to our understanding of the different
mechanism actions in the atypical Es layer. However, further
research is necessary to conclude precisely what instability caused
these inhomogeneous Es layers over CXP.
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This study explores the impact of the exosphere hydrogen (H) density on
the ionosphere-plasmasphere system using a model whose key inputs are
constrained by ionosphere observations at both ends of the magnetic field line
with an L-value of 1.75 in the American longitudinal sector during a period
with low solar and magnetic activities. This study is the first to be validated by
ground-based and satellite data in the plasmasphere and both hemispheres.
The main finding is that the entire ionosphere-plasmasphere system is very
sensitive to the neutral hydrogen density in the lower exosphere. It was found
that an increase in the H density by a factor of 2.75 from the commonly
accepted values was necessary to bring the simulated plasma density into
satisfactory agreement with Arase satellite measurements in the plasmasphere
and also with DMSP satellite measurements in the topside ionospheres of the
northern and southern hemispheres. A factor of 2.75 increase in the H density
increases the simulated plasma density in the afternoon plasmasphere up to
~80% and in the nighttime topside ionosphere up to ~100%. These results
indicate prominently that using the commonly accepted empirical model of the
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H density causes unacceptable errors in the simulated plasma density of the
near-Earth plasma shells. We alert the space science community of this problem.
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1 Introduction

The plasmasphere is comprised of shells of cold plasma that
are confined by the Earth’s magnetic field. The plasmasphere plays
an important role in clearing the near-Earth space of dangerous
high-energy particles of the Van Allen radiation belts through
the generation of hiss waves in the plasmasphere (e.g., Kanekal
and Miyoshi, 2021). Recent studies show that the hiss power
directly depends on the cold plasma density (Malaspina etal.,
2018). Also, the transport of plasma plumes consisting of low-
energy plasmasphere particles to the magnetopause acts to reduce
magnetic reconnection, thereby helping to decrease the storm
intensity (Borovsky et al., 2013). Thus, appropriate simulation of
the plasmasphere density is critical for success in creating global
physical models capable of simulating complex coupled effects of
solar-terrestrial interaction and space weather phenomena.

The plasmasphere must be investigated with its coupling to the
ionospheres of both hemispheres, which are the sources (during
the daytime) and sinks (during the nighttime) of the plasmasphere
content. It is well-known that this content is mostly H", originating
in the H+O" resonant charge exchange reaction at altitudes where
the ionospheric O" density becomes low enough to allow H" to flow
into the plasmasphere (Richards and Torr, 1985). This is the topside
ionosphere region between about 500 and 1000 km altitude, which
overlaps with the lower part of the hydrogen exosphere. Thus, the
plasmasphere H* density is inextricably linked to the H density in
the lower exosphere.

Our motivation to explore the impact of the H density
in the lower exosphere on the plasmasphere is all the more
understandable given that the H density values are still a
subject of intensive discussion. Several studies with a variety
of techniques have found significantly different values of H
density for similar conditions. Using the H density provided by
the widely used NRLMSISE-00 model (Picone et al., 2002) as a
reference, the H density multiplication factors estimates range
from 1/3 (Waldrop and Paxton, 2013) to two (Nossal et al., 2012;
Kotov et al., 2018; 2019; Wan et al., 2022), and even up to a three
(Kotov et al., 2015; Kotov et al., 2016). The new NRLMSIS 2.0 atm
model (Emmert et al., 2021) has H densities identical to those of
NRLMSISE-00, so this study uses the NRLMSISE-00 model.

Previously, this H density uncertainty motivated a study with
‘Sami3 is A Model of the Ionosphere’ (SAMI3) physical plasma
model to explore how different values of the H density influence
processes in near-Earth space during and after extreme space
weather events (Krall et al., 2018). Their model parameter studies
of plasmasphere refilling rates at L = 4.0 and L = 5.2 essentially
re-verified the dependence of the refilling rate on the topside
H density that was determined by Richards and Torr (1985)
both analytically and computationally. The parameter study of
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Krall et al. (2018) differs from the current study in that they did not
validate their results with observations in either the plasmasphere
or the ionosphere. When modeling the ionosphere-plasmasphere
system with parameter studies, it is important to ensure that the
results are consistent with observations, as uncertainties in the
state of the ionosphere can affect the validity of the plasmasphere
simulations and complicate conclusions on the net impact of the H
density on the ionosphere-plasmasphere system.

The Field Line Interhemispheric Plasma (FLIP) physical model
ensures the validity of the calculated plasma parameters by using
certain key ionospheric observations as constraints. FLIP model
comparisons with the plasmaspheric density data from the Arase
satellite by Kotov et al. (2018) revealed that reproducing the Arase
plasmasphere density in December 2017 required doubling the
NRLMSISE-00 H density. However, that study only had ionosphere
data in the Northern hemisphere available to constrain and validate
the model.

This current study advances our knowledge by simulating
the impact of the lower exosphere H density on the entire
ionosphere-plasmasphere system from the Northern hemisphere
through the plasmasphere to the conjugate ionosphere in the
Southern hemisphere. These simulations accurately estimate the
lower exosphere H density by finding the best fit to the Arase
observations in the plasmasphere and the DMSP satellites’ topside
observations in both hemispheres.

2 Methods and tools

2.1 The method and justification of the
place and time for the study

The method involves finding the best fit for the ionosphere and
plasmasphere data by systematically varying the NRLMSISE-00 H
density in the FLIP model while it is constrained by key ionosphere
data. The multiplier to the NRLMSISE-00 H density that gives the
best model fit to the coincident observations in the plasmasphere
and topside ionospheres of the Northern and Southern hemispheres
produces an estimate of the actual neutral hydrogen density in the
lower exosphere. The sensitivity of the ionosphere-plasmasphere
system to the lower exosphere H density is explored by comparison
of the best-fit results with the results obtained using the standard
NRLMSISE-00 H density.

This study is for a flux tube with an L-value of ~1.75 in the
American longitudinal sector from 27 April to 1 May 2017. The
solar activity was low with both the daily and averaged F,, -, index
being 77-78 during all considered dates. This flux tube, region, and
time for the study were chosen to satisfy the following criteria, 1)
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FIGURE 1

Projection of the plasma tube with L-value 1.75 for which the
simulations were conducted (orange dashed line) and spatial and time
location of satellites plasma data which are sensitive to neutral
hydrogen density in the lower exosphere. Data were collected at L =
1.75 during 27 April—1 May 2017. Red circles and blue diamonds show
DMSP F15 and F16 satellite data respectively. Pink squares denote
Arase satellite data. Digisondes which data were used to constrain the
FLIP model in the simulations are located at Melrose and Port Stanley.
In Pine Bluff and Kitt Peak, the WHAM Balmer-a observatories were
operated within the 23rd solar cycle.

the flux tube should be located in the inner plasmasphere where
it is not significantly affected by transverse plasma transport under
quiet magnetic conditions, 2) quiet magnetic conditions so that the
flux tube has not recently been depleted, 3) the tube should be
large enough to adequately represent refilling of the ionosphere-
plasmasphere system, 4) the availability of high-quality F2-layer
peak height data from the nearby digisondes in both hemispheres,
5) the availability of coincident satellite data for altitudes and local
times when the satellite plasma density data is expected to be
sensitive to the H density in the lower exosphere.

In addition to satisfying the above criteria, the selected
longitudinal sector is located to the west of South America and thus
avoids possible contamination of the results from the South Atlantic
magnetic anomaly.

There is an earlier extensive historical database obtained by
independent optical techniques in the same region. The ground-
based optical Pine Bluff Observatory (43.08°N, 89.67°W) and Kitt
Peak Observatory (31.96°N, 111.60°W) were located close to the
latitude and longitude corresponding to the starting point of our flux
tube (see Figure 1).

2.2 FLIP model

The FLIP model is a one-dimensional physical model of
the entire coupled ionosphere-plasmasphere system. The model
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calculates the electron and ion densities and temperatures along
magnetic field lines from ~100km altitude in the Northern
hemisphere through the plasmasphere to ~100 km in the Southern
hemisphere (Richards et al., 2010). The FLIP model magnetic field
was recently updated to use the latest IGRF-13 model. The model
uses 3-h Kp indices and F10.7 indices for the periods of simulations
to specify neutral composition with the NRLMSISE-00 model.
A description of the analysis techniques to be employed here is
provided by Kotovetal. (2015). The FLIP capabilities employed
for this study were 1) adjust the equivalent neutral wind velocity
automatically (Richards, 1991) to reproduce the observed variation
of the F2-layer peak height (h,F,) from the digisondes, 2)
modify the plasmasphere heating to match the satellite temperature
observations in the topside ionosphere, and 3) adjust the H density
by multiplying the NRLMSISE-00 values to match all the plasma
density measurements. Note that there are a number of possible heat
sources in the plasmasphere that can affect the model temperatures
and that are difficult to quantify. These sources include the ring
current, plasma waves, and trapping of photoelectrons as they
transit the plasmasphere. Since all the heat is ultimately lost to
the ionosphere in both conjugate hemispheres as heat flux, the
topside electron temperature constitutes an accurate proxy for the
plasmasphere heating.

2.3 Digisondes

The diurnal variations of h,,F, for constraining the model are
deduced from digisonde ionograms. In the Northern hemisphere,
the data were obtained at Melrose (29.71°N, 278.00°E), which served
as the coordinates for the starting point of the magnetic field line for
the simulations. In the Southern hemisphere, the data were obtained
at Port Stanley (51.60°S, 302.1°E), which is the closest digisonde to
the conjugate point of Melrose (52.80°S, 273.37°E), see Figure 1. The
ionogram traces were checked manually to provide the best accuracy
of the h,, F, estimation before the inversion (Huang and Reinisch,
1996).

2.4 Arase satellite

The data from the Arase satellite Plasma Wave Experiment
(PWE)/Onboard Frequency Analyzer (OFA) and High-Frequency
Analyzer (HFA) instruments onboard allows the determination
of the ambient plasma density along the satellite orbit from
the frequency of the upper hybrid resonance emissions observed
by OFA and HFA and the local cyclotron frequency measured
by the magnetometer (Miyoshi et al., 2018a; Kasahara et al., 2018;
Kumamoto et al., 2018; Matsuoka et al., 2018). The Arase electron
density data were collected every other day in the local afternoon
near 3,200-km altitude in the American sector close to the
longitude of the simulated plasma tube (see Figure 1). At 3,200 km
altitude, the electron density is almost equal to the H* density
since this altitude is significantly above the upper transition
height for moderate solar activity conditions at mid- and low
latitudes (e.g., Truhlik etal., 2004). This means that the Arase
electron density is sensitive to the H density in the dayside lower
exosphere.
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2.5 DMSP satellites

Data from all four operating satellites of the Defense
Meteorological Satellite Program (F15—F18) were used in this study.
The satellites have near-circular orbits that cross the model L-shell
at altitudes of ~847 km in the Northern hemisphere and of ~864 km
in the Southern hemisphere.

Electron temperature data in the topside ionosphere from the
electron probe of the DMSP satellites (Rich, 1994) were used to
adjust the FLIP model plasmasphere heating rate to match the DMSP
observed electron temperature. The DMSP topside ionosphere ion

10.3389/fspas.2023.1113706

temperature data from retarding potential analyzer were used for
validation of the simulated ion temperature.

The DMSP total ion density data in the topside ionosphere
from the scintillation meter (Rich, 1994) were used to validate the
FLIP model diurnal variations of the topside electron density. The
ion density data that are collected by the F15 and F16 satellites
every night between local midnight and sunrise (see Figure 1)
are valuable because H* is dominant near the DMSP orbits at
night and they are supplied from the plasmasphere, making this
DMSP data sensitive to the neutral H density in the dayside lower
exosphere.
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FIGURE 2

0

Diurnal variations of the F2-layer peak density N,,F, (A,C) and height h,,F, (B,D) at the ends of the L = 1.75 flux tube during 27 April—1 May 2017. The
open circles show the digisonde data at Melrose (two top panels) and Port Stanley (two bottom panels). The solid orange line shows the FLIP model
simulations using the NRLMSIS H density multiplied by a factor of 2.75, dashed dark blue line on the N,,,F, panels show the simulations using the
NRLMSIS H density. The model was constrained to follow the observed h,,F, variations in both hemispheres.
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3 Results

The FLIP model’s ability to follow the observed h,, F, very closely
by adjusting the neutral wind as it steps in time was used at both ends
of the ionosphere-plasmasphere system (Figure 2).

The first step was to run tests to find the model settings to
provide near-optimal agreement between the simulated plasma
parameters and observations along the entire flux tube. Specifically,
the model should match, 1) the observed DMSP plasma densities in
the topside ionosphere of both hemispheres and the high altitude
Arase plasmasphere densities, and 2) the DMSP electron and
ion temperatures in the topside ionosphere of both hemispheres.
It is important to note that, because local heating and cooling
are insignificant in the topside ionosphere, the topside electron

10.3389/fspas.2023.1113706

temperature is directly related to the electron heat flux from the
plasmasphere, which in turn is determined by the amount of heat
deposited within the plasmasphere.

One complication in this process is that the model topside
temperatures are not independent of the plasmasphere electron
density because the plasmasphere heating by photoelectrons is
proportional to the electron density. Thus, adjusting the H density
to increase the plasmasphere density will increase heat flow to
the topside ionosphere, which affects the topside temperature and
density. An iterative process is necessary to ensure that the model
parameters controlling the neutral H density and plasmasphere heat
sources are consistent.

To control the heating of the plasmasphere, the model has
two parameters, 1) the fraction of photoelectrons trapped in the
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Diurnal variations of the topside ionosphere electron T, (A,C) and ion T; (B,D) temperatures at both ends of the L = 1.75 plasma flux tube during 27
April—1 May 2017. The symbols show DMSP data: F15 (red circles), F16 (blue diamonds), F17 (dark green squares), and F18 (cyan hexagons). The solid
orange line shows the FLIP model simulations using the NRLMSIS H density multiplied by a factor of 2.75.
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FIGURE 4
Diurnal variations of the plasma density in the topside ionosphere at northern (A) and southern (C) ends and in the high-altitude plasmaspheric part (B)
of the L = 1.75 flux tube during 27 April—1 May 2017. The dashed dark blue line shows the simulation using the standard NRLMSIS H density while the
solid orange line is for the NRLMSIS H density multiplied by a factor of 2.75. In the top and bottom panels, the symbols show DMSP data: F15 (red
circles), F16 (blue diamonds), F17 (dark green squares), and F18 (cyan hexagons). Pink squares on the middle panel denote the Arase satellite data.

plasmasphere and depositing all their heat there. This is only
operative when the photoelectrons transit the plasmasphere, 2)
the plasmasphere heating rate, which can be adjusted artificially
to match the observed topside electron temperature both day and
night. This parameter is meant to account for possible unknown heat
sources, such as the ring current. It is most useful at night when
there are no photoelectrons because both conjugate ionospheres are
in darkness.

The best agreement with the observations was reached with
the multiplier of 2.75 for the NRLMSISE-00 H density. Because the
H density has a large scale height, a simple altitude-independent
multiplier is adequate. Figure 3 shows that the model produces
the observed topside T, variations in both hemispheres. Figure 3
also demonstrates that the calculated topside ion temperatures are
in a good agreement with the observations. Figure 4 shows that
matching the topside temperatures and using a multiplier of 2.75
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for the NRLMSISE-00 H density produces a good match to all the
satellite plasma density observations.

With regard to the F2-layer peak density N, F,, the model/data
agreement is excellent in the Northern hemisphere (Figure 2)
while the difference in the Southern hemisphere reaches ~60%
for some days near noon. A possible reason for the difference
could be the separation between the Port Stanley digisonde and the
Melrose conjugate point (see Figure 1) for which the simulation
was made. However, a simulation made for the actual coordinates
of Port Stanley has the same behavior. It is possible that the ~60%
underestimation of the midday N,,F, by the FLIP model in the
Southern hemisphere indicates that the midday O to N, density ratio
is too low in the NRLMSISE-00 model. Another capability of the
FLIP model was used to test this. It can reproduce the measured
N,,F, by modifying the neutral temperature in the NRLMSISE-00
model to change the O to N, density ratio self-consistently. This
simulation (not shown) found that good model/data agreement was
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reached for N, F, with midday neutral temperatures a moderate
~60-70 K lower than that of the NRLMSISE-00 model. This N, F,
algorithm was not used for the results presented here because the
N,,F, variation at the southern end of the flux tube may be different
from Port Stanley and because these model/data differences have
only a small effect on our key results in the plasmasphere and topside
ionosphere. The topside ionosphere and plasmasphere densities
deviate from the main results up to ~10% and ~5%, respectively.

To determine the sensitivity of the ionosphere-plasmasphere
system to the H density, an additional simulation was made with
the standard NRLMSISE-00 H density with the model adjusting the
plasmasphere heating rate to maintain the model-data temperature
agreement in the topside ionospheres. Figure4 demonstrates
that decreasing the H density by a factor of 2.75 reduces the
simulated nighttime plasma density in the topside ionospheres of
both hemispheres by up to ~50% and the simulated afternoon
plasmasphere density by up to ~45%.

The decrease by a factor of 2.75 in the H density also causes up to
a~35% decrease in the simulated N, F, at night in both hemispheres
(Figure 2). In the Northern hemisphere, this worsens the agreement
with the observations. In the Southern hemisphere, the model/data
agreement improves for some hours but worsens at other times.

4 Discussion

This study examines the impact of the neutral hydrogen density
in the lower exosphere on the ionosphere-plasmasphere system as
a whole. Let us consider how the current results compare with
previous studies.

This study complements and expands on the Kotov et al. (2018)
study, which employed similar analysis techniques in the European
sector at L ~2.1 from 2016 to 2018. Although there were only
observational data for the Northern hemisphere in that study, a
similar sensitivity to the H density was shown for the topside
ionosphere in all the seasons and for the plasmasphere near the
winter solstice. In addition to being in a different longitude sector,
this current study is different in being during a transition from
spring to summer.

The current results verify that the ionosphere-plasmasphere
system’s sensitivity to the lower exosphere H density is strong.
Increasing the H density from the standard NRLMSISE-00 model
by a factor of 2.75 enhances the ionosphere-plasmasphere H" fluxes
by a factor of ~2.0-2.5 (Figure 5), and that increases the plasma
density in the afternoon plasmasphere by up to ~80% and in
the nighttime topside ionosphere up to ~100%. These sensitivity
estimates for the H" fluxes and plasma densities are close to those
found by Kotov etal. (2015), Kotov et al., 2016, and Kotov et al.
(2018) that were obtained for different seasons in the European
sector.

It is difficult to compare our results with the results obtained
by Krall etal. (2018) with the SAMI3 model. The reason is that
the SAMI3 was not constrained by ionospheric observations (h,,F,
and topside T,), and their simulation results were not compared
with measurements of the plasma density in the plasmasphere and
topside ionosphere. Also, Krall etal. averaged their results over
all longitudes while we consider one flux tube. This may be one
of the reasons for the much smaller sensitivity of the steady-state
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plasmasphere of Krall etal. to strong changes in the H density
(see Figure 2 of their paper). One other reason for FLIP/SAMI3
differences could be that Krall et al. simulated for somewhat higher
L-shells (L = 4.0 and L = 5.2). On the other hand, our observation-
based simulations with the FLIP model for L = 4.0 (not shown)
indicate just as high a sensitivity of the plasmasphere to the H density
as for L = 1.75. At the same time, there is a reasonable agreement
between the plasmasphere refilling rates seen from our simulation
at L = 4.0 and those of Krall et al. (2018).

An examination of the variation of the O/H" transition height
lends additional support for the 2.75 multiplication factor for
the daytime NRLMSISE-00 H density. Figure 6 shows that the
transition height is quite sensitive to the H density during the
day but almost insensitive during the night. This nighttime feature
is understandable because, when the solar activity is low, the
downward nighttime H" flux is responsible not only for the H"
density in the topside ionosphere but for the O density as well.
Much of the O in the nighttime topside ionosphere is from the H*
that is supplied by the downward H* flux. Thus, more H" leads to
more O". As a result, the nighttime O*/H" transition height shows
only a small dependence on the H" flux which changes significantly
with the H density (Figure 5). Earlier results for the European sector
showed similar behavior (Kotov et al., 2015).

During the day, the H* flux is upward and removes H" from
the topside ionosphere. The H* is produced from the O" and the
amount is directly proportional to the H density. On the contrary,
the amount of O™ is determined mostly by ionization processes in the
atmosphere followed by upward diffusion to the topside ionosphere.
There is a small decrease in the O" density with an increase in the
H density through the O*+H reaction. However, this effect is much
smaller than the loss of H* due to the upward flux. As a result, there
is an increasing difference between the H* and O* densities with the
increase in the daytime H density, which leads to the high sensitivity
of the daytime O"/H" transition height to the H density.

The FLIP model transition height behavior is supported by the
empirical climatological TBT-15 model of topside ion composition.
The TBT-15 model is included in the International Reference
Ionosphere (IRI-2020) model (Truhlik etal., 2015; Bilitza etal.,
2022). It was constructed from an extensive database of independent
satellite observations. The TBT-15 model daytime O*/H transition
height is closer to our simulations with the multiplier 2.75 to the
NRLMSISE-00 H density.

The estimated 2.75 multiplier to the NRLMSISE-00 H density
agrees reasonably with the multiplier of ~2 implied by extensive
optical observations of Balmer-a emission conducted during the
23rd solar cycle by the Wisconsin H-alpha Mapper (WHAM) Fabry-
Perot located at the Pine Bluff Observatory (43.08°N, 89.67°W)
in Wisconsin (Gallantetal,, 2019) and Kitt Peak Observatory
(31.96°N, 111.60°W) in Arizona (Nossal et al., 2012). The latitudes
and longitudes of both observatories are close to the coordinates of
the starting point of the flux tube we simulate (see Figure 1). Note
that while our technique estimates the dayside H density in the lower
exosphere, WHAM estimates the H density for the dusk and dawn
periods in the same region. Thus, the techniques complement each
other very well, and using both techniques jointly at the same region
would certainly provide more opportunities for the lower exosphere
H density investigation.
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FIGURE 5

Diurnal variations of the ionosphere-plasmasphere H* flux at 1000 km altitude at the northern (A) and southern (B) ends of the L = 1.75 flux tube during
27 April—1 May 2017. The dashed dark blue line shows the simulation with the standard NRLMSIS density while the solid orange line is for the NRLMSIS
H density multiplied by a factor of 2.75. The plots are running average of the simulated fluxes over 45 min intervals.

A 2500
Northern hemisphere

£ ’ ")
< 2000
=
2
2 1500 -
=
S
g 1000 |
=
Q
T 500 -

0
B 2500
I3 | Southern hemisphere
< 2000 4 |
£ A
2 |
2 ! f‘
= 1500 -
Kl
:‘é
@ 1000 -
=
o
T 500

0

0 12 0 12 0 12 0 12 0 12 0
MLT

FIGURE 6

Diurnal variation of the HT/O™ transition height at the northern (A) and southern (B) ends of the L = 1.75 flux tube during 27 April—1 May 2017. The
dashed dark blue line shows the simulation with the standard NRLMSIS density while the solid orange line is for the NRLMSIS H density multiplied by a
factor of 2.75. The thin red solid line shows the variation calculated using empirical TBT-2015 model of ion composition of climatological International
Reference lonosphere model (IRI-2020 version).
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The multiplier 2.75 found here is also in excellent agreement

with values obtained in numerous previous investigations
performed for low/low-to-medium solar activity and magnetically
quiet conditions in the European sector (Kotovetal, 2015;
Kotov et al., 2016; Kotov et al., 2018; Kotov et al., 2019) and Asian
sector (Panasenko etal.,, 2021). These previous studies show the
multiplier to the NRLMSIS H density ranging from 2.0 to 3.0 for
low/medium and extremely low solar activity, respectively. Recent
work of Wan et al. (2022) employing GUVI Layman-a observations
for the 2002-2007 period, which covers the same solar activity
conditions, also shows a multiplier of ~2.

Based on the accumulation of evidence, we recommend that
ionosphere modelers increase the neutral H density from the
NRLMSISE-00 model by a factor of 2 for low-to-medium solar
activity and magnetically quiet conditions so that the simulated
plasma densities in the ionosphere and plasmasphere can reproduce

the plasma observations with acceptable accuracy.

5 Conclusion

The main conclusions from the results of this observation-based
study of the entire ionosphere-plasmasphere system performed for
the period with low solar and magnetic activities are the following.

1) The entire ionosphere-plasmasphere system is highly sensitive
to the neutral hydrogen density in the lower exosphere.
Increasing the H density by a factor of 2.75 from the standard
NRLMSISE-00 values increases the simulated plasma density in
the afternoon plasmasphere up to ~80% and in the nighttime
topside ionosphere up to ~100%, bringing the simulated densities
into agreement with the Arase and DMSP satellite observations.
The last point indicates that using the NRLMSISE-00 H density
causes unacceptable errors in the simulated plasma density of the
near-Earth plasma shells. We alert the space science community
of this problem.

2) The high sensitivity obtained for the American longitudinal

sector for L = 1.75 agrees well with the high sensitivity seen in

the simulations in the European sector at L = 2.1 (Kotov et al,,

2015; Kotov et al., 2016; Kotov et al., 2018).

The estimated multiplier 2.75 to the NRLMSISE-00 H density

is consistent with values obtained in the numerous previous

3)

investigations conducted for low-to-medium solar activity
and magnetically quiet conditions with different techniques
in the American sector (Nossaletal, 2012; Gallantetal.,
2019), European sector (Kotov etal., 2015; Kotov etal.,, 20165
Kotovetal., 2018; Kotovetal, 2019), and Asian sector
(Panasenko et al., 2021) and around the globe (Wan et al., 2022).
These determinations that use independent techniques for
different conditions bolster the need to reexamine the H density
in the NRLMSISE-00 model at least for periods with low solar
and magnetic activities.
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During the 2019 Leonid meteor shower, the European Fireball Network recorded
a bright fireball (meteor code: EN171119_041459) at 04:15:0.2 (UT) on 17
November 2019. The fireball appeared at coordinates 49.95°N 15.56°E at the
height of 134.46 km, and disappeared at coordinates 50.23°N 15.26°E and at
the height of 71.81 km. The ionization effect caused by the fireball appeared
in the digisonde’s campaign measurements taken with a 2 ionogram/min time
resolution at Pruhonice station (50.00°N, 14.60°E). The trace appeared on the
ionograms as a faint sporadic E-like layer, and the maximum ionization reached
the upper limit of the measurement, 17 MHz. The trace persisted for 20 min on
the ionograms, first appearing at 04:15:40 (UT) and finally disappearing at
04:35:40 (UT). The virtual height of the trace according to the ionograms
appeared between 114 and 142 km, first it descended and then it ascended.
Drift measurements were also taken with the digisonde every minute. Between
04:19:20 and 04:35:20 (UT), between altitudes of 122-142 km, 1-5 reflections
were recorded on most SkyMaps. In addition, the Continuous Doppler Sounding
developed by the Institute of Atmospheric Physics CAS also recorded the
ionization signature of the fireball between 04:18 and 04:30 (UT) on 2 of the 3
sounding paths operating at 4.65 MHz. This is the first evidence that the plasma
trail of a documented fireball can be detected by a DPS-4D digisonde (not only
on ionograms, but also by drift measurements) and by the Continuous Doppler
Sounding system.

KEYWORDS

european fireball network, digital autonomous fireball observatory (DAFO), GIRO
network, digisonde, drift measurements, continuous Doppler sounding, sporadic E,
leonid fireball

1 Introduction

The Leonid meteor swarm is one of the best-known meteor falls, associated with the
comet 55P/Temple-Tuttle (Yeomans et al., 1996). It occurs between 6 November and 30
November and usually peaks on 17 November. The Leonids are a fast-moving swarm that
reaches and enters the Earth’s atmosphere at an average geocentric speed of 71 km/s (Beech,
1998) and have an average size of 10 mm (Hoffner et al., 1999). Leonid meteors which are
visible to the naked eye have an average mass of 0.5 g and can usually generate an average
brightness of —1.5 apparent magnitude (Hawkes, 2007).

A meteoric fireball or bolide, as defined by the International Astronomical Union (IAU)
in 2017, is a meteor with a brightness greater than —4 absolute visual magnitude. The
difference between a fireball and a bolide is that the bolide is the special fireball that
explodes in a terminal flash and often visual fragmentation can be observed. On average
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every thousandth meteor entering the Earth’s atmosphere is a
fireball. Above —17 absolute visual magnitude these bodies are called
superbolides (Ceplecha et al., 1999; Di Martino and Cellino, 2004).

When meteors enter the Earth’s atmosphere, the vast majority
of them burn up due to the friction and compression, and spread
their material over an altitude of 70-110 km (Kozlovsky et al., 2020).
Spectral analyses show that in the case of the Leonids, the meteors’
material is composed of atomic O and N, as well as Mg, Fe, Na and
Ca, which are ionized at high temperatures (Borovicka et al., 1999).

This meteoric dust and metallic material deposited in the lower
atmosphere can form thin layers of ionization by vertical ion
convergence. That trapping mechanism is created by the combined
effect of the vertical shear of the zonal winds, the meridional winds
and the Lorentz force controlling the movement of ions due to the
local magnetic field. This ion convergence creates the phenomenon
known as the sporadic E layer (Whitehead, 1961; Axford, 1963;
Haldoupis, 2011). At middle latitudes this is the accepted theory of
formation of sporadic E layers so far and is usually referred to as the
wind shear theory.

The most commonly used meteor detection methods are optical
observations (Koten et al., 2019) and meteor radars (Fukao and
Hamazu, 2014; Chen et al., 2020), but during major meteor falls,
echo traces were often observed on ionograms, which were classified
into separate categories (Ellyett and Goldsbrough, 1976). However,
this classification led to controversy, which was finally resolved by
Maruyama et al. (2003). In the study, these echo traces are attributed
to Fresnel scattering by increased plasma density in the meteor’s trail
supported by extensive analysis and visual observations.

In summary, this means that it is possible to detect meteors with
ionosondes (Kereszturi et al., 2021) because of the ionization they
cause. These traces have a generally short lifetime and usually have
an ionization (maximum frequency on the ionograms) exceeding
that of regular sporadic E layers (in the Maruyama etal. (2003)
the traces accepted as meteors are those above 5 MHz), and also
different in height (Maruyama et al., 2003). They often show a
distinct direction on ionograms made by Digisonde DPS-4D type
of ionosonde (usually referred as digisonde), unlike the vertical
reflection of the regular sporadic E layers.

The first observation of the ionization effect of a fireball event
was on 28 January 1976 (Rajaram and Chandra, 1991). The Dhajala
fireball passed close to Ahmedabad ionosonde station (23.2°N,
72.30°E) at 20:40 (IST-India Standard Time, UTC+5:30 h). The
trace persisted for 1 h and showed an ionization of 3.4 MHz. Also
mentioned in the article is that the trace breaks up into 2-3 distinct
layers at altitudes of 120-140 km, separated by 6 km.

During the 2001 Leonid meteor shower on 17 November 2001,
a trace appeared over Kokubunji/Tokyo (35.71°N, 139.49°E) that
persisted for nearly 40 min (20:25 UTC first appearance, 21:00
UTC last appearance, Maruyama et al., 2003) and reached a top
frequency of nearly 30 MHz, while its height steadily decreased
over time. In the article it was called a long-duration meteor event
(LDME). In 2002, during the Perseids, on 11 August at 01:50
(JST-Japanese Standard Time, UTC+9 h), another so called LDME
appeared over Yamagawa (31.20° N, 130.62° E) at an apparent height
of 120 km (Maruyama et al., 2008), with a top frequency of 27 MHz.
It disappeared permanently at 02:47 (JST). However, its height-
changes were different from the 2001 Leonids event—first decreasing
and then increasing in apparent height.
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On 4 December 2020 at 13:30 (UTC), a fireball was detected
by several different instruments (including two cameras and an
ionosonde) over northern Sweden, which has been named the Pajala
fireball and is believed to have originated from the Northern Taurids.
On the ionogram (captured by Sodankyla Geophysical Observatory,
67.36°N, 26.63°E), the trace appears at 13:31:07 (UTC) and persists
for about 30 minas a sporadic E-like pattern that reached its
maximum measurement frequency of 16 MHz at the time of its
appearance and the frequency did not drop below 10 MHz until
about 10 min after the trace appeared (Vierinen et al., 2022). And
finally, on 17 January 2009, a fireball named Maribo was detected
over Juliusruh, captured by a meteor radar operating at 32.5 MHz
(Schult et al., 2015).

Due to the 2019 Leonids meteor shower, 2 ionograms/minute
digisonde campaign measurements took place in both Prtihonice
and Sopron stations on 16, 17 and 18 November, starting after sunset
and ending before sunrise. During the campaign measurement, on
17 November 2019 at 04:15:40, a trace was recorded by the digisonde
of Prtthonice (50.00°N, 14.60°E) that persisted for 20 min and
showed high ionization levels. Based on previous studies, it was
assumed that this was the trace of a fireball or a bolide. It being
a fireball was confirmed by the Department of Interplanetary
Matter
Sciences.

of Astronomical Institute of Czech Academy of

The group of Meteor physics at Department of Interplanetary
Matter of Astronomical Institute of Czech Academy of Sciences
observes meteors and performs theoretical interpretations of
the observations. The Czech Fireball Network belongs to the
European Fireball Network. The main instrument on every
Czech station is the Digital Autonomous Fireball Observatory
(Spurny etal., 2017; Borovickaetal., 2019). The observational
data are used to study physical processes during the penetration
of meteoroids into Earth’s atmosphere, including radiation and
ionization. The meteorite’s fall was observed in detail by Czech
Fireball Network sensitive fireball cameras. The basic observational
system is the European Fireball Network (Borovicka etal,
2022).

The main purpose of this article is to describe and study the
fireball which appeared near Prague, as detected by the Czech
Fireball NetworK’s fireball cameras, the digisonde of Prithonice and
the Continuous Doppler Sounding system. Measurements from
the digisonde of Sopron were used as a reference. The secondary
purpose of this article is to assess the potential of the digisonde in
these kind of studies. Meteor radars usually operate at frequencies
between 30 and 40 MHz, while the digisonde measures between
1 and 17 MHz. Can this be used for meteor detection? European
digisonde stations measure with a time resolution of 5, 10 or 15 min.
The most commonly used 5-min time resolution may be suitable
for statistical studies, but is it possible to detect more meteors
with high cadence campaign measurements? Can it be used to
determine the geographic directions of meteorite trails? Do the
Skymaps derived from the drift measurements of the digisonde
show traces of meteors? These questions have never been studied,
yet.

In this paper, we will first discuss the data collection methods,
possibly the settings of these instruments, summarize the
observations, and then compare it with a regional phenomenon
before the discussion and the conclusions.
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2 Methods and data
2.1 Astronomic detection methods

The main instrument on every Czech station belongs to the
European Fireball Network is the Digital Autonomous Fireball
Observatory (Spurny etal., 2017; Borovicka etal., 2019). There
are cameras providing very accurate fireball recordings. These
observations are only made at night and also during the darker parts
of dusk and dawn.

The highest meteors can be captured by the all-sky camera at a
height of 199 km. Special behavior of fireballs can be observed from
an initial height above 130 km (Koten et al., 2006; Table 1.)

As mentioned in Spurny et al. (2000) when these meteors reach
an altitude of about 130 km, their shape quickly changes to a
typically drop-like form. Leonid meteor showers are typified by
production meteors with a higher beginning height. The high-
altitude fireballs were observed during several observations of the
Leonids Multiinstrument Aircraft Campaign (MAC) in the years
1998-2001. Table 1 shows the number of observed Leonid fireballs
in this period by individual height, by (Koten et al., 2006).

The observation of radio reflections from meteor trails is
not rare. There is no reliable data available for the mesospheric
conditions for the observed period. Therefore, in this case it is
rather difficult to infer a distortion of the ionized meteor trail. This
is precisely why it is very useful to track these reflections multi-
instrumentally.

2.2 Digisonde (ionogram and SkyMap)

Using vertical sounding, the ionosphere reflects electromagnetic
waves at a particular height at which the plasma frequency
corresponds to the transmitted signal. The plasma frequency is
proportional to the electron density (Eq. (1).) (Davies, 1990). An
ionosonde emits electromagnetic pulses and measures time of flight
of the reflected electromagnetic waves. The stratification, electron
content and virtual height of the ionospheric layers can be scanned
when the frequency of the sounding signal reaches the plasma
frequency.

Typically, frequencies between 1 and 20 MHz are used by the
ionosondes, which allows the observation of the E and F layers.
A given layer will reflect the electromagnetic signals back till
the critical plasma frequency of that layer (Eq. (1)). The critical
frequency is the frequency at which the sounding frequency reaches
the maximum plasma frequency within the layer-here, depending
on the sentiment, it can be considered that the energy of the
electromagnetic wave is absorbed or that the wave’s travel time
becomes infinite. Signals above this frequency are reflected from a
layer with higher electron density situated above that or pass through
the ionosphere without reflection.

The equation for the plasma frequency is

(1)

where w is electron

pe
density (number of electrons/m?), e is the electron charge

is the electron plasma frequency (Hz), n,
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(1.609¢107 C), m" is effective mass of the electron (9.111073! kg)
and & is the vacuum permittivity (8.85¢107'% F/m).

The result of such a measurement is the ionogram-on which
the height-frequency values are plotted, and from which electron
density profiles can be constructed. It should be noted that the height
of the reflection derived directly from measurement corresponds
to the situation when the electromagnetic wave travels through
vacuum without any delay caused by local conditions. In case of the E
and Es layer, the delay in time of flight is small and usually neglected,
higher within the F layer the profile inversion is necessary.

A Digisonde DPS-4D station is installed at Prithonice (50.00°N,
14.60°E) and at Sopron (47.63°N, 16.72°E) (Figure 1.) and has
been providing measurements since January 2004 in Prthonice
and since June 2018 in Sopron as a part of the GIRO Network
(Reinisch and Galkin, 2011). This type of ionosonde is able
to sound not only vertically but also obliquely, which is made
possible by the four additional receiver antennas surrounding the
central vertical transmitter antenna (Reinisch, 1996; Reinisch et al.,
2005; Reinisch et al., 2008). This arrangement allows the direction
determination based on the phase-difference of the reflected signals
observed at the different receiver antennas. After collecting and
processing the raw data, the ionogram is produced, where the
direction of the signals is indicated by the color code.

The DPS-4D digisonde can also be used to perform drift
measurements, which are usually timed after the measurements
required for the ionogram, because the automatically scaled
ionograms can provide the necessary parameters for the setup of
the drift measurement (e.g., critical frequency for the E (foE) or
F (foF2) layer). If the medium is moving, a Doppler-effect will
occur in the signal propagation. The estimation of the drift velocity
vector is made possible by determining the location of reflection
points in the ionosphere (enabled by the antenna layout) and the
Doppler frequency shift. The digisonde allows for automatically
processed, real-time drift measurements. The final product of the
measurements is three velocity vector components: vertical (v,),
north (v, ), and east (v.) directions. These are represented graphically
in color-coded east-west and north-south planes by the so-called
SkyMap.

2.3 Continuous Doppler Sounding

The Continuous Doppler Sounding (CDS) system was
developed by the Institute of Atmospheric Physics CAS to study
short time-scale ionospheric fluctuations (Lastovicka and Chum,
2017; Chum etal., 2018; Kouba and Chum, 2018; Chum etal.,
2021). The CDS instrument is suitable for fast identification of
the wave-like phenomena within the ionosphere. It works on the
principle of the electromagnetic wave reflection from the plasma
with corresponding plasma frequency. For instance, up and down
motion of the reflecting layer due to the atmospheric gravity waves
causes Doppler-changes in the reflected signal. However, it does not
provide data from which electron-density profiles can be derived
and should be therefore completed by independent measurement.

It is worth noting that Doppler-shifts may not only be caused by
the movement of the layer from which the radio waves reflect, but
also, for example, by density changes caused by pressure waves
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TABLE 1 Initial altitudes and numbers of meteor fireballs with an initial high-altitude above 130 km in the period of years 1999-2001, (Koten et al., 2006). The
Leonid meteor swarm reaches its maximum number of meteors about every 33 years, often referred to as an “outbreak”. The last one was in 2002, but 2001 also

produced high numbers as shown in the table (Molau et al., 2002).

Number of cases 130-150 km 150-160 km >160 km
Leonids, 1998 18 5 4 9
Leonids, 1999 11 10 0 1
Leonids, 2000 17 15 0 2
Leonids, 2001 102 101 0 1
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(long-period infrasound) or solar flares (Chumetal, 2016;
Chum et al.,, 2018).

The system consists of transmitters distributed across the
western half of the Czech Republic and a receiver set up in Prague
(Figure 1). Currently, the operation is on frequencies 3.59, 4.65 and
7.0 MHz. One transmitter is located directly next to the digisonde
and is separated from the receiver by 7km (Kouba and Chum,
2018).

3 Observations and results
3.1 Astronomic observations
A bright fireball was recorded by the European Fireball Network

on 17 November 2019 after 04:15:0.2 UT (+0.10 s). The meteor code
of this Leonid fireball is EN171119_041459 (Figure 2).

Frontiers in Astronomy and Space Sciences

The geographic coordinates of the captured starting point
of the fireball are 49.957°N, 15.563°E, at 134.46 km height, and
ending 50.237°N, 15.267°E, at 71.81 km height. Linear length of
the trajectory was 73.44 km, velocity at the average trajectory point
71.18 km/s, and terminal velocity (at height 72.7 km) 70.49 km/s
(Table 2). Geocentric right ascension was 153.60°, geocentric
declination 21.80°, and maximum at Solar longitude 235.4°. Closest
distance was 185.8 km to station No. 114 Cervena hora (49.777°N,
17.542°E) with maximal convergence angle 71.7°.

Maximum apparent magnitude of the observed fireball was
~15.96 (at height 83.0km), radiated energy 5.58¢10%], and
maximum brightness point was at 50.186° N and 15.321° E, at
83.03 km height. The initial photometric mass of this meteor was
primarily determined to be 1.448 kg (P. Spurny, priv. comm.).

Observation was carried out using 5 cameras from closest
distance 185.8 km at the station No. 114 Cervend hora (Figures 1,
2). The fireball was observed by the cameras of the European Fireball
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FIGURE 2

Optical image of the trail left by the fireball detected at 04:15:0.2 on
17 November 2019. The picture was taken at Cervena hora station
by the Czech Fireball Network betweeen 04:15:10 - 04:15:45 UT, the
exposition time was 35 s.

TABLE 2 A summary of the localization of the Leonid bolide above the Czech
Republic, data were provided by P. Spurny (priv. comm.).

Time of arrival 2019.11.17.04:15:0.2 UT (+0.10 s)

Duration ls

Coordinates of appearance 49.957° N, 15.563° E, 134.46 km (height)

Coordinates of disappearance 50.237° N, 15.267° E, 71.81 km (height)

Network (Borovicka et al., 2022) and the data were provided by P.
Spurny (priv. comm.).

3.2 lonogram and SkyMap

During the passage of the 2019 Leonid meteor swarm,
on 16, 17, and 18 November, joint 1-min temporal resolution
campaign measurements were launched in both Prihonice and
Sopron digisonde stations (Figure 1) between 16:30:00 (UT) in the
afternoon and 06:30:00 (UT) in the morning. 2 ionograms were
taken every minute. The measurement was performed between
1.5 and 17 MHz. Furthermore, high resolution SkyMap (1/min)
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measurements at ~ 2,500 kHz were also performed during the
above-mentioned periods.

3.2.1 lonograms

The first trace of the fireball appears on the ionogram taken
at Prtithonice station at 04:15:40 (UT) on 17 November 2019. The
ionogram in front of it, taken at 04:15:00 (UT), shows no meteor
traces. This agrees well with astronomical observations (Figure 2;
Table 2).

The trace on the ionogram at 04:16:00 resembles the pattern of
a sporadic E layer (Figure 3) similar to those described in other
studies (Maruyama et al., 2003; Maruyama et al., 2008; Schult et al.,
2015; Kereszturi et al., 2021; Vierinen et al., 2022). However, the
trace differs in almost all respects from the regular sporadic E
layer’s behavior (see Section 3.4), it was detected as a very thin
layer up to high frequency range. For the months of November and
December of 2019, analysis of ionograms from both Prahonice and
Sopron stations shows that the median of the sporadic E frequency
is 2.55 MHz for Priithonice station and 2.49 MHz for Sopron station,
while the median of the height is 107.6 km for Priihonice station
and 102.3 km for Sopron station. These data are based on 10406
ionograms processed for Prihonice station, with 20.2% sporadic
E occurrence rate. For Sopron station, 14069 ionograms were
processed, with 19.1% sporadic E occurrence rate.

The maximum reflection frequency of the ionization caused by
the 17 November 2019 Leonid fireball reached 17 MHz already at
its first appearance on the ionograms (Table 3). It is very likely that
the frequency is saturated at 17 MHz and the actual value of top
frequency can be much higher. The ionization rate did not go below
10 MHz until 04:26:00 (Table 3). The last ionogram on which the
fireball’s effect can still be clearly identified was taken at 04:35:40
(UT).

The height of the fireball’s trace (Figure 3.) started at 129.3 km
virtual height at 04:15:40 (Table 3). On the next ionogram, the
trace is already split into three distinct and separeted “layers’,
and this remains the case in all the following ionograms. The
trace reached a maximum of 5 distinct “layers”. The height of
these layers according to the ionogram readings (Table 3.) first
decreased, then increased slowly but steadily over time-the lowest
is at 114.9 km virtual height, while the highest before the decay
of the fireball’s trace is at 142.6 km virtual height. The rise in the
height of the fireball’s trace is a phenomenon that has not only been
observed elsewhere (Maruyama et al., 2008), but is also reproduced
by numerical modeling (Zinn and Drummond, 2005; Zinn and
Drummond, 2007). However, these height changes observed on the
ionograms should not be interpreted as clear vertical motion only,
especially that the CDS measurements indicate the presence of wind
shear. The movements are probably the results of the digisonde’s
setup with 3D motions of fireball’s trace, since the measurement
is based on the time-of-flight of the sounding electromagnetic
waves so the exact height changes cannot be determined based on
that.

Meanwhile, the ionograms of Sopron station did not show any
similar effect-there is no regular sporadic E layer on the ionograms
(Figure 3). Both stations were taking measurements synchronously
allowing for oblique measurement. With high probability, we also
ruled out the presence of sporadic E layer in half of the distance
between the stations as it would be observed on oblique ionograms.
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Selected ionograms from Prihonice and Sopron stations, between 1.5 and 17 MHz, at virtual heights between 100 and 400 km and at time between
04:16 - 04:31 (UT), taken at 6 dB MPA threshold. For a white background picture about the ionograms of Prihonice please see Supplementary
Figure S1 and for pictures made at 4 dB MPA threshold please see Supplementary Figure S2. The ionograms from Pruhonice station (left and middle
column, left column between 04:16 - 04:21, middle column between 04:22 - 04:31) show the trace of the fireball-induced ionization and its evolution
over time. The white rectangle shows the 110-145 km and 1.5-17 MHz zoomed-in part of the ionograms. In contrast, the ionograms of Sopron station
used as reference do not show any similar phenomena, not even regular sporadic E, indicating the localisation of plasma trace related to the fireball in

the near region of Pruhonice station.

Therefore we deduced that the trace detected at Prithonice station
is a local plasma structure restricted to a limited area close to
Prthonice DPS-4D (Figure 1). Indeed, the location of the meteor
trace corresponds to the sounding cone of the Prithonice’s digisonde,
while it is out of the cone of Sopron’s digisonde.

It may also be worth noting that for the most often used 6 dB
data presentation threshold (defined as a noise level based on the
most probable amplitude (MPA)), it appears as if reflections are
disappearing in bursts by frequency. However, this is not a real
physical phenomenon, but is due to a filtering in the processing
software and/or in the raw data save settings after the digisonde
measurement (Reinisch et al., 2008; Reinisch, 2009). When the
threshold is set to 4 dB or lower, these reflections can be found
(Figure 4).

Another known measurement feature is the phase jump.
Although the antenna layout allows the direction of the reflections
to be determined, it is possible that due to phase ambiguity of the
signal the direction of the arriving signal is misinterpreted and
rotated by 180°. The ionization cloud caused by the fireball shows
E, NNE, W and SSW oblique reflections (Figures 3, 4), but the W
and SSW directions only occur at well-defined frequency ranges
(usually between 5-13 MHz) and, given the fireball’s detection and
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the drift measurements, there is a strong possibility that the W
and SSW directions were in reality probably E and NNE directions
(Reinisch et al., 2008; Reinisch, 2009).

The ionograms were also scaled manually between 03:45:00 and
04:45:00 (UT) for both Prihonice and Sopron stations, in order
to see if the fireball had any local effect on the heights of the
ionospheric layers because bolides and superbolides are capable
of generating traveling ionospheric disturbance-like phenomena
(Chernogor, 2015). Based on the ionograms, there was only the
F2 layer at this time of that day beside the thin sporadic E layer
caused by the fireball at Prihonice station. It is worth noting that
the limited quality of the ionograms (because of the 1 min cadence)
and the presence of a strong spread F activity (Wangetal,
2018) made the manual evaluation difficult and subject to
bias.

According to the height analysis (see Supplementary Figure S3),
there was a spike in the F2 layer’s virtual height at 04:13:40 (UT) at
Sopron station and at 04:14:40 (UT) at Priihonice station. Relatively
close to the appearance of the fireball’s trace-which happened
at 04:15:0.2 (UT) according to the astronomical observations
(Figure 2; Table 2) and 04:15:40 (UT) according to the ionograms-—it
would be easy to attribute this phenomenon as the fireball’s effect,
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TABLE3 The maximum frequencies reached by the fireball’s trace, according to the height of the layer, and their evolution over time. These were taken by manual
reading at 4 dB MPA threshold if there were distinct reflections at 6 dB threshold of the given height. The readings are highly subjective and are included here
for illustrative purposes only.

Time (UT, h:mm:ss) Virtual height (km)

117 1199 123 125.1 127.3 | 1303 133.3 1352 | 137.7 | 1396 1426

4:24:00 7.19 10.6 12.26 13.8

4:24:40 7.19 9.4 11.9 10.18

4:25:00 7.15 7.8 11.33 6.9

4:25:40 6.58 7.54 11.12 3.7 3.6

4:26:00 6.69 7.6 7.2 3.34 2.97

4:26:40 7.2 7.15

4:27:00 5.4 6.95 7.16 3.5 3.23

4:27:40 6.86 6.9

4:28:00 6.74 6.84

4:28:40 5.94 6.46

4:29:00 5.76 6.64 7.04

4:29:40 4.62 5.83

4:30:00 5.45 541 5.83 6.58 6.03

4:30:40 5.66 7.17 6.86 6.89 7.1

4:31:00 4.5 5.99 6.77 5.38 7.3

4:31:40 4.28 5.76 6.89 4.92 4.66

4:32:00 3.05 6.39 4.66 48 5.28

4:32:40 3.55 5.64 3.82 5.7 6.5

4:33:00 3.18 4.94 3.46 3.53 6.2

4:33:40

4:34:00 3.1 4.9 3.36 32 3.9

4:34:40 - Above 15 MHz 3.4 3.6 52

4:35:00 Above 10 MHz 32

4:35:40 ‘ ‘ 2.95
Maximum frequency (MHz)
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The effect of the most probable amplitude threshold settings. The lower the threshold (2 dB or 4 dB, upper row) the noisier the ionogram, but also more
details of the fireball's effect can be seen. The higher the threshold (6 dB—the default setting used for processing—or 10 dB, lower row), the lower the

noise, but the more detail is lost from the fireball's effect

but the ionograms of Sopron station also showed this spike in height
almost a minute earlier than Prahonice station. This suggested that
this sudden increase in height was probably a regional, disturbance-
like phenomenon since it was unlikely that a fireball with a linear
trajectory length of 73.44 km and a duration of 1 s could have taken
a perceivable effect at Sopron station almost 2 min before the event
itself. This means that, presumably, the fireball had no effect on the
height of the F2 layer, which is not surprising given that it is a fireball
and not a bolide or superbolide.

3.2.2 SkyMaps

During the campaign measurements, drift measurements were
also taken every minute. The measurement settings were chosen
based on the automatic scaling of the ionograms. Between 04:19:20
(UT) and 04:35:20 (UT)—with the exception of 04:21:20, 04:27:40
and 04:34:20 (UT) SkyMaps -,1 to 5 reflection points were displayed
on each SkyMap (Figure 5). These are not sufficient to determine
a plasma drift velocity, but can serve to estimate the height of the
reflection points which varies between 122 and 140 km, suggesting
that they are reflected from the fireball’s trace (Table 3). Before
04:19:20 and after 04:35:20 the SkyMaps are completely empty for
along time. Presence of only a few reflection points on the SkyMaps
indicate that in general the ionosphere is nicely stratified with only
a small and very localized distortions of reflection planes due to
the fireball’s passage and follow-up processes of sporadic E layer
formation.

Based on the drift measurements, the approximate location of
the sporadic E layer-like ionization cloud caused by the fireball can
be determined and it agrees well with the trajectory estimated by the
astronomical observations (Figure 1). Furthermore, it is consistent
with what can be seen in the spectrograms of the Continuous
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Doppler Sounding, where the trace appears on the Panskd Ves-
Prague and the Prhonice-Prague sounding paths, but not on the
Dlouha Louka-Prague path (see Section 3.3).

3.3 CDS

Continuous Doppler Sounding measurements were taken at
4.65 MHz and were plotted on the Doppler-shift spectrogram for
the time period of 04:00-05:00 UT on 17 November in Figure 6. The
fireball trace appeared as a diffuse blip on 2 of the 3 sounding paths
from about 04:18 UT to 04:30 UT, which roughly coincides with the
observations on the ionograms (Table 3). The fact that it appeared
on only 2 sounding lines (on the Prithonice-Prague and Panska-Ves-
Prague lines, but not on the Dlouhd Louka-Prague line) may also
suggest that this is a relatively small-scale localized phenomenon
(Figure 1).

In addition to the relatively broad and diffuse spectrum (blip)
observed on these two sounding tracks, two peaks in the spectral
densities can be seen. One in the vicinity of zero Doppler shift
(indicated by the ground wave-horizontal line in the Doppler-
shift spectrogram) and the other with a negative Doppler-shift; the
negative Doppler-shift decreases with time (absolute Doppler shift
increases). This means that there are two subregions with different
radial velocities relative to the midpoints between transmitters
and receiver from which radio waves predominantly reflect, which
might indicate a wind shear in the region of reflection (meteoric
trail). The subregion with the negative Doppler shifts moves away.
Interestingly, the signal strength of the subregion corresponding
to the approximately zero Doppler-shifts increases just before the
signal disappears, probably due to some dynamic changes in the
electron densities.
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This event is very different from how a descending
sporadic E usually appears on spectrograms (see Section 3.4.2).
It should be noted here that sporadic E layer is rather a
summer phenomenon, however it could be observed through
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the year as there are many physical processes contributing
to the layer formation (Whitehead, 1961; Whitehead, 1989;
Mathews, 1998; Haldoupis, 2012; Arras and Wickert, 2018 among
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FIGURE 6

Doppler shift spectrogram taken on 17 November 2019 between 4:00
and 5:00 a.m. The fireball's trace is visible between 4:18 and 4:30 on 2
of the 3 paths (Figure 1).

3.4 Comparison with a strong sporadic E

It may be useful to compare these traces left by the fireball with
cases when a sporadic E layer is present at the ionograms and also
in the Doppler-shift spectrogram. For comparison, we have taken a
case from 1 January 2020, showing a southward drifting sporadic
E with relatively high ionization level (~8 MHz critical frequency
(foEs) in certain times) which is also nicely visible in the CDS
measurements.

The geomagnetic conditions show a quiet day (based on the
OmniWeb: Kp ~ 1, Dst ~ =5 nT, see Supplementary Figure S4)
and according to the satellite data the tropospheric conditions
were calm, too (see Supplementary Figure S5). The ionograms
(Figure 7.) and the Continuous Doppler Sounding (Figure 8.) show
a clear difference compared to the previously shown fireball-induced
changes. Unfortunately, the drift measurements were primed to
observed motions at the F2 layer at both stations and could not be
used here (see Supplementary Figure S6).

3.4.1 lonograms during a strong sporadic E
activity

Prihonice station made an ionogram every 15 min at this time,
while Sopron station made one every 5 min. The measurements of
the two stations were asynchronous at this time, with the ionograms
of Sopron station being taken 10s later than the ionograms of
Prihonice station.

A strong, patchy sporadic E layer was detected at both stations
during the evening hours (16:00 - 18:30 UT) on 01.01.2020.
Figure 7 displays the temporal evolution of this regional sporadic
E layer, with strong ionization and spread. Both stations show
northward reflections at the beginning and southward reflections
before the disappearance of the sporadic E layer, which may suggest
a southward direction of plasma motion. Despite the proximity of
the stations, the temporal behavior is different, with sporadic E
appearing and disappearing earlier in Sopron than in Prithonice.
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Some features are also worth noting. The critical frequency of
sporadic E layer (foEs) over Sopron station almost reaches 8 MHz at
17:00:10 (UT). The ionograms show a second reflection at 17:15:10
(UT) and at 17:45:10 (UT) a third reflection, too. For Sopron station,
between 17:05:10 and 17:55:10 (UT) the F2 layer is completely
blanketed.

Similar features can be observed for Prithonice station, although
the effects are somewhat weaker and the durations are not the same.
The maximum critical frequency (foEs) of 5.83 MHz is reached at
17:15:00 and the sporadic E layer on this ionogram produces a third
reflection. The F2 layer is also completely blanketed but only on this
ionogram. On the 17:45:00 ionogram there is still some blanketing,
but at 18:00:00 the sporadic E layer has disappeared in the ordinary
component, but is still detectable in the extraordinary component,
unlike in Sopron station.

All of this is in sharp contrast to what can be seen with
the fireball’s effect-despite the much higher ionization (reaching
17 MHz), there is no second reflection and no blanketing (Figure 3),
also, the effect was local and not regional since nothing can be seen
on the ionograms of Sopron.

3.4.2 CDS measurement during a strong sporadic
E activity

There is a sequence of two sporadic E layers seen as oblique
spread structures in the Doppler shift spectrogram recorded
between 16:00 and 18:00 UT (Figure 8). Sporadic E was moving at
velocity of approximately 100-110 m/s in a roughly south-westerly
direction (azimuth approximately 210°-220°), which can be inferred
from the time lags between occurrences of the structure along the
various sounding paths (transmitter-receiver pairs). The trace of a
distinct regional inhomogeneous sporadic E layer usually appears as
such a massive signal (oblique spread structure), in contrast to the
faint, diffuse and dispersed signal of the fireball (Figure 6).

4 Discussion

Compared to ionospheric scales, the effect of the fireball
was highly localized. This can be observed in the fact that
while the Pruhonice station ionograms showed a clear trace, the
measurements of Sopron station showed no reflection originating
from the Es region. It has been shown that the sporadic E layers are
driven by modulation of large-scale tidal waves by planetary waves
(Pancheva et al., 2003; Haldoupis et al., 2006; Sauli and Bourdillon,
2008; Mosna et al., 2015) which means that the presence of sporadic
E layers at two close locations as Prithonice and Sopron is
typically driven by the same forcing and therefore highly correlated.
Furthermore, in the case of Continuous Doppler Sounding, which
measures 3 sounding paths at 4.65 MHz, the effect was only visible
on 2 of the 3 paths, Panska Ves-Prague and Prithonice-Prague, but
not on the Dlouhd Louka-Prague path. This can also be seen in the
drift measurements of Prithonice station because there is an average
of 1-3 reflections per SkyMap from 122 to 142 km height over
the duration of the event, and although these points are scattered,
they still fall within a well-defined area, which is consistent with
what is observed in Continuous Doppler Sounding and are within
reasonable distance from the original trajectory of the fireball.
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They show the temporal

The movement of the fireball’s ionization trace was within

expectations. The manual readings of the heights (Table 3) showed

that the height of the layer decreased immediately after its

appearance, and then increased shortly afterwards. This is consistent

with what was described by Maruyama et al. (2008) and reproduced

by numerical modeling in Zinn and Drummond 2005 and Zinn and

Drummond 2007. But these motions observed on the ionograms

should not be interpreted as clear vertical motion, especially that

the CDS measurements indicate the presence of wind shear. The

movements were probably the results of the digisonde’s setup with

3D motions of fireball’s trace.

Regarding the layers or stratification of the trace (it has broken

up into 3-5 distinct layers, usually separated by 3-6 km) a similar

behavior has been observed before in the case of the Dhajala fireball

(3 layer, separated by 6 km, Rajaram and Chandra, 1991).

to

The lifetime of the ionized layer was 12 min according

the

Continuous Doppler Sounding measurements

and

20 min according to the digisonde measurements. This was slightly

below what has been observed so far. Maruyama et al. (2003) and

Maruyama et al. (2008) reported lifetimes of 40 min although the
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exact origin of their phenomena is unclear. Vierinen etal. (2022)
reported a lifetime of 30 min for the Pajala fireball. The Dhajala
fireball’s trace lasted for an hour (Rajaram and Chandra, 1991). The
lifetime of the observed faint sporadic E layer probably depends on
parameters of the particular observed fireballs like mass (Dhajala
fireball was estimated to be above 10 kg, the Pajala fireball’s dynamic
mass was estimated between 0.6 and 1.7 kg, the fireball of this study
had a photometric mass of 1.45 kg), velocity, local atmospheric and
ionospheric conditions including the wind conditions, geomagnetic
location, and lower atmosphere situation due to coupling within the
neutral and ionized atmosphere.

Discussing the extent of ionization is somewhat complicated
by the fact that the upper limit of the digisonde measurement
was 17 MHz. In several cases, the ionograms clearly showed that
saturation occurs at this frequency, i.e., the maximum was above
this value. This situation was similar to that observed for the
Pajala fireball, where the measurement limit was 16 MHz. Since
Schult et al. (2015) detected a fireball at 32.5 MHz with meteor
radar; the ionosonde measurements of Maruyama etal. (2003)
reached a top frequency of 30 MHz and Maruyama et al. (2008)
reached 27 MHz, it is in agreement with our assumption that
the top frequency of the fireball exceeded 17 MHz. In addition,
the phenomenon observed for the Pajala fireball, where the top
frequency dropped below 10 MHz only after 10 min, was also
produced by this fireball.

The trace caused by a fireball (which resembles a faint
sporadic E) compared to a strong sporadic E shows substantial
differences. For this purpose, a case was chosen when both the
geomagnetic and tropospheric conditions were quiescent. The
sporadic E layer of 1 January 2020 was a southward moving
(based on CDS measurements), probably tilted layer, showing a
strong spread and ionization reaching 6-8 MHz on the ionograms.
The explanation of the large spread feature is unknown since
it happened during tropospherically and geomagnetically quiet
conditions. The important characteristics of the fireball induced
sporadic E layer was its thickness. Sporadic E layers are often
observed as electromagnetically thick layers reflecting almost all
the sounding signals, while the structures observed in connection
with meteor occurrence we observe thin and localized structures.
In comparison it may worth noting that, unlike the behavior of
this stronger sporadic E layer, no second reflection or blanketing
occurred with the trace of the fireball was observed, suggesting that
despite the high plasma frequency of the trace its ionization was not
strong enough to cause blanketing for the upper layers and/or the
trace occurred only in a very small area near the ionosonde.

Manual scaling was used to investigate whether the fireball had
any effect on the height of the F2 region. For the Prithonice station,
there was an increase in the height of the F2 layer at 04:14:40
(UT), followed by a rapid decrease in height. The same features
can be observed in the data of Sopron station used as a reference,
but the peak occured at 04:13:40 (UT). While the timing of these
spikes were highly convenient, especially considering the trajectory
of the fireball, is most likely not the result of the fireball, but rather
of a regional small-scale traveling ionospheric disturbance (TID)
or some similar atmospheric phenomenon. Since the investigated
phenomena was classified as a fireball, and not as a bolide or
superbolide, this is within expectations.
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It may be of interest to note that the fireball effect is first
detected by the CDS measurements at 04:18 (UT), while the
drift measurements detected it at 04:19:20 (UT), ie. 3 and
4 min after the fireball’s appearance. Furthermore, although the drift
measurements were detecting it until the disappearance of the trace
at 04:35:40 (UT), the diffuse blip on CDS measurements disappeared
5 min earlier, as early as 04:30. Since the ionosonde measurements
show that there was still ionization above 4.65 MHz after 04:30, but
the ionosonde covers a larger area, it is conceivable that there was
not enough of the trace left in the sounding paths for the CDS to
detect it.

Unfortunately, there was no reliable high-altitude wind data. The
impact of the wind seems to appear on the optical observation of the
fireball itself (Figure 2). The fact that the trace on the ionograms
splits into 3 distinct layers immediately after its first appearance
like the Dhajala-fireball, and that this number goes up to 5 over
time (Figure 3), and that the trace also occurs between altitudes
114.9 and 142.6 km (Table 3) during its 20 min lifetime, suggests
that there was some kind of wind activity above altitude 100 km and
that possibly some wind shear has occurred. Another clue to this
might be the spatial distribution of the trajectory marked in Figure 1
and the incoming reflections on the SkyMaps shown in Figure 5,
which shows a good correlation, but the points reflected from the
ionosphere are coming from a wider area, which could be due to
wind effects. Further evidence of this may be the strong frequency
spread F activity on the ionograms, a known nighttime phenomenon
which has roots in the atmospheric conditions (Wang et al., 2018).

5 Conclusion

A bright fireball was recorded between 49.957°N, 15.563°E, at
136.46 km height and 50.237°N 15.267°E at 71.81 km height on 17
November 2019 04:15:0.2 (UT). Once in the atmosphere, the fireball
caused strong ionization. Due to its proximity to the Prihonice
digisonde station and the Continuous Doppler Sounding network
developed by the Institute of Atmospheric Physics CAS, the event
allowed for observation of the ionospheric effects.

It was the first evidence, to our knowledge, that a digisonde
(DPS-4D type) detected a documented fireball. A major advantage
of the digisonde over other “classical” ionosondes is its ability
to determine direction. Furthermore, this is the first time that
drift measurements made by the digisonde have shown reflections
attributable to the fireball’s effect. In the ionograms recorded by the
digisonde, the trace of the fireball appeared as a faint sporadic E layer.
The ionization reached 17 MHz which was the measurement’s limit,
the trace was split into several layers, the height of which moved
downwards and then upwards. This cannot be assessed as a purely
vertical movement due to the lack of wind data and was probably
the result of complex 3D movements which is also indicated by the
CDS measurement. There were also synchronized measurements at
Sopron station. In these ionograms there was no trace of sporadic E
activity (neither vertical nor oblique), suggesting that the observed
effect at Prithonice station was a local one.

It was the first time that Continuous Doppler Sounding had
detected a trace of a fireball. It appeared as a relatively broad
and diffuse spectrum (blip) observed on 2 of the 3 sounding
paths, indicating a relative localization. The measurements displayed
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two subregions with different radial velocities relative to the
midpoints between transmitters and receiver from which radio
waves predominantly reflect, which might indicate a wind shear in
the region of reflection.

Since many properties observed in this paper (height changes,
stratification, high top frequency, duration, efc.) are scattered but
have been reported in previous literatures (Rajaram and Chandra,
1991; Maruyama et al., 2003; Maruyama et al., 2008; Schult et al,,
2015; Vierinen et al., 2022), we compared this with the behavior of
a strong sporadic E layer. Clear differences were observed between
the fireball’s trace and the “average” sporadic E layer (e.g., blanketing,
secondary reflections).

As for the digisonde itself and its capabilities, this example
illustrates that this instrument can be used to detect bodies of
meteoric origin. The range of sizes over which it operates will need
to be further investigated. These measurements can be carried out
regardless of the time of day and metrological conditions, however,
the measurements are limited to a roughly 100 km radius of the
digisonde. A trace of a fireball can be expected to persist for
20-60 min, based on the evidence so far. The most commonly used
5 min time resolution measurements may be suitable for detecting
such an object, but for detecting smaller bodies it may be more
appropriate to use a higher time resolution. The digisonde direction
determination may contain an error of 180°. It is necessary to take
this into account and the development of this feature would be
desirable in the future. The drift measurements and Skymaps clearly
showed reflections associated with the fireball. In this case, complex
3D movements and the extent of the affected area can be inferred.

Detection of meteors by means of high sampling rate digisonde
measurement represents useful complementary observation
techniques. This well documented example for the plasma trace
detection of a fireball by digisonde measurements can open the
door for further investigations of ionospheric impacts of individual
meteors.

Data availability statement

The SAOExplorer (used for manual scaling) is available at
https://ulcar.uml.edu/SAO-X/SAO-X.html NASA/GSFCs OMNI
data set through OMNIWeb https://omniweb.gsfc.nasa.gov/ The
astronomical data is the property of Czech Fireball Network
and cannot be distributed freely. The Doppler data in the form
of spectrograms are available at http://datacenter.ufa.cas.cz/

under the link to Spectrogram archive. The datasets of
digisonde measurements (ionograms, SkyMaps) presented in this
study can be found in online repositories. The names of the
repository/repositories and accession number(s) can be found
below: Global Ionospheric Radio Observatory http://giro.uml.edu
The SAT24 meteorological satellite pictures are available at: https://
www.sat24.com/history.aspx further inquiries can be directed to the
corresponding author.

Author contributions

VB was conceptual author of the digisonde campaign
measurements leading to this article and helped with extensive

Frontiers in Astronomy and Space Sciences

10.3389/fspas.2023.1197832

knowledge regarding various ionospheric phenomena. CsSz found
the fireball’s trace on the ionograms, pre-wrote the manuscript,
analyzed the movements of the trace and scaled ionograms by
hand. JCh found the trace of the fireball in the CDS, analyzed
the CDS measurements and chose the sporadic E used for the
comparison, also helped with extensive knowledge regarding
various ionospheric phenomena. PKk helped with finding
and linking the separate data (astronomical, ionospheric) on
which the article is based on, helped with the height contour
analysis and helped with extensive knowledge regarding various
ionospheric phenomena. ZM analyzed the general behavior of
the sporadic E in 2019 November and December (manually
processing 20000+ ionograms) and helped with extensive
knowledge regarding various ionospheric phenomena. KP prepared,
analyzed and calculated everything related to astronomical
data. DK analyzed the drift measurements and made the plots
about the geographical representation of the reflections. All
authors contributed to the article and approved the submitted
version.

Funding

The work was GINOP-2.3.2-
15-2016-00003  (titled kockézatok™)
Hungarian national project. This work was made possible by the

supported also by the

“Kozmikus hatasok és
“Multiinstrumental investigation of the midlatitude ionospheric
variability” bilateral project of the Czech Academy of Sciences and
Hungarian Academy of Sciences (MTA-19-03 and NKM 2018-28).
The support under the grant GA21-03295S by the Czech Science
Foundation is acknowledged. The contribution of VB was partially
supported by Bolyai Fellowship (GD, no. BO/00461/21).

Acknowledgments

This fireball was observed by the cameras of the European
Fireball Network (Borovicka et al., 2022) and the data were provided
by P. Spurny (priv. comm.). We also thank Czech Fireball Network,
especially J. Borovicka and P. Spurny for very kindly providing the
data.

Conflict of interest

The authors declare that the research was conducted in
the absence of any commercial or financial relationships
that could be
interest.

construed as a potential conflict of

Publisher’s note

All claims expressed in this article are solely those
of the authors and do not necessarily represent those of

frontiersin.org


https://doi.org/10.3389/fspas.2023.1197832
https://ulcar.uml.edu/SAO-X/SAO-X.html
https://omniweb.gsfc.nasa.gov/
http://datacenter.ufa.cas.cz/
http://datacenter.ufa.cas.cz/
http://giro.uml.edu
https://www.sat24.com/history.aspx
https://www.sat24.com/history.aspx
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Szarnya et al.

their those of the
the editors and the reviewers. Any product that may be
evaluated in this article, or claim that may be made by

its manufacturer, is not guaranteed or endorsed by the

affiliated organizations, or publisher,

publisher.

References

Arras, C., and Wickert, J. (2018). Estimation of ionospheric sporadic E intensities
from GPS radio occultation measurements. J. Atmos. Sol. Terr. Phys. 171, 60-63.
doi:10.1016/j.jastp.2017.08.006

Axford, W. L. (1963). The formation and vertical movement of dense ionized
layers in the ionosphere due to neutral wind shears. J. Geophys Res. 68, 769-779.
doi:10.1029/JZ068i003p00769

Beech, M. (1998). Large-body meteoroids in the Leonid stream. Astron J. 116,
499-502. doi:10.1086/300435

Borovicka, J., Spurny, P,, and Shrbeny, L. (2019). “New spectroscopic program of the
European fireball network,” in International meteor conference, pezinok-modra, Slovakia.
Editors R. Rudawska, J. Rendtel, C. Powell, R. Lunsford, and C. Verbeeck (Knofel),
28-32.

Borovicka, J., Spurny, P, Shrbeny, L., Stork, R., Kotkov4, L., Fuchs, J., et al. (2022).
Data on 824 fireballs observed by the digital cameras of the European Fireball Network
in 2017-2018. Astron Astrophys. 667, A157. doi:10.1051/0004-6361/202244184

Borovicka, J., Stork, R., and Bocek, J. (1999). First results from video spectroscopy
of 1998 Leonid meteors. Meteorit. Planet Sci. 34, 987-994. doi:10.1111/j.1945-
5100.1999.tb01418.x

Ceplecha, Z., Spalding, E. R., Jacobs, C., Revelle, D. O., Tagliaferri, E., and Brown, P.
(1999). “Superbolides,” in Meteroids 1998. Editors W. J. Baggaley, and V. Porubcan, 37.

Chen, J. S, Wang, C. Y,, Su, C. L., and Chu, Y.-H. (2020). Meteor observations using
radar imaging techniques and norm-constrained Capon method. Planet Space Sci. 184,
104884. doi:10.1016/j.pss.2020.104884

Chernogor, L. E (2015). Ionospheric effects of the Chelyabinsk meteoroid.
Geomagnetism Aeronomy 55, 353-368. doi:10.1134/S0016793215030044

Chum, J., Liu, J. Y., Lastovicka, J., FiSer, J., Mo$na, Z., Base, ]., et al. (2016). Ionospheric
signatures of the April 25, 2015 Nepal earthquake and the relative role of compression
and advection for Doppler sounding of infrasound in the ionosphere. Earth, Planets
Space 68, 24. doi:10.1186/s40623-016-0401-9

Chum, J., Podolska, K., Rusz, J., BaSe, J., and Tedoradze, N. (2021). Statistical
investigation of gravity wave characteristics in the ionosphere. Earth, Planets Space 73,
60. doi:10.1186/s40623-021-01379-3

Chum, J., Urbat, J., Lastovicka, J., Cabrera, M. A., Liu, J.-Y., Bonomi, F. A. M., et al.
(2018). Continuous Doppler sounding of the ionosphere during solar flares. Earth,
Planets Space 70, 198. doi:10.1186/s40623-018-0976-4

Davies, K. (1990). Ionospheric radio. IEE Electromagnetic Wave Series.

Di Martino, M., and Cellino, A. (2004). “Physical properties of comets and asteroids
inferred from fireball observations,” in Mitigation of hazardous comets and asteroids,
156.

Ellyett, C. D., and Goldsbrough, P. F. (1976). Relationship of meteors to sporadic E,
1. A sorting of facts. J. Geophys Res. 81, 6131-6134. doi:10.1029/JA081i034p06131

Fukao, S., and Hamazu, K. (2014). “Observations by atmospheric radar,” in Radar
for meteorological and atmospheric observations (Tokyo: Springer Japan), 435-485.
doi:10.1007/978-4-431-54334-3_12

Haldoupis, C. (2011). “A tutorial review on sporadic E layers,” in Aeronomy of
the Earth’s atmosphere and ionosphere (Dordrecht: Springer Netherlands), 381-394.
doi:10.1007/978-94-007-0326-1_29

Haldoupis, C., Meek, C., Christakis, N., Pancheva, D., and Bourdillon, A. (2006).
Tonogram height-time-intensity observations of descending sporadic E layers at mid-
latitude. J. Atmos. Sol. Terr. Phys. 68, 539-557. doi:10.1016/j.jastp.2005.03.020

Haldoupis, C. (2012). Midlatitude sporadic E. A typical paradigm of atmosphere-
ionosphere coupling. Space Sci. Rev. 168, 441-461. doi:10.1007/s11214-011-9786-8

Hawkes, R. L. (2007). Peter jenniskens, meteor showers and their parent comets.
Earth Moon Planets 101, 93-95. d0i:10.1007/s11038-007-9145-7

Hoffner, ., von Zahn, U., McNeil, W. J., and Murad, E. (1999). The 1996 Leonid
shower as studied with a potassium lidar: Observations and inferred meteoroid sizes. J.
Geophys Res. Space Phys. 104, 2633-2643. doi:10.1029/1998JA900063

Kereszturi, A., Barta, V, Bonddr, I, Czanik, C., Igaz, A, Ménus, P, et al.
(2021). Review of synergic meteor observations: Linking the results from cameras,
ionosondes, infrasound and seismic detectors. Mon. Not. R. Astron Soc. 506, 3629-3640.
doi:10.1093/mnras/stab1918

Frontiers in Astronomy and Space Sciences

10.3389/fspas.2023.1197832

Supplementary material

The Supplementary Material for this article can be
found online at:

fspas.2023.1197832/full#supplementary-material

https://www.frontiersin.org/articles/10.3389/

Koten, P, Rendtel, J., Shrbeny, L., Gural, P,, Borovitka, J., and Kozak, P. (2019).
“Meteors and meteor showers as observed by optical techniques,” in Meteoroids: Sources
of meteors on Earth and beyond. Editors G. O. Ryabova, D. J. Asher, and M. J. Campbell-
Brown, 90.

Koten, P, Spurny, P, Borovicka, J., Evans, S., Elliott, A., Betlem, H., et al. (2006). The
beginning heights and light curves of high-altitude meteors. Meteorit. Planet Sci. 41,
1305-1320. doi:10.1111/j.1945-5100.2006.tb00523.x

Kouba, D., and Chum, J. (2018). Ground-based measurements of ionospheric
dynamics. J. Space Weather Space Clim. 8, A29. doi:10.1051/swsc/2018018

Kozlovsky, A., Lukianova, R., and Lester, M. (2020). Occurrence and altitude of the
long-lived nonspecular meteor trails during meteor showers at high latitudes. J. Geophys
Res. Space Phys. 125. doi:10.1029/2019JA027746

Lastovicka, J., and Chum, J. (2017). A review of results of the international
ionospheric Doppler sounder network. Adv. Space Res. 60, 1629-1643.
doi:10.1016/j.asr.2017.01.032

Maruyama, T., Kato, H., and Nakamura, M. (2003). Ionospheric effects of the Leonid
meteor shower in November 2001 as observed by rapid run ionosondes. J. Geophys Res.
108 (1), 4-13. doi:10.1029/2003JA009831

Maruyama, T., Kato, H., and Nakamura, M. (2008). Meteor-induced transient
sporadic E as inferred from rapid-run ionosonde observations at midlatitudes. J.
Geophys Res. Space Phys. 113. n/a-n/a. doi:10.1029/2008]JA013362

Mathews, J. D. (1998). Sporadic E: Current views and recent progress. J. Atmos. Sol.
Terr. Phys. 60, 413-435. doi:10.1016/S1364-6826(97)00043-6

Molau, S., Gural, P. S., and Okamura, O. (2002). Comparison of the “American” and
the “Asian” 2001 Leonid meteor storm. WGN, J. Int. Meteor Organ. 30, 3-21.

Mosna, Z., Knizova, P. K., and Potuznikovd, K. (2015). Coherent structures in
the Es layer and neutral middle atmosphere. J. Atmos. Sol. Terr. Phys. 136, 155-162.
doi:10.1016/j.jastp.2015.06.007

Pancheva, D., Haldoupis, C., Meek, C. E., Manson, A. H., and Mitchell, N. J.
(2003). Evidence of a role for modulated atmospheric tides in the dependence of
sporadic E layers on planetary waves. J. Geophys Res. Space Phys. 108. doi:10.1029/
2002JA009788

Rajaram, G., and Chandra, H. (1991). Sporadic E ionization associated with
meteor events. Proc. Indian Acad. Sciences-Earth Planet. Sci. 100, 255-265.
doi:10.1007/bf02895986

Reinisch, B. W. (2009). Digisonde 4D technical manual. Version 1.0.

Reinisch, B. W,, and Galkin, I. A. (2011). Global ionospheric radio observatory
(GIRO). Earth, Planets Space 63, 377-381. doi:10.5047/eps.2011.03.001

Reinisch, B. W,, Galkin, I. A., Khmyrov, G. M., Kozlov, A. V,, Lisysyan, I. A., Bibl,
K., etal. (2008). Advancing digisonde technology: The DPS4. In. Radio Sound. Plasma
Phys. AIP Conf. Proc. 974, 127-143.

Reinisch, B. W,, Huang, X., Galkin, I. A., Paznukhov, V., and Kozlov, A. (2005).
Recent advances in real-time analysis of ionograms and ionospheric drift measurements
with digisondes. J. Atmos. Sol. Terr. Phys. 67, 1054-1062. doi:10.1016/j.jastp.2005.
01.009

Reinisch, B. W. (1996). Modern ionospheric science. Germany): EGS Katlenburg-
Lindau, 440-458.

Sauli, P, and Bourdillon, A. (2008). Height and critical frequency variations
of the sporadic-E layer at midlatitudes. J. Atmos. Sol. Terr. Phys. 70, 1904-1910.
doi:10.1016/j.jastp.2008.03.016

Schult, C., Stober, G., Keuer, D., and Singer, W. (2015). Radar observations of the
Maribo fireball over Juliusruh: Revised trajectory and meteoroid mass estimation. Mon.
Not. R. Astron Soc. 450, 1460-1464. doi:10.1093/mnras/stv614

Spurny, P, Betlem, H., Jobse, K., Koten, P, and Levenvan', J. (2000). New type of
radiation of bright Leonid meteors above 130 km. Meteorit. Planet Sci. 35, 1109-1115.
doi:10.1111/§.1945-5100.2000.tb01497.x

Spurny, P, Borovi¢ka, J., Mucke, H., and Svoren, J. (2017). Discovery of a new branch
of the Taurid meteoroid stream as a real source of potentially hazardous bodies. Astron
Astrophys. 605, A68. doi:10.1051/0004-6361/201730787

Vierinen, J., Aslaksen, T., Chau, J. L., Gritsevich, M., Gustavsson, B., Kastinen,
D., et al. (2022). Multi-instrument observations of the Pajala fireball: Origin,

frontiersin.org


https://doi.org/10.3389/fspas.2023.1197832
https://www.frontiersin.org/articles/10.3389/fspas.2023.1197832/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fspas.2023.1197832/full#supplementary-material
https://doi.org/10.1016/j.jastp.2017.08.006
https://doi.org/10.1029/JZ068i003p00769
https://doi.org/10.1086/300435
https://doi.org/10.1051/0004-6361/202244184
https://doi.org/10.1111/j.1945-5100.1999.tb01418.x
https://doi.org/10.1111/j.1945-5100.1999.tb01418.x
https://doi.org/10.1016/j.pss.2020.104884
https://doi.org/10.1134/S0016793215030044
https://doi.org/10.1186/s40623-016-0401-9
https://doi.org/10.1186/s40623-021-01379-3
https://doi.org/10.1186/s40623-018-0976-4
https://doi.org/10.1029/JA081i034p06131
https://doi.org/10.1007/978-4-431-54334-3_12
https://doi.org/10.1007/978-94-007-0326-1_29
https://doi.org/10.1016/j.jastp.2005.03.020
https://doi.org/10.1007/s11214-011-9786-8
https://doi.org/10.1007/s11038-007-9145-7
https://doi.org/10.1029/1998JA900063
https://doi.org/10.1093/mnras/stab1918
https://doi.org/10.1111/j.1945-5100.2006.tb00523.x
https://doi.org/10.1051/swsc/2018018
https://doi.org/10.1029/2019JA027746
https://doi.org/10.1016/j.asr.2017.01.032
https://doi.org/10.1029/2003JA009831
https://doi.org/10.1029/2008JA013362
https://doi.org/10.1016/S1364-6826(97)00043-6
https://doi.org/10.1016/j.jastp.2015.06.007
https://doi.org/10.1029/2002JA009788
https://doi.org/10.1029/2002JA009788
https://doi.org/10.1007/bf02895986
https://doi.org/10.5047/eps.2011.03.001
https://doi.org/10.1016/j.jastp.2005.01.009
https://doi.org/10.1016/j.jastp.2005.01.009
https://doi.org/10.1016/j.jastp.2008.03.016
https://doi.org/10.1093/mnras/stv614
https://doi.org/10.1111/j.1945-5100.2000.tb01497.x
https://doi.org/10.1051/0004-6361/201730787
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Szarnya et al.

characteristics, and atmospheric implications. Front. Astronomy Space Sci. 9.
doi:10.3389/fspas.2022.1027750

Wang, N., Guo, L., Zhao, Z., Ding, Z., and Lin, L. (2018). Spread-F occurrences and
relationships with foF2 and h'F at low- and mid-latitudes in China. Earth, Planets Space
70, 59. doi:10.1186/s40623-018-0821-9

Whitehead, J. D. (1989). Recent work on mid-latitude and equatorial sporadic-E. J.
Atmos. Terr. Phys. 51, 401-424. do0i:10.1016/0021-9169(89)90122-0

Whitehead, J. D. (1961). The formation of the sporadic-E layer in the
temperate zones. J. Atmos. Terr. Phys. 20, 49-58. doi:10.1016/0021-9169(61)
90097-6

Frontiers in Astronomy and Space Sciences

113

10.3389/fspas.2023.1197832

Yeomans, D. K, Yau, K. K, and Weissman, P. R. (1996). The impending
appearance of comet tempel-tuttle and the Leonid meteors. Icarus 124, 407-413.
doi:10.1006/icar.1996.0218

Zinn, J., and Drummond, J. (2007). Formation of parallel meteor trail
pairs as associated with their buoyant rise. Adv. Space Res. 39, 555-561.
doi:10.1016/j.asr.2006.12.007

Zinn, J, and Drummond, J. (2005). Observations of persistent Leonid
meteor trails: 4. Buoyant rise/vortex formation as mechanism for creation
of parallel meteor train pairs. J. Geophys Res. Space Phys. 110. doi:10.1029/
2004JA010575

frontiersin.org


https://doi.org/10.3389/fspas.2023.1197832
https://doi.org/10.3389/fspas.2022.1027750
https://doi.org/10.1186/s40623-018-0821-9
https://doi.org/10.1016/0021-9169(89)90122-0
https://doi.org/10.1016/0021-9169(61)90097-6
https://doi.org/10.1016/0021-9169(61)90097-6
https://doi.org/10.1006/icar.1996.0218
https://doi.org/10.1016/j.asr.2006.12.007
https://doi.org/10.1029/2004JA010575
https://doi.org/10.1029/2004JA010575
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

:' frontiers ‘ Frontiers in Astronomy and Space Sciences

‘ @ Check for updates

OPEN ACCESS

EDITED BY
Jorge Luis Chau,

Leibniz Institute of Atmospheric Physics
(LG), Germany

REVIEWED BY

Savely M. Grach,

Lobachevsky State University of Nizhny
Novgorod, Russia

Federico Gasperini,

Orion Space Solutions LLC, United States

*CORRESPONDENCE
Petra Koucka Knizova,
pkn@ufa.cas.cz

RECEIVED 30 March 2023
ACCEPTED 05 June 2023
PUBLISHED 23 June 2023

CITATION

Koucka Knizova P, Potuznikova K,
Podolska K, Hannawald P, Mosna Z,
Kouba D, Chum J, Wust S, Bittner M and
Kerum J (2023), Multi-instrumental
observation of mesoscale tropospheric
systems in July 2021 with a potential
impact on ionospheric variability in
midlatitudes.

Front. Astron. Space Sci. 10:1197157.
doi: 10.3389/fspas.2023.1197157

COPYRIGHT

© 2023 Koucka Knizova, Potuznikova,
Podolska, Hannawald, Mosna, Kouba,
Chum, Wust, Bittner and Kerum. This is
an open-access article distributed under
the terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the
original author(s) and the copyright
owner(s) are credited and that the
original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution
or reproduction is permitted which does
not comply with these terms.

Frontiers in Astronomy and Space Sciences

Type Original Research
PUBLISHED 23 June 2023
pol 10.3389/fspas.2023.1197157

Multi-instrumental observation
of mesoscale tropospheric
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Katefina Podolska @ *, Patrick Hannawald?®, Zby$ek Mosna?,
Daniel Kouba?, Jaroslav Chum?, Sabine Wist @® 3,

Michael Bittner® and Jacek Kerum?

!Department of lonosphere and Aeronomy, Institute of Atmospheric Physics, Czech Academy of
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The ionosphere as a part of Earth's atmosphere supports a wide range of
oscillations, of which acoustic—gravity waves (AGWs) form an important part.
AGWs distribute energy and momentum from the source region over large
distances. A significant portion of AGWs originates in the lower atmosphere and
propagates through the atmosphere up to the ionospheric heights where, due
to the coupling between neutral and ionized particles, it could be detected as
wavelike disturbances of the plasma. Primarily, the ionospheric behavior is driven
by solar and geomagnetic activity, while the influence from neutral and below-
laying regions of the atmosphere most of the time forms a substantially smaller
part of the observed variability. However, it could significantly alter ionospheric
behavior. Our study is limited to a time span of rather low solar and geomagnetic
activity in order to highlight neutral atmosphere influence. In this study, we focus
on two tropospheric situations above Europe that may lead to AGW generation,
which propagate up to the F-layer where they potentially induce variability that
we observe within ionospheric plasma parameters.

KEYWORDS

gravity wave activity, short-term variability, troposphere, cyclone, atmospheric
coupling, mesosphere, ionosphere

1 Introduction

The ionosphere is a part of the atmosphere that significantly influences the propagation
of electromagnetic signals due to the presence of ionized particles (recently, for instance,
in Radicella and Migoya-Orué, 2021). The state of the ionosphere is predominantly
driven by the (quasi) periodic as well as irregular solar activity (e.g., Borries et al., 2015;
Bederman et al., 2018) and geomagnetic activity (e.g., Prolls, 1995; Buonsanto, 1999, among
others). The importance of a neutral atmosphere influence on the ionosphere as high as
the F2 layer ionosphere was pointed out in the 1970s. Increasing interest of the ionosphere
scientific community in this topic is well observed in the last two decades of the 20th century.
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In past years, it has been widely accepted that the ionosphere is
affected by pronounced phenomena originating within the neutral
atmosphere as close as to the Earth’s surface in the troposphere
and stratosphere, i.e., in the regions located below the mesosphere
and lower thermosphere (MLT) region (see for instance Lastovicka,
2006; Kazimirovski and Kokourov, 1991; Kouckd KniZzova et al.,
2021). Medvedév and Gavrilov (1995) numerically simulated
the tropospheric meso- and macro-scale source evolution and
consequent propagation up to the thermospheric heights. Most
of the wave energy propagates quasi-horizontally, and part of
the energy is transported into the upper atmosphere by internal
gravity waves, which can create regions of wave disturbances in
the mesosphere/lower thermosphere. Their study also involved
real meteorological geopotential data. They identified the following
effective meteorological sources: a center of cyclones, a center of
anticyclones, a curvature of jet streams, a saddle point between a
cyclone and an anticyclone, and an outlying area of vortices.

A large statistical study was performed by Forbes et al. (2000)
who analyzed the impact of “meteorological influences” defined as
non-periodic dynamical effects originating in the lower atmosphere
on the F2 region using data from more than 100 ionosondes during
the period 1967-1989. They showed that the ionospheric variability
of meteorological origin is approximately +25%-35% at periods of
a few hours to 1-2 days and approximately +15%-20% at periods of
approximately 2-30 days compared to the mean of ionospheric
variability, at all latitudes. However, Rishbeth and Mendillo
(2001) suggested that the contribution of solar/geomagnetic
activity and lower-atmosphere forcing to day-to-day ionosphere
variability should be equally considered. Pedatella and Liu (2018)
demonstrated that omitting lower-atmosphere variability leads
to uncertainty in the ionosphere response to a geomagnetic
storm that is typically ~20%-40% but can be as large as 100%
regionally.

As mentioned previously, the ionosphere represents the
transition zone from the space environment (plasma) to the
neutral atmosphere being coupled both from above into the fully
ionized Earth’s magnetosphere and from below into the neutral
atmosphere. The behavior of the environment above and below
significantly differs being determined by electromagnetic forcing
and collisions, respectively. Ionospheric plasma is only a weakly
ionized medium. With increasing height, the neutral particle
concentration decreases, while due to ionization processes, the
concentration of charged particles increases, reaching its maximum
within the F2 layer, where the maximum electron concentration
is usually located. The ionization degree here reaches values of
up to approximately 0.01, and the charged particles are directly
influenced by the neutral particles. With increasing height, collisions
are less important and plasma motion is more determined by the
electromagnetic forcing. Neutral and charged particles are strongly
coupled. Their interactions lead to mass, momentum, and energy
transfers.

On longer time scales, the effects of large circulation structures
within variability of ionospheric parameters were reported. In
particular, Changetal. (2018) reported the dependence of the
S4 scintillation index in the E-region midlatitudes on variation
of the EI Nino-Southern Oscillation (ENSO) in the troposphere.
ENSO signatures can be transmitted to Es formation mechanisms,
potentially through the modulation of vertically propagating
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atmospheric tides that alter lower thermospheric wind shears. A
substantial response within the ionospheric plasma parameters was
identified during sudden stratospheric warmings (SSWs) (see for
instance Mosna et al., 2021; Korenkov et al., 2012; Siddiqui et al.,
2021). In the coupling during SSWs, planetary-scale waves,
particularly semi-diurnal solar and lunar tides, play a key role in
altering atmospheric circulation (Pancheva etal., 2008; Pedatella
and Forbes, 2010).

It has been shown that severe tropospheric events such as
cyclones (Guha et al., 2016; Koucka Knizova et al., 2020; Zakharov
and Sigachev, 2022), hurricanes (Bauer, 1958; Lietal, 2017),
typhoons (Xiao etal, 2007; Chum etal,, 2018), thunderstorms
(Blanc et al., 2014; Lay, 2018; Rahmanietal., 2020), synoptic-
scale frontal systems (Boska and Sauli, 2001; Sauli and Bogka,
2001), storms (Borchevkina et al., 2020; Borchevkina et al., 2020),
and tornadoes (Hungetal, 1979) influence the ionosphere.
Acoustic-gravity waves (AGWs) and their propagation to
the ionosphere play an important role in vertical coupling
(Kazimirovsky and Kokourov, 1991; Bishopetal, 2006 and
references therein) as the amplitudes of AGWs increase significantly
in the thermosphere and the waves dissipate in the thermospheric
viscous fluid (Vadasetal., 2015), resulting in a change in the
momentum (acceleration) and internal energy of the substantial
part of the ionosphere.

The stratosphere also affects the state of the ionosphere.
An increasing number of reports indicate that SSWs affect
the mesosphere-thermosphere-ionosphere region mainly in
the equatorial and low latitudes (Chauetal., 2012; Yigit and
Medvedev, 2015) but, as recently demonstrated, also in middle
latitudes (Goncharenko and Zhang, 2008; Goncharenko et al., 2018;
Siddiqui et al., 2021).

Within a previous study, 13 years of routine radiosonde data
from Prague (50.008°N, 14.448°FE) with temporal highly resolved
temperature, pressure, and wind measurements were analyzed
with respect to gravity wave activity in the lower stratosphere
(Kramer et al., 2016). The data indicated that the maxima of gravity
wave activity and vertical flux of horizontal momentum often
appear together with minima in surface pressure. Kramer et al.,
2015 reported about gravity waves which were excited above
Mallorca (39.647°N, 2.689°E) during the passage of a cold front and
which obviously managed—at least partly—to propagate up to the
mesopause region.

Figure 1 shows one of our early detection/identification of AGW
signatures on ionogram records using the now replaced ionosonde
IPS 42 KEL Aerospace. It operated in the Prithonice Observatory
till the beginning of 2004. An irregularity is well observed on
the course of virtual reflection height at a fixed frequency as
derived from raw ionograms. On the course of radiowave virtual
reflection height, there occurred strong spread-F echo on 12
October. The echo registered at fixed frequency = 3 MHz arrived
from a virtual height range of approximately 250 km-500 km, and
the spread situation took place for a short period between 09 and 10
UTC.

Ionosondes  and/or  Digisondes  regularly  transmit
electromagnetic waves vertically upward and register reflected
waves. From the wave time of flight, they calculate the virtual
height of the plasma with a concentration corresponding to the
sounding frequency. The virtual height corresponds to a simplified
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FIGURE 1

10 a.m. The geomagnetic activity was low to moderate.
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11 October 1996

Observation of the passage of a cold front system on 12 October 1996 by lonosonde IPS 42 KEL Aerospace in the Prihonice Observatory. This
visualization shows the virtual height of vertical echo reflection at a fixed frequency of 3 MHz. The instrument did not distinguish between ordinary and
extraordinary waves. A strong spread in the F-region is clearly seen as reflection in the interval 250 km—-500 km visible on 12 October between 09 and

12 October 1996

situation in which an electromagnetic wave travels through vacuum
up to the reflection point. This value is slightly higher than the
true height because the signal’s speed propagating in plasma is
lower than the speed of light in the vacuum. The graph showing the
dependence of the virtual height on the sounding frequency is called
anionogram, and it represents the standard output of the ionosondes
and digisondes. The h(f) characteristics depend on particular
ionospheric conditions. In an ideal situation, the reflection occurs on
the perfect plane. In a real situation, the reflection surface is usually
undulated. It leads to the presence of a significant amount of oft-
vertical echoes. On the ionograms, one can observe deviations from
ideal planar and stationary situations such as the spread of the echo
signal, cusp stratification, and split double echo. The classification
of ionogram scaling and interpretation can be found, for instance,
in the manual of ionogram scaling (Wakai et al., 1987) or the URSI
manual (UAG-23A, 1978). Off-vertical echo ionograms must be
manually checked (Kouba and Koucka Knizovd, 2011).

A vparticular type of the radiowave reflection represents
the spread-F echo in range (height), frequency, or mixed form
on ionograms. In such cases, the receiver registers several
reflections from a range of heights and frequencies rather than
one vertical reflection. It means that the reflection plane of constant
concentration is not an ideal plane but rather undulated and/or
contains density irregularities. Spread-F-type reflection ionograms
are often recorded during episodes of high geomagnetic activity
in association with traveling ionospheric disturbances (TIDs).
Bowman et al. (1987) proposed that a deformed ionosphere by
the passage of TIDs was the main factor for spread F during
daytime ionograms at midlatitudes; Jiangetal. (2016) reported
the presence of TIDs before the occurrence of daytime spread
F and suggested that downward vertical neutral winds excited
by traveling atmospheric disturbances/atmospheric gravity waves
might play a significant role in forming daytime spread F during
geomagnetic storms; Jonah etal. (2018) reported the presence
of both equatorward propagating large-scale TIDs connected
with enhanced auroral activity owing to geomagnetic storm
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conditions and poleward propagating medium-scale TIDs likely
induced by local atmospheric gravity wave sources originating from
convection activities in the lower atmosphere during geomagnetic
storm events in May 2017; Xiao etal. (2012) observed daytime
ionospheric irregularities by HF Doppler sounding and suggested
that a typhoon was a source of daytime spread F at midlatitude;
Koucka Knizovd et al. (2020) reported a spread-F echo situation
associated with frontal cyclones of sub-synoptic scales that were
very quickly moving over Central Europe. Further observations of
spread-F ionograms in association with AGWs were also reported
(Bowman, 1981; 1988; 1990; Dyson et al., 1995; Bencze and Bakki,
2002; Xiao et al., 2009; Pezzopane et al., 2011; Yu et al., 2016).

Usually, large-scale TIDs (LSTIDs) observed during episodes of
increased geomagnetic activity and medium-scale TIDs (MSTIDs)
were reported in connection with vertical coupling within the
atmosphere. Upward propagation of AGWs depends on the state of
the entire atmosphere from the troposphere up to the ionosphere.
Fritts and Vadas (2008) identified three key influence parameters on
GW survival and penetration to high altitudes. These major factors
are refraction accompanying Doppler shifting by strong mean winds
in the MLT and thermosphere, GW evanescence and reflection at
turning levels, and viscous dissipation. The model study indicates
changes in GW ability to reach high altitudes depending on solar
forcing.

Wavelike structures in the midlatitude nightglow have been
previously studied before satellite imagery. Taylor and Hapgood
(1988) observed concentric gravity waves for a period of
10-20 min in the mesospheric nightglow (horizontal wavelength
of the airglow structures was 26 km). They identified an isolated
midlatitude summer thunderstorm (with a horizontal radius of
10 km) over the European continent as a possible source. A
theoretical explanation for the source of oscillations in the form of
penetrating convection in the growth phase of storms was proposed
by Pierce and Coroniti (1966). Recently, the source of waves in
the upper troposphere and stratosphere can be easily traced from
satellite images (Yue et al., 2014).
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Many past and recent satellite and radar measurements in
the midlatitude region have focused on the interaction of gravity
waves generated by different sources in the troposphere and their
propagation upward into the ionosphere. Pavelin and Whiteway
(2002) presented the case of radar observations of turbulence in the
tropopause region generated by the interaction between an inertial
gravity wave over the jet stream and a smaller-scale mountain wave.
Bertin et al. (1978), based on geosatellite measurements, discussed
the origin of a medium-scale gravity wave (for a period of less than
45 min) that was probably produced by the interaction of wind
shear in the jet stream region and penetrative convective systems.
Fritts and Alexander (2003) summarized the results of theoretical,
numerical, and observational studies dealing with the sources
and characteristics of gravity waves in the middle atmosphere
(at altitudes between 10 and 100 km). This concludes that there
is a need to extend both numerical studies and more detailed
observations to quantify wave discontinuities caused by different
sources, propagation conditions, etc., as discontinuities have a major
impact on wave effects at higher altitudes, including instability
processes, wave—wave interactions and mean flow, and secondary
wave emission.

2 Motivation

Our study aimed to show tropospheric situations that may
lead to observable Earths atmosphere variability up to the
heights of the F2 layer ionosphere. In this study, we focus on
rather recent tropospheric cases. Due to coincidental occurrences
of disturbances within mesosphere and ionosphere datasets,
without solar-geomagnetic energetic impulses, we assume that we
observe variability induced by AGWs launched by tropospheric
systems.

We chose two particular synoptic situations that fall into
periods of stable solar conditions and rather low (low-to-moderate)
geomagnetic activity. The low geomagnetic activity was chosen in

10.3389/fspas.2023.1197157

order to highlight the effects of meteorological influence as much
as possible as it is practically unfeasible to untangle and isolate the
effects. During our time of interest, the geomagnetic activity is rather
low (Kpean = 1.26 and Kp,gian = 1; maximum value Kp = 4+
only once during the analyzed period). Solar activity characterized
by solar flux F10.7 is stable with values F10.7 ., = 81.06 and
F10'7median
nature. The first case of 13/14 July 2021 represents disturbances

= 77.65. Selected tropospheric situations differ in their

caused by convective upward motions in the squall line ahead of
a cold front with heavy rainfall (Bernd cyclone). The second case
occurred on 29 July 2021, and it was a polar front jet stream in the
upper troposphere enhanced by orography with an atypical location
of the jet stream.

Figure 2 shows the geomagnetic situation from 1 July to 15
August 2021 according to the finalized Kp-index and Ap-index (data
from GFZ German Research Centre for Geosciences). Geomagnetic
activity was low to moderate during all the studied periods. The
activity shortly increases twice, reaching the values 4+ and 4—-. On
14 July, for a few hours after 16 UT, the Kp index exceeded value 3.
On 28 July, only two recorded Kp values reached 4-. The rest of the
time recorded values remain below value 3. Therefore, we consider
the analyzed time as rather geomagnetically quiet.

Our experimental datasets involved in this study cover
the troposphere, mesosphere, and ionosphere. Tropospheric
data consist of standard surface and radiosonde meteorological
measurements, together with weather radar, as well as surface
and upper-air weather maps. The datasets are completed by upper
mesospheric/lower thermospheric airglow measurements taken
by the FAIM2 (Fast Airglow IMager2) instrument operated by
the German Aerospace Center at the Panskd Ves Observatory
(50.527°N, 14.568°E). Ionosphere datasets consist of vertical
sounding data from Digisonde DPS-4D operating in the Prithonice
Observatory, together with oblique sounding at fixed frequency
continuous Doppler sounding (CDS) with the receiver located in
Prague.

Kp-index

N

5. Jul. 12. Jul. 19. Jul.
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Geomagnetic situation from 1 July—15 August 2021. Geomagnetic activity is low to moderate during all the studied periods. The activity shortly
increases twice reaching the values 4— and 4+. On 14 July, Kp increased for a few hours after 16:00 UTC exceeding value 3. On 28 July, only two
recorded Kp values reached 4-. The rest of the time, the recorded values remain below value 3 according to the finalized Kp-index of GFZ Potsdam.
The black line and points mark the daily value of the Ap-index (data from the GFZ German Research Centre for Geosciences).
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3 Data
3.1 Tropospheric data

Meteorological ~ datasets  include  standard  weather
measurements of temperature, pressure, and wind operated by
the Institute of Atmospheric Physics, Czech Academy of Sciences
(geographic coordinates 50.041°N, 14.477°E). For the description of
the troposphere situation and development, we use surface pressure
maps provided by WetterKontor at https://www.wetterkontor.de/de/
wetterlage.asp, last access: 24 January 2023, and archived weather
charts offered at http://wetter3.de and https://www.firenzemeteo.it/
, last access: 24 January 2023, produced from data based on the US
Global Forecast System (GFS) model and the model of the German
Weather Service ICON. We also use the atmospheric vertical
sounding radiometer data available at https://weather.uwyo.edu/

upperair/sounding.html.

3.2 Mesospheric data

In particular, OH nightglow with a mean emission altitude of
approximately 86 km is well-suited to investigate the dynamics in the
upper mesosphere and lower thermosphere region (see Wiist et al.,
2023 and references given therein). The OH nightglow layer has its
strongest emission in the short-wave infrared range at approximately
1.5-1.6 um [rotational-vibrational transitions OH(3-1) and OH(4-
2)]. Such ground-based observations of the OH nightglow layer are
affected by clouds, and the best results are achieved at cloud-free
nights. For the thermal convection event, clear-sky imager data are
analyzed during the nights of 12-13 (5 h of good data quality), 14-15
(1.9 h of good data quality), and 15-16 (6.2 h of good data quality)
July. No data are available for the nights of 13-14. For the event on
29 July, we analyzed the data of the nights of 28-29 (4.5 h of good
data quality), 29-30 (5.4 h of good data quality), and 30-31 (2 h of
good data quality) July.

The short-wave infrared camera FAIM?2 observes the nightglow
emission in the spectral range from 0.9 to 1.65 um, taking one
image every second during each night from sunset to sunrise. Due
to the comparatively intense OH emissions, OH(3-1) and OH(4-
2) are mainly observed using the camera; the strong O, emission
at 1.26 um decays relatively faster and is then weaker than the
OH emission about 30 min after sunset (Hannawald et al., 2016).
As previously mentioned, the camera is located at the observatory
Panska Ves with the field of view (FOV) oriented to the south
between the observatory and Prague. It has a size of approximately
27° times 33°, which corresponds to an area of approximately
47 km times 56 km at an altitude of 86 km and a spatial resolution
of 180 m. The images are analyzed using a 2D-FFT in order to
derive spatiotemporal wave parameters (Hannawald et al., 2019).
However, the analyzed wave structures are, of course, limited to the
FOV size (i.e., a maximum horizontal wavelength of approximately
47 km).

The images are analyzed using a 2D-FFT in order to derive
spatiotemporal wave parameters. While the 2D-FFT analysis
provides information about the horizontal wave parameters like
horizontal wavelength and horizontal angle of propagation (with
a 180° ambiguity), the temporal wave parameters are derived by
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investigating these horizontal wave parameters for consecutive
images. A wave event is defined as the occurrence of the same
horizontal wavelength and angle of propagation (denoted as a “wave
signature”) connected in time. Connected in time means that the
wave signature is present in consecutive images (small time gaps are
allowed). For each group of wave signatures connected in time, the
change in the phase information (calculated by the 2D-FFT) with
time is investigated to derive, e.g., the unambiguous direction of
propagation and the phase speed (see Hannawald et al., 2019 for a
more detailed description of the analysis).

3.3 lonospheric data

Continuous Doppler sounding is an effective continuous
method for monitoring the state of the ionosphere (Kouba and
Chum, 2018). It can detect ionospheric fluctuations of periods
~10 s and longer. The system is most suitable for studying waves
of periods from ~20 s to ~100 min. The electromagnetic wave of
fixed frequency is reflected from the ionosphere and detected in
the receiver. In our study, we use a system that comprises three
transmitters and one receiver. CDS measurement does not allow
the determination of reflection height of the sounding signal. It is
further determined from a nearby ionosonde. The best Doppler shift
results are usually obtained when the reflection is obtained from
the F2 layer (~180-300 km). If the reflection is from altitudes lower
than ~150 km (E-layer), the Doppler shift is usually very small and
often difficult to analyze. In addition, during summer days, if the D-
layer is well-developed, the sounding radio signal might experience
a strong attenuation (very weak signal is received) around noon.
The specific frequencies of the individual transmitters are shifted
by 4 Hz so that the signals of all transmitters could be displayed
in one common Doppler shift spectrogram. Signals from the
transmitter located in Panskd Ves (50.528°N, 14.567°F) and received
in Prague (50.041°N, 14.477°E) are used in this study. Further
technical details can be found at https://www.ufa.cas.cz/DATA/files/
oia/Doppler_des_365.pdf and in works by Chum and Podolska
(2018), Chum et al. (2021), and Lastovicka and Chum (2017). The
system works for larger periods as well, but the ionosonde might
be more advantageous since it provides information from the whole
range of altitudes.

Digisonde for vertical ionospheric sounding operates on a
similar principle. It transmits electromagnetic signals usually in a
frequency range of 1-20 MHz and measures the time of flight of the
reflected signal. In a regular sounding regime, it works typically with
15 min of repetition time. After the ionogram measurement, the
system automatically searches for critical frequency and performs
a restricted range drift measurement below the F2 layer critical
frequency. Our Digisonde has a double-crossed delta transmitting
antenna and four cross-loop receiving antennas. The configuration
of the antenna field, together with coded signal and high number
of transmitting signal repetitions, allows to identify parameters of
the reflected wave. Afterward, the ionograms and drift data are
manually checked and scaled for further processing (Kouba and
Koucka Knizova, 2011; Kouba and Koucké Knizova, 2012; Kouba
and Koucka Knizova, 2016). Ionograms and drift measurements
are automatically sent into the world database GIRO (https://
giro.uml.edu/). Digisonde data used in this study are measured
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at the Prtthonice Observatory (geographic coordinates 49.990°N,
14.539°E).

4 Observation
4.1 Tropospheric observation

First of all, it is important to mention that determining
events such as atmospheric front transitions and convective storm
development requires a great deal of experience and largely manual
analysis of meteorological conditions both at synoptic and sub-
synoptic scales. Not only does the stability of the air mass but also
the overall dynamics of the troposphere play a role in determining
the development of storms. An essential condition for the formation
of severe convection is sufficient moisture in the lower levels of
the troposphere and the upper-level divergent air flux (Kaspar et al.,
2009). Surface measurements of meteorological conditions before
and after the passage of the front are used to determine the passage
of atmospheric fronts, especially significant changes in temperature
and pressure tendencies, wind shifts, atmospheric precipitation, and
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wind gusts. Another criterion is the strong horizontal temperature
gradient at the 850 hPa geopotential level. In our analyses, we use the
pseudo-equivalent potential temperature field, which synthetically
represents both temperature and humidity characteristics at the
lower part of the troposphere. Narrow transformation zones with
a strong gradient of pseudo-equivalent potential temperature at
850 hPa locate the positions of fronts on the surface pressure field
(Kaspar, 2003). Another criterion for assessing the dynamics of the
troposphere is the density and curvature of isohypse of 500 hPa
geopotential height. The 500-hPa maps show the main flow regime
of the troposphere. In synoptic meteorology, a 500-hPa map is
used to determine the speed and direction of synoptic patterns
and thus middle latitude atmospheric dynamics at an altitude
of approximately 5.5km. The small distance between isobars at
500 hPa represents an area of strong pressure gradient and strong
wind speed. We also use a pressure level of 300 hPa or usually
200 hPa in summer, located near the tropopause at an altitude of
approximately 9 or 12 km, to assess tropospheric flow dynamics.
This level is used to determine the location and character of
the polar front (zonal/meridional) and the associated jet stream.
The jet stream can, under certain conditions, intensify severe
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Surface pressure maps provided by WetterKontor, from https://www.wetterkontor.de/wetterlage.asp. Surface pressure is plotted with solid lines with
5-hPa steps. Atmospheric fronts (red curved lines with red semicircles that point in the direction of the warm front, blue curved lines with blue triangles
that point in the direction of the cold front, and purple lines with alternating triangles and semicircles pointing in the direction in which the occluded
front moves) and the locations of the centers of high- (H) and low (T)-pressure systems are also presented. Upper panels (A—C) show the evolution of
Cyclone Bernd, and bottom panels (D-F) show an atypical jet stream situation.
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weather associated with a cold front. However, even a strong jet
stream alone, without the accompanying effects of thunderstorms
or sustained precipitation, can cause gravity waves to propagate into
the ionosphere.

In this paper, we show two cases—a thermal convective event on
13 and 14 July 2021, associated with thunderstorms and convective
precipitation occurring along boundaries of weather cold fronts, and
an orographically driven convective event on 29 July 2021 in the jet
stream region.

4.1.1 Thermal convection event of 13-14 July
2021 (Bernd cyclone)

The synoptic analysis given in Figures 3A-C shows that a
relatively cold air mass from the Atlantic Ocean spreads over
Western Europe. During this period, most of Eastern and Central
Europe and the Mediterranean were affected by the southwesterly
flow regime. (In meteorology, the direction given for the wind flow
refers to the direction from which it comes.) Consequently, cold
fronts formed at the surface over Central Europe on 12 July 2021.
During the next 24 h, Central Europe was still under the influence
of surface to upper-tropospheric flow of warm air originating
from the Africa continent, supplemented by moisture from the
Mediterranean. (The origin of the air mass mixed with dust from the
Sahara is also evidenced by numerous observations of the yellowish
color of the sky and clouds over the Czech Republic on 12 and
13 July.) The persistent advection of thermally unstable tropical
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air mass caused both the waving of atmospheric fronts associated
with cyclones and the regeneration of cyclones over Central Europe.
Subsequently, organized thunderstorms (squall lines) occurred in
warm sectors ahead of cold fronts. On 13 July, thunderstorms were
recorded in Germany and also in the Czech Republic, associated
with widespread manifestations such as strong wind gusts, torrential
rainfall, very frequent lightning activity, and large temperature
fluctuations. On June 14, a cold front characterized by more
persistent precipitation passed over Central Europe.

Figure 4 shows the average 10-min measurement recorded at the
Institute of Atmospheric Physics (IAP) surface weather station. The
records show the passage of three cold fronts within 48 h. The first
most significant cold front passage occurred on 13 July at 19:00 UTC.
It was characterized by a dramatic shift in wind and temperature,
as well as heavy rain associated with thunderstorm activity. The
temperature decreased by 7°C in 1hour. At the same time, the
pressure rose sharply by 6 hPa. The wind shifted from a southeasterly
to westerly direction, and a wind gust of § ms™! occurred. Subsequent
fluctuations in pressure and wind speed (between 19:00 and 22:00
UTC on 13 July) indicate the existence of a storm activity on the
cold front. (The sudden drop in temperature and pressure is due to a
“downburst”—that is, a downward flow of cold air and precipitation
at the front of a dissipating storm phase. A downburst brings cold
air from the upper troposphere to the surface.) The second clear
evidence of a storm event illustrated by both pressure fluctuations
and precipitation in the morning hours on 14 July was related to
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while wind speed and direction are measured 10 m above the surface.
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Meteorological data recorded at the IAP ground weather station on 13-14 July. The upper panel shows the course of atmospheric pressure and air
temperature, and the bottom panel represents wind speed, wind direction, and precipitation (red circles). Sudden changes in atmospheric parameters
indicate the passage of the frontal system above the measurement site. Atmospheric pressure, air temperature, and precipitation are measured at 2 m,
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FIGURE 5

Panels in the left column refer to thermal convection on 13—-14 July, and panels in the right column refer to orographically driven convection on 29
July. The analyses are valid for 13 July 2021 at 12:00 UTC and 29 July 2021 at 18:00 UTC, respectively. Panel (A) shows the geopotential height of the
200 hPa level (black contours, decameter) and temperature at a 200 hPa pressure level (color scale and white contours). Panels (B, E) show
pseudo-equivalent potential temperature at the 850 hPa pressure level (color scale) and sea-level pressure (white contours). Panel (C) shows sea-level
pressure with analysis of fronts and air pressure systems, where the letter H/T describes the high/low air pressure centers. The red points indicate the
location of Berlin, Prague, and Paris. Panel (D) shows jet stream (color scale) and wind speed and direction (gray contours with arrows) at the
geopotential height of the 200 hPa level. Panel (F) shows geopotential height of the 500 hPa level (black contours, decameter), sea-level pressure
(white contours), and relative topography between 500 and 1,000 hPa (color scale)—represents the vertical distance between the 1,000 hPa (surface)
and 500 hPa (middle troposphere, approximately 5.5 km) levels and varies with temperature and moisture (it is a function of the average virtual
temperature). Thus, the color scale regions are directly related to the mean temperature and moisture of the middle troposphere (orange/red values
indicate tropical air mass, and yellow/green indicate polar air mass).
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FAIM 2 - Gravity wave event analysis
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FIGURE 6

Result of the 2D-FFT image series analysis of FAIM2 data for the interval from the beginning of July to mid-August. The upper panel shows the number
of the identified GW events per observation hour. The number of observation hours is given by color scaling for better comprehension. Naturally,
values derived from more observation hours per night are more representative. The bottom panel shows the horizontal wavelength up to the
field-of-view of the derived wave events. The arrow length provides information about the observed phase speeds, and the direction of the arrows
shows the cardinal direction of the horizontal wave propagation. The two dashed lines mark the times of the investigated case studies.
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the passage of a cold front at 4:00 UTC. The third cold front passed
on 14 July at 17:00 UTC and was manifested by a local drop in
atmospheric pressure, a sharp decrease in temperature of 5° per
hour, and relatively more persistent stratiform precipitation.

On the surface air map, we can see two cyclones with a central
pressure of 1,010 hPa located over southeastern France and the
Czech Republic (Figure 5C). The position of the waving cold front
on the surface pressure field corresponds to the zone with the
strongest gradient of pseudo-equivalent potential temperature, Oep
(Figure 5B). The center of the cyclone over the Czech Republic is
also an area of local maximum 6ep, i.e., an area with extremely
high temperature and humidity in the middle troposphere. High
Oep values at 850 hPa indicate a mid-troposphere instability. In the
Czech Republic, Oep values above 60°C at 850 hPa are rarely reached
(only on a few summer days per year), while values above 70°C are
very rare, reflecting the presence of very warm and humid tropical
air. In the warm sector of the cyclone, a squall line (quasi-linear
convective storm system) formed ahead of the cold front, indicated
by the twig-shaped line on the surface pressure field map. The
upper level weather chart of 200 hPa at an altitude of approximately
12.2 km (Figure 5A) shows that the center of the massive cyclone
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over France is located almost in the same place as on the surface
(Figure 5C). The exit (northeastern) part of this cyclone extends into
an upper-level divergence zone located over the Czech Republic.
Divergence in the upper troposphere helps deepen the cyclone
and associated convection in the lower and middle troposphere.
Both convection, which occurs throughout the vertical extent of the
troposphere, and very unstable hot and humid air are the ingredients
for the explosive development of storm systems.

4.1.2 Jet stream by orography on 29 July 2021
Weather in Central Europe is influenced by dominant frontal
cyclones over Scandinavia and the British Isles (Figures 3D-F). On
29 July, a weak ridge of high pressure from the west in the lower
part of the troposphere spread into Central Europe. The ridge was
formed by the passive flow of relatively cold Atlantic air into areas
of intense thermal convection; hence, pressure gradients near the
surface became generally weak. The middle and upper troposphere,
however, was associated with a well-marked thermal boundary that
formed the so-called polar front. This was formed along the southern
flank of the dominant cyclones and divided Europe into a cold north
and a hot south (as is shown in the upper air charts in Figures 5E, F).
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FIGURE 7
Result of the 2D-FFT image series analysis of FAIM2 data. Each arrow shows the gravity wave parameters of a wave event. The arrows show the cardinal
directions of horizontal wave propagation (top oriented = north; right oriented = east). The investigated nights and the respective number of
observation hours available for analysis are written in the facet titles. The top row is related to the first case study about the thermal convection event,
while the second row is related to the second case study.

It should be noted that this polar front was located at an unusually
low latitude (in midlatitudes, the polar front tends to occur in spring
or autumn).

It is evident from both the upper pressure field maps
(Figures 5D, F) and ground pressure isobars (white lines in
Figure 5F) that the flow pattern in the troposphere is vertically
very homogeneous. The plot of the pseudo-equivalent potential
temperature at 850 hPa (Figure 5E) clearly shows the location of
a strong polar front in the lower troposphere, separating the cool
marine air in the north and northwest of Europe (green color shades)
from the moist and very warm tropical air in the rest of Europe
(orange and red color shades). The upper air chart of 500 hPa depicts
the main flow regime in the mid-troposphere. The relatively small
spacing between isohypses at 500 hPa (black lines in Figure 5F)
indicates strong horizontal wind speeds in the polar front region.

Figure 5D shows both the wind and position of a jet stream
several hundred kilometers wide in horizontal and vertical
directions reaching wind speeds of over 125 km/h at 200 hPa. The
jet stream usually appears at the location of a narrow transition zone
(front) between two air masses with very different temperatures.
The axis of the jet stream (the area of maximum wind speed) is
near the tropopause. In the summer, the jet stream axis is usually
at 200 hPa (approximately 12 km), while in the winter, it is usually
at 300 hPa (approximately 9 km) due to the lower temperatures
of air mass and hence its higher density and lower tropospheric
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thickness. In our particular case, however, the axis of the jet stream
is already at approximately 9.3 km above the ground where it
reaches a speed of up to 175km/h over Germany (not shown
here). This is significant for the unusually low temperature of the
polar air mass for the summer season. We chose the image of
the jet stream at 200 hPa because there is a clearly visible area of
increased speed over the Ore Mountains in the Czech-German
border region. Wind field isotachs show that the wind in the
high troposphere was flowing from the southwest along the Ore
Mountains. Furthermore, a moderate southwesterly wind (with a
speed of approximately 15 km/h) was moving just above the ground.
As the wind direction was at an angle of less than 30° to the mountain
ridge, no transverse bands of mountain waves were generated as
the wind passed around the mountain massif. Moreover, the Ore
Mountains are not a monolithic ridge, but there are numerous
mountains that pass through the Ore Mountains. In them, the so-
called gap wind flowed, where cold air penetrated over the warmer
air on the leeward side of the ridge, becoming thermodynamically
unstable. Thus, an area of turbulent convective flow was formed
over the mountain ridge due to orographic convergence at the
surface. Although the humidity was not sufficient to form cumulus
clouds and precipitation, increased convection contributed to locally
increased wind shear in the evening on 29 July. The wind shear in
the jet stream region, enhanced by the aforementioned orographic

frontiersin.org


https://doi.org/10.3389/fspas.2023.1197157
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Koucka Knizova et al.

10.3389/fspas.2023.1197157

50
40
E 30 Horizontal wind
=3 speed(m/s)
S ~ 10
.g) e 20
Q 20 AR TASRARRRREREAR T 1T SSA TR T T IARARRTTT T RRRRA T TAR TSR T ] 7 1 memse SRR R At -
T F77rs SN [ 1177 MrTTT/N‘/'/'HNr\\\\\\WTTTH} AANINIIS ITN/L \'\'\\H{//\\\\\\\\Hrm — 30
//‘//////‘//‘//f7///‘//'///‘/’/f//'/'/'/'/‘/’/‘/‘/‘/‘/‘/‘/‘ Wf 10
i ey sy v .\MW %
10 M;;; ﬂj,i §“\
0
Jul 11 Jul 12 Jul 13 Jul 14
Time (UTC)
50
40
T30 Horizontal wind
=3 speed(m/s)
-
< - 10
2 20 SARTIARAARARAN T 1R P TSR 7T ] e SN 22 e ST T 2 e =8 T [ - 20
[] VERP PRI TR IR 2wt IR SR PP AP0 11 1A 1L LSS AAAAAAAAA A s e[ [ PR3 350
T I I s I I, e — 30
2Ry 22 T
10
0
Jul 27 Jul 28 Jul 29 Jul 30 Jul 31
Time (UTC)
FIGURE 8
Horizontal wind in the troposphere and stratosphere from ERAS reanalysis data. The orientation of the arrows shows the cardinal directions (top
oriented = northward; right oriented = eastward). The top plot is for the first case study, and the bottom plot is for the second case study. Data source:
Copernicus Climate Change Service (C3S) (2017). ERAS: Fifth generation of ECMWF atmospheric reanalysis of the global climate. Technical report:
Copernicus Climate Change Service Climate Data Store (CDS).

effects, likely led to the fluctuations that were observed in the
ionosphere.

4.2 Mesospheric observations

Figure 6 shows the gravity wave activity measured as the number
of wave events per observation hour. This metric does not consider
the amplitude or duration of the waves but provides some indication
about how many different wave signatures (horizontal wavelength
and propagation direction) are observed in the mesosphere. The
temporal course of this wave activity is characterized by a steady
increase until around the beginning of August, only to then decrease
again. Superimposed on this steady increase is a modulation of
wave activity with a period in the range of approximately 4-6 days.
These are typical periods of planetary waves. Planetary waves can
interact with gravity waves in various ways due to generation or
filtering (see, e.g., Smith, 1996). A more detailed investigation of
this possible relation is beyond the scope of this issue. It can be
seen that approximately 1 day before the investigated case studies,
the gravity wave activity reaches a local maximum. This is larger for
the second case study. As mentioned previously, there are also other
local maxima of gravity wave activity, e.g., on 23 July and 2 August.
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These are not analyzed further as this is beyond the scope of this
paper, but comparisons with ERA5 data similar to those performed
for the case studies (refer to the following paragraphs) show either
wind shear between different height levels or sudden changes in
the horizontal wind direction in the troposphere shortly before or
around these maxima (not shown here).

Gravity waves generated in the troposphere might be well excited
prior to the arrival of the decreased surface pressure front at the
Panska Ves Observatory. As they require some time to propagate
upward to the mesopause region, which might take up to 24 h, the
data are analyzed before, during, and after the events [typical vertical
velocities of gravity waves are of the order of 1-3 m/s, see, e.g.,
Mitchell and Howells (1998)].

Figure 7 shows the wave events for the investigated time periods.
The upper row of panels is related to the thermal convection event
on 13-14 July 2021. Here, it is remarkable that a majority of waves
is observed at the night from 12 to 13th before the cold front
reached the Czech Republic (while for the night of 13-14 July, no
airglow observations are available due to heavy cloud cover). The
waves with larger horizontal wavelengths (30-50 km) propagate to
northeast and southwest and are observed at the beginning of the
night and continued with smaller-scale waves in different directions.
In addition, on 14-15 July, the observed larger-scale waves have an
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(28-30 July, 2021). Remarkable noise bands across the whole spectrum are observed in coincidence with frontal passage on 13 and 14 July, which are
caused by lightning that occurred near the Doppler receiver. In both cases a relatively broad spectrum associated with the Spread F situation in the

ionosphere is registered

orientation to northeast and southwest and one wave event to the
NW direction. This behavior changes during 15-16 July to northwest
and southeast and one event to the northeast. A majority of the
smaller-scale waves propagates to the northwest and west direction
for this night.

Interpreting the propagation directions regarding sources of
the gravity waves is difficult. It is well-known that gravity waves
are strongly influenced by the environment through which they
propagate (e.g., Fritts et al., 2006; Wiist et al., 2017). In particular,
one has to consider the effect of wind filtering, i.e., when the wind
is in the same direction as the wave propagates, the wave might
get filtered depending on its phase speed. On the other hand,
wave breaking might itself lead to secondary gravity waves, and
wind shear can generate gravity waves as well. In July 2021, the
stratospheric wind, which is the most likely reason for wind filtering
of waves coming from the troposphere, is westward (see Figure 8,
Copernicus Climate Change Service (2017)), and thus we do not
expect to see westward propagating (primary) waves which are
generated in the troposphere except for very fast waves.

So, if generated by the cold front and thunderstorms on 12
July over Germany, the observed larger-scale waves propagating in
the northeast direction should have been able to pass through the
atmosphere up to the upper mesosphere and lower thermosphere
region and possibly even higher. The source of the observed
southwestward propagating gravity waves cannot be in the
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troposphere. However, due to a 180° shift, there might be some
coincidence with the northeast propagating waves. Even though
having carefully checked the results of the Fourier transform analysis
and the aggregation to wave events as well as the image data, it
might be an analysis issue, leading to a 180° ambiguity. However,
there could also be a physical reason for the 180° shift such as wave
reflection.

The observed smaller-scale wavelike structures might be
instability features of larger-scale waves when they dissipate (i.e.,
“ripples”) or smaller-scale gravity waves. This cannot be determined
by the observations performed here. The tropospheric and lower-
stratospheric winds (ERA5 reanalysis horizontal wind data, see
Figure 8 top panel) show different orientations of wind shears
at the investigated location. We assume that these wind features
could lead to small-scale gravity waves in different propagation
directions.

At first glance, the gravity waves in the northwest and west
directions on 15 July fit well the interpretation that the cold front
is emitting those waves which are in the east of the observation site
at this time. However, this contradicts the effect of wind filtering. If
these waves were generated in the troposphere, they were very likely
to be filtered in the stratospheric westward winds. However, the
stratospheric winds are relatively weak with only about 20-30 m/s.
Another possibility could be that while waves in eastward directions
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ionosphere stratification situation with almost only vertical echo.

F i

Digisonde ionograms in standard representation (horizontal axis shows frequency of the received signal in MHz, while the vertical axis shows height of
reflection in km). Vertical ordinary (Vo+ and Vo-) and vertical extraordinary (X+, X-) reflections are denoted in red and green, respectively. Oblique
reflections are denoted in blue, magenta, yellow, and pink depending on the direction of reflection. During Bernd cyclone passage above the
measurement site, the ionograms recorded by Digisonde are very noisy with strong attenuation of vertical signals (A) and with plenty of off-vertical
echo and strong spread-F echo (B). The ionogram (C) is recorded during the passage of the frontal system on 14 July and displays similar features as
the preceding frontal passage on 13 July. The ionogram (D) shows that the spread-F echo occurs again, and this example represents a typical
ionogram of the night. The spread-F echo is recorded on most ionograms from time intervals (19:00 UTC on 13 July till 5:00 UTC on 14 July and 18:00
UTC on 14 July till 6:00 UTC on 15 July over the ionospheric station Prihonice). The ionograms (E, F) from time comparable to (A-D) show a normal

are emitted by the passed cold front on 15 July, they might emit
secondary gravity waves when partially dissipating.

The bottom panel of Figure 7 shows the wave events related to
the second investigated event on 29 July. Except for 28 July, no larger-
scale waves (within the imager field-of-view of 46 km) are observed;
only smaller-scale waves are observed in the range of 10-20 km
horizontal wavelength. The number of detected events is the highest
in the night from 28 to 29 July with 45 events compared to the 28
events in the night following it and seven events the night after that
(but with only two observation hours compared to 4.5 h and 5.4 h).
The predominant wave propagation directions are northward and
southeastward as well as northwestward during the night from 29 to
30 July.

One might assume a gravity wave source in the south of the
observation site and also one in the north on 28 July (or maybe
on 27, assuming slowly upward propagating gravity waves), which
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could be related to the nearby cold polar front in the north and the
warm air in the south as mentioned previously. Interestingly, mainly
smaller-scale gravity waves are observed in the upper-mesosphere
and lower-thermosphere OH airglow emission.

4.3 lonospheric observation

4.3.1 Continuous Doppler sounding

Figure 9 shows CDS spectrograms recorded on several
consequent days around the events of interest. Spectrogram records
reveal substantial differences between the two analyzed cases.
Figures 9A, C, E show the Doppler shift spectrograms recorded
at 3.59 MHz on the sounding path Panskd Ves—Prague from 13
to 15 July 2021. The signal received at night is characterized by a
relatively broad spectrum associated with spread F. In addition, two
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Digisonde ionograms as in Figure 10. During the jet stream event, many irregularities were well observed on ionograms. The ionograms (A, B) represent
the situation when a cusp occurs on the profile. On the ionograms, there are split echo from the F2 layer. Panels (C, D) show rather good-quality
ionograms with well-developed vertical reflections, together with some off-vertical echo. The sporadic E-layer is present on both ionograms. Panels
(E, F) represent the spread-F echo that remains till the morning of the following day.

remarkable noise bands across the whole spectrum are observed at
approximately 19:00 UTC on 13 July and approximately 18:00 UTC
on 14 July. These noise bands consist of many individual vertical
lines in the spectrograms and are caused by lightning that occurred
near the Doppler receiver. Lightning activity and electrically charged
thunderclouds were also observed by the electric field mill located in
Panska Ves. The sharp/sudden increase in noise within CDS spectra
in time coinciding with the fast moving midlatitude frontal cyclone
was reported by Koucka Knizova et al. (2020).

The spectrum broadening of signals associated with spread F is
also clearly visible on the spectrograms recorded during jet stream
meteorological event from 28 to 30 July, as shown in Figures 9B, D, F.
The broadening is the largest in the night during 29-30 July 2021;
it is well-pronounced until approximately 04:00 UTC on 30 July.
It should be noted in this regard that it is generally believed
that acoustic-gravity waves propagating from below may act as a
seeding mechanism for the development of spread F (Booker, 1979;
Huang et al., 1994; Nicolls and Kelley, 2005).
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4.3.2 Digisonde

Panels in Figure 10 show raw ionograms recorded during 3 days,
from 13 to 15 July 2021. During the Bernd cyclone passage above the
measurement site on 13 July, the ionograms (A) and (B) recorded by
DPS-4D are very noisy with plenty of off-vertical echoes. The vertical
signal of both ordinary and extraordinary modes is attenuated,
especially on ionogram (A). Ionogram (B) represents the situation
with the spread-F echo that is recorded on most ionograms of this
day. On the middle part, the left ionogram (C) is recorded during the
passage of the frontal system on 14 July and displays similar features
as ionograms from the previous event. On the right ionogram (D),
spread-F echo occurs again and represents a typical ionogram of
the night. The spread-F conditions exist during geomagnetically
disturbed situations. However, under geomagnetic forcing, the F2
traces are usually deformed, and significant changes in shape (e.g.,
cups) of the F traces are observed. Contrary to this, the ionograms
(A-D) do not differ at first sight from the quiet ionograms by
means of shape of the reflection. Therefore, the main deviation from
the quiet-time ionograms is the presence of spread-F reflections.
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Bernd cyclone situation (A-D) and jet stream situation (E—H). Vertical lines in (A, B) denote individual passages of cold fronts, and the horizontal line in
(E, F) denotes the period of the jet stream situation. Panels (A, E) show critical frequencies foF2 (black) with median values (gray). Panels (B, F) show
peak heights of the F2 region hmF2 with median values. Both time intervals are described using boxplot graphs (C, D) for a convective situation and
(G, H) for a jet stream situation. Comparison with monthly median values of foF2 shows that the days 10-13 July match the median values well. A
significant decrease in night values of foF2 occurred shortly after the Bernd (A) passage. During daytime, only a slight decrease in noon values of foF2
compared to preceding days can be identified. Critical frequency foF2 during noon hours stayed at lower values for the following 3 days compared to
median values and the days prior to the Bernd passage. No significant changes in hmF2 could be well seen (B). Boxplots (C, D) and (G, H) are organized
in groups by days. Box and whisker plots display the mean (dot signs), median (horizontal lines in boxes), quartiles (color boxes), outliers (rings), and
minimum and maximum observations (whiskers) for data groups. Rather stronger oscillation/variability could be identified on the course of foF2 on 29
July (E) compared to the preceding and following days; however, the general course of the day corresponds roughly to the monthly medians of foF2. A
significant increase in hmF2 beginning on 28 July can be observed till 29 July.

As we will show further, changes in foF2 and hmF2 parameters
compared to quiet time were observed. Two bottom ionograms
from 15 July (E) and (F) show normal ionosphere stratification with
almost only vertical echoes, implying that the ionosphere returned
to a normal state. As mentioned previously, the spread-F ionograms
indicate irregular stratification of the ionosphere. According to
2021), the
presence of atmospheric gravity waves leads to observation of

our experience (for instance, Koucka Knizova etal.,

spread-F situations even during periods of rather low geomagnetic
activity.

Ionograms given in Figure 11 are related to the jet stream event.
They show a large variety of echo types with plenty of irregularities.
The first ionogram (A) represents a situation when a cusp occurs on
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the profile (the cusp can be observed between 4.8 and 5.2 MHz). On
the following ionogram (B), echo from the F2 layer splits into two.
Then, ionograms (C) and (D) show irregular stratification at heights
of the F1 layer which seems to be split into two sublayers. The further
two ionograms (E) and (F) show good quality with well-developed
vertical reflections, together with some off-vertical echoes. Such a
large variability of ionogram records indicates a rather non-stable
situation within the ionosphere that is probably disturbed by the
presence of propagating atmospheric waves. In addition to spread-F
echo ionograms, the cusp occurrence on the profile also points to
the propagating atmospheric gravity waves.

Figure 12 shows the daily course of critical frequency foF2 (on
panels A and E) and hmF2 (on panels B and F) measured for 7
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consecutive days. Left panels A-D refer to the Bernd event, and
right panels E-H show the jet stream situation. During 11 and 12
July the foF2 shows regular course, it means the increase of foF2
during daytime due to direct solar ionization and decrease of foF2
with decreasing amount of solar radiation to night values, when
due to recombination processes only low ionization remains at F2
layer. The asymmetry in the maximum of foF2, which is shifted
toward afternoon hours rather than to the time of minimum zenith
angle at noon (time of maximum ionization), is well-documented
phenomena attributed to recombination processes (see, for instance,
Davies, 1990). A rather interesting feature on 13 July is a sharp
decrease in foF2 after 18:00 UTC with respect to preceding days.
In general, the foF2 stays a bit lower for the following 3 days
and starts to rise again on 18 July. Correspondingly, the height
hmF?2 slightly decreases for a few days. It indicates that the whole
profile of electron concentration is moved downward and remains
there for several days. It is important to point out that during all
studied days of convective events, the height of the layer maximum

10.3389/fspas.2023.1197157

(Figure 12B) is lower than during the following orographically
driven convective situation in the jet stream zone (Figure 12F). In
addition to that, on the course of hmF2, less variability could be
observed during the later event showing, at first glance, a much more
regular course. However, a small decrease in the whole profile can
be observed beginning on 29 July. On the course of foF2, as shown
in Figure 12E, one can notice a decrease in the critical frequency
foF2 during days 30 and 31 July for daytime. The difference in
night time values can be observed between 29/30 July compared to
31 July/01 August and 01/02 August; however, a slight decrease in
night foF2 is also observed compared to the nights of 25/26-29/30
July.

The boxplot procedure indicates a significant departure
of the foF2 and hmF2 diurnal course from normal behavior.
Figures 12C, D, G, H show statistical boxplots of foF2 and hmF2.
Plots are organized in groups by days. Box and whisker plots display
the mean (dot signs), median (horizontal lines in boxes), quartiles
(color boxes), outliers (rings), and minimum and maximum
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observations (whiskers) for data groups. Figure 12C shows a
substantial change in the foF2 distribution. The mean value remains
lower than the median value till the end of the analyzed term.
Figure 12D shows a difference in the mean and median values for the
entire observation time; the largest difference is visible on 13 and 14
July. Furthermore, plots in Figures 12G, H show the same analyses
for the orographically driven convection in the jet stream zone event.
Contrary to the thermal convection event, mean and median values
differ consistently for the entire monitored time. The median value
stays higher than the mean value of foF2, while the median value
remains smaller than the mean value of hmF2. However, the largest
difference in the case of foF2 is observed on 29 July, while for hmF2,
the difference starts to increase on 30 July. The deformation of the

10.3389/fspas.2023.1197157

diurnal courses of the main ionospheric parameters in both analyzed
cases is probably linked to the increase in AGW activity within
ionospheric heights with the origin in tropospheric situations.
Wavelet transform analysis applied on foF2 and hmF2 reveals an
increase in power on oscillation periods 30 minand 1-3h and
approximately 3 h on 13/14 July and on periods 3-4 h on 29 July.
Oscillations are better pronounced within foF2.

Profilograms in Figure 13 show the variation in profiles during
several consequent days around the studied events. Gaps are caused
by the presence of a sporadic E-layer which partially or fully prevents
the sounding signal from reaching upper laying layers. However,
scaling of the main parameters, foF2 and hmF2, could still be
possible when the blanketing frequency is lower than the critical
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FIGURE 14
On both directograms, the increase in amplitudes is visible for the analyzed events; however, it was more pronounced on 29 July (B). During the day,
there is very low activity, as usual, visible till evening hours. Panel (A) shows two episodes of increased activity on 13 and 14 July in coincidence with the
passage of the storm systems of the Bernd cyclone. Panel (B) indicates strong plasma motion on 29 July. The registered off-vertical signal is stronger
than that on the preceding and following days. It shows strong plasma motion in north north west—south south east direction. The direction of plasma
motion rapidly changes to the opposite direction, which indicates dislocation of the reflection planes by upward-propagating gravity waves.
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frequency of the F-layer. Accuracy of the electron density profile
scaling or main parameters foF2 and hmF2 is affected by the spread-
F echo or cusps present on the profile.

On both panels of Figure 13, the Bernd cyclone on panel (A)
and jet stream event (B), there are visible wavelike oscillations of
the entire profile in the period range of gravity waves with periods
of approximately 3 h observed in a regular increase and decrease in
the detected plasma frequency. The estimation is qualitative due to
limitations in profile scaling. The ionization level observed during
the observation time of the Bernd cyclone passage event is lower
during the entire monitoring period of the orographically driven
convection in the jet stream zone. In agreement with foF2 courses
given in Figure 12, the ionization decreases in the entire profile
after the Bernd cyclone passage (Figure 13A) and jet stream event
(Figure 13B).

On both directogram plots (Figure 14), the increase in echo
amplitudes is well-visible for both analyzed cases. During the quiet
daytime period, there is very low activity visible on the directograms
till the evening hours. Figure 14A shows two episodes of increased
activity on 13 and 14 July in coincidence with the passage of the

10.3389/fspas.2023.1197157

storm systems of the Bernd cyclone. The DPS 4D antenna system
registers variable signals and detects the quickly changing direction
of the plasma motion. On the night of 13/14 July, the detected plasma
flow and shears appeared first in east-west (EW) direction and were
later observed in the north northwest-south southeast (NN'W-SSE)
direction. On 14/15 July, in the night, the plasma flow and shears
were detected almost only in the NNW-SSE direction. Figure 14B
shows strong plasma motion on 29 July. The registered signal is
substantially stronger than that on the preceding and following
days. It shows strong plasma motion in the NNW-SSE direction.
The direction of plasma motion rapidly changes into the opposite
direction.

The increased Doppler echo can indicate both increase in the
plasma flow in the horizontal direction and substantial changes in
the undulation of reflection planes. The direction of the registered
plasma flow quickly changes to the opposite direction, which
confirms that the reflection planes are probably disrupted by the
propagation of atmospheric waves with both horizontal and vertical
components.

A 100

2-14 July 2021-averaged

Vz(mis)

"

12
time (UT)

3 20 2 2 23

13 July 2021

14 July 2021

15 -30 July 2021 - averaged

15 July 2021

FIGURE 15

preceding the event (D).

Occurrence of sporadic E does not allow the determination of plasma drift velocity during whole days of interest. On 13 July (B) shortly after the frontal
passage, strong opposite plasma flow was detected. It was followed by a less pronounced morning downward peak on 14 July compared to the
averaged values of the reference time span (A). On 14 July (C) after the second frontal passage, higher values of plasma were observed than those in
the reference diurnal course. On the course of the vertical component of plasma drift, rather high variability during the whole day can be observed (E).
In the morning hours, a short episode of opposite plasma motion appears. The morning downward peak is less pronounced compared to the
reference time span. During evening hours, larger values of the drift are recorded with respect to the reference course. During evening hours, the
vertical component significantly changes the direction. Drift course data are compared to averaged values for the reference time span of 5 days
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As mentioned previously, the occurrence of sporadic E does not
allow the determination of all ionospheric plasma properties for
all ionograms, and the plasma drift velocity cannot be computed
for whole days of interest. However, qualitative interpretation of
the vertical plasma drift component (Figure 15) is still possible.
Drift data recorded during days of events are compared to averaged
values obtained for 5 days preceding the event. On 13 July, shortly
after the frontal passage, strong opposite plasma flow was detected
(Figure 15B) with respect to the reference day (Figure 15A). It is
followed by a less pronounced morning downward peak on 14 July
(Figure 15C) compared to the reference behavior. On 14 July, after
the second frontal passage, plasma flows in the same direction as on
the reference day. Somewhat higher values of plasma were observed
compared to the reference diurnal course.

On the course of the vertical component of plasma drift,
(Figure 15E) rather high variability during the whole day can be seen
apparently. In the morning hours, a short episode of opposite plasma
motion appears. The morning downward peak is less pronounced
than the reference diurnal course (Figure 15D). In evening hours,
larger values of the drift are recorded with respect to the reference
course. In addition to that, the vertical component significantly
changes the direction in the afternoon hours and mainly during
evening hours.

5 Conclusion

We analyzed two tropospheric mesoscale situations caused by
exceptional synoptic-scale circulation conditions enhanced by the
influence of the local convective environment. The first situation
represents changes induced by convective upward motions in the
squall line ahead of a cold front with heavy rainfall on 13-14 July
2021 (Bernd cyclone). The second situation describes induced effects
of the polar front jet stream in the upper troposphere enhanced
by orography with an atypical location of the jet stream on 29 July
2021. These two selected tropospheric situations evolved during
rather low and stable solar and geomagnetic conditions (F10.7,,.,,
= 81.06 and F10.7.gian = 77-65; KPpean = 1.26 and Kp, cgian =
1). Therefore, we expect that the observed perturbations within
ionospheric plasma are of neutral atmosphere origin. Geomagnetic
activity increased only for two short episodes classified as moderate.
Using meteorological, mesosphere, stratosphere, and ionosphere
data, we identified tropospheric disturbances and further detected
and analyzed possible induced effects through the atmosphere up
to the ionospheric F2 region. Due to the coincidental occurrence
of the observed variability within the mesosphere and ionosphere,
we attribute the resulting ionospheric disturbances to the neutral
lower-atmosphere forcing rising from the discussed tropospheric
situations.

We identified substantial changes in the behavior of particular
atmospheric parameters in time coherence with observed
meteorological situations. Our main observational findings are
summarized as follows:

1. Spread-F echo occurs after the frontal passage on CDS spectra
and DPS 4D ionograms.

2. Spread-F echo develops in connection with orographically
enhanced jet stream on CDS spectra and DPS 4D ionograms.
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3. Irregularities (cusps, layer splitting, and spread F) occur on
ionograms related to orographically enhanced jet stream.

4. Distortion of diurnal foF2 and hmF?2 distributions is observed
during both analyzed events.

5. Wavelike oscillation in the GW mode develops in ionospheric
parameters, in particular, on profilograms.

6. Increase in the detected amplitude of horizontal plasma flow is
registered during event days.

7. Qualitative changes in the vertical plasma drift during the
studied days are recorded with respect to the reference time.

8. Increase in GW activity in the mesosphere is detected before
and around the analyzed events. Stronger activity is observed
in connection with orographically enhanced jet stream, likely
due to cloud coverage.

9. A majority of waves observed in the mesosphere occur during
the night before the cold front reaches the observational point.

10. Identified GW structures in the mesosphere propagate into a
wide range of directions, and no prevailing direction can be
identified.

11. Large-scale and small-scale GW structures are observed in the
mesosphere during Cyclone Bernd.

12. Only small-scale GW structures are registered in the

mesosphere in relation to the jet stream situation.

As mentioned previously, the study involves selected events
observed during the time of low solar activity and low-to-moderate
geomagnetic activity; hence, we consider it correct to attribute
most of the observed ionospheric variability to the sources within
the lower-lying neutral atmosphere. In our cases, we assume that
the waving frontal boundary (Cyclone Bernd) and boundary of
air masses with a sharp temperature gradient (polar front jet
stream situation) may act as an effective source of the gravity
waves that propagate as high as the F2 ionospheric region.
Certainly, due to the presence of winds, part of the launched
gravity wave spectra may be filtered out without reaching the
ionosphere. However, part of the observed gravity wave activity
may be caused by the secondary waves due to primary wave
breaking.

Our study suggests that the observed larger-scale gravity waves,
seen within mesospheric and ionospheric data, can be generated by
the movement of the frontal system of the continental scale. Large-
scale GW structures are completely missing in the mesospheric
observations in the case of a polar jet stream event. In both analyzed
cases, we observe small-scale GW structures within mesosphere
airglow data.

Our investigation shows the possible link between the source
meteorological systems that effectively launch the atmospheric
waves that propagate upward through the mesosphere up to
ionospheric heights where they influence the general state of
neutral atmosphere and also due to coupling ionospheric plasma.
The observed mesospheric and ionospheric response to the
initial meteorological situations shows some differences. Airglow

measurement seems to be sensitive to GW detection that very likely
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originates from an atypically located jet stream and intensive frontal
systems.

The observed departures from the regular ionospheric behavior
account for the fact that the forcing from the lower-lying
atmospheric regions should not be neglected and may form
an important part of the observed variability and a substantial
part of the day-to-day variability under stable solar forcing. The
CDS spectrograms seem to be an effective and instant tool for
the detection of AGW-induced disturbances in the ionosphere
associated with moving frontal systems.

For additional requirements for specific article types and further
information please refer to “Article types” on every Frontiers journal

page.
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Increased solar radiation during solar flare events can cause additional ionization
and enhanced absorption of the electromagnetic (EM) waves in the ionosphere
leading to partial or even total radio fade-outs. In this study, the ionospheric
response to large solar flares has been investigated using the ionosonde data
from Juliusruh (54.63° N, 13.37° E), PrUhonice (49.98° N, 14.55° E) and San Vito
(40.6° N, 17.8° E) Digisonde (DPS-4D) stations. We studied the effect of 13 intense
(>C4.8) solar flares that occurred between 06:00 and 16:30 (UT, daytime LT =
UT+1 h) from 04 to 10 September 2017 using three different methods. A novel
method based on the amplitude data of the measured EM waves is used to
calculate and investigate the relative absorption changes (compared to quiet
period) occurring during the flares. The amplitude data are compared with the
variation of the fmin parameter (fmin, the minimum measured frequency, it is
considered as a qualitative proxy for the “non-deviative” radio wave absorption).
Furthermore, the signal-to-noise ratio (SNR) measured by the Digisondes was
used as well to quantify and characterize the fade-out events and the ionospheric
absorption. In order to compare the three different methods, residuals have been
defined for all parameters, which provide the percentage changes compared to
the selected reference periods. Total and partial radio fade-outs, increased values
(+0.4%—-318%) of the fmin parameter, and +20%-1400% amplitude changes
(measured at 2.5 and 4 MHz) were experienced during and after the investigated
flares. Generally, the observed changes depended on the intensity, solar zenith
angle and duration of the flare events. Although the three different methods have
their own advantages/disadvantages and their limitations, the combination of
them seems to be an efficient approach to monitor the ionospheric response
to solar flares.

KEYWORDS

space weather, solar flare, ionosphere, ionospheric absorption, ionosonde data, HF radio
wave absorption, signal-to-noise ratio (SNR), radio fade-out
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1 Introduction

The ionosphere is a region of Earth’s atmosphere partially
ionized mostly by the Sun. While the hard X-rays (<1 nm) of solar
radiation penetrate deeper parts of the ionosphere, to the so-called
D-region (60-90 km height), the soft X-ray (1-10 nm) and extreme
UV flux (5-102.6 nm) reach higher layers (E-region 90-150 km
and F-region above approximately 150 km) and cause ionization
there (Rishbeth and Garriot, 1969; Zolesi and Cander, 2014). Solar
energetic protons ionize the lower ionosphere (60-100 km) mainly
in the polar regions.

The ionosphere influences propagation of electromagnetic (EM)
waves depending on their frequency affecting the radio and satellite
communication and navigation. The attenuation of EM waves
propagating through the ionosphere is most significant in the high-
frequency (HF) range (3-30 MHz), particularly important for radio
wave communication (George and Bradley, 1973). The ionospheric
absorption depends on the collisions between electrons and neutral
molecules, thus on the collision frequency which strongly changes
with altitude (Ratcliffe, 1972). The collision frequency is highest
in the D-region (2 x 10°s™!), therefore the radio waves below
10 MHz predominantly attenuate there (Zolesi and Cander, 2014).
Like the electron density of the ionosphere (Bilitza etal., 2017)
the ionospheric absorption also shows regular daily (maximum
around local noon), seasonal (higher at summer, and a secondary
maximum at winter) and solar cycle (increasing with higher solar
activity) variation (Higashimura etal.,, 1969a; Higashimura et al.,
1969b). Besides these phenomena, transient changes mainly related
to solar activity can also occur in the ionosphere.

Solar flares are giant bursts taking place in the active regions
on the Sun. During flares, huge amounts of EM energy are emitted
at a broad range of wavelengths for a short period (~30 min to
~1 h) (Tsurutani et al., 2009). Solar flares are classified as large (X,
>107* W/m?), medium-size (M, ~107°-10"* W/m?) and small (C,
~107°-107° W/m?) based on the released flux in 0.1-0.8 nm X-
rays as measured on the GOES spacecraft. Furthermore, a finer
logarithmic scale is also applied ranging from 0 to 9 within the
above written classes. During flare events the enhanced radiation
causes extra ionization and increased attenuation of the EM waves,
leading to so-called short-wave fade-outs which last for tens of
minutes or even hours (Rishbeth and Garriot, 1969; Davies, 1990;
Tsurutani et al., 2009; Barta et al., 2019; Tao et al., 2020; Barta et al.,
2022). Solar flares are also accompanied by energetic particles
(protons and electrons from tens of keV to hundreds of MeV)
propagating along the magnetic field lines, reaching the Earth
at the polar region and causing further ionization and enhanced
absorption there (Rishbeth and Garriot, 1969; Tsurutani et al.,
2009). The so-called Polar Cap Absorptions following Solar Proton
Events can last for even several days (Rose and Ziauddin,
1962). Moreover, recent studies (Liu et al., 2021a; Liu et al., 2021b)
demonstrated that solar flare effects are not limited to the ionosphere
where radiation energy is absorbed but they extend throughout
the geospace via electrodynamic coupling: it causes changes in the
dayside solar wind-magnetosphere interaction, causing less Joule
heating of the upper atmosphere, leading to the reconfiguration of
magnetosphere convection and changes in dayside and nightside
auroral precipitation.
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The abovementioned shortages and blackouts in radio
communication can cause problems especially in commercial
and military aircraft operations and affect the navigation systems.
Therefore, detecting, modeling, and monitoring the ionospheric
changes caused by solar flares became more important from day
to day (Handzoetal, 2014; Bartaetal, 2019). The theory of
ionospheric absorption has been detailed by, e.g., Davies (1990),
Sauer and Wilkinson (2008) and Scotto and Settimi (2014). The
Absorption Prediction model (D-Region Absorption Prediction, D-
RAP2, https://www.swpc.noaa.gov/products/d-region-absorption-
predictions-d-rap) developed by the Space Weather Prediction
Center (SWPC) is widely used to review the state of the ionospheric
absorption globally.

The most common devices to determine the ionospheric
absorption are the so-called riometers (Relative Ionospheric
Opacity meter) which analyze the cosmic radio noise measured
at certain frequencies (usually at the 20-50 MHz range) (Little,
1954). However, these instruments are generally installed at
high geographic latitudes (>60°), thus, they mainly measure the
ionospheric absorption variation caused by the energetic particle
precipitations (Stauning, 1996).

Another method is to use the minimum reflection frequency,
fmin parameter, recorded on the ionograms, which is the rough
measure of the “non-deviative” radio wave absorption (Rishbeth and
Gariot, 1969; Davies, 1990) and can be used as an index during
high absorption changes. The “fmin method” was used to study
the ionospheric absorption variation generated by geomagnetic
storms (Oksman et al., 1981), by planetary waves (Schmitter, 2011)
or by other sources (Kokourovetal, 2006) in the last decades.
The absorption changes in the different continents caused by X-
ray ionization due to solar flares were also investigated using
the fmin method (e.g., Sharma etal., 2010; Sripathietal., 2013;
Nogueira et al,, 2015; Denardini etal., 2016; Bartaetal, 2019;
Tao et al., 2020). The observed changes varied between 4 and
8 MHz (more than 100%) at the time of the X-class flares
and 1-4 MHz (50%-150%) at the time of the M-class flares
comparing to the reference quiet days at the lower-midlatitude,
low-latitude and equatorial stations. The relative changes of the
ionospheric absorption measured by the finin method depended
on the X-ray radiation intensity, but it also showed a solar zenith
angle dependence (Barta etal.,, 2019; 2022). The disadvantage of
this method is that the absolute absorption variation cannot be
quantitatively determined because the fmin parameter also depends
on the radar characteristics and the background radio-noise
level.

Since nowadays data from many ionosonde stations are available
from all over the globe (e.g., GIRO - Global Ionosphere Radio
Observatory, https://giro.uml.edu/, Reinisch and Galkin, 2011), it
can be worthwhile to develop a novel technique to determine
the ionospheric absorption from the different properties of the
reflected EM waves measured by the ionosondes. The signal-
to-noise ratio (SNR) of radio waves obtained from ionograms
during flares and comparing it with values derived from reference
days was used by Curtoetal. (2018) to study the impact of
solar flares on ionospheric absorption. This SNR method has
been improved by de Paulaetal. (2022). They determined three
constraints that a solar flare must accomplish to cause detectable
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disturbances by the proposed method, taking into account the
geoeffective hard X-ray irradiance, geoeffective hard X-ray radiant
exposure and the solar altitude.

The main purpose of this study is to demonstrate a novel
method calculating the ionospheric absorption from amplitude data
measured by Digisondes (particularly DPS-4D ionosondes) and
investigate its effectiveness during flare events. The shown method
is based on the work of Sales (2011). The absorption changes
determined by the “amplitude method” are compared with the
fmin parameter and the signal-to-noise ratio measured by the same
Digisondes during the same flare events. Following this introduction
(Section 1—Introduction), the used data and the details of the three
methods are described in Section 2 (Data and methods). The results
coming from the different methods are detailed in Section 3 (Results)
after which they are compared with each other and with published
results from the literature in Section 4 (Discussion). Ultimately, the
summary of the work and the concluding remarks are given in
Section 5 (Conclusion).

2 Data and methods

Thirteen flare events have been selected for investigation
that occurred between 04 and 10 September 2017, one of the
most active periods of Solar Cycle 24 (e.g., Berdermann etal.,
2018; Yasyukevich et al., 2018; Mosna et al., 2020, among others).
The following criteria were applied during the selection of
the flares: the Sun had to be above the horizon, therefore,
the solar zenith angle (SZA) <90°% the X-ray class of the
flare >C8 because we aimed to study the effectiveness of the
presented methods during more intense solar flares. The most
important properties of the selected flare events are displayed in
Table 1.

Data measured at three different European Digisonde stations
were used for the analysis since the solar zenith angle of the
Sun at the time of the flare is very important regarding the
ionospheric response. The selected stations (Juliusruh: 54.63° N,
13.37° E; Prtthonice: 49.98° N, 14.55° E and San Vito: 40.6° N,
17.8° E; Figure 1) are located at similar longitude, however, their
latitude is different. Juliusruh (JR) and San Vito (VT) stations
operated with 5 min and 15 min time resolution, respectively. The
sampling rates were 2 and 15 min at Prtthonice (PQ) during the
investigated periods. Since the time resolutions were different
at the three stations, we were also able to investigate the
importance of the sampling rate in regard to the detection
of the ionospheric absorption changes. We investigated the
variation of the fmin parameter, what is a rough measure of
the “non-deviative” radio wave absorption. Furthermore, the
critical frequencies of the F2 layer (foF2) and the sporadic
E layer (foEs) have also been analyzed because they should
also be taken into account during the study of the ionospheric
absorption.

In Figure 2 we summarize the solar and geomagnetic activity
during 04-10 September 2017. One can see that the investigated
period is very complex. The X-class solar flares occurring on 06
September were followed by intense geomagnetic storms on 07
and 08 September as it can be seen in the Kp and Dst indices.
The impact of the energetic particles is also significant as it is
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shown by the increased proton and electron flux and by the AE
index. This study focuses on the ionospheric absorption changes
which are mainly caused by the solar flares. Nevertheless, it is
important to keep in mind the other solar and geomagnetic
activities taking place parallelly for the interpretation of the results.
The data from the GOES 13 and 15 satellites used to investigate
the X-ray, solar proton and electron flux and the geomagnetic
indices were available at the OmniWeb database (https://
omniweb.gsfc.nasa.gov/ and https://omniweb.gsfc.nasa.gov/form/
omni_min_def html).

2.1 Amplitude method (Sales-absorption
method)

Amplitude data of the reflected echoes recorded by the
Digisondes were used to calculate the relative ionospheric
absorption of EM waves according to the method proposed
by G. Sales (Sales, 2011). This method (amplitude method or
Sales-absorption method) is based on the Friis transmission
formula (Friis, 1946). The Friis transmission equation is used in
telecommunications engineering, and gives the power received by
one antenna under idealized conditions given another antenna some
distance away transmitting a known amount of power. The formula
was derived in 1945 by Danish-American radio engineer Harald
T. Friis. The decadic logarithmic form of the equation is as shown
below (Eq. 1):

10g(L) = 10lg(P,G,G,) + ZOlg( ﬁ) “10lg(P) (D)
where L is the loss term including, among other factors, the
absorption (in W units); P, is the power of the transmitted signal
(in W units); G, is the gain of the transmitter (unitless); G, is the
gain of the receiver (unitless); A is the wavelength of the signal
(in m units); h is the height of the reflection (in m units); and
P
left side and the three terms on the right side are measured in

. is the power of the receiver (in W units). The term on the
dB. The known terms are A, h, and P, which are recorded by
the Digisondes. Please note that further in the text and on the
figures we denote 10lg(L) simply as L and 10Ig(P,G,G,) simply as
P,G,G,.

In order to determine the loss term (L), the P,G,G, product must
be derived first using the Friis formula (Eq. 1). This is done in the
case of every investigated station, and it is called the calibration of the
Digisonde system. We selected nighttime (18-03 UT which is 19-04
LT (CET) in the winter and 20-05 LT (CEST) in the summer, i.e.,
between 27 March 2017 and 30 October 2017) data from quiet time
periods (X-ray flux<1E-6 W/m?) and assumed that the loss term
(L) was negligible during those periods. Data from 173 quiet days
in 2017 and 2018 were selected in total (Supplementary Table SA1
in the Supplementary Material). The calibration was performed
in seven frequency ranges (2.5, 3, 3.5, 4, 4.5, 5, and 5.5 MHz *
200 kHz, respectively). To minimize the effect of sporadic E-layer,
only time periods when the critical frequency of the sporadic E-
layer (foEs) was below 2.3 MHz, the lowest investigated frequency
were retained. Please note that the foEs parameter was taken from
automatically scaled data by the SAO-X (https://ulcar.uml.edu/
SAO-X/SAO-X.html) software with a C-score> = 60 (C-score is
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TABLE 1 Mostimportant properties of the selected solar flares. The times are in UT. Source of the data is the Hinode flare catalog: https://hinode.isee.nagoya-
u.ac.jp/flare_catalogue/.

Start time Peak time End time Duration (min) Active region location X-ray class
04 September 2017 11:54 12:22 14:00 126 SO7W08 C8.3
04 September 2017 15:11 15:30 15:33 22 S06W13 ML.5
05 September 2017 4:33 4:53 5:07 34 SI1W18 M3.2
05 September 2017 6:33 6:40 6:43 10 S82E08 M3.8
06 September 2017 8:57 9:10 9:17 20 S08W32 X22
06 September 2017 11:53 12:02 12:10 17 S09W34 X9.3
07 September 2017 9:35 9:54 11:28 113 S08W47 M1.4
07 September 2017 10:11 10:15 10:18 7 S07W46 M7.3
07 September 2017 14:20 14:36 14:55 35 S11W49 X1.3
08 September 2017 7:40 7:49 7:58 18 S10W57 M8.1
08 September 2017 15:09 15:47 16:04 55 SO8W68 M2.9
09 September 2017 10:50 11:04 11:42 52 S14W74 M3.7
10 September 2017 15:35 16:06 16:31 56 S08W88 X8.2
Digisonde system depending on the actual technical settings of
60°N M + the measuring system, can be calculated from the Friis formula
£ north M RT & (Figure 3, Eq. 2).
é}, Sea
4m2h
@ 50°N : P 10lg(P,G,G,) = 201g( T) +10lg (P,) 5
-g Bay of
Biscay The values of the P,G,G, product lie in the interval of
— Black Sea =t
B 20N - 5 = 150-170 dB at all three stations for the selected frequencies
=l ‘ . o but the shapes of the curves generally differ from station to
5 P g y
Meditelraneas Sea station (Figures 3A, C, E). The number of data points is the
30°N 500 N largest in the case of JR station as this station had a sampling
100w o 10°E 20°F 30°F 20°E rate of 5 min compared to the 15 min sampling rate of PQ and
Longitude VT stations (Figures 3B, D, F). Moreover, at higher frequencies,
i.e, above 3.5 MHz, the number of data points is considerably
FIGURE 1 smaller. This is because the selected calibration periods are quiet,
Location of the investigated DPS4D ionosonde stations in Europe. JR, nighttime periods when reflections at higher frequencies occur
Juliusruh; PQ, Pruhonice; VT, San Vito. & P & q
less frequently which limits the usage of the Sales-absorption

a measure of the goodness of the automatic evaluation of the
ionogram). Moreover, in certain periods at certain frequencies
the number of data points at a given sounding can be very low
because the echoes might not originate from an actual layer of
the ionosphere but basically be generated by noise. Therefore, only
soundings with more than 100 data points in each frequency range
were retained during the calibration (Supplementary Figure SA1
in Supplementary Material). Only vertical echoes with ordinary
polarization were selected, reflected from a height between 80 and
400 km (in order to avoid the second and third reflection of the F-
layer). All the selected time periods and selection criteria used for
the calibration are summarized in Supplementary Table SA1 in the
Supplementary Material.

When assuming that the loss term is negligible, the P,G,G,
product (or calibration function), which is characteristic for every
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method.

After the calibration was performed, the Friis equation can be
solved for the loss term which includes the ionospheric absorption
relative to the quiet nighttime period (Eq. 1). The loss was
determined at the abovementioned frequencies (2.5, 3, 3.5, 4,
4.5, 5, and 5.5 MHz + 200 kHz, respectively) using some of the
abovementioned selection criteria (vertical, ordinary echoes; foEs <
2.3 MHz; height of the reflection between 80 and 450 km) for the
disturbed time period (04-10 September 2017).

Please note that in the case of PQ station the sampling
rate was set from 15 to 2min during the time period of 08
September 2017 08:40 UT-09 September 2017 21:00 UT which
could possibly change (decrease) the sensitivity of the ionosonde
due to shorter time of individual measurement. However, according
to our analysis, this does not have any effect on the calculated
absorption values as they do not display any step-like change around
the time of the transitions of the 15-2 min and the 2-15 min periods
(Supplementary Figure SA2 in Supplementary Material).

frontiersin.org


https://doi.org/10.3389/fspas.2023.1201625
https://hinode.isee.nagoya-u.ac.jp/flare_catalogue/
https://hinode.isee.nagoya-u.ac.jp/flare_catalogue/
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Buzas et al.

10.3389/fspas.2023.1201625

A, . GOES X-ray flux
5% 83 ML5 M3.2] IM338 X2.2] |X93 ML4}  (X13 M8.1] M2.9 M3.7 X8.2
*<
> E10-5 M NJ NJW w
E S e Nt~ \“""«"«J\,\Uf\,.\mm M M
04-09-17 05-09-17 06-09-17 07-09-17 73 08-09-17 09-09-17 10-09-17
————— C-class flares  ----- M-class flares ~ ----- X-class flares
B %= GOES proton flux
3
S0 ] MWM_/‘N\W
: ¢ 7 m\“
S0 T e O f:’\“\\h‘ﬂ‘” A A
g Gl . o W AT s M ooy
& 04-09-17 05-09-17 06-09-17 07-09-17 08-09-17 09-09-17 10-09-17
—— Average flux of 10 MeV protons ~—— Average flux of 30 MeV protons —— Average flux of 60 MeV protons
c §'E GOES electron flux
u:- : 106 Rt T N T D T = P
5 W %”"’”’—’M\wv n QMWM
Ev E 10? " N ™ i,
w 504»09-17 05-09-17 06-09-17 07-09-17 08-09-17 09-09-17 10-09-17
—— Average flux of >0.8 MeV electrons —— Average flux of >2 MeV electrons —— Average flux of >4 MeV electrons
D Kp index
x
o
.E 5 _/—/K -/_/’_\xﬁP
¥
04-09-17 05-09-17 06-09-17 07-09-17 08-09-17 09-09-17 10-09-17
E E Dst index
5 et I
$ S R S
£ 100 ‘/\/\//\/vf/—
2 040917 05-09-17 06-09-17 07-09-17 08-09-17 09-09-17 10-09-17
F F:' AE index
Emoo f\,
EMA /\/\/\ V\/\.\_/“JJ\, V\\R/\_\__/J
q 04:0917 05-09-17 06-09-17 07-09-17 08-09-17 09-09-17 10-09-17
Date [day-month-year]
FIGURE 2
Summary of the solar and geomagnetic parameters for the investigated period. The class of the investigated flares are plotted on panel (A). The black,
blue and magenta dashed lines indicate C-, M- and X-class flares, respectively. The proton and electron fluxes measured in different energy ranges by
the GOES spacecrafts are plotted on panels (B,C), respectively. The variation of Kp, Dst and AE indices are displayed on panels (D—F), respectively.

To evaluate the effect of solar flares on the ionosphere as seen
in the absorption data, we determined the quiet diurnal variation
of the absorption by calculating the loss term for the calibration
period including not only nighttime data but data from all the
day. Then we took the mean of the quiet diurnal variation in a
time window of +1 h around the peak time of the investigated flare
(absg,y,). The absorption after the flare (absg,,,) was characterized
by the maximum value of the absorption from a time window of
the first valid measurement after the peak time of the flare (i.e., after
fade-out if there is such) plus 1 h. The impact of the solar flare as
seen in the absorption data was quantified by the equation below
(Eq. 3):
absﬂare - absquiet

Aabs =
abs b

% 100[%] (3)

Squiet

2.2 fmin method

The time series of the fmin parameter from the ionograms
measured during the selected flare events have been analyzed.

Frontiers in Astronomy and Space Sciences

140

Since the fmin can depend on the radio-noise level and the radar
characteristics, data recorded by three DPS-4D Digisondes were
used to minimize the instrumental errors. To compare the observed
changes measured by the different methods the residuals (relative
changes in percentage compared to the reference days) have been
defined using the following equation (Eq. 4):

- fminquiet

x 100[%] (4)

fminquiet

This formula was used in Barta et al. (2022) to investigate the
fmin variation during flares. It is regularly used to analyze foF2
parameter changes during geomagnetic storms in the literature (e.g.,
Buresova et al., 2014; Berényi et al., 2018). We used the same periods
(X-ray < 1E-6) as for the Digisonde calibration as reference to the
better comparison of the results coming from the two different
methods (i.e., the amplitude and the fmin methods). It is worth
mentioning that the value of the fimin parameter can also depend on
the time resolution of the measurement at a certain station. The fmin
parameter can be measured at lower frequencies (<2 MHz) during
the standard 15 min settings because of the longer integration time
than during high cadence campaigns, e.g., 2 min time resolution at

frontiersin.org


https://doi.org/10.3389/fspas.2023.1201625
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Buzas et al.

10.3389/fspas.2023.1201625

A JR calibration function C PQ calibration function E VT calibration function
180 180 180
—
M 170 170 170
T
d
[
(C) 160 160 160
-
9 150 150 150
Q.
4 4 4
140 25 3.0 35 4.0 4.5 5.0 5.5 140 25 3.0 3.5 4.0 45 5.0 5.5 140 2.5 3.0 3.5 4.0 4.5 5.0 5.5
B JR histogram D PQ histogram F VT histogram
le6 le6 le6
5 5 5
@
K] 4 4
§ 3 3
c
- 2 2
c
=]
° 1 1
19}
25 30 35 40 45 50 55 25 30 35 40 45 50 55 25 3.0 35 40 45 50 55
Frequency [MHz] Frequency [MHz] Frequency [MHz]
FIGURE 3
Calibration of the Digisonde systems at Juliusruh, Pruhonice, and San Vito (JR, PQ, and VT). Panels (A,C,E) show the PtGtGr product (calibration
function) for the different stations, whereas the error bars represent two times the standard deviation of the data. The count number of the data used in
the calibration in the different frequency ranges at the different stations are shown on panels (B,D,F).

PQ station in some time periods in our case. During these campaign
periods the ionograms started at 2, or 2.2 MHz at PQ, thus the
traces ( fmin parameter) was not detectable below these frequencies.
Nevertheless, we focus on the impact of the solar flares in this study,
when the fmin parameter is usually enhanced (e.g., Barta et al., 2019;
2022).

We also investigated the measured foEs and foF2 parameters
since their changes can indirectly affect the observed ionospheric
absorption, especially in the case of the amplitude method. The
ionograms used for our investigation were derived from the GIRO
database and were processed and manually evaluated for the
investigated period by the SAO-X program using the default 6 dB
settings for MPA (most probable amplitude).

2.3 Signal-to-noise ratio

Modern Digisondes record data from which the signal-to-noise
ratio (SNR) of the received signals can be derived. The SNR proved
to be an efficient diagnostic tool for studying the effect of solar flares
on the ionosphere and can visualize the absorption caused by the
flares quite expressively (de Paula et al., 2022).

In the present study, we calculated the SNR from the amplitude
data of the received echoes by using the following formula (Eq. 5):

SNR = Amp — MPA (5)
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Where Amp is the amplitude of the received signal in dB units
and MPA is the so-called most probable amplitude which marks the
amplitude threshold below the noise level recorded in dB units as
well. Only vertical echoes with ordinary polarization were used in
calculating the SNR without any constraints on the frequency or
height.

To compare the disturbed period to a reference, we took the
mean of five quiet days (X-ray < 1E-6) relatively close to the
investigated time period (04-10 September 2017): 07, 16, 26 August
2017 and 16, 21 September 2017; and constructed a synthetic day
from it. In the case of each flare, we selected data starting from
the peak time of the flare until 1 h after the peak time of the flare.
When the effect of the consecutive flare overlapped with the effect
of the previous one, the end time of the selection window in the
case of the first flare was the start time of the second flare. The
percentage ratio of SNR values below 10 dB (including missing, i.e.,
Nan, values as well) and all the SNR values was calculated both in
the case of the disturbed and in the case of the quiet time periods in
the abovementioned time windows in the case of each flare (Eq. 6).
The ratio calculated in the disturbed period in comparison to the one
derived from the quiet period data is intended to show the impact of
the solar flares.

SNRbelowlOdB
SNR

SNR ratio = x 100[%] (6)
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3 Results
3.1 Amplitude method and fmin

3.1.1 Amplitude and ionosonde parameters
variation during the whole investigated period

First, we show the amplitude and the ionospheric parameter
changes for the whole investigated period (Figures 4, 5). The X-ray
and proton flux changes measured by the GOES 13 and 15 satellites
are seen in Figure 4 and Figure 5 panels (A) and (B). The peak time
of the investigated flares are indicated by magenta dashed lines for
X-class, blue dashed lines for M-class and black dashed line for the
C8-class flare, respectively. Many intense flares occurred between
04 and 10 September. We only evaluated the events when the Sun
was above the horizon at all the investigated stations. The absorption
variation measured at 2.5 MHz at JR, PQ and VT stations are seen
in Figures 4C-E, respectively. While the ionospheric parameters
manually evaluated from the measured ionograms at the three
stations are seen in Figures 4F-H. We show here the fmin parameter,
as an indicator for the non-deviative radio wave absorption, and
the foEs and foF2 parameters which also can indirectly affect the
measured amplitude values. The total radio fade-outs caused by the
flares are determined based on the fmin parameter and are indicated
by gray shaded areas. One can see that most of the X-class flares and
some M-class flares lead to total blackout and the duration of the
blackout decreases with the solar zenith angle.

Impact of the X-class flares can be clearly seen at 2.5 MHz
at all stations. The changes can be easily tracked especially at JR
because of the 5 min time resolution, and at PQ in the periods with
2 min time resolution. The X-class flares caused total radio fade-
outs with longer duration and significantly increased values of the
fmin at the lower midlatitude stations, especially at VT, thus the
caused effect is more pronounced in the fmin parameter than in
the amplitude data itself which is well observed for example on
10 September. One can see enhanced values of the amplitude data
following the M-class flares, too. Comparing the data from the three
stations during the same flares the fmin parameter shows a solar
zenith angle dependence: the smaller the zenith angle of the station
at the peak time of the flare the larger the fmin values. However,
the latitude dependence of the amplitude data at 2.5 MHz is not
evident especially during the more intense flares because they cause
partial or total blackouts which can last for hours at the 2.5 MHz
frequency band. The ionospheric response to the C8.3 class flare
(peak time at 12:22 UT on 04 September) is also detectable both
in the amplitude and in the fmin parameters at all three stations.
The measured loss is larger at PQ than at JR, therefore it seems
to show a latitude dependence. However, the fimin value increased
above 5 MHz at VT at the peak time, which can explain that the
amplitude change is not as large as measured at PQ. We can not
exclude the effect of the energetic particles on the ionospheric
absorption, especially at JR station which is located in the sub-
auroral region. One can see a good example for that in the night of
08 September (around midnight) when there is an enhancement in
proton flux (Figure 4B) and in parallel increased amplitude values
at 2.5 MHz at JR (Figure 4C). Some enhanced values also appear
at PQ at the same time (Figure 4D), but the impact is negligible
at VT (Figure 4E) located at lower latitude. This variation of the
absorption can not be tracked by the finin parameter, which indicates
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that the amplitude method is more sensitive for the small changes.
We will analyze the details focusing on some events in the following
section.

Figure 5 shows the same parameters for the whole period as
Figure 4 except that on panels (C), (D) and (E) one can see the
absorption variation measured at 4 MHZ at the three stations (at
JR, PQ and VT, respectively). The results are similar to the 2.5 MHz
case. The amplitude measured at 4 MHz is enhanced at all stations
after most of the X-class flares. The enhancement is especially
pronounced after the X2.2 and X9.3 flares occurred on 06 September.
The ionospheric changes connected to some X-class and the M-
class flares are mostly detectable at JR station. It can be explained
by the increased values of the fmin (>4 MHz) after those flares
at PQ and particularly at VT, which means that there was no
detectable amplitude data at 4 MHz at the peak time of the flares
at these stations. Another interesting difference is what one can
see between Figure 4 and Figure 5 is the effect caused by the C8.3
flare on 04 September. At 2.5 MHz the impact was detectable at
all three stations, and it was the largest at PQ while at 4 MHz the
caused effect is clearly seen only at VT. The impact caused by the
energetic protons at JR during nighttime is even more pronounced
at 4 MHz than in the previous case. Noticeably increased values are
detected around midnight and in the early morning hours (01-03
UT) at4 MHz at JR (Figure 5C) which is in good agreement with the
periods of enhanced proton flux (Figure 5B). No similar effects were
detected at 4 MHz at the other two stations during the same time
intervals.

The increased values of the absorption (and data gap) detected
at JR and PQ especially at 4 MHz during nighttime on 09 and 10
September are also worth mentioning. The reason for that can be
the extremely low values of the foF2 parameter measured at those
stations in the nighttime on 09 and 10 September (Figures 5F, G).
Consequently, as the 4 MHz frequency was not reflected, no valuable
amplitude data were obtained. The impact of chosen individual flare
events will be analyzed in detail in the following sections.

3.1.2 Amplitude and ionosonde parameters
variation during one day

Figures 6, 7 demonstrate the variations of X-ray flux, proton
flux, ionospheric absorption at 2.5 MHz (Figure 6) and at 4 MHz
(Figure 7), and the ionospheric parameters at all three studied
stations on 07 September, respectively. Two M-class flares (M1.4 and
M?7.3, peak times at 09:54 and at 10:15 UT, respectively) and an X1.3-
class flare (peak time at 14:36 UT) occurred during the daytime,
thus it is a good example to compare the impact of the flares on the
different ionospheric parameters at the three stations. The duration
of the two M-class flares is quite short, while the X-class flare took
longer time as can be seen in the X-ray flux variation on Figure 6A,
Figure 7A. The impact of the two M-class flares can be clearly seen on
the fimin variation and on the amplitude changes measured at 4 MHz
atJR. The caused effect is not so well tracked at the other two stations,
there was a short radio blackout at PQ at the peak time of the M7.3
flare, while the fmin increased to ~7 MHz at VT at the same time.
However, the impact of the two flares cannot be separated from each
other at PQ and at VT. This case indicates that the time resolution
of the ionosonde data is very important in studying the ionospheric
response to solar flares. The 5 min resolution at JR provided enough
information to track the effect of the M 1.4 and M7.3 flares despite the
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FIGURE 7

Variations of X-ray flux (A), proton flux (B), ionospheric absorption at 4 MHz (C—E), fmin, foF2 and foEs parameters (F—H) at all three studied stations on
07-09-2017. The time on the horizontal axes is in UT. The class of the investigated flares are plotted on panel (A). The blue and magenta dashed lines
indicate M- and X-class flares, respectively.

fact that the peak time of the second flare is only 20 min after the first ~ apparent at all stations, mainly in the fmin at VT station, and in
one and the solar zenith angle was the largest at JR. In contrast, the  the amplitude at 2.5 MHz at JR and PQ. At 4 MHz, the change is
data measured at every 15 min was not enough to detect the impact  only noticeable at JR (Figure 7C), but it can be explained by the high
of these two flares separately at the other two stations because of  fmin parameter (>4 MHz) at the other two stations after the solar
the short lifetime of the events. The effect of the X1.3 flare is more  flare.
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Two M-class flares occurred on 08 September, one in the
morning hours (M8.1, peak time at 07:49 UT) and an M2.9 flare
in the afternoon (peak time at 15:47 UT). The observed changes
are seen on Figures 8, 9. Interestingly, the M8.1 flare caused total
radio fade-out at JR and PQ, but not at VT. The fmin parameter
was enhanced at all stations after this flare. One can see increased
values of the amplitude at 2.5 MHz at JR and PQ (Figures 8C, D),
while at VT there is a longer time without amplitude data at 2.5 MHz
(Figure 8E) because the fmin was above this value here (Figure 8H).
In contrast, the caused effect at 4 MHz loss is clearly detectable only
at JR (Figure 9C), it is hard to recognize at the other two stations
(Figures 9D, E).

The effect of the M2.9 (15:47 UT) flare is clearly seen in the
amplitude data measured at 2.5 MHz at all stations (Figures 8C-E),
but it is not that pronounced in the detected fmin parameters
(Figures 8F-H). The caused impact can be tracked very well at
PQ (Figure 8D) which station provided the data with 2 min time
resolution during this period. This also strengthens that higher time
resolution is very important to follow the changes generated by the
solar flares. The caused impact is not that evident at the 4 MHz
amplitude data measured at the different stations (Figures 9C-E),
although it can be explained by the low values of the foF2 parameter
as its value was below 4 MHz at JR and PQ stations during this
period.

The panels (D) on Figures 8, 9 show data from a high-rate
ionogram campaign for PQ station (ionogram measurement every
2 min). Due to the duration of the ionogram measurement, the
sounding frequency range had to be limited during this campaign.
In the case of “full” ionograms measured every 15 min, the sounding
starts at 1 MHz, but added ionogram soundings start at a higher
frequency. From the beginning of the campaign (08:40 UT) until
about 11 UT, the starting frequency was 2 MHz, between 11
and 14:30 UT it was 2.2 MHz, later again 2 MHz. Because the
trace of the ionogram in these cases often starts at the first
sounding frequency, so the fmin parameter must be lower than this
frequency. These points are marked with less distinct symbols on
the graph.

3.1.3 Amplitude and fmin parameter variation
during the X2.2 flare on 06 September

The other way to demonstrate the results of the amplitude
method is to investigate the loss detected at different frequencies
at certain measurement times before and after the flare events.
Here, we show the ionospheric response to the X2.2 flare on 06
September (Figure 10). The flare started at 08:57 UT and reached
its peak at 09:10 UT as we can see in the GOES X-ray flux in
the upper plots. Figures 10A-C show the data for JR, PQ and VT
stations, respectively. The measured values of the fmin parameter
at the different stations are seen in the second row, indicating the
first, second, etc. measurements before and after the flare with
red diamonds (the time of the record is also shown on the X-
ray flux plots indicated by red diamonds too). The X2.2 solar
flare caused total radio fade-out at all stations, its duration was
30 min at JR and 45 min at PQ and VT. The Digisonde operated with
5 min time resolution at JR and 15 min time resolution at PQ and
VT. The fmin parameter was ~2 MHz at JR at 08:58 UT (second
measurement before the flare), enhanced to ~3.2 MHz at 09:03 UT
(first measurement before the flare) and returned with even higher
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values after the fade-out (4.9 MHz at 09:33 UT, 4.3 MHz at 09:38
UT and 4.2 MHz at 09:43 UT, first, second and third measurement
after flare, respectively, Figure 10A). In the subplots showing the
loss the blue stars (line) indicate the mean amplitude measured
at different frequencies at the same time (from 08:57 UT to 09:48
UT from upper to lower at JR) during the reference periods, while
the black stars (line) indicate the mean plus two times its standard
deviation (SD). Generally, there are no increased amplitude values
at JR at 08:57 UT (second measurement before flare), only the loss
at 2.5 MHz and 4.5 MHz is at the values of the 2SD (2 standard
deviation). However, the loss is increased (~20 dB) above the 2SD
threshold at almost every frequency at 09:03 UT (first measurement
before flare). We detected even more increased amplitude values
(25 dB) at JR after the fadeout (at 09:33 UT, 09:38 UT and 09:43
UT first, second and third measurement after flare, respectively).
The measured values reached the threshold even ~40 min after the
peak time of the flare. The same plots for PQ station can be seen
in Figure 10B. The fmin is ~2 MHz at the second (08:45 UT) and
first (09:00 UT) measurements before the peak time of the flare.
Its values increased and stayed around 4 MHz at the first (09:45
UT), second (10:00 UT) and third (10:15 UT) measurement after the
flare. The amplitude data are above the 2SD threshold only at lower
frequencies (2.5 and 3 MHz) before the peak of the flare. There is
only one data (point) at 4.5 MHz at 09:45 UT (first measurement
after the flare) because of the partial fade-out. Increased amplitudes
were observed at 3.5 and 4 MHz at 10:00 UT and 10:15 UT
(second and third measurement after flare, still no record at 2.5 and
3 MHz). We still detected enhanced loss at 3.0-4.5 MHz at 10:30
UT, 80 min after the peak time of the flare. The observed effect is
even more pronounced at VT (Figure 10C). The fmin parameter
is 2.3 MHz at 08:45 UT and 2.7 MHz at 09:00 UT (second and
first measurement before the peak time of the flare). After the
45 min long total radio fade-out the fmin returns with 5.1 MHz at
09:45 UT (first measurement after flare) and it changes to 4.3, 4.1,
and 3.6 MHz at 10:00 UT, 10:15 UT and 10:30 UT (second, third
and fourth measurement after flare respectively). The decreasing
trend of the fimin seems to agree well with the GOES X-ray flux
variation in the upper plot. We observed increased amplitude values
at 2.5-4.5 MHz frequency range even before the peak of the flare (at
09:00 UT). The partial fade-out is very remarkable in the amplitude
data display, too. No reflections were detected in the first and
second measurement after the flare (09:45 UT and 10:00 UT) in
the 2.5-4 MHz band. Furthermore, the partial fade-out (no data
in the lower frequency range: 2.5-3 MHz) took place until the
start of the next flare (11:53 UT). The detected loss values were
above the threshold at every frequency, with especially increased
values at 10:00 UT and 10:15 UT (second and third measurement
after flare).

3.2 Signal-to-noise ratio analysis

The impact of the solar flares can be investigated also using the
signal to noise ratio (SNR) measured by the Digisondes (Curto et al.,
2018; de Paula et al., 2022). Here we demonstrate the SNR observed
on 06 September 2017 when two large flares occurred (X2.2, peak
time: 09:10 UR and X9.3, peak time: 12:02 UT) comparing it to a
mean reference day derived from five individual days (07, 16, 26
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August 2017 and 16, 21 September 2017; Figure 11). We used the
same reference period for the three stations. Looking through the
plots of reference days one can see that the diurnal variation of the
SNR is a bit different at the three stations. The larger fmin values
around noon were detected at VT, the highest observed frequencies
(foF2) reached the highest values also at VT (above 8 MHz from
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06:00 to 24:00 UT), above 7 MHz at JR (between 06:00 and 24:00
UT) and only 6-7 MHz at PQ. The total radio fade-outs caused by
the two large solar flares are very well pronounced in the SNR tables
of the three stations with the large empty territories after their time of
occurrence (indicated by magenta lines). The restricted frequencies
are also seen as white horizontal lines especially at VT.
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4 Discussion

This study demonstrates a novel method to calculate the
ionospheric absorption from amplitude data measured by the
Digisondes. The amplitude method was introduced by Sales (2011),
but it has not been applied to investigate the impact of multiple
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solar flares and it has not been compared with other methods to
measure the ionospheric absorption, yet. One of the main objectives
of this study is to fill this gap, namely, to study the solar flare
effects on the ionospheric absorption by the amplitude method
and to compare it with the fimin parameter and the signal-to-noise
ratio measured by the same Digisonde during the same events. We
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FIGURE 10

The effect of the X2.2 flare on 06 September 2017 in the fmin and absorption data at JR (A), PQ (B) and VT (C) stations at all the investigated
frequencies. The first measurement after the investigated flare (and the fade-out if there was any) was performed at 09:33:16 (in UT, at JR station with a
sampling rate of 5 min) and at 09:45:00 UT (PQ, VT with a sampling rate of 15 min). The times on the plots in the upper two rows are in UT. The blue
and black lines and the red dots denote the quiet period mean of the absorption, the quiet period mean plus 2 times the standard deviation of the
absorption and the actual values of the absorption, respectively. Red diamonds on the panels in the upper two rows denote the second and first
measurements before the flare and the first, second, third and fourth measurements after the flare. The magenta dashed lines on the upper two rows
indicate the time of the flare.
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selected thirteen intense solar flares (>C8) from the very active
period of 04 and 10 September 2017 for investigation. In order to
compare the three methods used for the analysis of the ionospheric
absorption variation, residuals have been defined for all parameters,
which provide the percentage changes compared to the selected
reference periods. The exact determination of the residuals and the
used reference periods are detailed in the Data and methods section
(Section 2). The changes detected by different methods at JR, PQ
and VT stations are shown in Tables 2-4, respectively. In order to
help the careful comparison of the impact of the different flares
we also added the following columns to Tables 2—4: “Time of first
measurement after flare” and “X-ray flux at the time of the first
measurement after flare” Because of the total radio fade-out we do
not have observed values at the peak time of the larger flares, thus,
the first observation happens at a later time, when the X-ray flux is
decreased compared to the peak time. If one would like to compare
the recorded values and ionospheric changes, it is better to take into
account the X-ray flux at the exact time of the observation, than only
the class of the flare itself.

The percentage change measured at the three stations after the
flares was between +68% to +1430%, —50% to +565% and +0.4%
to +318% in the case of the absorption method at 2.5, at 4 MHz
and in the case of the fmin method, respectively. The ratio of
small (<10 dB) and missing values in the case of the SNR method
was between 1% and 100% (the maximum value is 100% in this
case). The residuals with the largest fluctuations were produced by
the absorption method, even indicating a reduction after the flare
(=50% in the case of the M2.9 flare with peak time at 15:47 UT
on 09 September at 4 MHz at VT). The largest enhancement in
the absorption values at 2.5 MHz was after the M3.2 flare (peak
time at 4:53 UT) on 05 September at all three stations. However, at
4 MHz the situation is more complex, as the largest increase in the
absorption at this frequency was after the X8.2 flare (peak time at
16:06 UT) on 10 September, the M2.9 flare (peak time at 15:47 UT)
on 08 September and the M3.2 flare (peak time at 4:53 UT) on 05
September at JR, PQ and VT stations, respectively. Nonetheless, it
is important to note that the longest duration of fade-out happened
after the largest, X9.3 flare (peak time at 12:02 UT) on 06 September
in the case of all three stations and the percentage residuals can not
be calculated in the case of fade-out as there are no data present to
calculate the absorption. The largest enhancement in the finin values
was caused by the X9.3 flare on 06 September in the cases of JR and
PQ stations but it happened after the M7.3 flare (peak time at 10:15
UT) on the 07 September in the case of VT station. The duration
of the fade-out may have impacted the percentage residuals in the
case of the fmin data as well. The ratio of missing and small values
of the SNR reached its maximum value (100%) after the X9.3 class
flare on 06 September in the cases of JR and PQ and it reached
100% after three flares [the two X-class flares on 06 September
and the M3.7 flare (peak time at 11:04 UT) on 10 September] at
VT station.

The amplitude changes measured at 2.5 MHz can be mainly
related to the enhanced absorption occurring in the D-layer, since
the signals are reflected generally from the E-layer at 90-130 km
height (or from the Es-layer) at this frequency range during daytime.
The observed changes at 2.5 MHz varied between 68% and 740% at
JR, 75% and 363% at PQ and 76% and 1430% at VT, respectively.
Basically, the ground-based VLF measurements are commonly

Frontiers in Astronomy and Space Sciences

10.3389/fspas.2023.1201625

used to monitor the changes of the D-layer after solar flares (e.g.,
Suli¢ and Srec¢kovié, 2014; Sreckovi¢ et al., 2021; Kolarski et al.,
2023). The electron density profile (Ne) can be determined by
the measured amplitude and phase changes using a trial-and-
error method where Ne is modified until the LWPC (Long Wave
Propagation Capability model, available online: https://github.com/
space-physics/LWPC) computed parameters (Suli¢ et al., 2016) are
agreed with the detected ones (Sreckovi¢ et al., 2021). The latter
study also analyzed the impact of the M3.7 flare (peak time at 11:04
UT on 09 September) and they found that the electron density
increased at reference height h = 74 km from 2.2 x 10 m™ to 6.7
x 10" m™, thus about with two orders of magnitude. We observed
67% (at JR), 85% (at PQ) and 103% (at VT) changes at 2.5 MHz
after the same flare, thus the magnitude of the detected changes
by the absorption method does not agree with the calculated Ne
changes from the VLF data. Although it is important to mention
that the M3.7 class flare caused total radio fade-out (30-48 min)
at all stations, therefore there was no measured data at the peak
time of the flare. According to the results of Kolarski et al. (2023)
the electron density (at midlatitude) increased by almost three and
about 3.5 orders of magnitude at 74 km after the X2.2 and X9.3
flares on 06 September, respectively. This is a very large value
compared to the changes (77%-116%) detected at 2.5 MHz at the
ionosonde stations after the same flare. However, these large flares
caused long-lasting total radio blackouts at all stations, thus we had
detected signals only 30-120 min after the peak time. Nevertheless,
the computed Ne changes are ~100% at 74 km after C4.8-C5.1 class
flares (Sreckovic et al., 2021; Barta et al., 2022) which agree with the
changes (68%-102%) observed at 2.5 MHz after the C8.3 flare on 04
September, when there was no total radio blackout.

The amplitude changes measured at 4 MHz indicate also the
changes of the absorption in the E-region beside the D-layer. We
detected 82%-565% (at JR), 18%-222% (at PQ) and 66%-273% (at
VT) changes at this frequency range during and after the investigated
flare events. The most intense (X9.3) investigated flare caused
96%-174% changes at 4 MHz at the different stations. The impact of
the same flare on the ionosphere was investigated also by Incoherent
Scatter Radar measurements. Liu et al. (2022) showed that electron
density in the E-region (mainly below 150 km) increased by
~7-10'° m~3 over Millstone Hill (42.6°N), a midlatitude/sub-auroral
station in the American sector. Furthermore, Liu et al. (2021b) used
EISCAT (European Incoherent SCATter) radar data and found that
the induced electron density and temperature changes in the E-
region are very well pronounced even at high latitudes (69°-72°N).
Chen et al. (2021) used numerical modeling to investigate the effect
of the X9.3 (06 September) and X8.2 (10 September) flares on the
ionosphere and found that at the flare peak, not only the electron
and temperature increased but also the E-region conductivity
which causes further electrodynamic responses. Barta et al. (2022)
found a 0.5-0.7 MHz enhancement of the foE parameter (critical
frequency of E-region) compared to the reference days at PQ and
VT stations after an M6 flare. Furthermore, Sharma et al. (2010)
detected increased values (by 0.5 MHz) of the foE at Ahmedabad
(India) low latitude station after the flare occurred on 12 May 1997.
In terms of electron density of the E-region peak it means a ~30%
enhancement, which is smaller than the observed changes at 4 MHz
(as seen above). Consequently, the absorption variations within the
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TABLE 2 Overview of the effect of the flares on the ionosphere as seen by all three studied methods at JR station. For the calculation method of change in
absorption please refer to Section 2.1, for the change in fmin Section 2.2, and for the SNR ratios Section 2.3. All the times in the table are listed in UT.

Flares SZA  Time of first X-ray fluxat | Changein | Changein | Changein Duration SNR SNR
(peak measurement  the time of | absorption | absorption fmin of total ratio, ratio,
time and after flare the first at2.5 MHz | at4 MHz fade-out disturbed quiet
class) measurement period (%) period (%)
after flare
09.04.17 12:22C8.3 | 50.03° | 09.04.17 12:23 8.1e-6 Wm ™2 +68% +82% +73% — 11 0
09.04.17 15:30 ML5 | 70.62° | 09.04.17 15:33 8.3e-6 Wm™2 +103% +53% +31% — 1 0
09.05.17 453 M3.2 | 86.07° | 09.05.17 4:53 NaN +740% +233% +0.4% — 43 11
09.05.17 6:40 M3.8 | 70.91° | 09.05.17 6:43 1.8¢-5 Wm ™2 +326% +492% +65% — 37 0
09.06.179:10X2.2 | 53.53° | 09.06.17 9:33 6.5¢-5 Wm 2 +102% +188% +258% 30 min 94 0
09.06.17 12:02X9.3 | 49.07° = 09.06.17 13:23 1.3e-4 Wm ™2 +92% +174% +275% 90 min 100 0
09.07.179:54 M1.4 | 50.72° | 09.07.17 9:58 8e-6 Wm ™2 +97% +134% +128% — 28 0
09.07.17 10:15 M7.3 | 49.71° | 09.07.17 10:18 3.6e-5 Wm™2 +79% +127% +283% — 32 0
09.07.17 14:36 X1.3 | 64.47°  09.07.17 14:43 8.5¢-5 Wm ™2 +197% +287% +252% 10 min 47 0
09.08.17 7:49 M8.1 | 62.67° | 09.08.17 8:08 2.3e-5 Wm™2 +256% +329% +119% 25 min 82 0
09.08.17 15:47 M2.9 | 74.42° | 09.08.17 15:48 3e-5 Wm 2 +262% +378% +55% — 77 0
09.09.17 11:04 M3.7 | 49.46° | 09.09.17 11:28 3e-5 Wm ™2 +67% +152% +135% 30 min 86 0
09.10.17 16:06 X8.2 | 77.83° | 09.10.17 16:28 4.7¢-4 Wm ™2 +335% +565% +185% 35 min 61 0

TABLE 3 Overview of the effect of the flares on the ionosphere as seen by all three studied methods at PQ station. For the calculation method of change in
absorption please refer to Section 2.1, for the change in fmin Section 2.2, and for the SNR ratios Section 2.3. All the times in the table are listed in UT.

PQ
Flares SZA  Time of first X-ray fluxat | Changein | Changein | Changein Duration SNR SNR
(peak measurement  the time of | absorption | absorption fmin of total ratio, ratio,
time and after flare the first at 2.5 MHz | at4 MHz fade-out disturbed quiet
class) measurement period (%) period (%)
after flare
09.04.17 12:22C83 = 46.2° | 09.04.17 12:30 7e-6 Wm™2 +75% +35% +68% — 9 0
09.04.17 15:30 ML.5 | 70.15° | 09.04.17 15:30 1.5¢-5 Wm ™2 +171% +18% +18% — 4 0
09.05.174:53 M3.2 | 85.86° | 09.05.17 5:00 NaN +363% +154% +9% — 36 0
09.05.17 6:40 M3.8 | 68.97° | 09.05.17 6:45 1.3¢-5 Wm ™2 +241% +68% +53% — 30 0
09.06.179:10X2.2 | 49.38° | 09.06.17 9:45 4.1e-5 Wm ™2 +116% +95% +132% 45 min 80 0
09.06.17 12:02X9.3 | 45.59° | 09.06.17 13:30 L1le-4 Wm™2 +86% +65% +203% 105 min 100 0
09.07.179:54 M1.4 | 46.16° | 09.07.17 10:00 4.1e-6 Wm ™2 +85% +17% +80% — 25 0
09.07.17 10:15 M7.3 | 45.04° | 09.07.17 10:30 1.6¢e-6 Wm ™2 +68% +11% +12% 30 min 23 0
09.07.17 14:36 X1.3 | 63.01° | 09.07.17 14:45 8e-5 Wm™2 +156% +20% +179% — 38 0
09.08.17 7:49 M8.1 | 59.59° | 09.08.17 8:15 1.7¢-5 Wm ™2 +243% +82% +59% 30 min 80 0
09.08.17 15:47 M2.9 | 74.19° | 09.08.17 15:48 3e-5 Wm ™2 +237% +222% +27% — 37 0
09.09.17 11:04 M3.7 | 44.83° | 09.09.17 11:48 1.6e-5 Wm ™2 +85% +56% +59% 48 min 98 0
09.10.17 16:06 X8.2 = 77.89° | 09.10.17 16:30 4.3¢-4 Wm ™2 +303% +142% +124% 45 min 45 0
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TABLE 4 Overview of the effect of the flares on the ionosphere as seen by all three studied methods at VT station. For the calculation method of change in
absorption please refer to Section 2.1, for the change in fmin Section 2.2, and for the SNR ratios Section 2.3. All the times in the table are listed in UT.

Flares SZA  Time of first X-ray fluxat | Changein | Changein | Changein Duration SNR SNR

(peak measurement  the time of | absorption | absorption fmin of total ratio, ratio,

time and after flare the first at2.5 MHz | at4 MHz fade-out disturbed quiet

class) measurement period (%) period (%)
after flare

09.04.17 12:22 C8.3 | 39.62° | 09.04.17 12:30 7e-6 Wm™2 +102% +91% +213% — 56 6
09.04.17 15:30 ML5 | 70.72° | 09.04.17 15:30 1.5¢-5 Wm ™2 +89% +66% +62% — 7 6
09.05.17 4:53 M3.2 | 84.43° | 09.05.17 5:00 NaN +1430% +309% +33% — 12 6
09.05.17 6:40 M3.8 | 64.4° 09.05.17 6:45 1.3¢-5 Wm ™2 +269% +273% +100% — 17 6
09.06.179:10X2.2 | 40.58° | 09.06.17 9:45 4.1e-5 Wm™2 +83% +161% +227% 45 min 100 6
09.06.17 12:02X9.3 | 38.2° = 09.06.17 13:45 8.7e-5 Wm ™2 +77% +96% +249% 120 min 100 6
09.07.179:54 M1.4 | 36.63°  09.07.17 10:00 4.1e-6 Wm ™2 +132% +98% +95% — 41 6
09.07.17 10:15 M7.3 | 354° | 09.07.17 10:15 8e-5 Wm ™2 +136% +92% +318% — 40 6
09.07.17 14:36 X1.3 | 61.67°  09.07.17 14:45 8e-5 Wm™2 +76% +47% +280% — 49 6
09.08.17 7:49 M8.1 | 52.86° | 09.08.17 8:00 3.4e-5 Wm ™2 +166% +150% +208% — 75 6
09.08.17 15:47 M2.9 | 75.14° | 09.08.17 16:00 1.9e-5 Wm ™2 +91% ~50% +20% — 70 6
09.09.17 11:04 M3.7 | 35.67° | 09.09.17 11:15 2.3e-5 Wm™2 +103% +76% +176% 30 min 100 6
09.10.17 16:06 X8.2 | 79.34° | 09.10.17 16:15 7.3e-4 Wm™2 +172% +213% +243% 30 min 54 6

D- and E-layer seem to be larger than the electron density changes
of the E-region itself.

The fmin parameter variation was between 0.4% and 283% at
JR, 9% and 203% at PQ and 33% and 318% at VT during and
after the investigated flare events. These detected fmin changes are
in good agreement with the values measured at other European
stations (Barta et al., 2019; 2022), in India (Sharma etal.,, 2010;
Sripathi etal, 2013), in Japan (Taoetal, 2020) and in South
America (Nogueira et al., 2015; Denardini et al., 2016) during and
after M- and X-class flares. The observed changes depended on the
intensity of the flare similarly to the results of Tao et al. (2020) and
Barta et al. (2019). However, the solar zenith angle of the observation
site also plays an important role, which agrees with the conclusion
of Bartaetal. (2019). These results are in good agreement with
Mahajan et al. (2010) and Hazarika et al. (2016) who investigated
the variation of total electron content (TEC: Total Electron Content)
during intense solar flares and found a good correlation between
the enhancement in TEC and increase in EUV flux, however, the
local time of occurrence of the flares may also play an important
role.

However, the neutral atmospheric circulation also can play a
role in the local ionospheric anomalies observed at the different
stations. E.g., at VT we observe an increase of fmin and similar
change in absorption during the C8.3 (12:22 UT on 04. September)
and X9.3 (12:02 UT on 06 September) flares, while at both PQ
(50°N) and JR (54.6°N) we see higher attenuation during the X-class
flare as expected. The neutral atmosphere above VT is influenced
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by different circulation patterns than the atmosphere above PQ and
JR due to the location of Alpine massif and this fact can contribute
to the different ionospheric responses. Regarding the model study
of Pedatella and Liu (2018), a neutral atmosphere may significantly
influence the behaviour of the ionosphere (variability leads to an
uncertainty of typically 20%-40%, with localized regions exceeding
100%).

Based on our results, the foF2 parameter measured during the
investigated period is sensitive to the geomagnetic storm. A negative
ionospheric storm can be clearly seen on the foF2 variation during
the main phase of the geomagnetic storm on 08 September (see D,
variation in Figure 2E) and the following night especially at JR, what
is a sub-auroral station (please see Figures 4F, G). The decreased
electron density appears also at PQ but it is not so pronounced at
VT (please see Figures 4F-H). In parallel, if we look through the
variation of the fmin parameter we can not recognise any changes of
the diurnal pattern in connection with the geomagnetic storm, only
the increased values at the time of the flare events are clear. It agrees
well with the findings of previous studies, e.g., Barta et al., 2022, that
the fmin parameter is sensitive to the changes caused by the solar
flares, while the foF2 parameter can show the variation caused by
the dynamical changes in the thermosphere-ionosphere (F-region)
system during geomagnetic storms.

The three different methods have their own advantages/dis-
advantages and their limitations. A common limitation of all the
methods is that generally they can not be used during and right
after the most intense solar flares (>M5) because there are no
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measured data due to the generated total radio fade-out. The most
intense X-class solar flares can produce clearly detectable changes
in the Total Electron Content (TEC) derived from GNSS data
(see e.g., Liuetal, 2004; Carrano etal.,, 2009; Zhang et al., 2011;
Hernandez-Pajares et al., 2012; Xiong et al., 2014). The advantage
of the TEC data is that the GNSS measurements are not affected
by the total radio fade-out. On the other hand, the impact of
the less intense solar flares (<M5 class) is not that pronounced
in TEC changes. Moreover, the effect of the flares can not be
recognized during the presence of a strong geomagnetic storm (see
Barta et al., 2022), because the TEC variation is more sensitive to
the dynamical changes of the thermosphere-ionosphere (F-region)
changes during geomagnetic storms. The described methods can be
used as three different approaches to analyze the impact of the solar
flares on the ionosphere and they can be beneficial despite their
limitations.

The limitation of the amplitude method is that it can not be
used at higher frequencies (>3.5 MHz) during the early morning
hours and evening (and all of the night) when the value of the foF2
drops below 3 MHz, because there is no reflection from the F-trace
in these periods. This problem was particularly striking at the data
measured at 4 MHz on the nights of the 08 and 09 September (see
Figures 5C, D) during the investigated period. The foF2 parameter
decreased to ~2 MHz at JR and PQ (Figures 5F, G) indicating a
negative ionospheric storm probably due to the geomagnetic storm
(Kp = 8.3, Figure 2D, Dst ~—100 nT; Figure 2E). This problem can be
solved if in the analysis we also take into account the oblique traces
during synchronized measurements with other ionosonde stations.
Similar analyses on oblique sounding paths over longer distances
could overcome this limitation. This can be a next step for future
work. Moreover, when the fmin value is increased (>4-5 MHz) after
the more intense solar flares (>M3 class) there are no detected
amplitude data at the lower frequency band (2.5-3.5 MHz) because
of the partial radio fade-outs which means a further limitation
of the absorption method (see the results detailed in Section 3.1
and, e.g., Figures 6, 8, 10). Furthermore, it is difficult to determine
which frequency is the best at the different stations to monitor the
impact caused by the flares because the detected amplitude data at
the different frequencies are highly variable based on the results
(see e.g., Figure 10). Further limitation of the amplitude method
is that it is difficult to estimate the magnitude of the caused effect
based on that. Generally, very low amplitude values are detected
in the early morning and evening hours. Therefore, the relative
(percentage) change in absorption caused by the flare is large during
these periods [see e.g., the impact of M3.2 flare occurred at 4:53
UT on 05 September, 740% changes at 2.5 MHz at JR (Table 2) and
1430% at VT (Table 4.)]. In contrast, around noon, when absorption
is higher by default, the percentage change due to an intense flare is
not as high. This is well demonstrated in the changes, e.g., after the
X9.3 flare (peak time at 12:02 UT) on 06 September: 92% at 2.5 MHz
atJR, 86% at PQ and only 77% at V'T. This issue should be considered
when evaluating the percentage result describing the ionospheric
response. In summary, the method is well applicable in the lower
frequency band during daytime (08-15 UT) after the less intense M-
class flares (M1-M3) which do not cause total radio blackouts and
very enhanced values of the fmin parameter.

The disadvantage of the fmin method is that the fimin parameter
can depend on the background radio noise level, the radar
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characteristics and the other settings of the measurement, e.g., on
the integration time (applying longer integration time (in standard
15 min mode) leading to lower fmin values, while lower integration
time (used during campaign measurements, like the 2 min at PQ)
resulting in higher fmin values). Consequently, the finin method
can be used only as a rough measure/indicator for the ionospheric
absorption changes. It can be applied to investigate the relative
changes: to compare the fmin parameter measured by the same
system (preferably by the same settings) during flares and reference
quiet days (e.g., Bartaetal, 2019; 2022). On the other hand,
the measurement of the fimin parameter is not limited by other
ionospheric parameters ( foF2, foEs) like in the above detailed case of
the amplitude method. If there is a detected change in fmin value, it
can be used as a rough measure of the ionospheric absorption during
day and night.

The disadvantage of the SNR method is the saturation. The
estimation of the caused effect is based on the ratio between the
number of small values (<10 dB) and all the measured values at
the investigated frequency ranges within 1hour after the peak
time of the flare (see Section 2.3). This gives an upper limit for
the detected effect, because if all the observed values are zero
or negligible during the one-hour period (total radio fade-out) it
means 100%. Therefore, this limits the comparison of the effects
caused by the most intense solar flares. The saturation issue of the
SNR method can be solved by using a longer time period before
and after the peak time of the flare for comparison. However, the
applied time period should be selected carefully, because the larger
solar flares (with longer duration) and their impact can overlap
with each other. The effect of the geomagnetic storm can be seen
on the SNR tables at all three investigated stations (please, see
Supplementary Figures SA3A-C in the Supplementary Material).
We can see a clear daily pattern at all stations on 04 September
(left column on the Supplementary Figure SA3). Stronger signals in
a wider frequency range (from approximately 2 to 6-7 MHz) during
daytime (06:00-18:00 UT) and weaker signals in a smaller frequency
range (1.5-4 MHz at VT, PQ, and 1-3 MHz at JR) in the evening
and early morning hours. However, on 8 September the geomagnetic
storm causes a negative ionospheric storm (decreased electron
density) thus the maximum frequency became 5MHz during
daytime and can decrease below 2 MHz during the evening hours (it
is especially pronounced at JR) which changes the daily pattern in the
SNR table at the three stations (see Supplementary Figures SA3A-C
in the Supplementary Material). Furthermore, the strength of the
signal seems to be reduced on 8 September compared to the SNR
measured on 04 September. Therefore, the geomagnetic activity
should be taken into account when one would like to apply this
method. Nevertheless, based on the present results (Tables 2-4) it
seems an appropriate index to demonstrate the geoeffectiveness of
a solar flare. The calculated changes (in %) depend on the intensity
(class of the flare) and they seem to also show a solar zenith angle
dependence. Furthermore, this method does not have limits like the
amplitude method. Therefore, this method appears to be suitable to
study the ionospheric absorption changes during solar flares, but it
needs further investigation.

In the future, we plan to focus on the impact caused by
the energetic particles (protons and electrons) accompanied by
solar flares on the ionospheric absorption. They can have an
important role in the sub-auroral region, like JR station. Another
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step for future work can be to involve oblique traces recorded
during synchronized measurements between two ionosondes into
the analysis to overcome the issue related to the low foF2 values
during morning/late afternoon hours. Furthermore, we would like
to compare the absorption changes calculated from different EM
properties measured by the Digisondes (used in this paper) with
other instruments which measure the ionospheric absorption, e.g.,
with the so-called A1 method (Bischoff and Taubenheim, 1967), or
with riometer data. It will be also important to compare our results
with the D-RAP model, commonly used to follow the changes in
the ionospheric absorption globally. Moreover, we plan to study
the geoeffectiveness of the investigated solar flares, namely how
the changes (measured by the different methods) depend on the
different properties of the flares, e.g., on solar zenith angle, on central
meridian distance, or on the duration of the flare.

5 Conclusion

The present study demonstrates a novel method to determine
the ionospheric absorption changes from amplitude data measured
by European Digisondes (DPS-4D). The method has been applied
to study the solar flare effects on the ionospheric absorption. The
detected changes have been compared with the finin parameter
and the signal-to-noise ratio measured by the same Digisondes
during the same events. Thirteen intense solar flares (>C8) have been
selected for the investigation from the very active period of 04 and
10 September 2017. The solar zenith angle of the observation sites
(to be <90°) was also considered during the selection. In order to
compare the three methods used for the analysis of the ionospheric
absorption variation, residuals have been defined for all parameters,
which provide the percentage changes compared to the selected
reference periods. The most important conclusions of the study are
the followings:

o The amplitude changes measured at 2.5 MHz—which can
be mainly related to the enhanced absorption occurring in
the D-layer—varied between 68% and 1430% at the three
European stations, Juliusruh, Prithonice and San Vito. The
amplitude changes measured at 4 MHz—which indicate also
the absorption variation in the E-region beside the D-
layer—were between 18% and 565% at the three stations, thus
a bit smaller than in the previous case. It agrees with the
assumption that larger variations occurred in the D-layer after
the solar flares than in the E-region.

There are two main limitations of the amplitude method: 1)
it can not be used at higher frequencies (>3.5 MHz) during
the early morning hours and evening when the value of the
foF2 drops below 3 MHz; 2) there are no detected amplitude
data at the lower frequency band (2.5-3.5 MHz) after the more
intense solar flares (>M3 class) because of the partial radio fade-
outs (fmin is increased above 4 MHz). Based on the results
the method is well applicable in the lower frequency band
during daytime (08-15 UT) after the less intense M-class flares
(M1-M3) which do not cause total radio blackouts and very
enhanced values of the fimin parameter. In future, we suggest
utilization of oblique sounding as it allows for analysis of higher
frequencies of the reflected signal.
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o The variation of the fmin parameter was between 0.4% and
318% at the three stations during and after the investigated
flare events. These detected fmin changes agree with the
values measured in Europe and in other continents during
and after M- and X-class flares based on the literature. The
disadvantage of the fmin method is that the fmin parameter
can depend on the background radio-noise level, the radar
characteristics and the other settings of the measurement, e.g.,
on the integration time. However, it can be applied to investigate
the relative changes (compare the fmin parameter measured
during flares and reference quiet days) and it is not affected by
other ionospheric parameters (foF2, foEs) like the amplitude
method.

« The absorption changes detected by the SNR method were
between 1% and 100% after the investigated flares. The caused
effects are calculated by the ratio between the number of
small values (<10 dB, also including missing values) and all the
measured values at the investigated frequency ranges within 1 h
after the peak time of the flare. Consequently, there is an upper
limit (100%) for the detected effect. However, this method does
not have other limitations like the amplitude method. Therefore,
based on the present results this method appears to be suitable
to study the geoeffectiveness of the solar flares on ionospheric
absorption.

In summary, the combination of these three methods seems to
be an efficient approach to monitor the ionospheric response to solar
flares.
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We investigate the occurrence of ionospheric irregularities in Nigeria during
2014, using the Global Navigation Satellite System (GNSS) total electron content
(TEC) rate of change index (ROTI). We categorized days with |Dst| < 30 nT as
quiet days and days with |Dst| > 50 nT as disturbed days, during both the daytime
and nighttime periods. Our results reveal significant latitudinal differences in
both quiet and disturbed conditions. The quiet-time observations indicate that
irregularities were consistent across all the stations. The occurrence was strong
and consistent at CLBR station in Calabar, Nigeria, which is located further away
from the geomagnetic equator (and closer to the southern anomaly crest) than
the other receivers. TEC variability is greatly influenced by the geographical
location of the Earth's magnetic field, while its spatial patterns of variability
are modulated by the Earth’'s diurnal rotation. Near the September equinox,
the occurrence of irregularities was inhibited during disturbed periods, but an
opposite pattern was observed during the March equinox across all stations. Two
peaks of occurrence were observed: one in March and the other in September
respectively. The strength of irregularities was generally greater in March equinox
compared to September equinox, and they were more pronounced during pre-
midnight hours. This pattern could be attributed to the suppressing role of the
dynamo electric field, requiring further investigation.

KEYWORDS

equatorial ionosphere, ionospheric irregularities, TEC, Roti, fluctuation indices

1 Introduction

Trans-ionospheric electromagnetic Global Navigation Satellite System (GNSS) signals
may experience fluctuation in amplitude and phase due to irregularities in the plasma density
of the Earth’s ionosphere. These fluctuations are referred to as ionospheric scintillation and
are primarily generated by ionospheric plasma bubbles, which are also known as small-scale
ionospheric depletions (Kintner et al., 2007).

The sudden change in amplitude and phase of the radio signal has consequent impacts
on the overall performance of practical applications using trans-ionospheric electromagnetic
signals. (Kintner et al., 2007; Oladipo and Schiler, 2013a). The coupling processes in the
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upper atmosphere involve several factors that influence the uplift
of the F-layer and the occurrence of ionospheric irregularities
around the magnetic equator. The eastward electric field, also known
as the pre-reversal enhancement (PRE), causes uplift of the F-
layer after sunset, creating favorable conditions for Rayleigh-Taylor
instabilities. This process is influenced by several factors, such as Sq
circuit, equatorial electrojet (EE]), and penetration electric fields. At
the equator, the uplift caused by PRE can lead to the formation of
plasma bubbles. (Abdu et al., 1983; Kil et al., 2009).

Furthermore, several studies have shown that ionospheric
irregularities typically occur around the magnetic equator and
are usually observed shortly after sunset (Oladipo and Schiler,
2013b; Sharma et al., 2018; Bolaji et al., 2019; Bolaji et al., 2020). The
occurrence of ionospheric irregularities at the equatorial region has
been linked to the enhancement of the eastward electric fields that
is usually observed around the post-sunset hours (Rastogi, 1980;
Abdu et al,, 1983; Fejer et al., 1999). The R-T instability occurs in
the ionosphere when tenuous plasma (due to plasma depletion
associated with the absence of solar radiation at that period) at the
bottom of the F2-layer is accelerated into dense plasma. The R-
T instability is triggered by post-sunset enhancement of eastward
electric field (EEF) (De Rezende et al., 2007). This is referred to as a
plasma bubble.

Several studies on the ionospheric irregularities and occurrence
frequency of plasma bubble at different sectors and the seasonal,
local time, longitude, latitude, solar and magnetic activities
dependence have been undertaken by different authors (e.g.,
Sobral et al., 2002; Chu et al., 2005; Muella et al., 2008; Seemala and
Valladares, 2011; Oladipo and Schiler, 2013a; Oladipo and Schbler,
2013b; Ngwira et al., 2013; Mungufeni et al., 2016; Okoh et al., 2017;
Amaechi et al., 2018a; Amaechi et al., 2018b; Bolaji et al., 2019;
Dugassa et al., 2019).

In the American sector, Chu et al. (2005) studied ionospheric
irregularities and ionospheric plasma bubbles over Brazil. Their
results showed that ionospheric irregularities and ionospheric
plasma bubbles are more pronounced between 20:00 and 01:00 LST
in October to March. The results of Sobral et al. (2002) also reported
similar trend of occurrence to those of Chu et al. (2005). The results
showed that scintillation occurs consistently from September to
March. Similarly, the study of Kintner et al. (2007) over the Brazilian
sector, showed that irregularities exhibit seasonal dependency with
a maximum in December to January and a minimum near May to
June.

Oladipo and Schuler (2013a) conducted a study on large-
scale ionospheric irregularities in Franceville, Gabon, an equatorial
station in the African sector, during the last high solar activity.
The study showed seasonal dependence of the occurrence of
ionospheric irregularities. Irregularities occurred from March to
November with a minimum around June. Oladipo etal. (2014)
used ROTIAVE obtained from 30s RINEX data to study the
occurrence of large-scale ionospheric irregularities at Ilorin, Nigeria.
The study showed that irregularities occur at Ilorin between March
and November, with most occurrences between 1900 LST and
2400 LST.

Mungufeni et al. (2016) investigated the solar activity pattern
of irregularities using four different stations spanning from east
to west in the African region, employing TEC index derived from
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GNSS data. The study reported an asymmetry in the occurrence
of irregularities during the two equinoxes over East Africa and
an opposite trend over West Africa. Okoh et al. (2017) studied the
occurrence frequency of equatorial plasma bubbles over West Africa
using data from an all-sky airglow imager and GNSS receivers. The
study found that most post-midnight plasma bubbles were observed
around the months of December to March and that most plasma
bubble occurrences were found during equinoxes and least during
solstices.

Bolaji et al. (2020) used GPS data to investigate the latitudinal
distribution of irregularities in the African region during quiet
and storm periods. The study found that irregularities are mostly
observed between 19:00 LST and 00:00 LST during quiet conditions
regardless of the hemisphere. In contrast to quiet-time observations,
irregularities were absent in all latitudes during the considered storm
days.

It could be seen that most of these studies involving ionospheric
irregularities in the African region largely consider data only
during the geomagnetic storms and specific solar activity conditions
within limited coverage in terms of geography or time in a
particular month. It also appears that most studies have been
carried out using a single station or few to investigate the several
aspects of its variation. Furthermore, studies to characterize the
ionospheric irregularities in the African equatorial region is yet
to be exhaustive despite the growing need for the specification of
their effect on critical GNSS technologies. The aim of this study is
to investigate the occurrence characteristics of the irregularities in
Nigeria, Africa. We employ data from ground-based GPS receivers
at different longitudes under similar condition. This strategy can
improve our current understanding on the physical mechanisms
responsible for the development and evolution of ionospheric
irregularities in the sector. The strategy of utilizing data from
multiple ground-based GPS receivers situated at different longitudes
under similar conditions can improve the existing understanding
of ionospheric irregularities in several ways. Firstly, it can provide
a more comprehensive picture of the spatial and temporal variations
in ionospheric irregularities. Secondly, it can help identify and
differentiate between the various physical mechanisms responsible
for the development of ionospheric irregularities. Lastly, this strategy
can improve the accuracy of models used for GNSS positioning
and navigation by providing a more precise characterization of
ionospheric irregularities.

Different fluctuation indices have been adopted by different
researchers to study ionospheric irregularities. For example,
Mendillo et al. (2000) and Lee etal. (2009) employed FP index,
Lietal. (2007) used power spectral index (n) while Pi et al. (1997);
Oladipo and Schuler 2013a; Oladipo and Schiler, 2013b), Li et al.
(2010) and Dengetal. (2014) used the derived TEC fluctuations,
commonly referred to as ionospheric irregularities—and—which is
utilized by Rate of TEC (ROT) indices. In this study, we used GPS-
TEC derived indices to detect ionospheric irregularities. The Rate
of change of TEC index (ROTI) was employed. The observations
of ground-based GPS receivers located in Nigeria are described in
Section 2. The occurrence distributions of ionospheric irregularities
detected by GPS over the region are presented and discussed in
Sections 3 and 4 respectively. Finally, we offer concluding remarks
in Section 5.
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2 Data and analyses

We use GNSS data in Receiver Independent Exchange (RINEX)
format obtained from the Nigerian GNSS Reference Network
(NIGNET) server (http://www.nignet.net/data/). At the time of
writing of this paper, the website was down. Figure 1 shows the
geographical distribution of the GNSS receivers utilized in this
research across Nigeria. The station names, codes, and the geodetic
and geomagnetic information of the stations used are presented in
Table 1. The GPS-TEC analysis software developed by Gopi Seemala
of the Indian Institute of Geomagnetism was used to estimate
the value of TEC from the GPS RINEX files. To eliminate any
multipath effects an elevation cut-off mask of 45° is used. Different
geomagnetic day conditions were considered using Disturbance
storm time (Dst) index. The Dst index data were obtained from
NASAs OMNIweb Service (https://omniweb.gsfc.nasa.gov). The
monthly average value of TEC for each hour is calculated from
the diurnal values of TEC for all the days in a month. Further, the
means of the daily ROTI profiles for all of the quiet (or disturbed)
days in the month were computed. The quiet days are days in
which the absolute values of the |Dst| indices are consistently
less than 30 nT (|Dst| < 30 nT) for all hours in the day, while
disturbed days are days in which one or more hours in the day
have absolute |Dst| indices greater than or equal to 50 nT (|Dst]|
> 50 nT) for the year 2014 for both the daytime and nighttime
period.

10.3389/fspas.2023.1125950

The months in the year were further grouped into four, namely,
i) February, March and April to represent the March equinox
(MEQU), ii) May, June and July as June solstice (JSOL), iii) August,
September and October as September equinox (SEQU), and iv)
November, December and January as December solstice (DSOL) for
the seasonal study.

ROTI is a parameter derived from time variation of TEC [i.e.,
30-s rate of change of TEC (ROT) given by Eq. 2.1].

dTEC

ROT = —— 2.1
I 2.1
The computation of ROT was performed using Eq. 2.2.
STEC(t + At) - STEC(t
ROT(r) = STECU+AD W cosblty  (22)

At

In this equation, “t” represents the instantaneous time, while At
denotes the sampling interval, which was set at 30 s in our study. The
inclusion of the term cos 0 (t) in the formula aimed to compensate
for the variations in signal path length caused by the changing zenith
angle. When radio signals travel from satellites at lower elevations
(resulting in higher zenith angles), they traverse a more extensive
portion of the ionosphere. By incorporating the cos 0 (t) term, we
were able to eliminate the influence of these longer signal path
changes in the ionosphere.

Pietal. (1997) introduced ROTT as the standard deviation of
ROT over 5-min period, and it is given by the expressionin Eq. 2.3.
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FIGURE 1
Locations of the GNSS receivers used in this study.
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ROTI= V< ROT? > —< ROT? > (2.3)

Mendillo et al. (2000), using the expression in Eq. 2.3 computed
the average ROTI (ROTI,,.) (ROTI,, is a good proxy that indicate
the 30-min phase fluctuation level over a location) as the average of
ROTI over 30 min interval for a satellite and then the average over
all satellites in view. This result gives the average level of irregularities
(phase fluctuation) for half an hour over the station.

nsat

TI,
ko at(O 5h) Z

ave

(0.5h) =

k
Z ROTI (n,0.5h,1) (2.4)

where n is the satellite number, h is hour (0,0.5,1 ... 23.5 UT), iis the
5 min section within halfan hour (i=1, 2, 3,4, 5, and 6), nSat (0.5 h)
is the number of satellites observed within half an hour, and k is the
number of ROTI values available within half an hour for a particular
satellite. To detect the presence of irregularities, the classification
by Oladipo and Schuler (2013a) was adopted in this study. In this
classification, ROTL,,. < 0.4 TECU/min indicates the background
irregularities (i.e., absence of irregularities), 0.4 < ROTIL,, < 0.8
>0.8

ave

indicates the presence of moderate irregularities, and ROTI,,

TABLE 1 GNSS receivers used in this study.
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indicates the occurrence of severe irregularities. As stated earlier, the
results and discussions of the study are presented in Section 3.

3 Results

Figures 2-5 show the diurnal plots of the rate of total electron
content index (ROTI) over all the stations for the representative
months (March, June, September and December) of the year
2014. The vertical axis shows the ROTI while the horizontal axis
shows the days of the month. The white spaces show periods
of data unavailability. The figures show presence of ionospheric
irregularities across the entire stations with severe occurrence
experienced at CLBR.

Figures 2-5 illustrate diurnal plots of the Rate of Total Electron
Content Index (ROTI) over a 5-min interval, which is a valuable
metric for quantifying short-term variability of ionospheric electron
density. The analysis of these figures provides important information
regarding the short-term variability of ROTI, highlighting the
occurrence of spikes and extreme values. This information is critical

Station code Station location Geographic Geomagnetic
Lat. (deg.) Lat. (deg.)
ABUZ Zaria 11.17 7.79 -0.62 79.88
BKEP Birnin Kebbi 12.48 434 +0.72 76.72
CLBR Calabar 4.95 8.36 -4.30 80.09
HUKP Katsina 12.96 7.66 +1.08 79.84
FUTY Yola 9.50 12.63 -1.17 84.44
I I T T I I I I I I T T T T
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FIGURE 2
Diurnal plots of the rate of total electron content index (ROTI) for (A) ABUZ, (B) BKFP, (C) CLBR, (D) FUTY, and (E) HUKP, during March 2014.
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FIGURE 3

Diurnal plots of the rate of total electron content index (ROTI) for (A) ABUZ, (B) BKFP, (C) CLBR, (D) FUTY, and (E) HUKP, during June 2014.
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FIGURE 4

Diurnal plots of the rate of total electron content index (ROTI) for (A) ABUZ, (B) BKFP, (C) CLBR, (D) FUTY, and (E) HUKP, during September 2014.

in understanding the dynamics of the ionosphere and its impact on
radio wave propagation.

To quantify the long-term trend of ROTI variation, we calculated
the ROTIave, which represents the Rate of Total Electron Content
Index Average over a 30-min interval. Figure 6 illustrates the results
of this analysis. The computation of the ROTIave allows us to
examine the long-term trends of ROTI variation and identify any
systematic changes that may occur over time.

Frontiers in Astronomy and Space Sciences

163

Figure 6 shows the annual contour plots of ROTI,,. over all the
five stations investigated in this study for the year 2014. The color
bars indicate magnitudes of the ROTI,,,, and white spaces represent
times when there are no available data from the stations. A common
reason for why there may not be available data is power outage.
As shown in the figure, occurrence of ionospheric irregularities
is conspicuously observed during the hours from around 19:00 to

05:00 LST. High value of ROTT is observed during this time interval.
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ROTI (TECU/min)

FIGURE 5
Diurnal plots of the rate of total electron content index (ROTI) for (A) ABUZ, (B) BKFP, (C) CLBR, (D) FUTY, and (E) HUKP, during December 2014.

Hour (LST)

FIGURE 6
Contour plots showing the fluctuation occurrence over the entire stations, (A) ABUZ, (B) BKFP, (C) CLBR, (D) FUTY and (E) HUKP, during 2014, as a
function of local solar time (LST) and day of the year 2014. The magnitude of the ROTI, . values is indicated by the color bar in which the colors range
from blue (indicating low values) to red (indicating high values). The white spaces indicate periods of data unavailability
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FIGURE 7

Daily maxima of ROTI,, values for ABUZ, BKFP, CLBR, HUKP, and FUTY, during year 2014.

To investigate the day-to-day peaks of ROTI, we obtained the
maximum values of ROTI,,. occurring after local sunset (18:00 LST)
for each day. Figure 7 presents results of the daily maximum ROTIL,,
values. The results show that the highest values of ROTI are
experienced at the CLBR station.

Figure 8 shows the monthly variation of ROTI during the
quiet and disturbed days over the stations for March, September,
and December respectively, during the year 2014. The vertical
axis shows the ROTI values while the horizontal axis shows the
LST(Hr). There was no data availability during June solstice and also
during the disturbed days at both FUTY and HUKP respectively.
High values of ROTI were recorded during March equinox than
September equinox for both quiet and disturbed geomagnetic
conditions. The Occurrence of irregularity was largely inhibited
during the December solstice for both the quiet and disturbed
geomagnetic conditions. This is opposite to the observations during
the equinoxes.
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4 Discussion

In this present study, the occurrence of ionospheric irregularities
in Nigeria during 2014 was investigated using the Global Navigation
Satellite System (GNSS) total electron content (TEC) rate of
change index (ROTI). The figures show that there is a presence
of ionospheric irregularities across all the stations, with severe
occurrence experienced at CLBR. The high values of ROTI recorded
at CLBR may be attributed to the difference in the values of the
geomagnetic latitude of the stations, as described in Table 1. All the
five stations considered in this study are around the geomagnetic
equator, but CLBR is farther away from the geomagnetic equator
(and closer to the southern anomaly crest) than the other stations.
Adeniyi et al. (2021) stated that the occurrence probability of severe
ionospheric irregularities is less likely around the magnetic equator
than on both sides of the equator, particularly around the crest
region.
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Monthly variation of ROTI during quiet and disturbed days (panel (A) quiet days and (B) for disturbed days) for ABUZ, BKFP, and CLBR, during March,

September and December 2014.

The occurrence of irregularities was observed to be higher
in equinoxes than in solstices with peak values of occurrence
experienced in March and September respectively. As an explanation
to why greater ROTT magnitudes are observed during the equinoxes
than during the solstices, Tsunoda (1985) showed that the
occurrence of plasma bubbles was maximum when sunsets in
the conjugate E-region is simultaneous. Simultaneous sunset is
expected to intensify prereversal enhancement (Nishioka etal.,
2008). The angle between the geomagnetic declination and sunset
terminator line, a, was introduced as a proxy of the simultaneous
sunset in the conjugate points (Burke etal., 2004). The sunset
times at conjugate E regions, south and north of the magnetic
equator and along the magnetic meridian of each of the stations
becomes close in equinox seasons, leading to increased conductivity
gradient (Mungufeni et al., 2016). This might account for the severe
ionospheric irregularities observed across all the stations during the
equinoctial months.

Figure 6 shows that the appearance of irregularities typically
begins very weakly around 19:00 LST, then the peak of ROTI

Frontiers in Astronomy and Space Sciences

magnitude is attained around 21:00 LST, and thereafter begin to
decrease in magnitude until the irregularity finally disappears
around 05:00 LST by the latest. This result is in agreement with
previous studies involving individual locations in the region (e.g.,
Mungufeni et al., 2016; Bolaji et al., 2020 etc).

The occurrence of severe ionospheric irregularities at CLBR
and the asymmetry in their magnitude between the equinoxes
and solstices were investigated using the average rate of change of
TEC index (ROTI
level over a location. Figure 7 shows the maximum ROTI,,, values

ave)» Which is a good proxy for phase fluctuation
occurring after local sunset (18:00 LST) for each day. The strengths
of ionospheric irregularities observed during the March equinox are
greater than during the September equinox, and severe ionospheric
irregularities are more pronounced during pre-midnight hours than
during post-midnight hours, as seen in Figures 6, 7.

Moreover, ROTI magnitudes exhibit higher values during
the equinoxes (March and September) compared to the solstices
(June and December), a pattern observed in previous studies
on ionospheric irregularities in the equatorial region of Africa
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by Olwendo et al. (2013); Amabayo et al. (2014), Mungufeni et al.
(2016 ab), and Okoh etal. (2017). This similarity is despite the
fact that these works were conducted using observations made at
different points in time and space. For example, Okoh et al. (2017)
conducted their study using observations obtained during years
2015-2017, which is the declining phase of solar cycle 24, while the
present study used observations from 2014, which is the peak phase
of the solar cycle.

According to Rastogi (1980), one of the conditions for starting
spread F over the equator is the existence of strong plasma density
gradients. The production of the ionosphere is mainly dependent on
the intensity of the ionising radiation from the sun, which varies
with the elevation of the sun (Hargreaves, 1992). During equinox
months, the elevation of the sun is high over the equatorial region,
leading to increased ionization and the creation of the required
plasma gradient.

The observed severe ionospheric irregularities occurring mostly
during 20:00-00:00 LST (pre-midnight hours) over the stations are
in line with the existing theory of the generation of ionospheric
irregularities. During the nighttime, the uplift of the F-layer after the
sunset by the eastward electric field at the equatorial region, known
as the pre-reversal enhancement (PRE), creates favorable conditions
for Rayleigh-Taylor instability (Adeniyietal., 2021), where the
depleted plasma at the bottomside F-region due to absence of solar
radiation around that time rises up to the topside F-layer in the
form of ionospheric irregularities or plasma bubbles (Basu et al.,
1999; Fejer et al., 1999; Cervera and Thomas, 2006; Li et al., 2008;
Mungufeni et al., 2016).

Figure 8 displays the monthly variation of Rate of TEC index
(ROTI) at different stations during quiet and disturbed days
in March, September, and December. Peak ROTI values were
recorded at CLBR during both quiet and disturbed geomagnetic
Irregularity occurrence was largely inhibited during December
solstice for both quiet and disturbed conditions, opposite to the
observations during the equinoxes. Most stations showed variations
in irregularity strength and occurrence time. During September
equinox, irregularity occurrence was largely inhibited, while an
opposite pattern was observed during the March equinox across all
stations.

The inhibition of the irregularities during the September
equinox may be attributed to storm-induced disturbance dynamo
mechanism, which may inhibit the occurrence of ionospheric
irregularities in the region due to the action of disturbance electric
fields. In the postsunset period, the equatorial F region rises to
higher altitudes, where ion-neutral collision frequency is quite
small, thereby creating conditions favorable for Rayleigh-Taylor
(R-T) instability (Aarons, 1991). However, during magnetically
disturbed days, the sunset-postsunset height rise is inhibited
(Martyn, 1959; Jayachandran et al., 1987). Thus, the conditions may
not be conducive for irregularity generation/growth during these
periods (Aarons, 1991). It is well known that the Rayleigh-Taylor
(R-T) and plasma density instabilities that cause the development of
irregularities in the ionosphere are affected by some external driving
forces such as electric fields, the magnetic field and neutral wind
(Lietal., 2011). Due to the uniqueness of the magnetic orientation
at the equatorial region, the ionosphere at the equatorial region
is sensitive to any change in electric field. During geomagnetic
storms, strong electric field which originate from the magnetosphere
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can penetrate down to the low latitudes (Buonsanto, 1999; Bolaji
et at., 2018). An eastward (or westward) electric field during the
daytime may favor (or impede) the upward drift of plasma (Bolaji
et at., 2018). The injection of the eastward electric field during the
disturbed days may have intensified the normal upward plasma drift
and may have favored the development of irregularities during the
march equinox.

5 Conclusion

In this study, we investigated occurrence and distributions of
ionospheric irregularities over Nigeria, an equatorial region, using
TEC derived indices (ROTTand ROTI,,,) from ground-based GNSS
stations in Nigeria. Our findings revealed significant latitudinal

ave

differences in both quiet and disturbed conditions. During quiet
periods, we observed consistent irregularities across all stations, with
particularly strong and consistent occurrences at the CLBR station in
Calabar, Nigeria. This station, located farther from the geomagnetic
equator and closer to the southern anomaly crest, exhibited a higher
occurrence of irregularities. It became evident that TEC variability
is greatly influenced by the geographical location of the Earth’s
magnetic field, while the spatial patterns of variability are modulated
by the Earth’s diurnal rotation.

Our results show a level of consistency with previous studies that
have employed different indices and various methods to study the
occurrence of ionospheric irregularities over the African equatorial
region. However, some new findings related to the African equatorial
region are presented below:

1) This study reveal difference in the strength of ionospheric
irregularities over stations located within the same equatorial
region in Nigeria. This was attributed to the difference in the
geomagnetic latitudes of the stations.

2) The variability of TEC is greatly influenced by the geographical
location of the Earth’s magnetic field, while its spatial patterns
of variability are modulated by the Earth’s diurnal rotation
(Calabia, A., & Jin, S. 2020). At equatorial stations located on the
north side of the magnetic equator, there is a significant depletion
of TEC. This variation affects the accuracy of satellite-based
communication and navigation systems. (Shah et al., 2022).

3) Significant quiet time diurnal and seasonal equatorial TEC
irregularities (as shown in high values of ROTI) were observed
during 2014. The diurnal irregularity was most noticeable during
the night period with a peak at 21:00 LST.

4) Seasonal quiet time irregularities exhibited a bimodal feature
showing equinoctial peaks. Observed Equinoctial asymmetry
in the strength of ionospheric TEC irregularities confirm
observations from earlier studies in other (near) equatorial
regions in Africa (e.g., Olwendo et al., 2013).

5) The seasonal TEC irregularities during disturbed times were
characterized by stronger TEC irregularities in the March
equinox as compared with the September equinox season. The
reduction of the ROTT and ROT during the September equinox
could be attributed to the suppressing role of the dynamo electric
field. This requires further investigation.

To improve the analysis of irregularities in Nigeria’s statistics, a
larger dataset from multiple years should be considered. Thus, it is
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suggested that future studies on this topic collect and analyze data
from multiple years (if possible) to gain a more detailed insight into
the matter and provide a basis for evidence-based policy decisions.
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precipitation influenced by solar
wind high-speed streams
through vertical atmospheric
coupling
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A tendency of heavy rainfall-induced floods in Canada to follow arrivals of solar
wind high-speed streams (HSSs) from coronal holes is observed. Precipitation
events during the winter, including extreme freezing rain events in the province
of New Brunswick, also tend to occur following HSSs. More direct evidence is
provided using the satellite-based gridded precipitation dataset Integrated Multi-
satellitE Retrievals for GPM (IMERG) in the superposed epoch analysis of high-
rate precipitation. The results show an increase in the high-rate daily precipitation
occurrence over Canada following arrivals of major HSSs. This is consistent with
previously published results for other mid-latitude geographic regions. The ERA5
meteorological reanalysis is used to evaluate the slantwise convective available
potential energy (SCAPE) that is of importance in the development of storms.
The role of the solar wind-magnetosphere-ionosphere-atmosphere coupling,
mediated by globally propagating aurorally excited atmospheric gravity waves
releasing the conditional symmetric instability in the troposphere leading to
convection and precipitation, is proposed.

KEYWORDS

high-speed solar wind, magnetosphere—ionosphere—atmosphere coupling,
atmospheric gravity waves, heavy rainfall-induced floods, high-rate precipitation, moist
symmetric instability, slantwise convective available potential energy

1 Introduction

Solar influences on weather and climate through changes in total solar irradiance
(Reid, 1997; Crowley, 2000), ultraviolet flux (Chandra and McPeters, 1994), and galactic and
extragalactic cosmic rays modulated by solar activity (Harrison and Carslaw, 2003) have been
extensively studied and reviewed (Gray et al., 2010).

A possible influence of solar wind and the resulting geomagnetic activity on the winter
mid-latitude tropospheric circulation on the scale of days was suggested in the 1960s and
1970s. Wintertime deepening of 300-mb troughs has been found to be statistically related to
geomagnetic activity (Macdonald and Roberts, 1960; Roberts and Olson, 1973). Wilcox et al.
(1973) and Wilcox et al. (1974) discovered a relation (now referred to as the “Wilcox effect”)
between the solar magnetic sector structure and tropospheric vorticity using the upper-
level tropospheric vorticity area index, which is a proxy for extratropical storminess. These
results have been shown to be statistically significant (Hines and Halevy, 1977), raised a
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lively discussion among scientists (Williams, 1978; Williams and
Gerety, 1978; Burns et al., 1980; Rostoker and Sharma, 1980; Arora
and Padgaonkar, 1981; Lundstedt, 1984), and prompted a search
for a physical mechanism that could explain these results (Park,
1976; Wilcox et al., 1976; Wilcox, 1979; Wilcox and Scherrer, 1981).
More recently, the dawn-dusk (B,) component of the interplanetary
magnetic field (IMF) and atmospheric electrical circuit influences
on the ground-level atmospheric pressure have been shown
(Burns et al., 2007; Burnsetal., 2008; Tinsley, 2008; Lam etal.,
2013; Lametal.,, 2014; Lam and Tinsley, 2016), and Lam and
Tinsley (2016) reviewed the connections of solar wind—atmospheric
electricity—cloud microphysics to weather and climate. Owens et al.
(2014) considered the polarity of the magnetic field modulating
lightning in UK, and Scottetal. (2014) observed solar wind
modulation of lightning in response to the arrival of solar wind high-
speed streams coinciding with an increased flux of solar energetic
protons.

A tendency of significant weather conditions, including
explosive extratropical cyclones (Prikryl et al., 2016; Prikryl et al.,
2018), rapid intensification of tropical cyclones (Prikryl et al., 2019),
and heavy rainfall causing floods (Prikryl et al., 2021a; Prikryl et al.,
2021b), to follow arrivals of solar wind high-speed streams from
coronal holes has been observed. A possible physical mechanism
that could explain these results was proposed (Prikryl et al., 2003;
Prikryl et al., 2007; Prikryl et al., 2009a; Prikryl et al., 2009b).

Extreme weather events, such as heavy precipitation leading to
floods or flash floods, particularly in summer, and snow- or ice-
storms in winter, pose natural hazards with major socio-economic
and environmental consequences (Brooks etal., 2001; Burn et al.,
2016; Buttle et al., 2016). Despite the advances made in forecasting
and improved understanding of mesoscale processes (Doswell
and Bosart, 2001), predictions of extreme precipitation events
continue to present difficult challenges (Doswell and Bosart, 2001;
Villarini et al., 2010; Gourley et al., 2012). Such events are common
in Canada, and with climate change affecting the stability of the
Earth’s atmosphere, their occurrence is expected to increase (Burn
and Whitfield, 2016). Buttle et al. (2016) ( Table 2) reviewed the key
processes, classified as meteorological, hydrological, geomorphic,
and human-induced, which generate floods in Canada.

In this paper, we focus on heavy precipitation events in Canada
where the proximity of the auroral zone, the source region of
atmospheric gravity waves (AGWs), makes it the most favorable
geographic location to investigate the relationship between high-rate
precipitation occurrence and solar wind high-speed streams.

2 Data sources and methods

A list of heavy rainfall-induced flood events in Canada between
1966 and 2020 is compiled from various other sources (https://
www.for.gov.bc.ca/hfd/library/documents/,  https://www.public-
safety.gc.ca/cnt/rsrcs/cndn-dsstr-dtbs/index-en.aspx).  The initial
days of heavy rainfall events (some lasting for a few days) that
lead to these floods were checked and identified as the events’ first
days with significant rainfall by browsing historical weather data
on the Environment and Climate Change Canada website (https://
climate.weather.gc.ca/index_e.html).
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Winter storm precipitation events, including extreme freezing
rain, which caused power outages in the Province of New
Brunswick have been studied by Chartrand and Thériault (2020)
and Chartrand et al. (2022). These events were associated with
a low-pressure system and were identified in sea-level pressure

maps.
The Integrated Multi-satellitE  Retrievals for GPM
(IMERG) Final Precipitation L3 1day 0.1° x 0.1° V06

(GPM_3IMERGDF) dataset (Huffman etal., 2019) is provided
by the Goddard Earth Sciences Data and Information Services
Center (https://disc.gsfc.nasa.gov/datasets/ GPM_3IMERGDEF_06/
summary?keywords=IMERG).

For the analysis of moist symmetric instability in the
troposphere, the latest hourly climate reanalysis produced by
ECMWE ERAS5, at 0.25 x 0.25° is utilized (Hersbach et al., 2020).
Following Chen et al. (2018), indices including convective available
potential energy (CAPE), slantwise CAPE (SCAPE), and vertically
integrated extent of realizable symmetric instability (VRS) are
diagnosed, to assess the likelihood of slantwise convection in the
observed precipitation events.

For the study of high-rate precipitation occurrence in the context
of solar wind, the interplanetary magnetic field and solar wind
plasma data are provided by the National Space Science Data
Center (NSSDC), OMNIWeb (http://omniweb.gsfc.nasa.gov) (King
and Papitashvili, 2005). The OMNI data also include geomagnetic
indices, e.g., the Dst index that is used to characterize geomagnetic
storms (Gonzalez et al., 1994). Solar wind plasma parameters are
used to identify co-rotating interaction regions (CIRs) at the
leading edge of high-speed streams (HSSs). As CIRs pass by a
spacecraft, the solar wind density increases to a maximum and then
decreases within a narrow stream interface while the magnetic field
magnitude peaks. This interface between the fast and slow solar wind
defines arrivals of HSSs. The high-density plasma ahead of CIRs
(Tsurutani et al., 1995) and interplanetary coronal mass ejections
(ICMEs) are also known to be highly geoeffective (Gopalswamy,
2016; Tsurutani et al, 2016). A catalog of near-Earth ICMEs was
compiled by Richardson and Cane (2010) (https://izwl.caltech.edu/
ACE/ASC/DATA/level3/icmetable2.html).

The sources of HSSs are coronal holes, open solar magnetic field
regions that appear dark in the solar corona observed in the emission
lines of ionized atoms, e.g., Fe XIV, 530.3 nm. Measurements of
this green coronal emission by ground-based coronagraphs at high
altitudes have been merged into a modified homogeneous coronal
dataset (Dorotovic et al., 2014) (https://www.suh.sk/online-data),
as a continuation of the original homogenized coronal dataset
(Rybansky, 1975; Rybansky et al., 2005).

Super Dual Auroral Radar Network (SuperDARN) radars
(Chisham et al., 2007) measure the line-of-sight velocity of
ionospheric irregularities (ionospheric convection) and ground
scatter power to observe traveling ionospheric disturbances, such as
the ones caused by atmospheric gravity waves.

The superposed epoch analysis (SPE) method (Ambroz, 1979)
is applied on the time series of green corona intensity, solar
wind parameters and high-rate precipitation keyed to heavy
rainfall events, arrivals of major HSSs/CIRs (Prikryl et al., 2021a;
Prikryl et al., 2021b), or the maximum growth rate of extratropical
cyclones (Prikryl et al., 2016).
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3 The SPE analysis of high
precipitation occurrences in the
context of solar wind HSSs

Following the approach taken in previous studies ( Prikryl et al.,
2021a; Prikryletal., 2021b), the SPE analysis (Figures 1A, B) of
the time series of the green corona intensity and solar wind
variables is keyed to the initial days of heavy rainfall events that
lead to floods in Canada. For each epoch day, Figure 1C shows,
for the IMERG data that are available since 2000, the cumulative

10.3389/fspas.2023.1196231

number of IMERG grid cells over Canada up to 60° N of latitude
where daily precipitation rates exceeded thresholds of 60, 80, 100,
and 120 mm. Figure 1A shows a depletion in the mean green
corona intensity at low heliographic latitudes before the epoch
day -2, which is due to superposition of coronal holes that are
sources of HSSs arriving a few days later, as shown by the mean solar
wind variables in Figure 1B, with the mean velocity, V, ramping up to
a maximum on epoch day +1. The broad peaks in the mean density
and magnetic field are due to superposition of CIRs. The standard
deviation, o, of the IMF, B, component, which is a measure of
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FIGURE 1
SPE analysis of the time series of (A,D) green corona intensity and (B,E) solar wind plasma variables keyed to start dates of (left panels) heavy
rainfall-induced flood events in Canada and (right panels) significant precipitation events, including snow and freezing rain in New Brunswick (NB). The
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SPE analysis of the time series of (A) green corona intensity and (B) solar wind plasma variables keyed to arrivals of major HSSs/CIRs for solar wind
streams that reached maximum velocity V., >600 km/s. (C) Histograms show cumulative numbers of IMERG grid cells (divided by 100) over Canada
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SPE analysis performed for three ranges of V..

solar wind Alfvén wave amplitudes, also maximizes around the
epoch day 0. These results suggest these heavy rainfall events tend
to follow arrivals of HSSs/CIRs.

Figures 1D, E show the results of the SPE analysis keyed to start
days of significant precipitation events, including snow and freezing
rain (Chartrand et al., 2022) that caused power outages in New
Brunswick (NB) during 2003-2013. Figure 1F shows the cumulative
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number of IMERG grid cells over a rectangular area that includes
NB, where daily precipitation rates exceeded thresholds of 30, 40,
50, and 60 mm. Although the patterns of the mean V' pattern and
the depletion in the mean green corona intensity are similar to
those in Figures 1A, B, the increase in the mean density, n,, and
magnetic field magnitude, B, around epoch day 0 is less promlnent.
The pattern still indicates that many NB events were associated with
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SPE analysis of the time series of (A) green corona intensity and (B)
solar wind plasma variables keyed to the maximum growth
(deepening) rate of extratropical cyclones that caused NB storm
events. (C) Corresponding mean sea level pressure and mean
deepening rate. The dotted lines show the standard error of the mean.
Histograms of the number of CIRs (purple) and ICMEs (orange) are
shown at the bottom.

arrivals of HSSs/CIRs. The peaks in B and #, at later epoch days
(+2 and +4) are due to superposition of ICMEs, as further discussed
later.

In Figure 2, to examine the statistical occurrence of high-rate
precipitation relative to arrivals of HSSs/CIRs, the approach is
inverted by defining the key time in the SPE analysis as arrival
times of major HSSs/CIRs. For the period of 2000-2020 and major
HSSs reaching a maximum solar wind velocity V.. >600 km/s,
Figures 2A, B show the SPE analysis results for the green corona
intensity and solar wind parameters. As expected, the superposition
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of HSSs/CIRs relative to the well-defined interface between the fast
and slow solar wind results in sharp peaks in the mean values of n,),
B, and o, close to the key time, while mean solar wind velocity V'
increases from a minimum before to a maximum after the key time
(Figure 2B), with the mean coronal hole preceding it by about 4 days.

The main interest in this analysis is the total cumulative number
of IMERG grid cells over Canada, up to 60° N latitude where daily
precipitation rates exceeded given thresholds, summed up for each
epoch day relative to the key time (Figure 2C). The occurrence of
high-rate precipitation shows an increase starting at epoch day -1,
to a maximum at epoch day +1 following the arrival of HSSs/CIRs.
For the numbers of grid cells with the precipitation rate exceeding
60 mm/day, the mean + standard error of the mean is shown.
While the observed increase is relatively small, it is greater than
the standard error of the mean. Furthermore, splitting the analysis
into subperiods shows that the increase persists and becomes
progressively more prominent for faster HSSs. The SPE analysis for
three intervals of V.. (Figures 2D-F) shows the increase in the
cumulative number of IMERG grid cells with above-threshold daily
precipitation rates. In all three cases, high precipitation rates peak
at epoch day +1. For progressively faster/stronger HSSs/CIRs, the
relative increase in the high-rate precipitation occurrence following
the key time is higher (Figures 2E, F). It is important to vary n
and group the analysis by V...
statistical significance for SPE results. Second, faster HSSs result in

First, larger n should yield higher

stronger MIA coupling. Third, the grouping into subperiods allows
the consistency of SPE results to be checked.

In the case of NB events that caused power outages in
the period of 2003-2013, we identified extratropical cyclones
that caused the storms. Using global satellite images of clouds
provided by the International Satellite Cloud Climatology Project
(ISCCP), the Global ISCCP B1 Browse System (GIBBS) (https://
www.ncde.noaa.gov/gibbs/) and the mean sea level pressure (SLP)
fields from the JRA-55 meteorological reanalysis data, the minima
of central pressure of deepening extratropical cyclones were traced.
Following the criterion introduced by Sanders and Gyakum (1980),
the normalized central pressure deepening rate (NDR,) [Lim and
Simmonds 2002; their Eq.(1)] was computed. The maximum
deepening rates of the cyclones are used as key times in the SPE
analysis, with Figure 3C showing the mean SLP and deepening rate
dP/dt. The results for the green corona intensity and solar wind
plasma variables (Figures 3A, B) are similar to those in Figures 1D, E
and to the previously published results linking the explosive
development of extratropical cyclones to arrivals of HSSs/CIRs
(Prikryl et al., 2016). The pattern of an increase in mean solar wind
velocity V, from a minimum before the key time to a maximum
at the epoch day + 2, with substantial increase in mean solar wind
density n, and magnetic field magnitude B starting from epoch day
-2 is due to superposition of the number of CIRs that are shown in
histograms between epoch days —2 and +1. This indicates a tendency
of intensification of these cyclones to be associated with arrivals of
HSSs/CIRs, which are often preceded by high-density plasma that is
further discussed in the next section. In addition to CIRs, six ICMEs
that are superposed on epoch day +1 contributed to peaks in B and
1. However, as will be discussed in Section 6, HSSs/CIRs generate
trains of AGWs. The impacts of ICMEs, while often resulting in
geomagnetic storms, are more impulsive but short-lived.
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4 Cases of high precipitation events
leading to floods in the context of
solar winds

4.1 Heavy rainfall-induced floods in
Canada

The results of SPE analyses in Figures 1, 2 indicate a strong
tendency of high-precipitation occurrence following arrivals of
HSSs from coronal holes. We now examine cases of heavy
rainfall events in the context of solar wind disturbances, including
HSSs/CIRs (Gosling and Pizzo, 1999; Tsurutanietal., 2006a;
Tsurutani et al., 2006b) and interplanetary coronal mass ejections
(Gopalswamy, 2016). The solar wind magnetic sector boundaries,
where the IMF direction switches its polarity between “away” and
“toward” the Sun, that have been identified as heliospheric current
sheets (HCSs; Smith et al., 1978; Hoeksema et al., 1983), usually
closely precede or are imbedded within CIRs at the leading edge of
HSSs. The high-density plasma (HDP) ahead of HCSs/CIRs leads
to magnetic field compression, which is another geoeffective solar

10.3389/fspas.2023.1196231

wind disturbance (Tsurutani et al., 1995). In the absence of IMF
data, the magnetic sectors can be estimated from ground-based
magnetograms (Svalgaard, 1975).

Figure 4 shows solar wind variables such as the IMF direction
longitude (orange crosses) and the Dst index (green line). The
symbols on the time axis indicate the times of HSS/CIR arrivals,
impacts of ICMEs, and the IMF sector boundary/HCS crossings.
Where available, the proxy magnetic field sectors (A: away; T:
toward) are indicated below the time axis. Start dates of heavy
rainfall events in Canada included in the SPE analysis are marked
by symbols at the top. These are examples of events that occurred
following arrivals of HSSs/HCSs/CIRs or impacts of ICMEs that
caused geomagnetic storms. On 8 June 1999 (Figure 4A), White
Rock, BC, experienced a sudden, intense storm with heavy rain
that caused flash floods and mudslides. In July 1999 (Figure 4B),
heavy snow and rain fell starting on July 2 caused flooding in
Clearwater, AB. On September 22-23 (Figure 4C), Prince Edward
Island experienced a severe rainstorm, causing flash flooding,
damaging eight highways and bridges. The IMERG satellite-based
precipitation data for June 2000 are obtained. At the top in
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Figures 4D, E, the maximum IMERG daily rates at any grid cell
over Canada (solid purple line) and the number of IMERG
grid cells over Canada with precipitation rates exceeding 50 mm
(dotted line) are shown. Figures4C,D show cases of heavy
rainfall events in New Brunswick and Quebec, respectively, and
enhanced high-rate precipitation occurrence following HSSs/CIRs.
More events in the context of solar wind can be viewed in the
Supplementary Material.

4.2 Winter NB storm precipitation events in
December 2010

Several heavy precipitation events affected eastern Canada in
December 2010. Figure 5 shows the maximum IMERG daily rates
and the number of grid cells over New Brunswick with precipitation
rates exceeding 50 mm. The focus here is on the NB storms
(marked by red diamonds) that followed rapid intensifications
of extratropical cyclones (marked by open circles scaled by the
maximum normalized deepening rate of the central mean SLP).
On December 6, the storm that caused strong winds, heavy wet
snow, and floods coincided with the arrival of a broad CIR on
the leading edge of a moderate HSS that was preceded by high-
density plasma adjacent to HCSs. While heavy precipitation and
an extreme storm surge that caused floods occurred after the low
pressure reached the east coast on December 6, this extratropical
cyclone explosively deepened off the East Coast of the United States.
Figure 6A shows the daily accumulated precipitation on December
6, overlaid with the storm track. The maximum deepening rate
and the minimum central SLP reached are indicated in green and
red colors, respectively. Another intense storm during December
13-14 resulted in extensive flood damages in New Brunswick
and Quebec. It was caused by a rapidly deepening low-pressure
system (Figure 6B) that closely followed the arrival of a major
HSS/CIR (Figure 5). The cyclone brought heavy rain, wet snow,
and strong winds, causing major power outages in New Brunswick.
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Heavy rain and floods also occurred in Gaspé, QC, when the
high-rate IMERG precipitation peaked. Figure 6B shows the daily
accumulated precipitation on December 13, overlaid with the storm
track. Similarly, minor HSSs/CIRs on December 20 and 25 were
followed by rapid intensifications of extratropical cyclones over
the east coast, which brought heavy rain, wet snow, and strong
winds to New Brunswick. The December 21 storm also caused a
storm surge and flooding. In each case, there was an increase in
the IMERG high-rate precipitation occurrence over New Brunswick
(Figure 5).

5 Assessment of conditional
symmetric instability and slantwise
convection

Prikryl etal. (2009b) suggested that down-going aurorally-
excited atmospheric gravity waves could contribute to release of
moist symmetric instability, leading to slantwise convection (Schultz
and Schumacher, 1999). Such a mechanism could explain the
aforementioned results linking severe weather occurrences to solar
wind events. In this section, the presence of slantwise convection in
frontal zones is assessed for cases of extratropical cyclones using the
method discussed by Chen et al. (2018).

Release of conditional symmetric instability (CSI; Schultz and
Schumacher, 1999; Chen et al., 2018) has been known to initiate
slantwise convection over frontal precipitation bands (Bennetts
and Hoskins, 1979; Bluestein, 1993; Houze, 1993; Emanuel, 1994).
The warm frontal cloud bands, in rapidly intensifying extratropical
cyclones, were identified as “striated delta” clouds (Feren, 1995).
Glinton etal. (2017) (Figures 1, 2) studied cases of CSI release
contributing to precipitation in mature extratropical cyclones.
Chenetal. (2018) (Figures7, 10) investigated the evolution of
slantwise convective available potential energy and CAPE in
explosive and nonexplosive cyclones. They found that SCAPE
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IMERG daily accumulated precipitation (A) on December 6 and (B) 13 December 2010. The rectangular area around New Brunswick is superposed.
Tracks of central SLP of intensifying extratropical cyclones (orange line) with the maximum deepening rate and minimum central SLP are shown by

green and red dots, respectively.

exhibits values greater than CAPE prior to the onset of the
rapid intensification of explosive cyclones and then decreases
sharply thereafter, thus pointing to the importance of CSI in the
development of storms.

5.1 Case of the storm on 12—-13 December
2010

The GOES-13 infrared images (https://www.ncdc.noaa.gov/
gibbs/) of an intensifying extratropical cyclone showed “back
building” convection cells along squall lines (Bluestein and Jain,
1985) off the East Coast of United States (Figure7A). The
CIMSS data archive (http://tropic.ssec.wisc.edu/archive/) provides
overlay data products from wind analysis. The enhanced upper-
level (150-300 mb) divergence (Figure 7B) indicates a region with
rising air motion. There were strong mid-upper-level southwesterly
winds (Figure 7C), low-level winds (Figure 7D) turning southerly
over a string of convection cells, and large mid-level wind
shear (Figure 7E). Furthermore, low-level winds and vertical wind
shears based on the ERA5 reanalysis are also shown in Figure 8,
discussed as follows. These conditions are conducive to over-
reflection of down-going aurorally excited AGWs with a possibility
of amplification (Section 6.3). The over-reflecting AGWs in the
unstable frontal zone could contribute to the release of CSI, resulting
in a series of convection cells forming the “back building” squall line.
Similar cases of intensifying extratropical cyclones were discussed
previously (Prikryl et al., 2018; including Supplementary Material).

Several indices are calculated using the ERA5 reanalysis to
evaluate the likelihood of slantwise convection in this case. These
indices that provide different but Supplementary Material, include
SCAPE, fractional SCAPE residual ( f, = (SCAPE—CAPE)/SCAPE),
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and vertically integrated extent of realizable symmetric instability
(Glinton et al., 2017; Chen et al,, 2018). A high SCAPE, indicating
high convective available potential energy for a slantwise ascending
air parcel from low levels, is found but limited to the warm sector
of the cyclone (Figure 8A). A closer-to-one f indicates the relative
dominance of slantwise over upright convection, although such a
condition is also scattered mostly in the south (Figure 8B). While the
aforementioned two indicate the potential energy, VRS shows the
thickness of the air layer (measured in pressure), where CSI, high
relative humidity, and vertical motion coexist (Chen et al., 2018).
Figure 8C shows that the cold front, where strings of “back building”
convection cells (Figure 7A) produced high-rate precipitation co-
located well with a high VRS value of above 150 hPa, shows a
strong indication that CSI is being released actively there. Such high
VRS values well-match the high precipitation band persisted for
more than 1 day. As already noted previously, this was co-located
with low-level southerly winds and wind shears evaluated between
900 and 1,000-hPa levels (Figure 8D), which is favorable for over-
reflection of AGWs.

5.2 Case of the storm on 5—-6 December
2010

The extratropical cyclone that caused heavy rain in New
Brunswick on December 6 explosively intensified off the east coast
(Figure 6A). This coincided with the arrival of the solar wind high-
density plasma sheet on the leading edge of a moderate HSS/CIR
(Figure 5). Figure 9A shows the GOES-13 infrared images (https://
www.ncdc.noaa.gov/gibbs/) of an explosive extratropical cyclone
showing development of a “striated delta” cloud in the cyclone
vortex and “back building” bands in the cold front. They coincide
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FIGURE 7
(A) GOES-13 infrared images (https://www.ncdc.noaa.gov/gibbs/) of an intensifying extratropical cyclone showing “back building” squall lines. Overlay

data products from the CIMSS data archive (http://tropic.ssec.wisc.edu/archive/) of wind analysis show (B) upper-level (150-300 mb) divergence, (C)
mid-upper-level winds, (D) low-level IR-cloud drift winds, and (E) mid-level wind shears.
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FIGURE 8
(A) SCAPE (shaded) and SCAPE-CAPE (red contours; 100, 300, and 500 J/kg), (B) 1-h accumulated precipitation (shaded) and f; (red contours; thin for

0.5 and thick for 0.8), and (C) VRS (shaded) and precipitation (yellow contours; 0.5 and 5.5 mm), (D) low-level wind shear (yellow contour; 12, 21
m/s/km). (A—D) All overlapped with 950-hPa wind (vectors; m/s) and 950-hPa geopotential height (black contours; m; at intervals of 50 m).
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(A) GOES-13 infrared images (https://www.ncdc.noaa.gov/gibbs/) of an explosive extratropical cyclone showing a “striated delta” cloud in the cyclone
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with regions of high SCAPE and close-to-one f, (Figure 9B). The
resulting latent heat release could have contributed to the explosive
development of the cyclone that later brought heavy rainfall to New
Brunswick (Figure 6A).

While large SCAPE-CAPE residuals are mostly over the warm
sector (to the south) of the extratropical cyclone, the heavy
precipitation over New Brunswick on December 6, 00:06 UTC
(Figure 10B), is co-located with some locally high VRS values
(peak >150 hPa thickness at 03:00 UTC) that lasted more than 6 h
over the “bent-back warm front” that wraps around the cyclone
center. It should be noted that there exist other low-level forcing
mechanisms for heavy precipitation, e.g., frontogenetical lifting
and the strong low-level convergence of flows associated with
two cyclone centers, which was likely the case when the cyclone
was reaching New Brunswick (Figure 10B). Nevertheless, heavy
precipitation and a storm surge that caused floods coincided with
the arrival of a broad HSS/CIR with a dense HDP at its leading
edge on December 6. Furthermore, similar to the observation
on December 13, the high-rate precipitation was co-located with
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high low-level winds and wind shears at 950 hPa (Figure 10D).
Equatorward propagating AGWs generated by solar wind coupling
to the magnetosphere-ionosphere—atmosphere system could have
reached the cyclone and contributed to the release of CSI, leading to
cyclone intensification.

6 Solar wind coupling to the
magnetosphere-ionosphere-
atmosphere (MIA) system

6.1 High-latitude sources of AGWs in the
lower thermosphere

At high latitudes, solar wind coupling to the magnetosphere-
ionosphere-thermosphere system is the energy source of auroral
heating, primarily Joule heating, due to collisions among electrons,
positive ions, and neutral molecules (Brekke and Kamide, 19965
Knipp etal., 2004; Thayer and Semeter, 2004; Xuetal., 2013;
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Same as Figure 8 but for December 6, 06:00 UTC.
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Richmond, 2021), although its impact on the thermodynamics of the
neutral atmosphere is thought to decrease below 100 km (Xu et al.,
2013). Auroral heating is highly variable and often driven by ultra-
low-frequency (ULF) waves.

The main source of ULF waves are HSSs emanating from
coronal holes (Krieger et al., 1973). HSSs from polar coronal holes
have speeds of ~750-800 km/s (Phillips et al., 1994; Phillips et al.,
1995; Tsurutani et al., 2006a; Tsurutani et al., 2006b). However,
coronal holes that affect the Earth by HSSs are either extensions
of polar coronal holes (Phillips etal., 1994) to low latitudes or
are self-contained coronal holes forming at low heliographic
latitudes (de Toma, 2011). The high-density HCS plasma sheet
ahead of CIRs leads to compression of the magnetic field that
can cause recurring moderate-to-weak geomagnetic storms
(Tsurutani et al, 1995). The high-density plasma sheet impinging
onto the magnetosphere results in precipitation of magnetospheric
relativistic electrons (Tsurutanietal., 2016). HSSs/CIRs have
been shown (Tsurutani et al., 2006a; Tsurutani et al., 2006b) to be
associated with high-intensity, long-duration continuous auroral
electrojet activity (HILDCAAs) (Tsurutani and Gonzalez, 1987;
Tsurutani et al., 1990; Tsurutani et al., 1995). HILDCAAs are caused
by trains of solar wind Alfvén waves (Belcher and Davis, 1971) that
couple to the magnetosphere-ionosphere system (Dungey, 1961;
Dungey, 1995). Coupling produces pulses of Joule heating in the
lower thermosphere that can launch AGWs with duration between
tens of minutes to hours.

The theoretical understanding of gravity waves and their role in
the ionosphere was developed by Hines (1960). The auroral sources
of medium- to large-scale gravity waves have been recognized, and
AGWs have been observed as traveling ionospheric disturbances
(TIDs) for a long time (Chimonas and Hines, 1970; Testud, 1970;
Richmond, 1978; Tanaka, 1979; Williams et al., 1993; Balthazor
and Moffett, 1997; Oyama et al., 2001; Oyama and Watkins, 2012;
Richmond, 2021). Francis (1974) theoretically described and
distinguished between direct and Earth-reflected gravity waves and
pointed out that the latter appear in the F-region as wave packets
of nearly monochromatic waves, while the former induce isolated
(nonperiodic) TIDs, which is consistent with the modeling of
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gravity waves generated by enhancements in the ionospheric electric
field (Millward et al., 1993a; Millward et al., 1993b; Millward, 1994).
Each electric field enhancement causes a Joule heating pulse, which
in turn launches a single gravity wave propagating equatorward and
poleward from the source region.

6.2 Global propagation of AGWs

The gravity wave dispersion relation (Hines, 1960) allows
both upward (downward phase) and downward group (upward
phase) propagation (Hocke and Schlegel, 1996). For clarity, we will
refer to downward/upward group (wave energy) propagation as
down/upgoing AGWs to distinguish them from upward/downward
AGW phase propagation. Yeh and Liu (1974) used the ray theory
approach and the WKB approximation and pointed out that a
simplified ray tracing procedure based on Snell’s law is applicable
for a horizontally stratified atmosphere, e.g., (Bristow et al., 1996;
Prikryl et al., 2005; and Prikryl et al., 2009b). A dispersion relation
derived from Navier-Stokes equations (Bristow et al., 1996) with
temperature gradients included by allowing the scale height to vary
with altitude but not considering viscosity, thermal conductivity,
and ion drag, showed results suggesting a seasonally dependent
reflection of gravity waves due to the temperature gradient at
mesospheric altitudes.

Based on a spectral model in terms of spherical harmonics,
Mayr et al. (1984a) and Mayr et al. (1984b) described gravity wave
response in the atmosphere and showed that propagating waves
originating in the thermosphere can excite a spectrum of AGWs in
the lower atmosphere, though with much smaller amplitudes. Their
transfer function model (TFM), which describes global propagation
of acoustic gravity waves in a dissipative and static atmosphere with
globally uniform temperature and density variations, was reviewed
(Mayr et al., 1990; Mayr et al., 2013). Globally propagating AGWs
from sources in the lower thermosphere at high latitudes can be
ducted in the lower atmosphere over long distances and reach the
troposphere at mid-to-low latitudes. However, the amplitude of
AGWs is known to decrease exponentially with decreasing height.
At the top of the troposphere, the amplitude in velocity perturbation
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is 3-4 orders of magnitude smaller than the amplitude of the wave
launched in the E-region (Hines, 1965). In the lower thermosphere,
large vertical wind velocities with magnitudes of 10-20 m/s are
common at high latitudes (Larsen and Meriwether, 2012). Even
larger vertical ion motions with amplitudes up to = 50 m/s have
been observed by incoherent scatter radars (Oyama et al., 2005) at
altitudes of 95-111 km. Oyama et al. (2008) observed vertical winds
exceeding 30 m/s at high-latitude altitudes of 110-120 km during
moderately disturbed geomagnetic conditions. Hernandez (1982)
observed periodic oscillations of vertical winds with amplitudes up
to 50 m/s and a period of 40 min in the mid-latitude thermosphere,
which were attributed to the passage of gravity waves from an auroral
source. Rees et al. (1984) identified sources at high latitudes of strong
vertical winds >100 m/s, resulting from local geomagnetic energy
input and subsequent generation of thermospheric gravity waves.
In situ measurements of large vertical motions of 100-250 m/s in
the thermosphere were attributed to aurora-induced gravity waves
(Spencer et al., 1976; Spencer et al., 1982), and vertical winds of
10-20 m/s are commonly observed in the lower thermosphere
(Larsen and Meriwether, 2012). Such vertical motions scale down
to a few cm/s at the tropospheric level, which is comparable to mean
vertical motions in the troposphere (Fukao et al., 1991; Nastrom and
Vanzandt, 1994) but less than typical instantaneous vertical motions
of up to a few tens of cm/s associated with tropospheric gravity waves
(Nastrom et al., 1990).

6.3 Initiation of tropospheric convection
by aurorally excited AGWs

As already mentioned in Introduction, it has been suggested
that aurorally excited AGWs can play a role in the CSI release,
leading or contributing to explosive development of extratropical
cyclones. When downgoing AGWs over-reflect in the warm frontal
zone of extratropical cyclones, even a small lift that they would
impart to a moist air parcel already rising over the cold air can
initiate slantwise convection, forming a precipitation band. Extreme
rainfall events often result from mesoscale convective systems
producing convective rainfall regions that are sometimes nearly
stationary. Bluestein and Jain (1985) (in Figure 1) introduced a
concept of distinct kinds of mesoscale convective line (squall line)
developments based on radar reflectivity and satellite observations
of squall lines, with the two most commonly identified as “broken
line” and “back building” formations. The squall lines form in a
conditionally and convectively unstable atmosphere. The “broken
line” forms typically along a cold front by probable development
of “externally” forced multi-cells appearing at about the same time
and transforming “into a solid line as the area of each existing cell
expands and new cells develop” (Bluestein and Jain, 1985). The “back
building” squall line “consists of the periodic appearance of a new
cell upstream, relative to cell motion” and can form along different
types of surface boundaries. The other types may include warm
frontal bands and wide cold frontal bands (Bluestein and Jain, 1985).
Similar to striated delta clouds (Prikryl et al., 2018; their Figure 9),
the SPE analysis of solar wind data keyed to dates from the list of
squall line cases (Bluestein and Jain, 1985; their Table 1) appears to
show a tendency of such mesoscale convective line development to
follow arrivals of HSSs/CIRs/ICMEs.
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TFM simulations (Prikryl etal., 2018; their Figure 16) of
propagation of the gravity wave launched by Joule heating with
given vertical heating profiles in the lower thermosphere showed
that they can produce vertical wind amplitudes of up to ~1 cm/s at
10 km altitude. The gravity wave ray tracing examples (Prikryl et al.,
2018; their Figure 15) show that AGWSs can reach lower troposphere
altitudes, where they may at least seed the slantwise convection in
a symmetrically unstable environment by providing a small lift to a
parcel of air and contribute to the release of instability (Prikryl et al.,
2009b; pp. 34 and 42-43). Cases of TIDs and/or their sources
in the ionosphere followed several hours later by series of rain
bands, or convective cells, indicated an approximately one-to-one
correspondence (Prikryl et al., 2009b; Prikryl et al., 2018) that was
consistent with the estimated AGW propagation time from the lower
thermosphere to the upper troposphere. While even a very small
amplitude of these AGWs at tropospheric levels may be sufficient
to release the CSI, there is possibility of amplification of AGWs at
the reflection point if waves encounter a wind shear or an opposing
wind (Jones, 1968; Cowling et al., 1971; McKenzie, 1972; Eltayeb and
McKenzie, 1975).

6.4 Observations of AGWs in the upper
atmosphere

SuperDARN radars (Nishitani et al., 2019) measure the line-of-
sight velocity component of E x B drift velocities of ionospheric
irregularities in the F-region (at altitudes of ~350 km), with the
electric field E mapping along equipotential magnetic field lines
to the lower ionosphere. Velocity measurements are used to map
ionospheric convection at mid-to-high latitudes. In addition to
ionospheric scattering, the radars also observe the ground scatter
power modulated by TIDs, including those that are driven by
AGWs. To study the relevant geophysical context of the December
2010 storm event, we now examine in sifu measurements of solar
wind variables, ionospheric velocity and ground scatter power
observed by the SuperDARN, and ground magnetometers sensing
ionospheric currents.

On December 12, as in previously studied cases (Prikryl et al.,
2009b; Prikryletal., 2018), pulsed ionospheric flows (PIFs)
observed over northern Greenland generated equatorward
propagating AGWs/TIDs. Figure 11A shows ionospheric line-of-
sight velocity V', as a function of the magnetic latitude observed by
the Iceland Stokkseyri radar beam 15. The ionospheric currents in
the E-region at altitudes of ~110 km flow in the opposite direction
to ionospheric convection (PIFs). It is the Joule heating caused
by pulses of ionospheric currents that generated AGW's that were
observed as TIDs by the Goose Bay radar in Labrador (Figure 11B).
Similarly, on December 5, pulses of ionospheric convection/currents
at high latitudes generated equatorward-propagating AGWs.
Figure 11C shows TIDs in the ground scatter observed by the
Pykkvibaer radar beam 7. Figures 11B, C show the ground scatter
power focused/defocused by equatorward-propagating TIDs
observed by radar beam 12. Rather than showing the ground scatter
slant range, the ground scatter range is mapped to reflect the TID
location in the ionosphere (Bristow etal., 1994). It is noted that
PIFs and the consequent AGWs/TIDs were generated by solar wind
Alfvén waves coupling with the dayside magnetosphere/ionosphere
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FIGURE 11
(A) Line-of-sight (LoS) velocity observed by the Stokkseyri radar beam 15. (B) Ground scatter power observed by the Goose Bay radar beam 12. (C)
Ground scatter power observed by the Pykkvibaer radar beam 7.

by the pulsed magnetic reconnection at the subsolar magnetopause
( Prikryl et al., 1998; Prikryl et al., 2002).

The magnetic reconnection is primarily driven by the southward
IMF B, component, which is opposite to the Earth’s magnetic
field at the subsolar magnetopause. Figure 12A shows the IMF B,
component in Geocentric Solar Ecliptic (GSE) coordinates (black
line) measured by Wind spacecraft in the upstream solar wind.
The dotted lines show detrended time series of IMF B, (red) and
proton velocity V, (blue) components that are correlated. The
correlation between the respective components of the solar wind
magnetic field is the signature of anti-sunward propagating solar
wind Alfvén waves (Belcher and Davis, 1971). The normalized fast
Fourier transform (FFT) power spectra of the detrended time series
of B, and V, show similar multiple peaks at frequencies of ~0.25,
0.4, and 0.6 mHz.

The north-south X component of the ground magnetic field
(Figure 12B) was measured by a magnetometer on the west coast of
Greenland in Upernavik (UPN), located in the field of view of the
Stokkseyri radar beam 15. The perturbations of the ground magnetic
field are caused by ionospheric currents at altitudes of ~110 km, with
the north-south X component sensing east-west currents. The FFT
power spectrum of the detrended time series (red dotted line) is
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very similar to those of the IMF B, and V, observed by the Wind
spacecraft.

Figure 12C shows the time series of the Goose Bay radar ground
scatter power for the range gate 30 showing variations that are due
to equatorward-propagating TIDs. The main peak in the FFT power
spectrum of the detrended time series (dotted line) is close 0.5 mHz
(~30 min), representing the period of equatorward-propagating
AGWs.

6.5 Ray tracing AGWs in a model
atmosphere

Ray tracing of AGWs in a model atmosphere using the
dispersion relation has been conducted (Prikryl et al., 2005) to show
that downgoing AGWs launched by ionospheric currents at high
latitudes can reach the troposphere. They can be ducted in the lower
atmosphere to low latitudes, as shown by ray tracing and TFM
methods (Prikryl et al., 2018).

Using the MSIS-90 model atmosphere, Figure 13 shows possible
group paths from a source at 110 km altitudes of AGWs with
a period of 30 min, including the ducted mode in the lower
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atmosphere. It is noted that group times for rays reaching the
troposphere at distances past 3,000 km are greater than 4 h, which is
approximately the time from the launch of AGWs to the appearance
of “back building” convection cells (Figure 7A). Similar cases have
been discussed previously (Prikryl et al., 2009a; Prikryl et al., 2018).
Over-reflection of downgoing AGWs in unstable frontal zones could
have contributed to the release of the instability, leading to a string
of convection cells forming the “back building” squall line shown in
Figure 7A.

Theoretical analysis of AGW propagation in the lower
atmosphere using an expansion of three-dimensional normal mode
functions was performed by Hagiwara and Tanaka (2020). These
authors showed that the waves can propagate downward to the
troposphere as attenuating gravity waves and “the wave propagations
and reflections at the surface create an anti-node of geopotential at
the bottom of the atmosphere corresponding to the vertical width of
the initial state of the impact” On the other hand, “standing waves
in temperature create a node at the ground surface” They suggested
that standing waves generated in the lower troposphere could affect
atmospheric stability through the passage of gravity waves, in turn
affecting the development of cyclones.

These theoretical results propose the following question: could
the strings of convective cells forming “back building” squall lines,
as observed in Figure 7A, be caused by standing waves, as they are
generated in the lower troposphere by downgoing AGWs? If so,
the nodes (anti-nodes) of a standing wave would be separated by
half a wavelength A/2. While upgoing medium-scale AGWs/TIDs
have typically horizontal wavelengths A 2400 km, downgoing AGW
packets would have shorter horizontal wavelengths A <300 km
(Prikryl et al., 2005; their Figure 2B). Standing waves generated by
such AGWs in the lower troposphere, as suggested previously,
would have node spacing comparable with the spacing between
the convective cells (~150 km or less). Furthermore, the two
“back building” squall lines seem to have formed simultaneously
(Figure 7A). This would be consistent with the notion that they were
formed by equatorward-propagating AGWs at this time, although
the one associated with the main cold front transformed more
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quickly into a solid squall line, while the convective cells forming
the adjacent squall line persisted longer as they expanded.

7 Summary and conclusions

It is observed that heavy rainfall-induced floods in Canada
tend to follow arrivals of solar wind high-speed streams from
coronal holes. Cool season precipitation events, including extreme
freezing rain events, that were caused by intensifying low-pressure
systems and that resulted in power outages in the province
of New Brunswick, also show this tendency. The superposed
epoch analysis of solar wind variables keyed to the maximum
deepening rate of the central sea-level pressure indicates that
many of these extratropical cyclones intensified, some explosively,
following arrivals of high-speed streams. Further evidence is
provided by using a satellite-based gridded precipitation dataset.
The superposed epoch analysis of high-rate precipitation over
Canada shows a statistically significant increase in the high-rate
precipitation occurrence following arrivals of major high-speed
streams. These results support previously published results for other
mid-latitude geographic regions. The link between solar wind high-
speed streams and heavy precipitation occurrence points to solar
wind-magnetosphere—ionosphere-atmosphere coupling mediated
by aurorally excited globally propagating atmospheric gravity waves
potentially contributing to convection by releasing the conditional
symmetric instability in the troposphere. The latent heat release is
often associated with intensification of storms. This is supported
by the ERA5 reanalysis dataset used to diagnose SCAPE and the
vertically integrated extent of realizable symmetric instability to
assess the likelihood of slantwise convection. The assessment of
conditional symmetric instability using the global ERA5 dataset
will provide opportunities to study events when the proposed
mechanism may be in action. The role of globally propagating
aurorally excited gravity waves will be considered in future studies
examining severe weather conditions, such as heavy rainfall-induced
flash floods and large tornado outbreaks.
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The investigation of sporadic E or Es layers typically relies on ground-based or
satellite data. This study compares the Es layers recorded in ionograms with
those detected using GNSS L1 signal-to-noise ratio data from FORMOSAT-
3/COSMIC radio occultation at mid and low latitudes. GPS radio occultation
measurements of Es layers, during an 11-year time span of 2007-2017, within
a 2° latitude x 5° longitude grid around each ionosonde site are compared to
the Es recordings of the ionosonde. By comparing multi-year radio occultation
data with recordings from six ionosonde stations at mid and low latitudes, it
was discovered that at least 20% of the Es layer detection results between each
ionosonde and its crossing GPS radio occultation measurements did not agree.
The results show that the agreement between the two methods in Es detection is
highly dependent on the season and local time. This study suggests that Es layer
recordings from ground-based ionosonde observations have the best agreement
with the Es layers detected by radio occultation data during daytime and local
summers. The difference in the Es detection mechanisms between the two
methods can explain the inconsistency between Es events measured by these
two methods. The detection of Es layers in ionograms relies on the high plasma
concentration in the E region, whereas signal scintillations caused by a large
vertical gradient of the plasma density in the E region are considered a sign of
Es occurrence in satellite techniques.
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1 Introduction

Thin layers of enhanced electron density compared to the
background ionization in the ionosphere’s E region are referred to as
sporadic E and abbreviated as Es (Whitehead, 1989; Mathews, 1998;
Wu et al,, 2005; Haldoupis, 2011). The Es layer is mainly known
as a daytime and summer hemisphere phenomenon with higher
occurrence rate at mid and low latitudes (Haldoupis et al., 2007;
Christakis et al., 2009; Arras et al., 2010; Haldoupis, 2012).

Whitehead (1961) and Axford and Cunnold (1966) proposed
that Es layers are formed by the wind shear mechanism. In
subsequent studies, the wind shear theory has been confirmed as
the physical mechanism responsible for the mid-latitude Es layer
formation process (Whitehead, 1989; Haldoupis & Pancheva, 2002;
Haldoupis, 2011; Yamazaki et al., 2022). According to the wind shear
theory, metallic ions in the ionosphere dynamo region converge to
thin layers of ionization by the vertical shears of neutral wind, mainly
produced by atmospheric tides (Haldoupis, 2012; Chu et al., 2014;
Shinagawa et al., 2017; Qiu etal., 2019; Sobhkhiz-Miandehi et al.,
2022).

Es has been subject to many studies since the mid-twentieth
century (Whitehead, 1961; 1970; 1989; Macleod, 1966) due to
its potential disturbances on the radio signals in communication
and navigation systems. Strong vertical electron density gradients
of Es layers can cause severe radio wave propagation disruption
and will directly influence the accuracy and reliability of satellite
communication and navigation systems (Arras, 2010).

For many years, most of the observational studies of Es were
performed using ionosonde recordings; there were also several
investigations based on incoherent and coherent scatter radars and
some through in situ measurements with rockets. These techniques
have been documented in several review papers (Matsushita, 1962;
Whitehead, 1989; Mathews, 1998; Haldoupis, 2011). However,
with the development of the GPS radio occultation technique
over the past two decades, satellite observations have become an
increasingly popular tool for studying Es layers due to their ability
to provide global data coverage (Igarashi et al., 2001; Wu et al., 2005;
Arras et al., 2008).

First, Es occurrence global maps were introduced in the early 60s
based on ionosonde measurements (Taguchi, 1961; Leighton et al.,
1962). Reddy and Matsushita (1969) studied Es layers at mid and
low latitudes utilizing the ionosonde to establish a more detailed
understanding of temporal and latitudinal variations of them.
Subsequently, until the 1990s, numerous studies typically focused
on examining the diurnal and seasonal variations of Es by utilizing
ionosonde observations (Axford & Cunnold, 1966; Harris and Taur,
1972; Chandra and Rastogi, 1975; Saksena, 1976; MacDougall, 1978;
Baggaley, 1984).

In the 2000s, scientists started using GPS radio occultation
measurements to study lower ionospheric irregularities such as
Es. For the first time, Igarashi et al. (2001) conducted a study that
used less than 6,000 occultation GPS/MET radio data from 1995
to examine the seasonal dependency of Es layers. Wickert et al.
(2004) suggested that fluctuations in the CHAMP radio occultation
amplitude data can be associated with ionospheric scintillations.
Furthermore, Wu et al. (2005) presented a global climatology of the
phase variances and signal-to-noise ratio (SNR) fluctuations using
approximately 6000 GPS/CHAMP occultation in the E region.

Frontiers in Astronomy and Space Sciences

10.3389/fspas.2023.1198071

Since the release of radio occultation measurements from
FORMOSAT-3/COSMIC in the summer of 2006, our understanding
of Es has significantly improved due to its global coverage.
Arras etal. (2008) published the first Es occurrence rate global
climatology using CHAMP, GRACE, and FORMOSAT-3/COSMIC
radio occultation, which had a significantly better spatial and
temporal resolution compared to previous studies. Subsequently,
studies investigating Es on a global scale have been primarily based
on radio occultation measurements (Wu et al., 2005; Chu etal,
2014; Qiu et al., 2019; Yu et al., 2019; Luo et al., 2021; Arras et al.,
2022), while some literature has used ionosonde observations
locally as an evaluation tool for their satellite-based investigations
(Gooch et al., 2020; Carmona et al., 2022; Gan et al., 2022; Yu et al.,
2022). Recently, Ganetal. (2022) used radio occultation data
from the new China Seismo-Electromagnetic Satellite mission to
derive Es events and used Wuhan ionosonde observations to assess
the reliability of their research. Carmona et al. (2022) compared
different GPS radio occultation techniques with ionosonde
measurements over an 8-year period in order to identify the
most accurate method for detecting Es occurrences using radio
occultation data. Gooch et al. (2020) presented a global comparison
of the intensity and height of mid-latitude and equatorial Es
layers derived from FORMOSAT-3/COSMIC radio occultation
and digital ionosonde measurements. All of these studies found a
qualitative agreement between their satellite dataset and ionosonde
measurements of the Es layer. However, they were limited by
observations at a single ionosonde location during a restricted time
frame and did not account for the diurnal, seasonal, and spatial
dependence of Es layer detectability with satellite and ground-
based techniques. In this paper, we have conducted a multi-year
comparison of the mid- and low-latitude Es events recorded by an
ionosonde ground-based technique to those observed using the
satellite radio occultation method. Moreover, the diurnal, seasonal,
and local dependence of the agreement between the two methods
has been examined.

2 Data and methodology
2.1 lonosonde

For decades, an ionosonde has remained the most commonly
utilized instrument in ionospheric studies. Basically, an ionosonde
transmits signals with increasing frequency from 0.1 to 30 MHz, and
the frequency at which the initial signal is reflected completely will
be recorded; it is known as critical frequency (fc). By measuring the
frequency and reflection time of the transmitted signal, the electron
density of the reflection point and the height of the ionization
layer will be obtained. Two common frequency parameters used
in Es layer studies are “foEs” and “fbEs” foEs represents the
ordinary mode peak frequency of the layer, and technically, it
shows the maximum frequency at which an Es layer will reflect a
signal transmitted by the ionosonde. fbEs corresponds to the peak
blanketing frequency of Es, representing the frequency at which the
reflections from higher layers appear (Piggott, 1972; Wakai et al.,
1987; Merriman et al., 2021).

In this study, we used the Digital Ionogram Database
(DIDBase) repository of the Lowell Global Ionospheric Radio
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FIGURE 1
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TABLE 1 List of ionosonde stations.

Station code

Station name

Geographic latitude

Geographic longitude

Data of the year

Number of conjunction

PQO52 Pruhonice 50 14.6 2007-2017 4680
1C437 I-Cheon 37.1 127.5 2010-2017 1635
PRJ18 Ramey 18.5 293 2011-2017 2230
GR13L Grahamstown -333 26.5 2007-2017 3775
MUI2K Madimbo -22.4 309 2007-2017 3150
LM42B Learmonth -21.8 114.1 2007-2017 3130

Observatory (GIRO) Data Center (Reinisch and Galkin, 2011).
The Es events were derived from the ionograms manually. Six
stations, as illustrated in Figure 1, were selected to encompass the
mid- and low-latitude areas of both hemispheres across various
longitudes. Additionally, the selection of ionosonde stations took
into consideration the availability of sufficient data during the
period when we have access to radio occultation observations. The
ionosonde measurements used in this study were recorded with a
time resolution of 15 min.

Table 1 provides details about the stations under investigation.
Pruhonice and I-Cheon are situated at the mid-latitude region
of the Northern Hemisphere, while Grahamstown serves as
a representative of the mid-latitude region in the Southern
Hemisphere. The Ramey station is located in the low-latitude region
of the Northern Hemisphere, while the Madimbo and Learmonth
stations are in the low-latitude region of the Southern Hemisphere,
as investigated in our study.

2.2 FORMOSAT-3/COSMIC radio
occultation
The GPS radio occultation technique is principally based

on receiving GPS dual-frequency signals traveling through the
atmosphere by a low earth-orbiting (LEO) satellite. GPS signals
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TABLE 2 Confusion matrix of ~9,000 conjunction data points of ionograms
and radio occultation profiles.

Es

1 Es 0

radio-occultation = radio-occultation =

Es, =1 31.6% (Type 1) 20.4% (Type 2)

fonogram

Es,

10.6% (Type 3) 37.3% (Type 4)

ionogram —

are bent on their way through the atmosphere due to atmospheric
refraction. The angle of this bending is the key observation and
contains information on several atmospheric parameters, including
electron density, temperature, pressure, and water vapor profiles
(Hajj et al., 2002). The main advantages of radio occultation over
ground-based techniques are its global coverage of atmospheric
parameters and high spatial resolution. Nevertheless, the temporal
resolution of radio occultation data is not as optimal as ground-
based measurements at a specific location (Arras, 2010).
FORMOSAT-3/COSMIC FORMOsa SATellite
mission-3/Constellation Observing System for Meteorology,

stands for

Tonosphere, and Climate. This American-Taiwanese mission has
a constellation of six LEO satellites, which receive data from setting
and rising occultations. Signal phase differences, ionospheric excess
phase, and SNR values are three parameters that have been used in
the literature to detect Es layers (Igarashi et al., 2001; Wu et al., 2005;
Arras, 2010). According to the work of Arras (2010), utilizing L1
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FIGURE 2
(A) lonogram of the IC437 station (lat: 37.1° and lon: 127.5°) showing an Es layer on February 8, 2012, at 16:15. (B) SNR profile of a crossing radio
occultation (lat: 37.3° and lon: 127.5°) showing no Es layer on February 8, 2012, at 16:12, and its corresponding standard deviation profile. (C) lonogram
of the GR13L station (lat: -33.3° and lon: 26.5°) showing no Es layer on October 18, 2010, at 19:15. (D) SNR profile of a crossing radio occultation (lat:
-33.4° and lon: 26.6°) showing an Es layer on October 18, 2010, at 19:15, and its corresponding standard deviation profile.

signal SNR for Es detection offers advantages such as direct access
to SNR profiles without the need for data smoothing, avoidance
of noisy L2 data, and simplified analysis using raw GNSS L1
data, reducing errors in data analysis. This study relies on the
Es detection method presented by Arras and Wickert (2018).
They derived Es events from the SNR profiles of the GPS L1
signal of the 50 Hz level 1b atmPhs data product archived by the
COSMIC Data Analysis and Archive Center (CDAAC). Empirical
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thresholds for SNR values were established by Arras and Wickert
(2018) through manual examination of radio occultation profiles.
SNR values were calculated at 2 km moving intervals and utilized
to identify signal scintillations with an SNR standard deviation
exceeding 0.2, provided that these large standard deviation values
were concentrated within an altitude range of less than 10 km. This
altitude criterion of 10 km was incorporated into the Es detection
process to distinguish Es events from signal disruptions caused
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TABLE 3 Latitudinal dependence of the agreement between ionosonde and radio occultation measurements in detecting the Es layer (lat,: latitude of the
Pruhonice station). Case 1 represents Es ,gio.occultation = 1- While case 2 is Esypogram = 1+

(lat,-2°, lat,-1.59)

Case 1: 85%

(laty-1.5°% laty,-1°)

Case 1: 82%

(lat,-1°, lat,-0.5°)

Case 1: 91%

(lat,-0.5° lat,;)

Case 1: 89%

Case 2: 54%
(lat, laty + 0.5°)

Case 1: 86%

Case 2: 54.3%
(latg, + 0.5° latg, + 1°)

Case 1: 90%

Case 2: 62.2%
(lat,, + 1°, lat,, + 1.5°)

Case 1: 90%

Case 2: 57.3%
(lat,, +1.5°, lat, +2°)

Case 1: 91%

Case 2: 53.7%

Case 2: 58.5%

Case 2: 61%

Case 2: 56.7%

TABLE 4 Longitudinal dependence of the agreement between ionosonde and radio occultation measurements in detecting the Es layer (lon: longitude of the

Pruhonice station). Case 1 represents Es ,_4io-occultation = 1, While case 2 is Es;

(long-5° long-4°)

(long-4°, lon,-3°)

. =1.

ionogram

(long-3°, lon,-2°)

(long-2°, long-1°)

(long-1°, long,)

Case 1: 84%

Case 1: 85%

Case 1: 92%

Case 1: 91%

Case 1: 87%

Case 2: 52.5%
o
(long, long+1°)

Case 1: 91%

Case 2: 53.1%

Case 1: 84%

o o
(long+1°, long+2°)

(long+2°, long+3°)

Case 2: 57.5%

Case 1: 89%

Case 2: 59%
o o
(long+3°, lony+4°)

Case 1: 89%

Case 2: 57.6%
o o
(long+4°, lony+5°)

Case 1: 89%

Case 2: 63.6%

Case 2: 54.5%

Case 2: 62.6%

Case 2: 56.5%

Case 2: 58.6%

TABLE 5 Altitude dependence of the agreement between ionosonde and radio occultation measurements in detecting the Es layer. Case 1 represents Es

radio-occultation

90-95 km

=1, while case 2 is Es;

=1.

ionogram

95-100 km

100-105 km

105-110 km

110-115 km

>115 km

Case 1: 81.5%

Case 1: 85.2%

Case 1: 89%

Case 1: 91.7%

Case 1: 93.1%

Case 1: 88.4%

Case 2: 48%

Case 2: 57.5%

Case 2: 60.1%

Case 2: 65.3%

Case 2: 66.5%

Case 2: 32.4%

TABLE 6 Seasonal dependence of the agr t between ionc de and radio occultation measurements in detecting the Es layer. Case 1 represents Es

=1, while case 2 is Es;g0gram =

1.

radio-occultation

Local spring (Mar, Apr, and May) Local summer (Jun, Jul, and Aug) Local autumn (Sep, Oct, and Nov) Local winter (Dec, Jan, and Feb)

Case 1: 87.3% Case 1: 95.4% Case 1: 83.5% Case 1: 67.5%

Case 2: 47% Case 2: 43.8% Case 2: 50.5 Case 2: 40.5%

TABLE 7 Local time dependence of the agreement between ionosonde and by technical issues or upper-layer effects like spread F from the
radio occultation measurements in detecting the Es layer. Case 1 represents

Es radio-occultation = 1, while case 2is Esionogram =1

ionospheric F layer. As SNR values are affected by the viewing
angle of the GNSS satellite in relation to the LEO satellite antenna,

0-3

Case 1: 66.1%

3-6

Case 1: 80.5%

6-9

Case 1: 98.7%

9-12

Case 1: 99%

Case 2: 55%
12-15

Case 1: 97.5%

Case 2: 52.7%
15-18

Case 1: 93.4%

Case 2: 51.4%
18-21

Case 1: 79.6%

Case 2: 54%
21-24

Case 1: 67.8%

Case 2: 52.7%

Case 2: 57.6%

Case 2: 57.8%

Case 2: 62.1%

TABLE 8 Solar zenith angle dependence of the agreement between
ionosonde and radio occultation measurements in detecting the Es layer.

Case 1 represents Es radio-occultation = 1, while case 2 is Esi°"°9"am

Less than 45°

Case 1: 100%

45°-90°

Case 1: 98%

90°-135°

Case 1: 68.4%

=1.
More than 135°

Case 1: 47.5%

Case 2: 65.3%

Case 2: 51.2%

Case 2: 62%

Case 2: 63.3%
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normalized SNR values were used instead of SNR. This was carried
out through the following formula (Arras, 2010):
SNR(i)

SNR
where SNR' (i) is the normalized SNR at profile i and SNR is the
average SNR value of all profiles.

According to Wu et al. (2005), the Es layer typically extends
horizontally for hundreds of kilometers, with a thickness of a
few kilometers. Considering that approximately 1° corresponds
to 100 km, a 2° latitude x 5° longitude grid was implemented
around each ionosonde station to ensure simultaneous observations
between ground-based and GPS radio occultation techniques. This
grid size was intentionally chosen to be smaller than the average

SNR' (i) =

dimensions of the Es layer. Following the identification of all radio
occultation crossings within a time difference of less than 15 min,
all synchronous ionograms were inspected manually to find Es
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FIGURE 3
(A) Monthly dependence of the Es layer detection agreement when using radio occultation versus using ionosonde at the Northern Hemisphere (left)
and Southern Hemisphere (right). (B) Local time dependence of the Es layer detection agreement when using radio occultation versus using
ionosonde. (C) Solar zenith angle dependence of the Es layer detection agreement when using radio occultation versus using ionosonde. These results
are related to case 1 (ES, gio-occuitation = 1)-

between the two methods in detecting Es layers ranged from 60% to
80% at different stations. We identified four possible outcomes when
comparing the detection of Es layers using ionograms and GPS SNR
profiles: 1) both methods detected the Es layer, 2) the Es layer was
identified in ionograms but not in GPS SNR profiles, 3) GPS SNR
profiles indicated the presence of an Es layer, but no signal reflection

events. The 15-min time interval was selected based on the sounding
frequency of the ionosonde stations.

3 Results

was recorded via the ionosonde in the corresponding epoch in
the E region, and 4) neither method recorded the occurrence of

Through a comparison of ionosonde recordings and GNSS radio
occultation profiles, the results demonstrate that the agreement
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an Es layer. To gain a more comprehensive understanding of the
distribution of these four types across all conjunction data points,
we provided a confusion matrix of approximately 9,000 mid-latitude
observations, presented in Table 2. It is important to note that in
this paper, the notation Es = 1 signifies the presence of the Es layer,
while Es = 0 denotes its absence. Furthermore, the detection of the Es
layer using a specific technique is shown on the index. For instance,

Esionogram
ionosonde.

= 1 indicates that the Es layer has been detected using an

Table 2 illustrates that the detection of Es layers is in
agreement between ionograms and radio occultation observations
in approximately 70% of the data points (summation of Type 1 and
Type 4). The remaining observations are divided into two categories:
Type 2 and Type 3, which account for approximately 30% of the
observations. Type 2 represents approximately 65% of the remaining
data, where the Es layer is observed in ionograms but not in radio
occultation profiles. Conversely, Type 3, which represents almost
35% of the remaining observations, indicates the presence of an Es
layer according to satellite data, but no signal reflection was recorded
in ionograms. Examining similar tables for each station from 2007
to 2017, we observed that the disagreement rate between the two
methods (summation of Type 2 and Type 3) varies between 20%
and a maximum of 40%.

Figure 2 showcases two illustrative examples, specifically Type
2 and Type 3, that were examined in this study. In Figure 2A,
we present an ionogram captured from the I-Cheon station on
February 8, 2012, at 16:15. The station is located at 37.1° latitude
and 127.5° longitude. The ionogram reveals the presence of an
Es layer situated at an altitude of approximately 110 km. Notably,
this Es layer appears relatively weak, characterized by an foEs
value of 1.8 MHz and an fbEs value of 1.6 MHz. The subsequent
ionogram taken at 16:30 does not display the presence of the Es layer
observed earlier. This observation suggests the possibility that the
I-Cheon station is located at the edge of the Es layer, where small
horizontal displacements may influence the observations and result
in the layer’s intermittent visibility. In Figure 2B, we examine the
GPS L1 SNR profile and its standard deviation for the same day.
This profile was obtained using a 3-min time interval and a 0.2°
difference in latitude at the same longitude. Upon closer analysis, we
notice a slight increase in the signal standard deviation at altitudes
approximately 95 km and 110 km. However, these deviations do not
meet our predetermined criteria for detecting an Es layer. Despite
the observed variations in signal standard deviation, they do not
exhibit the necessary strength or magnitude to fulfill our detection
criteria.

The ionogram displays two distinct ionospheric echo traces,
namely, the ordinary (pink) and extraordinary (green) traces, which
are attributed to the ionosphere’s doubly refracting nature caused by
the Earth’s magnetic field (FengJuan et al., 2022).

As an illustrative example of Type 3, we present Figure 2C,
which showcases an ionogram obtained from the Grahamstown
ionosonde station on October 18th, 2010, at 19:15. Upon examining
the ionogram, it is evident that there is no recording of the ordinary
mode Es layer. This absence of a distinct Es layer signature indicates
that the concentration of plasma in the E layer is insufficient to
meet the criteria for classification as an Es layer in the ionogram.
This observation suggests that the conditions necessary for the
formation of a well-defined Es layer were not present during the
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time of the recording at the Grahamstown station. In contrast,
Figure 2D provides further insights by presenting the GPS L1
signal data collected from a location situated approximately 0.1°
in latitude and longitude from the ionosonde station, at the same
time as the ionogram recording. Notably, the GPS signal data reveal
distinct disturbances in the altitude range of 100-110 km. These
disturbances are indicated by a standard deviation greater than 0.2,
exceeding our predetermined criteria for detecting an Es layer in
radio occultation data. Therefore, based on our criteria, we can
confidently confirm the detection of an Es layer using the radio
occultation technique.

In order to better understand the discrepancy between
ground-based and satellite technique in Es layer detection, we
performed a statistical analysis using a multi-year dataset of crossing
observations at six stations. The analysis has been performed within
different distances from the center station, at different seasons,
and local times. The subsequent sections present statistical results
of conjunctions at the Pruhonice station (50° N and 14.6°E) as
an example of two separate cases: case 1 refers to conjunction
data points in which an Es layer is detected through the radio
occultation technique and is either confirmed by ionograms or
not (Es
an Es layer through ionograms while radio occultation signals may

adio-occultation = 1); case 2 is characterized by the detection of

or may not be affected by the Es layer (Es;

lonogram
to note that in all the following results, the agreement rate between

=1). Itis important

the two methods in case 1 is always higher than in case 2. This can
be simply explained by results in the confusion matrix presented
in Table 2. The number of conjunction observations in which the
Es layer is detected by an ionogram and not by radio occultation is
almost half of those in the reverse type.

3.1 Local dependence of the
ground/satellite Es agreement

The conjunction observations were classified into 0.5° latitude
bands based on their distance from the Pruhonice station. The
agreement between Es events derived from the ionosonde and radio
occultation was then measured and presented in Table 3 for both
cases. In case 1, each latitude band contained approximately 220
conjunction observations, while in case 2, there were approximately
330 observations in each latitude band. Similarly, the longitudinal
dependence of the agreement between the two methods was
examined in 1° longitude bands and presented in Table 4. For case
1, there were approximately 170 conjunction observations in each
longitude band, while for case 2, there were approximately 260
observations.

The agreement between the ionosonde and radio occultation
measurements of Es recordings was examined at various latitudinal
and longitudinal distances from the base station. The results revealed
that there is no significant dependence on the distance from the
ionosonde station in both cases. This implies that the discrepancy in
Es detection between ground-based and satellite techniques is hardly
influenced by the distance from the ionosonde station, provided
that a 2° latitude x 5° longitude grid around each ionosonde is
considered.

As presented in Table 5, the altitude dependence of the
agreement between ionogram and radio occultation observation
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in detecting Es layers was studied in 5 km altitude bands. In both
cases, the agreement between the two methods increased with
the increase in altitude and reached its maximum at 105-115 km.
However, beyond this height range, the agreement dropped. This
trend is because the maximum amplitude of Es occurrence is found
at heights between 95 and 115 km.

3.2 Temporal dependence of the
ground/satellite Es agreement

To proceed, the conjunction data were sorted into various
seasons and local times to investigate if the agreement in detecting
Es through two methods varies with the local time and season.
Table 6 presents that in case 1, the highest level of agreement was
observed in the local summer, whereas the lowest was seen in local
winter. However, in case 2, the agreement demonstrated almost
no dependence on the season. The number of conjunction data
points is rather equally distributed during different months, in each
station. For case 1, there were at least 230 conjunction observations
in each longitude band, while for case 2, the minimum number
of conjunction observations was approximately 380. Additionally,
the results in Table 7 indicate that for case 1, the agreement was
highest during the daytime and remained at a nearly consistent level
during different local times for case 2. The number of conjunction
observations studied at each local time grid was at least 100.

The solar zenith angle dependence of the agreement between the
ionosonde and radio occultation presented in Table 8 confirms our
previous results.

According to the seasonal and local time dependence of the Es
detection agreement between the two methods, we can conclude
that in case of observing a radio occultation signal disturbance that
meets the criteria of Es layer detection proposed by Arras & Wickert
(2018), there is a higher likelihood of recording an ionogram Es layer
echo in a nearby location during the daytime and local summer.

All stations show similar spatial, seasonal, and local-time
dependence. An overview of the monthly dependence of the Es
detection via two different methods in case 1 is demonstrated in
Figure 3A. The month-to-month agreement of the Es detection
between the ionosonde and radio occultation in Pruhonice, I-
Cheon, and Ramey of the Northern Hemisphere station is maximum
during May, June, July, and August; on the other hand, the
maximum in Grahamstown, Madimbo, and Learmonth in the
Southern Hemisphere occurs during November, December, January,
and February. As shown in Figure 3A, Learmonth on the right panel
shows a better agreement with radio occultation observations in
recording Es occurrences. This can be due to different technical
aspects or operating software being used at different ionosonde
stations.

According to the results presented in Figure 3B, Es layers
recorded in the ionogram agree largely with those in radio
occultation measurements during local times between 6 and 18.
During this time period, the agreement is greater than 80% in all
stations. However, during night time, it can go down to 40% at some
stations. Supporting that, as shown in Figure 3C, all ionosonde Es
layer recordings have a greater agreement with Es layers detected in
satellite observations when the solar zenith angle is less than 90°.
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TABLE 9 S4 dependence of the agreement between ionosonde and radio
occultation measurements in detecting the Es layer at 1C437.

0.2-04 0.4-0.6 0.6-0.8

0-0.2

0.8-1

‘ 71% ‘ 81% 93% 97% ‘ 100% ‘

TABLE 10 foEs dependence of the agreement between ionosonde and radio
occultation measurements in detecting the Es layer at 1C437.

foEs<2.5 2.5-3 3-35 3.5-4 4-45 4.5-5 5-55 foEs>5.5

‘ 47% ‘ 55% ‘ 63% ‘ 72% ‘ 74% ‘ 66% ‘ 55% ‘ 54% ‘

TABLE 11 fbEs dependence of the agreement between ionosonde and radio
occultation measurements in detecting the Es layer at 1C437.

fbEs<2.5 2.5-3 3-3.5 3.5-4 4-45 4.5-5 5-55 fbEs>5.5

‘ 52% ‘ 50% ‘ 55% ‘ 78% ‘ 71% ‘ 61% ‘ 47% ‘ 43% ‘

We conducted a similar study on other stations to examine the
temporal dependence of the agreement between the two methods
for case 2 in which all conjunction ionograms record an Es
layer. However, no specific daily, monthly, or local dependence
was discovered. Additionally, we analyzed the agreement year
by year for each station to assess the influence of the 11-year
solar cycle. The findings revealed that the agreement between
the two methods remained relatively constant, with no significant
differences indicating no solar cycle dependence.

3.3 Es intensity dependence of the
ground/satellite Es agreement

We examined the dependence of the agreement between the
two Es detection methods on the intensity of the Es layer by looking
into the S4 index in case 1 and foEs and fbEs parameters in case 2.
The agreement between Es events measured by the radio occultation
technique with the Es layers recorded in the ionogram has been
measured in 0.2 length S4 bands and presented in Table 9. As
shown in the table, the agreement increases with the increase in
S4. Therefore, the higher the Es intensity detected by the satellite
is, the more probable it is to observe an Es layer in the conjunction
ionogram.

In order to examine the Es intensity dependence in case 2,
we studied the foEs dependence of the satellite and ground-based
Es detection agreement. The results are presented in Table 10. In
general, the agreement increases as the foEs becomes larger, but the
agreement rate drops as foEs goes higher than 4.5-5 MHz.

Based on our analysis, more than 80% (i.e., 3798 blanketing
Es events of the 9,000 conjunction points presented in Table 2)
of the Es events in mid- and low-latitude regions were found to
be blanketing Es. By taking into account only the blanketing-type
Es and repeating all previous analyses, the temporal and spatial
dependence of the Es detection method agreement stays the same.
Therefore, we conducted an analysis to study the fbEs dependence of
the ionosonde and satellite method agreement in detecting Es layers.
The fbEs results presented in Table 11 were similar to the foEs.
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FIGURE 4
(A) lonogram of the IC437 station (lat: 37.1° and lon: 127.5°), June 8, 2012, 2:00. (B) SNR profile of a crossing radio occultation (lat: 36.9° and lon: 130.7°)
on June 8, 2012, at 1:55, and its corresponding standard deviation profile. (C) lonogram of the IC437 station (lat: 37.1° and lon: 127.5°), May 26, 2015,
1:45. (D) SNR profile of a crossing radio occultation (lat: 36.9° and lon: 129.6°) on May 26, 2015, at 1:48, and its corresponding standard deviation profile.

4 Discussion

According to Table 10, when the foEs value is greater than
average, the agreement between the two methods in detecting the
Es layer decreases. We also noticed that 64.4% of these conjunction
observations with a high fbEs value had an extremely large SNR
value as well. Figure4 provides two examples of such events.
Figure 4A shows a strong blanketing Es, and in Figure 4B, there is
a crossing radio occultation signal which is highly disturbed but not
marked as an Es event. Arras and Wickert (2018) only showed tag
signals with a standard deviation greater than 0.2 within the altitude
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range of 10 km as an Es layer. By applying these criteria, very strong
Es layers, which cause very big standard deviation at a high-altitude
band, will sometimes be overlooked.

Figure 4C is another example of a severe Es layer that blankets
the echo from upper layers of ionosphere. As shown in Figure 4D,
the radio occultation signal traveling from above reaches an Es layer
at approximately 110 km and gets disturbed intensely. As a result of
this disturbance, the normalized SNR reduces to less than one third
of its initial amount. Such severe disruptions (in this case foEs =
6.3 MHz) caused by Es events can sometimes result in GNSS signal
loss (Yue et al., 2016). Hence, despite the global Es data coverage that
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radio occultation provides, it seems that further improvements can
be applied to the Es detection criteria proposed by Arras and Wickert
(2018).

The discrepancy between Es layers detected in ionograms
and those observed in radio occultation might also exist due to
limitations in the Es layer detection capability of the ground-based
techniques. The ionosonde data used in this study are all derived
from the Lowell data center. Nevertheless, it should be noted that
the stations do not always utilize the same software. Furthermore,
there are variations in hardware and technical aspects across
different stations, including variations in antenna configurations
from site to site. Factors such as sounding frequency, antenna
type, system maintenance, and other technical considerations can
potentially influence the detectability of Es layers. As demonstrated
in Figures 3A, D, although the Learmonth station follows the
same temporal dependence as other Southern Hemisphere stations,
it has always a higher agreement rate with radio occultation
observations in comparison to others. Ionosonde stations have
different limits of density sensitivity, depending on their operating
mode. Therefore, the detectability of the Es layer can depend on the
ionosonde station and vary from one ionosonde to another based
on their different software and technical facilities. Additionally, it
is always possible to have human errors, when scaling ionograms
manually.

Another potential factor contributing to the observed
discrepancies between ground-based and satellite measurements
of Es layers is the fundamental difference in the Es detection
mechanisms employed by the two methods. It is important
to recognize that ionosonde and satellite observations utilize
distinct approaches to detect Es layers, which can yield divergent
measurements of these atmospheric phenomena. These inherent
dissimilarities in detection mechanisms may offer a plausible
explanation for the contradictory findings observed between
ground-based and satellite techniques. In ionosonde observations,
Es layers are typically identified and recorded in ionograms by
analyzing the electron density of the E layer, which is derived
from the transmitted ionosonde signal. The ionogram provides
information about the plasma density distribution within the
ionosphere, allowing for the detection of Es layers based on their
characteristic electron density patterns. However, in the radio
occultation technique employed by satellites, the detection of
Es layers relies on the observation of electron density gradients
that induce scintillations in the global navigation satellite system
(GNSS) signals. In this case, it is the presence and magnitude of
these gradients that are indicative of the presence of Es layers.
This fundamental disparity in the underlying mechanisms for Es
detection between ground-based ionosondes and satellite-based
radio occultation techniques can give rise to varying measurements
of Es layers obtained through each method. For instance, there
may be cases where an Es layer, such as the one depicted in
Figure 2C, exhibits a plasma density that is too weak to be
discerned and recorded in an ionogram. However, despite the lower
plasma density, the associated electron density gradient can still
be significant enough to cause disturbances in radio occultation
signals, leading to their detection using satellite observations. This
physical distinction in the detection approaches of the two methods
may also provide an explanation for the observed maximum
agreement between ground-based and satellite techniques during
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the daytime and local summer periods, as these conditions can favor
the generation of notable electron density gradients within the Es
layer.

5 Conclusion

In this study, we conducted a comprehensive comparison
between the Es recordings obtained from six mid- and low-
latitude ionosonde stations and the corresponding FORMOSAT-
3/COSMIC radio occultation measurements, utilizing the method
proposed by Arras & Wickert (2018). Our analysis focused on
examining the local and temporal variations in the agreement
between the ground-based and satellite techniques for detecting
Es layers. The key findings of our investigation are summarized as
follows:

1. At different ionosonde stations, we observed a noticeable
disagreement of 20%-40% between the ground-based and
satellite measurements of Es layer occurrence. The extent
of this discrepancy varied depending on factors such as
local time, season, and altitude at which an Es event
occurred. These findings emphasize the importance of
considering the specific conditions under which Es layers are
detected.

2. Our results indicate that the agreement between ground-based
and satellite measurements of Es layer occurrence is highest
during local summer and daytime. When the Es detection
method proposed by Arras & Wickert (2018) identifies an Es
layer in radio occultation observations, it tends to align more
closely with the ground-based measurements during these
specific periods.

3. We observed that certain ionosonde stations demonstrated a
consistently stronger agreement with satellite Es observations
throughout the year. This observation suggests that differences in
technical facilities and measurement software among ionosonde
stations may influence their compatibility in Es detection.
Further investigation into these variations can provide valuable
insights into improving the overall consistency between ground-
based and satellite techniques.

4. The detection capability of Es layers using radio occultation data
is dependent on the specific criteria employed in the analysis of
GNSS signals. For instance, our study identified instances where
severe Es layers were not captured in the radio occultation data
due to their high signal standard deviation across a wide range
of altitudes. This observation underscores the need for careful
consideration and refinement of the criteria used in analyzing
GNSS signals to enhance the detection and characterization of
Es layers.

5. A fundamental distinction exists between ground-based
ionograms and satellite techniques in measuring Es layers.
Ionograms record the E region plasma density, while satellite
techniques focus on measuring the E region plasma density
gradient, responsible for GNSS signal scintillations. This inherent
difference contributes to observed discrepancies. Additionally, it
explains the higher agreement during daytime and summer,
characterized by more pronounced plasma density gradients.
This information highlights that there is no single definition
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of Es layers that can simultaneously satisfy both satellite and
ground-based observations. In future studies, it is helpful to
clearly define Es for each investigation and be mindful of the
disparities between the chosen approaches.

In conclusion, our study conducts a comparison of ground-
based and satellite measurements of Es layers, shedding light on
the local and temporal factors influencing their agreement. While
acknowledging the limitations and specific conditions of our study,
further investigations can build upon these findings to refine the
detection and characterization of Es layers and enhance the overall
understanding of ionospheric dynamics. Future research should
explore alternative data analysis techniques, incorporate a larger
number of ionosonde stations, and consider additional factors that
may impact the agreement between ground-based and satellite
measurements. By addressing these aspects, we can advance our
knowledge of Es layers and their impact on ionospheric behavior in
different regions and seasons.

Data availability statement

Publicly available datasets were analyzed in this study. These
data can be found at: The level 1b atmPhs radio occultation
data from the F3/C mission are available at the COSMIC Data
Analysis and Archive Center: https://www.cosmic.ucar.edu/what-
we-do/cosmic-1/data/. Tonosonde recordings are available at GIRO:
https://giro.uml.edu/didbase/.

Author contributions

SS-M performed the data analysis and wrote the paper. YY
discussed the results and contributed to revise the paper. CA
extracted the Es events from the SNR of the RO signal. DT provided
guidance on ionogram scaling and supported the interpretation of

References

Arras, C. (2010). A global survey of sporadic E layers based on GPS Radio occultations
by CHAMPB, GRACE and FORMOSAT-3/COSMIC, Deutsches GeoForschungsZentrum
GFZ Potsdam].

Arras, C., Jacobi, C., Wickert, J., Heise, S., and Schmidt, T. (2010). Sporadic E
signatures revealed from multi-satellite radio occultation measurements. Adv. Radio Sci.
8,225-230. doi:10.5194/ars-8-225-2010

Arras, C., Resende, L. C. A., Kepkar, A., Senevirathna, G., and Wickert, J. (2022).
Sporadic E layer characteristics at equatorial latitudes as observed by GNSS radio
occultation measurements. Earth, Planets Space 74 (1), 163-215. doi:10.1186/s40623-
022-01718-y

Arras, C., Wickert, ], Beyerle, G., Heise, S., Schmidst, T., and Jacobi, C. (2008). A global
climatology of ionospheric irregularities derived from GPS radio occultation. Geophys.
Res. Lett. 35 (14), L14809. doi:10.1029/2008gl034158

Arras, C., and Wickert, J. (2018). Estimation of ionospheric sporadic E intensities
from GPS radio occultation measurements. . Atmos. Solar-Terrestrial Phys. 171, 60-63.
doi:10.1016/j.jastp.2017.08.006

Axford, W, and Cunnold, D. (1966). The wind-shear theory of temperate zone
sporadic E. Radio Sci. 1 (2), 191-197. d0i:10.1002/rds196612191

Baggaley, W. (1984). Tonospheric sporadic-E parameters: Long-term trends. Science
225 (4664), 830-833. doi:10.1126/science.225.4664.830

Frontiers in Astronomy and Space Sciences

10.3389/fspas.2023.1198071

the ionograms. All authors contributed to the article and approved
the submitted version.

Funding

This study received partial support from JSPS and DFG (Grant
YA-574-3-1) through the Joint Research Projects LEAD with DFG
(JRPs-LEAD with DFG). Additionally, it was partly funded through
the “Open-Access-Publikationskosten” program by DFG, Project
Number 491075472.

Acknowledgments

SS-M would like to express gratitude to Dr. Veronika Barta
for providing valuable insights on the interpretation of ground-
based observations. CA acknowledges the support by Deutsche
Forschungsgemeinschaft (DFG) under grant W1 2634/19-1.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors, and the
reviewers. Any product that may be evaluated in this article, or claim
that may be made by its manufacturer, is not guaranteed or endorsed
by the publisher.

Carmona, R. A, Nava, O. A,, Dao, E. V,, and Emmons, D. J. (2022). A comparison of
sporadic-E occurrence rates using GPS radio occultation and ionosonde measurements.
Remote Sens. 14 (3), 581. doi:10.3390/rs14030581

Chandra, H., and Rastogi, R. (1975). Blanketing sporadic E layer near the magnetic
equator. J. Geophys. Res. 80 (1), 149-153. doi:10.1029/ja080i001p00149

Christakis, N., Haldoupis, C., Zhou, Q., and Meek, C. (2009). Seasonal variability and
descent of mid-latitude sporadic E layers at Arecibo. Ann. Geophys. 27 (3), 923-931.
doi:10.5194/angeo-27-923-2009

Chu, Y.-H., Wang, C., Wu, K, Chen, K., Tzeng, K., Su, C.-L., etal. (2014). Morphology
of sporadic E layer retrieved from COSMIC GPS radio occultation measurements:
Wind shear theory examination. J. Geophys. Res. Space Phys. 119 (3), 2117-2136.
doi:10.1002/2013ja019437

FengJuan, S., XianRong, W., HongBo, Z., Bao, Z., PanPan, B., and Hongyan,
C. (2022). Statistical and simulation study on the separation in junction
frequencies between ordinary (O) and extraordinary (X) wave in oblique
ionograms. Earth, Planets Space 74 (1), 189-214. doi:10.1186/s40623-022-
01755-7

Gan, C,, Hu, J., Luo, X., Xiong, C., and Gu, S. (2022). Sounding of sporadic E layers
from China Seismo-Electromagnetic Satellite (CSES) radio occultation and comparing
with ionosonde measurements. Ann. Geophys. 40 (4), 463-474. doi:10.5194/angeo-40-
463-2022

frontiersin.org


https://doi.org/10.3389/fspas.2023.1198071
https://www.cosmic.ucar.edu/what-we-do/cosmic-1/data/
https://www.cosmic.ucar.edu/what-we-do/cosmic-1/data/
https://giro.uml.edu/didbase/
https://doi.org/10.5194/ars-8-225-2010
https://doi.org/10.1186/s40623-022-01718-y
https://doi.org/10.1186/s40623-022-01718-y
https://doi.org/10.1029/2008gl034158
https://doi.org/10.1016/j.jastp.2017.08.006
https://doi.org/10.1002/rds196612191
https://doi.org/10.1126/science.225.4664.830
https://doi.org/10.3390/rs14030581
https://doi.org/10.1029/ja080i001p00149
https://doi.org/10.5194/angeo-27-923-2009
https://doi.org/10.1002/2013ja019437
https://doi.org/10.1186/s40623-022-01755-7
https://doi.org/10.1186/s40623-022-01755-7
https://doi.org/10.5194/angeo-40-463-2022
https://doi.org/10.5194/angeo-40-463-2022
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Sobhkhiz-Miandehi et al.

Gooch, J. Y., Colman, J. J., Nava, O. A., and Emmons, D. J. (2020). Global ionosonde
and GPS radio occultation sporadic-E intensity and height comparison. J. Atmos.
Solar-Terrestrial Phys. 199, 105200. doi:10.1016/j.jastp.2020.105200

»
>

Haldoupis, C. (2011). “A tutorial review on sporadic E layers,
Earth’s atmosphere and ionosphere (Springer), 381-394.

in Aeronomy of the

Haldoupis, C. (2012). Midlatitude sporadic E. A typical paradigm of atmosphere-
ionosphere coupling. Space Sci. Rev. 168 (1), 441-461. doi:10.1007/s11214-011-9786-8

Haldoupis, C., and Pancheva, D. (2002). Planetary waves and midlatitude sporadic
E layers: Strong experimental evidence for a close relationship. J. Geophys. Res. Space
Phys., 107 (A6), 3-6. doi:10.1029/2001JA000212

Haldoupis, C., Pancheva, D., Singer, W., Meek, C., and MacDougall, J. (2007). An
explanation for the seasonal dependence of midlatitude sporadic E layers. J. Geophys.
Res. Space Phys. 112 (A6). doi:10.1029/2007ja012322

Harris, R., and Taur, R. (1972). Influence of the tidal wind system on the frequency
of sporadic-E occurrence. Radio Sci. 7 (3), 405-410. doi:10.1029/rs007i003p00405

Igarashi, K., Nakamura, M., Wilkinson, P., Wu, J., Pavelyev, A., Wickert, J., et al.
(2001). Global sounding of sporadic E layers by the GPS/MET radio occultation
experiment. J. Atmos. Solar-Terrestrial Phys. 63 (18), 1973-1980. doi:10.1016/s1364-
6826(01)00063-3

Leighton, H., Shapley, A., and Smith, E. (1962). International series of monographs on
electromagnetic waves. Elsevier, 166-177.The occurrence of sporadic E during the IGY.

Luo, J., Liu, H., and Xu, X. (2021). Sporadic E morphology based on COSMIC radio
occultation data and its relationship with wind shear theory. Earth, Planets Space 73 (1),
212-217. d0i:10.1186/s40623-021-01550-w

MacDougall, J. (1978). Seasonal variation of semidiurnal winds in the dynamo
region. Planet. space Sci. 26 (8), 705-714. doi:10.1016/0032-0633(78)90001-6

Macleod, M. A. (1966). Sporadic E theory. I. Collision-geomagnetic equilibrium. J.
Atmos. Sci. 23 (1), 96-109. doi:10.1175/1520-0469(1966)023<0096:seticg>2.0.c0;2

Mathews, J. (1998). Sporadic E: Current views and recent progress. J. Atmos. Solar-
Terrestrial Phys. 60 (4), 413-435. doi:10.1016/s1364-6826(97)00043-6

Matsushita, S. (1962). “Lunar tidal variations of sporadic E,” in Ionospheric sporadic
(Elsevier), 194-214.

Merriman, D. K., Nava, O. A., Dao, E. V,, and Emmons, D. J. (2021). Comparison of
seasonal foEs and fbEs occurrence rates derived from global Digisonde measurements.
Atmosphere 12 (12), 1558. doi:10.3390/atmos12121558

Piggott, W. (1972). Handbook of lonogram interpretation and reduction. US
Department of Commerce.

Qiu, L., Zuo, X,, Yu, T, Sun, Y., and Qj, Y. (2019). Comparison of global morphologies
of vertical ion convergence and sporadic E occurrence rate. Adv. Space Res. 63 (11),
3606-3611. doi:10.1016/j.asr.2019.02.024

Frontiers in Astronomy and Space Sciences

200

10.3389/fspas.2023.1198071

Reddy, C., and Matsushita, S. (1969). Time and latitude variations of
blanketing sporadic E of different intensities. . Geophys. Res. 74 (3), 824-843.
doi:10.1029/ja074i003p00824

Saksena, R. (1976). Possible effect of small and large wind shears on temperate
latitude sporadic E. Indian J. Radio and Space Phys. 5, 235-239.

Shinagawa, H., Miyoshi, Y., Jin, H., and Fujiwara, H. (2017). Global distribution of
neutral wind shear associated with sporadic E layers derived from GAIA. J. Geophys.
Res. Space Phys. 122 (4), 4450-4465. doi:10.1002/2016ja023778

Sobhkhiz-Miandehi, S., Yamazaki, Y., Arras, C., Miyoshi, Y., and Shinagawa, H.
(2022). Comparison of the tidal signatures in sporadic E and vertical ion convergence
rate, using FORMOSAT-3/COSMIC radio occultation observations and GAIA model.
Earth, Planets Space 74 (1), 88-13. doi:10.1186/s40623-022-01637-y

Taguchi, S. (1961). World maps of foEs. J. Radio Res. Laboratory 8 (38).

Wakai, N., Ohyama, H., and Koizumi, T. (1987). Manual of ionogram scaling. Japan:
Radio Research Laboratory, Ministry of Posts and Telecommunications.

Whitehead, J. (1970). Production and prediction of sporadic E. Rev. Geophys. 8 (1),
65-144. doi:10.1029/rg008i001p00065

Whitehead, J. (1989). Recent work on mid-latitude and equatorial sporadic-E. J.
Atmos. Terr. Phys. 51 (5), 401-424. doi:10.1016/0021-9169(89)90122-0

Whitehead, J. (1961). The formation of the sporadic-E layer in the temperate zones.
J. Atmos. Terr. Phys. 20 (1), 49-58. doi:10.1016/0021-9169(61)90097-6

Wickert, J., Pavelyev, A., Liou, Y., Schmidt, T, Reigber, C., Igarashi, K., et al. (2004).
Amplitude variations in GPS signals as a possible indicator of ionospheric structures.
Geophys. Res. Lett. 31 (24), 1.24801. doi:10.1029/2004g1020607

Wu, D. L., Ao, C. O,, Hajj, G. A., de La Torre Juarez, M., and Mannucci, A. J. (2005).
Sporadic E morphology from GPS-CHAMP radio occultation. J. Geophys. Res. Space
Phys. 110 (A1), A01306. doi:10.1029/2004ja010701

Yamazaki, Y., Arras, C., Andoh, S., Miyoshi, Y., Shinagawa, H., Harding, B., et al.
(2022). Examining the wind shear theory of sporadic E with ICON/MIGHTI winds
and COSMIC-2 radio occultation data. Geophys. Res. Lett. 49 (1), €2021GL096202.
doi:10.1029/2021g1096202

Yu, B., Xue, X,, Scott, C. ], Yue, X,, and Dou, X. (2022). An empirical model of the
ionospheric sporadic E layer based on GNSS radio occultation data. Space weather. 20
(8), €2022SW003113. doi:10.1029/2022sw003113

Yu, B, Xue, X,, Yue, X. a, Yang, C., Yu, C,, Dou, X,, et al. (2019). The global
climatology of the intensity of the ionospheric sporadic E layer. Atmos. Chem. Phys.
19 (6), 4139-4151. doi:10.5194/acp-19-4139-2019

Yue, X., Schreiner, W. S., Pedatella, N. M., and Kuo, Y. H. (2016). Characterizing GPS
radio occultation loss of lock due to ionospheric weather. Space weather. 14 (4), 285-299.
doi:10.1002/2015sw001340

frontiersin.org


https://doi.org/10.3389/fspas.2023.1198071
https://doi.org/10.1016/j.jastp.2020.105200
https://doi.org/10.1007/s11214-011-9786-8
https://doi.org/10.1029/2001JA000212
https://doi.org/10.1029/2007ja012322
https://doi.org/10.1029/rs007i003p00405
https://doi.org/10.1016/s1364-6826(01)00063-3
https://doi.org/10.1016/s1364-6826(01)00063-3
https://doi.org/10.1186/s40623-021-01550-w
https://doi.org/10.1016/0032-0633(78)90001-6
https://doi.org/10.1175/1520-0469(1966)023<0096:seticg>2.0.co;2
https://doi.org/10.1016/s1364-6826(97)00043-6
https://doi.org/10.3390/atmos12121558
https://doi.org/10.1016/j.asr.2019.02.024
https://doi.org/10.1029/ja074i003p00824
https://doi.org/10.1002/2016ja023778
https://doi.org/10.1186/s40623-022-01637-y
https://doi.org/10.1029/rg008i001p00065
https://doi.org/10.1016/0021-9169(89)90122-0
https://doi.org/10.1016/0021-9169(61)90097-6
https://doi.org/10.1029/2004gl020607
https://doi.org/10.1029/2004ja010701
https://doi.org/10.1029/2021gl096202
https://doi.org/10.1029/2022sw003113
https://doi.org/10.5194/acp-19-4139-2019
https://doi.org/10.1002/2015sw001340
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

:' frontiers ‘ Frontiers in Astronomy and Space Sciences

‘ @ Check for updates

OPEN ACCESS

Han-Li Liu,
National Center for Atmospheric
Research (UCAR), United States

Eelco Doornbos,

Royal Netherlands Meteorological
Institute, Netherlands

Andrés Calabia,

University of Alcald, Spain

Ludger Scherliess,
ludger.scherliess@usu.edu

30 April 2023
21 June 2023
14 September 2023

Molina | and Scherliess L (2023), Spatial
and temporal correlations of
thermospheric zonal winds from GOCE
satellite observations.

Front. Astron. Space Sci. 10:1214591.
doi: 10.3389/fspas.2023.1214591

© 2023 Molina and Scherliess. This is an
open-access article distributed under
the terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the
original author(s) and the copyright
owner(s) are credited and that the
original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution
or reproduction is permitted which does
not comply with these terms.

Frontiers in Astronomy and Space Sciences

Original Research
14 September 2023
10.3389/fspas.2023.1214591

Spatial and temporal correlations
of thermospheric zonal winds
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Winds in the thermosphere play an important role in the transport of momentum
and energy in the upper atmosphere and affect the composition, dynamics
and morphology of the ionospheric plasma. Although the general morphology
of the winds is well understood, we are only starting to understand its
variability. During the last decade it has become inherently clear that in
addition to solar forcing of the thermosphere, the lower atmosphere also is
an important driver of thermospheric variability. Therefore, an understanding of
thermospheric variability and its spatial and temporal correlations is critical for
an improved understanding of the coupled ionosphere-thermosphere system
and the coupling to the lower atmosphere. The Gravity Field and Steady-
State Ocean Explorer (GOCE) provided zonal winds near dawn and dusk at an
altitude of around 260 km from November 2009 to October 2013. We have
used GOCE zonal wind observations from low- to mid-latitudes obtained during
geomagnetically quiet times to investigate spatial and temporal correlations in
the zonal winds near dawn and dusk. Latitudinal correlations were calculated for
the GOCE zonal winds for December solstice separately for each year from 2009
to 2012 and their year-to-year variation was established. Correlations between
hemispheric conjugate points were found at mid latitudes during the latter years.
Latitudinal correlations for December solstice 2009 and June solstice 2010
were compared and the correlation length was found to be consistently larger
in the winter hemisphere during dawn and in the summer hemisphere during
dusk. Zonal wind longitudinal/temporal correlations were also determined for
December 2009 and 2011 and for June 2010 and found to be periodic in
longitude/time. The temporal evolution of the temporal/longitudinal correlations
were found to gradually decrease over the course of several days. The maxima
in the correlation coefficients were always located in the winter hemisphere
during dawn and in the summer hemisphere during dusk. During dawn, the
largest contributors to the temporal/longitudinal correlations were found to
be nonmigrating tides, whereas during dusk, additional waves appear to play
important roles.

KEYWORDS

neutral wind, thermosphere, ionosphere, tides, upper atmosphere dynamics, GOCE

1 Introduction

Neutral winds affect the composition in the thermosphere as well as the motion of
the charged particles by dragging the plasma up and down magnetic field lines, changing
rates of production and recombination (Kelley, 2009) and by creating electric fields via
the neutral wind dynamo (Maute and Richmond, 2017). Thermospheric neutral winds are
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known to be affected by geomagnetic conditions, seasons, local
time and atmospheric tides, among others (Wang et al., 2021) and
vary over large temporal scales ranging from minutes to years.
Understanding their variability becomes critical, as they transfer
energy and momentum in the upper atmosphere and directly or
indirectly affect the dynamics, morphology and composition of the
ionosphere, which can disrupt radio communication and navigation
systems (e.g., Calabia et al., 2023).

A powerful approach to quantify the variability in
thermospheric winds is to calculate spatial and temporal
correlations, which indicate a statistical relationship between
variations in the winds at different times and locations on the globe.
Spatial and temporal correlations are also important for model
validations, which involve comparisons of correlations obtained
from observations with those obtained from the models (e.g.,
Bruinsma et al., 2014). Correlations can also help to gain insight
into physical processes that produce variability seen in observations
(e.g., Forbes et al., 2005) and provide critical constraints for model
error covariances used in various data assimilation schemes.

Correlations of different physical parameters are widely used
to study the global morphology and variability in the atmosphere.
Alken and Maus (2007) studied correlation lengths in the equatorial
electrojet using CHAMP, @rsted and SAC-C magnetic observations;
Shim et al. (2008) studied the spatial correlations of day-to-day
GPS Total Electron Content variations; Garcia et al. (2016) used
correlations from GOCE density and cross-wind variations for
gravity wave detection and characterization; Bruinsma et al. (2021)
used density correlations as part of model assessments during
geomagnetic storms. Liu (2014) and Liu (2016) investigated the
correlation time of the zonal mean zonal wind, as well as the
amplitudes of four main tidal components (DW1, SW2, DE3
and SW1) with winter stratospheric temperature anomalies using
detrended time series of these quantities from a 20-year model
simulation of the Whole Atmosphere Community Climate Model
with thermosphere extension (WACCM-X).

In this paper, latitudinal and longitudinal/temporal correlations
are presented for the GOCE zonal wind data at low- and mid-
latitudes, and the results are discussed. In a companion paper
Molina and Scherliess (2023) have used the same GOCE zonal wind
observations to determine the zonal wave structures associated with
nonmigrating tides.

This paper is organized as follows. Initially, the data and the
methodology are described. Next the GOCE zonal wind latitudinal
correlations are presented for December solstice 2009-2012
and June solstice 2010 followed by the longitudinal/temporal
correlations for December solstice 2009 and June solstice 2010.
Finally, the results are summarized and discussed.

2 Data

The Gravity Field and Steady-State Ocean Explorer (GOCE)
mission provided cross-track thermospheric (zonal) neutral winds
from November 2009 to October 2013. The satellite was launched
on 17 March 2009 into a dawn-dusk Sun-synchronous orbit with
an inclination of 96.7° (near-polar orbit). The mean altitude of the
satellite was near 270 km during the initial years of the mission and
gradually decreased to about 250 km during 2012 and 2013, with
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variations in the height of the satellite within one orbit of about
20 km. Although the main objective of GOCE was to investigate the
gravitational field of the Earth, thermospheric parameters, including
the densities and winds were also provided in 10-s increments by
combining the accelerometer and ion thruster data, together with
GPS tracking and star camera data (Doornbos et al., 2013). For the
current study we used data set version 2.0.

Due to the very small orbital precession, the local solar time
corresponding to the equatorial crossing of the satellite only slightly
changed throughout the mission by about 20 min/year from initially
06:15/18:15 LT to 07:30/19:30 LT by the end of the mission. As
a result, GOCE produced a large data set of zonal winds in the
dawn-dusk sectors.

The errors in the GOCE zonal wind are of the order of
~10%-20%, with the dominant source of errors being biases due to
instrument calibration and external models used in the calculation
of the winds (Doornbos et al., 2010).

3 Methodology

To investigate the correlations in the GOCE zonal winds,
we focused on geomagnetically quiet 27-day periods (one solar
rotation) that were centered as close as possible to the December
solstice for the years 2009, 2010, 2011, and 2012 and the June solstice
for the year 2010. These periods were chosen due to data availability
and geomagnetic activity. The selected windows are:

o December 2009: 12 December 2009 to 07 January 2010

o December 2010: 05 December 2010 to 31 December 2010

o December 2011: 08 December 2011 to 03 January 2012

« December 2012: 08 December 2012 to 03 January 2013

e June 2010: 04 June 2010 to 30 June 2010

o June 2011: 08 June 2011 to 04 July 2011 (in Supplementary
Material)

Figure 1 shows the daily F10.7 cm radio flux (1A) and daily
Kp index (1B) for the span of the GOCE thermospheric data set.
The December and June solstice periods selected for this study are
indicated by yellow and purple vertical bars, respectively. During
2009 and 2010 the solar flux was significantly lower than during
2011 and 2012. The average F10.7 value for the selected window in
December 2009 was 76 sfu and 81 sfu for the corresponding 2010
period. The average values for the 2011 and 2012 periods, on the
other hand, were 132 sfu and 109 sfu, respectively. The average F10.7
value for the June 2010 period was 75 sfu and 95 sfu for the June 2011
window. Geomagnetic activity was generally very low during all
selected periods with average Kp values over the individual 27-day
periods not exceeding 1° for each of the December solstice periods
and below 2 for the June solstice periods. Figure 1B shows that the
daily Kp reaches a value of 3 only once during December 2011 and a
value of 3.3 once during each June period. The total number of 10-s
observations at low- and mid-latitudes for each 27-day time period
is about 60,000.

We employ a methodology similar to Shim etal. (2008) to
investigate spatio-temporal variability. The data was first separated
according to the local time of the observation into dawn and
dusk bins. The data along a given orbit was then binned and
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F10.7 cm radio flux (A) and daily Kp index (B) for the span of the GOCE thermospheric data set. The December and June solstice periods selected for

averaged in 1°-wide geographic latitude bands from -60° to 60°
geographic latitude. Next, the median value was calculated for each
latitude band from all orbits in each 27-day period. Finally, the
corresponding median value, m, was subtracted from the binned
and averaged measurements, u, to calculate the correlation as
follows:

norbit(u _m) (u _m)
k=1 i i/k \"j 7 k+AOrbit

T 1
norbit _ 213 { norbit _ 2 } 2
{ i mi)k} k=1 (”J‘ mj)k+AOrbit

Here, i and j correspond to the reference and comparison

Tij,AOrbit =

points, respectively and the summation is executed over all orbits
during the given 27-day period (norbit = 16 orbits/day *27 days =
432 orbits). Due to the orbit of the GOCE satellite longitude and
time are intimately coupled and longitudinal/temporal correlations
cannot be calculated by using pairs of observations along a
given orbit. Instead, data pairs obtained from different orbits
need to be used. This is accomplished by introducing the index
AOrbit, which indicates the difference in orbit number from a
given orbit to all other orbits. Hence, a value of AOrbit=0
indicates that u; and u; are taken along the same orbit whereas
positive/negative values of AOrbit indicate that u; was obtained from
temporally later/earlier orbits, respectively. Note that consecutive
orbits differ by about 90 minand 22° in longitude. Therefore,
values of AOrbit=16,32,48,... correspond to observations taken
approximately one, two, three, ... days later at the same longitude.
Similarly, values of AOrbit = 8,24,42, ... correspond to correlations
between observations with time differences of about half a day, one
and a half day, two and a half days, etc., that are located 180° apart
in longitude.

Latitudinal correlations are calculated by setting AOrbit = 0.
GOCE takes about 30 min to cross from 60°N to 60°S and vice
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versa and therefore, the latitudinal correlations do not correspond
to perfectly synchronous observations but instead are smeared out
by up to 30 min. Furthermore, GOCE does not exactly return to its
position after 16 orbits, but instead advances by about 1° in longitude
over a 1-day period. This again leads to a slight smearing of our
longitudinal/temporal correlations.

So far, our approach will eliminate correlations associated with
deterministic variations in solar cycle, season and local time and
focuses on stochastic and tidal variations. The results of this analysis
will be shown in Sections 4.1-4.3. To investigate correlations not
associated with tides (Section 4.4) we subsequently eliminated
their contribution from the zonal winds before calculating the
longitude/time correlation coefficients. For this, we have used
the results presented in Molina (2022), Molina and Scherliess
(2023), who have used the same GOCE zonal wind observations to
determine the zonal wave structures associated with nonmigrating
tides by applying a longitudinal Fast Fourier Transform to
the binned and averaged GOCE zonal wind data. We have
used their results by subtracting their deterministic monthly-
mean wave-1 to wave-5 structures from the GOCE zonal wind
observations before calculating the longitude/time correlation
coefficients.

4 Results
4.1 Latitudinal correlations

Figure 2 shows the December solstice latitude correlations in
the GOCE zonal winds from mid to low latitudes during dawn.

The results are separately shown for each year from 2009 to
2012 (Figures 2A-D) and correspond to correlations in the zonal
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reference point and the y-axis to the latitude of the comparison point.

GOCE zonal wind latitudinal correlations during dawn for December solstice for years 2009-2012 (A—-D). The x-axis corresponds to the latitude of the
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wind between data pairs along a GOCE orbit characterized by
the geographic latitude of a reference point and the geographic
latitude of a comparison point. In general, during all four December
solstice periods the correlations are larger and more extended in
latitude in the northern hemisphere compared to the southern
hemisphere. A year-to-year progression can also be observed in
the correlations. From 2009 to 2010 the correlation lengths become
generally smaller, and some localized correlations start to appear
between near-conjugate points near +40°- +50° latitude. During
2011 this hemispheric conjugacy is even more evident, reaching
correlation values of about 0.5. Finally, in 2012 it becomes weaker,
with values of 0.3-0.4. Generally, the observed near-conjugacy is
shifted towards the northern hemisphere. We have performed the
same analysis using geomagnetic instead of geographic coordinates
which resulted in a much cleaner presentation of the conjugacy
(see Supplementary Figure S1). Therefore, the observed year-to-year
variation in the conjugacy might be related to the variations in
the solar flux from year to year with larger values during periods
of enhanced solar activity. As mentioned above, the average F10.7
values changes from 76 sfu in 2009 to 81 sfu in 2010, 132 sfu in 2011
and 109 sfu in 2012.

Frontiers in Astronomy and Space Sciences

204

Figures 3A-D show the GOCE zonal wind latitude correlations
during dusk for December solstice 2009 to 2012. In this case, it is
observed that 2009 and 2010 exhibit significantly larger and more
extended correlations for reference latitudes located in the southern
hemisphere and in the northern hemisphere up to ~20° latitude. In
contrast, during 2011 the latitudinal extension of the correlations is
much reduced and then increases again in 2012. This variation might
also be related to the aforementioned variation in the solar activity
from year to year.

Figure 4 shows the GOCE zonal wind latitude correlations
during dawn and dusk for December 2009 (Figures 4A,B) and
for June 2010 (Figures 4C,D). The average solar flux during June
2010 was very similar to the corresponding value during December
2009. Figure 4 shows that the extend of the latitudinal correlations
during dawn is larger in the winter hemisphere (northern/southern
hemisphere during December/June solstice) and larger in the
summer hemisphere (southern/northern hemisphere during
December/June solstice) during dusk. This is also observed for

June 2011 (see Supplementary Figure S2).
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Same as Figure 2 but during dusk.
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4.2 Latitudinal correlation lengths

Figure 5 shows the correlation lengths for the GOCE zonal
wind for December solstice 2009 and June 2010 as a function
of the latitude of the reference point for dawn (Figure 5A) and
dusk (Figure 5B). Results are shown for reference points extending
from —-50° to 50° latitude, in steps of 5°. Here, the correlation
length for a given reference latitude is defined as the latitudinal
separation between that reference and the comparison point at
which the correlation coeflicient drops to 0.7, indicating that
50% of the variability at the comparison point can be explained
by the variability seen at the reference point (the square of
the correlation coefficient is ~0.5). During dawn the correlation
lengths for December solstice have their largest values in the
northern hemisphere with a maximum of about 18° located at a
reference latitude of about 25°. During dusk, the December solstice
correlation lengths show larger values in the southern hemisphere
and peak near a reference latitude of about —35° with a value
of approximately 17°. In contrast, during June 2010, the larger
correlation lengths are found in the southern hemisphere during
dawn and in the northern hemisphere during dusk. During this
season, the maximum correlation lengths during dawn are found
near a reference latitude of —20° with a value of about 22° and a
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broader maximum extending from about 20° to 45° in reference
latitude is found during dusk with peak values of 20°-21°. Note that
during both solstice periods, the correlation lengths exhibit their
largest values consistently in the winter hemisphere during dawn
and in the summer hemisphere during dusk.

4.3 Longitudinal/temporal correlations

Figure 6 shows the longitudinal/temporal GOCE zonal wind
correlation coeflicients for December 2009 (Figures 6A,B) and June
2010 (Figures 6C,D) separately for dawn (top) and dusk (bottom).
The correlation coefficients correspond to reference and comparison
points with the same latitude (i = j) but separated in longitude/time
by a given number of orbits (AOrbit). The correlation values are
shown for latitudes ranging from —50° to 50° in steps of 1° and a
longitudinal/temporal window of 96 orbits from the reference orbit.
Due to the symmetry in the correlation coefficient for positive and
negative values of AOrbit, the correlation coefficients for the same
values of |AOrbit| were averaged. For the interpretation of the results
seen in Figure 6 note that the satellite revisits approximately the
same location every 16 orbits corresponding to a time difference
of 1 day; Figure 6 shows that every 16 orbits (dashed vertical lines)
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Temporal evolution of the longitudinal/temporal correlation coefficients for latitudes from —50° to 50° for December solstice 2009 during dawn (A)
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the values of the correlations are positive and exhibit their largest ~ [AOrbit| = 8,24,40, ..., this could be produced by a structure that is

values, irrespective of latitude, season, and local time. Note that either diurnal or that presents a zonal wave-1 periodicity.

AOrbit represents a change in both longitude and time. Therefore, a FO? December solstice 2009, the. magnitudes of the corr'elatlon
coefficients are generally larger in the northern hemisphere
during dawn and larger in the southern hemisphere during dusk.
that is either periodic in time or in longitude. For example, if positive Specifically, at dawn, in addition to the positive correlations

correlations are observed every 16 orbits and negative correlationsat ~ every 16 orbits, negative correlations are observed poleward of

periodic structure in AOrbit could be produced by a wind structure
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about 40° latitude at |AOrbit| = 8,24,40,56,72,88 with values
of ~-0.3. These variations correspond to an anticorrelation
between locations 180°/12 h apart and can be interpreted as the
presence of a diurnal/wave-1 structure. Equatorward of about
40° latitude (and throughout the entire southern hemisphere)
additional troughs are observed at |AOrbit| =4,12,20,... and
crests at |AOrbit| = 8,24,40,..., indicating the presence of a
semidiurnal/wave-2 structure at these latitudes. The correlation
values in the troughs range from about —0.2 to 0 and the crest values
range from about 0.2 to 0.3. During dusk, the semidiurnal/wave-2
structure is observed at all latitudes with similar correlation values
as those observed during dawn.

During June solstice 2010 at dawn, a diurnal/wave-1 periodicity
is observed in the southern hemisphere, while in the northern
hemisphere a semidiurnal/wave-2 structure can be seen, albeit not
as clearly. The values in the southern hemisphere (~-0.4 for peak
negative correlations and ~0.5 to 0.6 for the positive correlations) are
significantly higher than in the northern hemisphere (~-0.1 for peak
negative correlations and ~0.2 to 0.3 for the positive correlations).

During dusk, a semidiurnal/wave-2 structure is present for
all latitudes. Higher correlation values (0.4-0.6) are present
for |AOrbit| =16,32,48,... and lower values (~0.2-0.3) for
|AOrbit| = 8,24,40,.... In contrast to the December 2009 results,
during this season the higher absolute correlation values are
observed in the southern hemisphere during dawn and in the
northern hemisphere during dusk.

Figure 7 shows the temporal evolution of the correlation
coefficients for latitudes from -50° to 50° for December
2009 during dawn (Figure 7A) and dusk (Figure 7B) for
|AOrbit| = 16,32,48,64,80,96. These values of |AOrbit| correspond
to a difference in time of 1, 2, 3, 4, 5 and 6 days between the
reference and comparison orbits. Generally, it can be seen that
the correlation coeflicients are largest for a time difference of 1 day
and gradually decrease with increasing time difference. Specifically,
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during dawn, the correlation coeflicients for the same location
reduce by approximately 0.2 from day 1 to day 6. During dusk,
the difference is larger, with correlation coeflicients reducing from
about 0.6 to 0.5 for a time difference of 1 day, to 0-0.2 for a difference
of 6 days.

Figure 8 shows the same as Figure 7, but for June solstice 2010.
During dawn, the correlation coefficients are reduced by ~0.1 from
1-2 days-6 days for the same location. During dusk, the difference
is again larger, with correlation coeflicients of about 0.6-0.5 for 1 day
later, to 0.2-0.3 for 6 days later.

Comparing the correlation coefficients shown in Figures 7,
8, we observe that during dawn the maxima in the correlation
coefficients are always located in the winter hemisphere, i.e.,
for December 2009, the maximum is located in the northern
hemisphere and for June 2010, it is located in the southern
hemisphere. This hemispheric “flip” can also be seen during dusk
in the summer hemisphere, albeit not as clearly. To evaluate
changes in the longitudinal/temporal correlations between different
years, Figure 9 shows, similar to Figure 6, longitudinal/temporal
GOCE zonal wind correlations, but this time for December 2009
(Figures 9A,B) and December 2011 (Figures 9C,D). These 2 years
were chosen as they represent the lowest (76 sfu for December
2009) and highest (132 sfu for December 2011) solar flux values
in the data analyzed. During dawn, the general structure observed
in the correlations in 2009 can also be seen in 2011, with the
exception in the southern mid-latitudes (~-35° to —45°), where a
clear diurnal/wave-1 structure is observed during 2011, with trough
values ranging from -0.3 to —0.4. During dusk the differences
between the 2 years are more pronounced. While the correlation
coefficients at dusk exhibit a clear semidiurnal/wave-2 periodicity
at all latitudes during December 2009, this is only the case from
about —40° to —50° latitude during 2011. Instead, a terdiurnal/wave-
3 structure emerges for latitudes from —5° to 35°, with correlation
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values at the troughs of ~-0.3. An additional structure of
positive correlations centered around —15° of latitude can also
be seen every 16 orbits up to 48 orbits. Supplementary Figure S3
shows the comparison of longitudinal/temporal GOCE zonal wind
correlations, for June 2010 (Supplementary Figures S3A, B) and
June 2011 (Supplementary Figures S3C, D). These two periods also
differ significantly in their average solar flux. During dawn, the
same structure can be seen for both years, but with enhanced values
during 2011. This is also the case during dusk, but this time the
correlation values are diminished during the later year.

The global pattern of the correlation coefficients of GOCE
zonal winds for December solstice 2009 at dawn are shown in
Figure 10, separately for reference points located at £40°, £20° and
0° latitude. In each panel the correlation coeflicients correspond to a
temporal/longitudinal window of 96 orbits from the reference orbit
and latitudes of the comparison orbit from —50° to 50°. Clearly, the
main morphology and longitudinal/temporal structures observed in
Figure 6 are present.

It is interesting to note that the longitudinal structures seen
in Figure 10 are slightly slanted and lean towards the right side of
the graph. This indicates a phase shift in latitude of the periodic
longitudinal/temporal structures and a corresponding north-west
orientation. This can be seen by realizing that a positive value
of AOrbit indicates that the corresponding measurements were
obtained at a location located to the west of the reference orbit
(AOrbit = 0) and were taken at a later time. Similarly, negative values
of AOrbit correspond to measurements taken at earlier times toward
the east of the location of the reference orbit. As a result, the observed
slant of the periodic structures toward the right of the graph (higher
AOrbit with higher latitudes) translates into a north-west orientation
of the structures.

Figure 11 shows the longitudinal/temporal correlation
coefficients of GOCE zonal winds for December 2009 during dusk.
Again, the main morphology and longitudinal/temporal structures
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observed in Figure 6 are present. The slant of the longitudinal
structures in this case is leaning towards the left side of the graph
corresponding to a north-east orientation.

Similar figures were also generated for June solstice 2010
(Supplementary Figures S3, S4). For this season, during dawn, the
slant of the longitudinal structures in this case is leaning towards
the right side of the graph indicating, as discussed before, a general
north-west orientation. During dusk, the slant of the longitudinal
structures is leaning towards the left side of the graph indicating a
general north-east orientation.

4.4 GOCE zonal wind longitudinal
correlations after removal of tides

Figure 12 shows the longitudinal/temporal correlation
coefficients of GOCE zonal winds for December solstice 2009
during dawn after the removal of the tides. Most of the correlation
coefficients that were presented in Figure 10 are strongly attenuated.
The same attenuation can be observed at dawn for December solstice
2011 (see Supplementary Figure S11) and in Figure 13 and in
Supplementary Figure S7 for the June 2010 and June 2011 dawn time
period, respectively. This might suggest that most of the periodic
structures during dawn are indeed the result of nonmigrating tides
irrespective of season and solar flux.

During dusk, however, clear residual structures can be seen
in the correlations after removing the tides. This can be seen
in Figure 14 for December solstice 2009 where in the southern
hemisphere a periodic structure emerges with positive correlation
coefficients of about 0.5 for |AOrbit| < 52 and negative correlation
coefficients of about —0.4 for |AOrbit| >40. A similar structure
can also be seen in Supplementary Figure S8 for December solstice
2011 dusk conditions. Figure 15 shows that residual structures are
also present for June 2010 during dusk, however, in this case, the
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FIGURE 10

Longitudinal/temporal correlation coefficients of GOCE zonal winds
for December solstice 2009 during dawn. The x-axis shows the orbit
difference between the comparison point and the reference point
(AOrbit) up to +96 orbits from the reference. The y-axis corresponds
to the geographic latitude of the comparison point. Plots are shown
for a reference point at +40°, +20° and 0°.

structure is largely confined to the northern hemisphere and consist
of positive correlation values (between 0.3 and 0.4) for [AOrbit| < 20
and negative correlation coefficients (~-0.3) for |AOrbit| > 60. The
same characteristics can also be seen in Supplementary Figure S9 for
June 2011.

5 Summary and discussion

We have analyzed GOCE zonal wind observations from
low- to mid-latitudes to investigate their spatial and temporal
correlations. The year-to-year variations as well as the inter-seasonal
differences were established for dawn and dusk. We have focused on
geomagnetically quiet 27-day periods (one solar rotation) centered
as close as possible to the December solstice for the years 2009, 2010,
2011 and 2012 and the June solstice for the years 2010 and 2011. For
the calculation of the latitude and longitude/temporal correlations
an approach similar to the one described in Shim etal. (2008)
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Same as Figure 10 but during dusk.

was followed. Our results represent zonally averaged values and
do not correspond to a particular location/longitude on the globe.
Furthermore, our approach eliminated correlations associated with
deterministic variation in solar cycle, season and local time and
instead focused on stochastic and tidal variations. Additionally, due
to the orbit of GOCE longitudinal/temporal correlations could not
be separately analyzed.

We found that for all four December solstice periods the latitude
correlations during dawn were larger and more extended in latitude
in the northern hemisphere compared to the southern hemisphere.

During dusk for December solstice 2009 and 2010 significantly
larger and more extended correlations were found for reference
latitudes located in the southern hemisphere and in the northern
hemisphere up to ~20° latitude. During December 2011 the
extension of the latitudinal correlations in latitude were seen to be
much reduced before increasing again in 2012. The cause of this
year-to-year progression is not known at this point but might be
related to similar variations, albeit anticorrelated, in the solar activity
throughout these years.

We have also evaluated the zonal wind latitudinal correlations
for June solstice 2010 and the larger correlation lengths during
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FIGURE 12
Same as Figure 10 but after the removal of tides.

dawn were found in the southern hemisphere and during dusk in
the northern hemisphere. This indicates that during both solstice
periods, the latitudinal correlation lengths exhibit their largest values
consistently in the winter hemisphere during dawn and in the
summer hemisphere during dusk.

Of particular interest are the observed latitudinal correlations
at dawn between hemispheric conjugate points observed at mid
latitudes during the later December solstice periods. The strength
of this conjugacy also appeared to follow similar variations in the
solar activity throughout these years, i.e., during December 2009 it
was not observed, started to appear in 2010, strengthened in 2011,
before weakening again in 2012. This conjugacy was also examined
in geomagnetic instead of geographic coordinates which resulted in
a much cleaner presentation of the conjugacy. The physical cause
for the observed conjugacy, however, is not clear at this point.
We speculate that it might be related to midlatitude nighttime
MSTIDs, also named electro-buoyancy waves, which map into
the opposite hemisphere (Valladares et al., 2016). These waves are
found to be magnetically conjugate and preferentially occur during
the solstices (Makela et al., 2010; Martinis et al., 2010; Duly et al.,
2013). However, Martinis et al. (2010) found that MSTIDs follow
an inverse occurrence rate with solar activity conditions in contrast
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Same as Figure 12 but for June solstice 2010.

to our observation of the variation of the strength of the conjugate
correlation coefficients.

In addition to electro-buoyancy waves, the observed conjugacy
at mid-latitudes might also be related to conjugate variations in
the high latitude electrodynamics. Wu et al. (2014) reported they
observed conjugacy in thermospheric zonal winds in the American
sector with varying degrees depending on geomagnetic conditions.
They found that conjugacy is highest under moderate geomagnetic
conditions, but it is observed for all geomagnetic activity levels,
including geomagnetically quiet times. In our case, the average Kp
values did not exceed 1° for each of the December solstice periods,
but the variation seems to follow the solar activity. Clearly further
studies are needed to elucidate the underlying causes of the observed
conjugacy.

We have also analyzed the dawn and dusk longitudinal/temporal
correlations of zonal wind for December 2009 and 2011 and for
June 2010 and found that they exhibit periodic structures with the
largest positive correlations every 16 orbits (every 1 day) during
all geophysical conditions, albeit with different characteristics. The
temporal evolution of the temporal/longitudinal correlations were
found to gradually decrease over the course of several days. Based
on a 20-model year simulation of WACCM-X, Liu (2016) reported
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Same as Figure 12 but during dusk.

correlation times of zonal mean zonal winds in the thermosphere
of the order of days, in agreement with our results. We found that
the correlation coefficients for the same location decreased more
slowly during dawn and much faster during dusk for both December
and June solstice conditions. We also observed that during dawn
the maxima in the correlation coefficients were always located in
the winter hemisphere. This hemispheric “flip” was also seen during
dusk in the summer hemisphere, but not as clearly.

The temporal/longitudinal correlation coeflicients for December
solstice 2009 were found to be generally larger in the northern
hemisphere during dawn and larger in the southern hemisphere
during dusk. Specifically, during dawn the temporal/longitudinal
correlation for December 2009 displayed a diurnal/wave-1
periodicity in the northern mid-latitudes and a semidiurnal/wave-
2 periodicity for lower latitudes and the southern hemisphere.
The orientation of these structures was found to be in the north-
west direction. During dusk, a semidiurnal/wave-2 structure was
observed for all latitudes, with a north-east orientation. The general
structure observed during dawn in the correlations in December
solstice 2009 could also be seen in December solstice 2011 but
larger differences between the 2 years were found during dusk.

The temporal/longitudinal correlation coeflicients for June
2010 at dawn displayed a diurnal/wave-1 periodicity in the southern
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Same as Figure 14 but for June solstice 2010.

hemisphere and a semidiurnal/wave-2 periodicity in the northern
hemisphere. Here, the orientation of the structures was found
to be in the north-west direction. During June solstice dusk, a
semidiurnal/wave-2 structure was observed for all latitudes, with
a north-east orientation. This time, however, the larger correlation
values were observed in the northern hemisphere, in contrast to our
December solstice results.

Although our study does not allow for a detailed analysis
of the underlying causes of the observed periodic structures, we
speculate that they are the result of the presence of atmospheric tides,
and in particular nonmigrating tides. To investigate correlations
not associated with tides we have eliminated their contribution
up to zonal wave-5 from the zonal winds before calculating the
longitude/time correlation coeflicients. The results show that the
longitudinal/temporal correlations were strongly attenuated during
dawn for both December and June solstices, suggesting that indeed
the main structures observed before were the result of nonmigrating
tides during this time of the day, irrespective of season and solar
flux. Some smaller localized correlations are still apparent in the
remaining correlations at dawn, which might be related to the
presence of gravity waves that have been reported to be present in
GOCE observations (Garcia et al., 2016; Vadas et al., 2019) and/or
variations in the phase and amplitude of the tides. A modeling study
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by Liu (2014), for example, suggests that there is an irregular or
stochastic aspect of the day-to-day tidal variability.

In contrast, during dusk, a previously masked structure appears
after the removal of the tidal effects that follows a multi-day period
for both December (in the southern hemisphere) and June (in the
northern hemisphere). Although more investigation is needed, these
correlations might be the result of the presence of other waves that
we have not included in our analysis. Gasperini etal. (2015), for
example, reported the presence of ultra-fast Kelvin waves in the
GOCE zonal wind observations with a period of 3.5 days.

Finally, note that our analysis only pertains to geomagnetically
quiet conditions at dawn and dusk and an investigation of the
correlation coefficients of the zonal winds for other local times and
geomagnetically active conditions needs to be performed in the
future.
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Growing evidence indicates that a selected group of global-scale waves from the
lower atmosphere constitute a significant source of ionosphere-thermosphere
(IT, 100-600 km) variability. Due to the geometry of the magnetic field lines,
this IT coupling occurs mainly at low latitudes (< 30°) and is driven by waves
originating in the tropical troposphere such as the diurnal eastward propagating
tide with zonal wave number s = -3 (DE3) and the quasi-3-day ultra-fast
Kelvin wave with s = =1 (UFKW1). In this work, over 2 years of simultaneous
in situ ion densities from lon Velocity Meters (IVMs) onboard the lonospheric
Connection Explorer (ICON) near 590 km and the Scintillation Observations
and Response of the lonosphere to Electrodynamics (SORTIE) CubeSat near
420 km, along with remotely-sensed lower (ca. 105 km) and middle (ca. 220 km)
thermospheric horizontal winds from ICON's Michelson Interferometer for
Global High-resolution Thermospheric Imaging (MIGHTI) are employed to
demonstrate a rich spectrum of waves coupling these IT regions. Strong DE3
and UFKW1 topside ionospheric variations are traced to lower thermospheric
zonal winds, while large diurnal s = 2 (DW2) and zonally symmetric (DO) variations
are traced to middle thermospheric winds generated in situ. Analyses of diurnal
tides from the Climatological Tidal Model of the Thermosphere (CTMT) reveal
general agreement near 105 km, with larger discrepancies near 220 km due to
in situ tidal generation not captured by CTMT. This study highlights the utility of
simultaneous satellite measurements for studies of IT coupling via global-scale
waves.

KEYWORDS

IT coupling, global-scale waves, ICON, SORTIE, CTMT, DE3, UFKW

1 Introduction

The generation and propagation of atmospheric waves with different spatiotemporal
scales represent the primary mechanism through which energy and momentum are carried
from the lower atmosphere to the ionosphere-thermosphere (IT) system. Solar tides are
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primarily generated by the periodic absorption of solar radiation
in longitude and localtime (LT) by tropospheric water vapor,
stratospheric ozone, and latent heat release in deep tropical clouds.
Planetary waves (PWs), Kelvin waves (KWs), and gravity waves
(GWs) are mainly excited by surface topography, unstable shear
flows, and convection. The subset of this wave spectrum that can
effectively propagate upward grows exponentially with height into
the less dense atmosphere. As a result, the waves achieve their largest
amplitudes in the dissipative region between about 100 km and
150 km known as the mesosphere-lower-thermosphere (MLT) (e.g.,
Yigit and Medvedeyv, 2015; Liu, 2016; Yigit et al., 2016). A fraction of
the wave spectrum can reach the upper thermosphere and exosphere
(e.g., Forbesetal, 2009; Oberheide etal.,, 2009; Gasperini et al.,
2015; 2018; 2020; 2022). As part of their vertical propagation,
nonlinear wave-wave interactions can occur that contribute to
modifying the interacting waves and generating secondary waves
(Palo et al., 1999; Changetal.,, 2011; Liu, 2016; Gasperini et al.,
2015; 2021; Forbesetal., 2021a; b). The wave-driven IT wind
variations can redistribute ionospheric plasma through the electric
fields generated via the dynamo mechanism in the MLT or directly
by moving plasma along magnetic field lines at higher levels (e.g.,
Liu, 2016).

The global IT coupling described above occurs primarily at
low latitudes (<30°) as a result of the geometry of the magnetic
field lines near the equator and is largely driven by waves of
tropical tropospheric origin. Two prominent examples of such large-
scale waves from the tropical wave spectrum that preferentially
propagate into the IT system are the well-known diurnal eastward
propagating with zonal wavenumber s = -3 (DE3), and the
eastward-propagating ~2.5-4-day period ultra-fast Kelvin wave
(UFKW) with zonal wavenumber s = -1, hereafter UFKW1 (e.g.,
Forbes et al., 2009; 2020a; b; Oberheide et al., 2009; Gasperini et al.,
2015; 2021; 2022; Chang et al., 2011; Gu et al., 2014a; Pedatella and
Forbes, 2009; Yamasaki et al., 2020; Liu et al., 2013). As discussed
by Gasperini et al. (2022), these so-called ‘ultra-fast tropical waves’
that include DE3 and UFKWs, are known to preferentially propagate
into the IT system and significantly alter thermospheric winds
(Gasperini et al., 2015; 2020) and ionospheric densities (Pedatella
and Forbes, 2009; Chang et al., 2011; He et al., 2011; Gu et al., 2014a;
Gasperini et al., 2021). DE3 originates primarily in the tropical
troposphere by latent heat release in deep convective clouds (e.g.,
Hagan, 1996; Lieberman et al., 2007), and its equatorially symmetric
mode is the largest component in the lower thermosphere
(e.g., Truskowski etal., 2014) and can propagate into the middle
thermosphere (e.g., Oberheide etal.,, 2011; Gasperini et al., 2015;
2018) and ionosphere (e.g., Gasperini et al., 2021) due to its long
vertical wavelength of about 56 km. UFKWs are a special kind
of GW trapped in equatorial and low-latitude regions, where the
Coriolis force is negligible (Salby et al., 1984; Andrews et al., 1987).
Similarly to DE3, UFKWs originate primarily from latent heat
release in the tropical troposphere and are the largest in the zonal
wind component. UFKWs are characterized by the longest vertical
wavelength (~51 km) of all Kelvin waves and thus can penetrate well
into the lower and middle thermosphere (e.g., Forbes et al., 2020a;
b), with amplitudes of upwards of 30 m/s in the MLT zonal wind
(Gu et al., 2014a), and middle thermospheric zonal wind amplitudes
exceeding 10 m/s (Gasperini et al., 2015; 2018; 2020). The focus of
this study is on diurnal tides and UFKWs, however, semidiurnal
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tides (and terdiurnal tides) can also play a large role in IT coupling
and connections to the lower atmosphere, as recently demonstrated
observationally by Forbes et al. (2022).

Using concurrent satellite observations from Ionospheric
Connection Explorer (ICON; Immeletal, 2018; Immeletal,
2021) observatory, the Scintillation Observations and Response
of The ITonosphere to Electrodynamics (SORTIE; Crowley etal.,
2016) CubeSat, and the Thermosphere Ionosphere Mesosphere
Energetics Dynamics (TIMED) Sounding of the Atmosphere using
Broadband Emission Radiometry (SABER) instrument (Mertens
etal.,, 2001), along with Specified-Dynamics Whole Atmosphere
Community Climate Model with thermosphere and ionosphere
eXtension (SD/WACCM-X; Liu et al., 2018; Gasperini et al., 2020)
modeling, Gasperinietal. (2021) demonstrated a pronounced
zonal wavenumber 4 (WN4) structure in the global low-latitude
ionosphere due to the DE3 propagating through the lower
thermosphere. More recently, Gasperini et al. (2022) revealed a rich
spectrum of waves coupling the lower (~90-105 km) and middle
(~200-270 km) thermosphere with the upper F-region (~540 and
~590 km) ionosphere through analyses of simultaneous ICON and
Constellation Observing System for Meteorology, Ionosphere and
Climate 2 (COSMIC-2) observations. These and other recent studies
(e.g., Heelis R. A. et al., 2022; Lieberman et al., 2022; Harding et al.,
2022; Yamazaki et al., 2022; Forbes et al., 2021a; b; Immel et al.,
2021; Liu et al,, 2021; Wautelet et al., 2021), demonstrate the utility
of employing a diverse set of contemporaneous satellite observations
to characterize and better understand the origin of large-scale
variability occurring in the tightly-coupled IT system.

Despite some improved understanding of IT connections
involving global-scale waves afforded by recent ICON, Global-
scale Observations of the Limb and Disk (GOLD), and COSMIC-
2 satellite observations, there are many unresolved questions
regarding the variability of the wave spectrum and its impacts
on the low-latitude IT system. Availability of simultaneous lower
(i.e., ~90-110 km) and middle (i.e., ~200-300 km) thermospheric
winds and topside F-region (i.e, ~590km) ion density from
the ICON mission (Immeletal., 2018; 2021), combined with
periods of concurrent ionospheric observations from the SORTIE
CubeSat (Crowley etal., 2016) near 420 km, during the solar
minimum and generally geomagnetic-quiescent period (Kp>4 on
only about 8.7% of the days) between January 2020 and March
2022 provides a unique opportunity to develop an improved
experimental understanding of how global-scale waves couple lower
thermospheric variability with IT variability. This study evaluates,
for the first time, the simultaneous diurnal tidal spectrum and
other high-impact global-scale waves in the lower and middle
thermosphere and topside F-region ion density using the most
recent version of the data publicly available at the time of writing.
This is accomplished through spectral analyses of the recently-
released version 5 (v05) of ICON MIGHTI wind data over the height
ranges ~93-106 km and ~200-270 km, where wind measurements
are made during both day and night, and in-situ-measured topside
F-region ion density from IVM instruments onboard ICON (v06)
and SORTIE (v02).

This paper is organized as follows: Section 2 briefly describes the
satellite data, modeling, and methodologies, Section 3 contains the
results and related discussions, while Section 4 provides a summary
and the main conclusions.
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2 Satellite observations, modeling,
and methods

This study employs simultaneous ICON MIGHTTI horizontal
wind, ICON IVM ijon density, and SORTIE IVM ion density
satellite observations, along with diurnal tidal output from the
Climatological Tidal Model of the Thermosphere (CTMT). A brief
overview of these observational datasets, CTMT, and the spectral
methods herein adopted are provided below. This summary provides
the necessary context for the interpretation of the global-scale wave
analyses presented in Section 3.

2.1 Satellite data

ICON is a NASA Heliophysics System Observatory (HSO)
mission launched on 10 October 2019 on a nearly circular
~27° inclination orbit at an altitude near 590 km (Immel et al,,
2018). The ICON mission aims to directly measure the processes
of ionospheric modification by the dynamics of the neutral
atmosphere (Immel et al., 2018; 2021; Immel and Eastes, 2019). As
a single satellite, ICON only covers two local solar times (LST)
a day, each precessing by about 29.8 min toward earlier LST each
day.

This study employs MIGHTTI Level 2 Version 5 (V05) green-
line vector winds (~95-106km) and red-line vector winds
(~200-270 km) that provide coverage during both daytime
and nighttime. Dhadly etal. (2021) showed agreement between
MIGHTI and Thermosphere, Ionosphere, Mesosphere Energetics
and Dynamics Doppler Interferometer (TIMED/TIDI) zonal
wind observations, with correlations around 0.6 and root mean
square (RMS) differences of ~56 m/s, and similar large amplitude
longitudinal variations. RMS differences between MIGHTI winds
and ground-based radars and interferometers are on the order of
20 m/s (Harding et al., 2021; Makela et al., 2021). Characterization
of the mean horizontal winds and the associated circulation
by ICON/MIGHTI for Northern Hemisphere summer solstice
conditions was also studied by Yigitetal. (2022). While the
aforementioned studies employed previous data versions, a new
calibration method for the so-called ‘zero wind was developed
for V05 MIGHTI winds that uses a long-term comparison of
the ascending- and descending-orbit data to perform a self-
calibration of the zero baselines, which is independent of external
data or models (Englertetal, 2023). The estimated accuracy
of the V05 wind data is generally 10-25m/s (Englertetal,
2023). Such uncertainties are negligible in tidal/wave fits when a
sufficiently large number of data points are used. Recent work by
Yamazaki et al. (2023) shows general agreement between MIGHTI
V05 mean winds and Horizontal Wind Model 14 (HWM14)
winds.

Along with the MIGHTI thermospheric wind observations
described above, this study utilizes ICON IVM-A L2-7 V06 ion
densities (Heelis et al., 2017; 2022a; b; Huba et al., 2021; Park et al.,
2021a; Park et al., 2021b). The IVM is comprised of two instruments,
the Retarding Potential Analyzer (RPA) and the Drift Meter (DM).
The IVM data are down-selected by including data only for times
where the two ‘RPA’ and ‘DM’ flags are both less than 1. Heelis et al.
(2017) reported ICON/IVM ion densities to have an accuracy
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exceeding 10°cm™ based on mission requirement considerations.
Total ion concentrations measured by ICON IVM (primarily O+
and H+) are considered equivalent to electron density and hereafter
referred to as ‘Ne. Gasperini et al. (2021) found strong agreement
(r>0.8) between nearly-coincident independent Ne observations
from IVM instruments onboard ICON and COSMIC-2 during a
period of similar LT coverage. Similar results were obtained in the
recent study by Choi et al. (2023), wherein comparisons of in situ ion
density measurements from IVMs onboard COSMIC-2 and ICON
using observations during geomagnetic quiet days at solar minimum
showed strong agreement.

SORTIE is a NASA HSO 6U CubeSat mission launched onboard
Dragon CRS-19 to the International Space Station, from where it
deployed on 19 February 2020 in a nearly circular ~51.6° inclination
orbit near 420 km (Crowley et al., 2016). SORTIE reentered Earth’s
orbit around 8 September 2022. The primary objective of the
SORTIE mission is to discover the sources of wave-like plasma
perturbations in the F-region ionosphere, including the relative
role of dynamo action versus direct mechanical forcing in their
formation. The SORTIE sensor suite consists of two components;
a micro planar Langmuir probe (uPLP) and an IVM. The
temperature, composition, and vector velocity of the ionospheric
plasma are measured by the IVM. Gasperinietal. (2021) used
concurrent ICON and SORTIE IVM ion density observations to
demonstrate coupling from the lower thermosphere to the topside
ionosphere from the DE3 tide during a period of similar local
time coverage. Azeem etal. (2022) showed the first observation
of Traveling Ionospheric Disturbances (TIDs) by SORTIE above a
deep convection system over Texas and used model simulation and
corroborating satellite and ground-based data to demonstrate their
connection to vertically propagating GWs. This study uses the in situ
L2 total ion density product from the miniature IVM (day and night)
from 27 May 2020-8 October 2020 (i.e., days 148-282) and 8 April
2021-21 October 2021 (i.e., days 464-660).

2.2 Climatological Tidal Model of the
thermosphere (CTMT)

The CTMT (Oberheide etal., 2011) characterizes the global
behavior of vertically propagating tides in the thermosphere
(90-400 km; pole to pole). CTMT is based on tidal temperatures
and winds in the mesosphere-lower-thermosphere (MLT) region
from the Sounding of the Atmosphere using Broadband Emission
Radiometer (SABER) and TIMED Doppler Interferometer (TIDI)
instruments onboard the Thermosphere Ionosphere Mesosphere
(TIMED) satellite extended into the
thermosphere using Hough Mode Extension (HME) modeling.

Energetics Dynamics

In brief, HMEs represent global solutions (pole-to-pole, 0-
to 400-km altitude) to the linearized dynamical equations of the
atmosphere for an oscillation of a given frequency and zonal
wavenumber, taking into account dissipative effects (including
radiative cooling, eddy and molecular diffusion of heat and
momentum) above the forcing region (Lindzen and Hong, 1974;
Forbes and Hagan, 1988). These perturbations are computed
for a background windless atmosphere characterized by a single
climatological height profile of temperature. HMEs can be thought
of as a latitude versus height table of self-consistent amplitudes
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and phases for the velocity, temperature, and density perturbation
fields of an oscillation with a particular frequency and zonal
wavenumber (e.g., Forbesetal, 1994; 2017; 2022). More details
on HMEs and CTMT can be found in the recent study by
Forbes et al. (2022), which focuses on the vertical evolution of the
non-migrating semidiurnal tidal spectrum and their relationship to
viscous dissipation and in situ thermospheric sources.

As detailed in Oberheideetal. (2011),
climatologies for CTMT are obtained from averaging about 6 years
(2002-2008) of TIMED SABER and TIDI observations. CTMT
accounts for contributions from solar radiation absorption in the

monthly tidal

troposphere and stratosphere, tropospheric latent heat release, and
nonlinear wave-wave interactions occurring within and below the
MLT and is valid for low-to-medium solar radio flux conditions
(F10.7 = 110 SFU). One should keep in mind that thermospheric
tidal forcing occurring above the MLT is not accounted for by
CTMT. As a result, this model is not able to capture migrating
tides forced in situ by the absorption of solar EUV radiation and
nonmigrating tides forced in the thermosphere (e.g., Jones et al.,
2013).

This study employs zonal and meridional wind diurnal tidal
amplitudes from CTMT for comparison with ICON MIGHTIL
Given the observationally-based climatological height-latitude
tidal information provided by CTMT for solar low-to-medium
conditions (F10.7 = 110 SFU), CTMT is an excellent model for
the interpretation of the MIGHTI-derived tidal amplitudes during
2020-2021.

2.3 Spectral analyses and nomenclature

As noted in Section 2.1, ICON only covers two LSTs each day
which prohibits the reliable extraction of tidal variability on a daily
or quasi-daily basis. Cullens et al. (2020) showed that at least 35 days
of data have to be combined into a composite day to obtain LST
coverage sufficient for tidal diagnostics at all latitudes observed by
MIGHTT (~10°S to ~40°N). Similar considerations can be made for
ICON IVM. The tidal diagnostics of the composite data is further
explained in Forbesetal. (2022) and Gasperini etal. (2022) and
follows a similar procedure as that adopted by Gasperini et al. (2015,
2017, 2020) in the analyses of GOCE and CHAMP tidal winds and
densities.

Only data collected during the period between 1 January 2020
and 23 March 2022 were used in this study. This period was
selected because it occurs near solar minimum and is and generally
geomagnetic-quiescent. The daily Kp index reaches Kp > 6 (Kp > 5)
only on 4 (17) out of the 813 days examined. Data collected during
days with Kp > 5 are excluded from the analysis. Note that during
the period under investigation, ~25.3% of days have Kp>3, ~8.7% of
days have Kp>4, ~2.1% of days have Kp>5, and ~0.5% of days have
Kp>6. Itis pertinent to note that recent investigations (e.g., Cai et al.,
2020; 2021) elucidate that even modest levels of geomagnetic
activity (Kp<3) have the potential to generate large I'T perturbations,
which can penetrate the equatorial regions. Nonetheless, the low-
latitude protracted oscillations in IT parameters investigated in this
study and the composite 40-day moving means involved in the
tidal fitting, are likely to significantly reduce any impact from any
underlying fluctuations in geomagnetic activity. The effect of solar
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and geomagnetic preconditioning in IT coupling via global-scale
waves is an important topic of research that will be investigated
further in future work.

The green-line winds are given every ~2.5 km for the height
range ~91-112 km, while the red-line winds are given every ~10 km
between ~203-301 km. Diurnal tidal fits are performed using 40-day
moving windows on winds averaged in 6° latitude, 40° longitude,
and 2-h UT bins extending from 10°S to 40°N using the native
~2.5km (green-line) and ~10 km (red-line) altitude sampling. To
determine the spatiotemporal evolution of the waves, a linear 2-
dimensional least squares fit is performed to waves propagating
in time and longitudes. A moving window of 40 days is chosen
instead of 35 days to alleviate negative effects associated with the
occurrence of occasional gaps, data quality issues, and instrument
calibrations. As noted by Forbes et al. (2022), this binning effectively
removes the effects of small-scale variations and improves the
statistics while also leading to smoother visual depictions. The
fits are performed for diurnal (24-h period), semidiurnal (12-h
period), terdiurnal (8-h period), and quarterdiurnal (6-h period)
tides with zonal wave numbers s = +4. Note that quarterdiurnal
tides were recently demonstrated to play a non-negligible role in the
lower thermosphere (Pancheva and mukhtarov, 2023). The primary
reason for using the same averaging window for both greenline and
redline wind data, despite the different dynamic and electrodynamic
processes at play, is consistency in the wave retrieval at the two
altitudes, including averaging nearly identical local times, which is
a preferred condition for comparing tidal winds between these two
different altitude regions. The fitting method allows for robustness
in the statistics as the 40-day wave fits are assumed to be valid only
when at least 35 days of data are available.

For ICON MIGHTI, only the data that are flagged as ‘Good’ or
(Wind Quality = 1) and ‘Caution’ (Wind Quality = 0.5) are used.
This data quality selection criterion largely eliminates observations
near the South Atlantic Anomaly (SAA) where the retrieval of
wind velocities is difficult due to increased radiation, observations
with small airglow signals, and observations from the day-night
terminators where mode changes of the instrument take place. Their
removal primarily eliminates data near 270°-330° longitude in the
Southern Hemisphere, which are away from the primary latitude
regions of interest for the wind results contained in this study (i.e.,
0°-40°N). Occasional data gaps in the V05 MIGHTI winds are
largely removed by the 40-day averaging. Data gaps may be a source
of uncertainty in the retrieval of wave amplitudes due to incomplete
local time sampling, especially during more extensive data gaps in
mid-2021. Future data releases that improve coverage are expected
to alleviate any potential detrimental effects of missing data. For
ICON IVM, the ‘RPA’ and ‘DM’ flags are less than 1 when the data
is of the highest quality and greater than 1 when it should be used
with caution or rejected (see the data product documentation in
the University of California at Berkely (UCB) ICON’s public FTP
site provided in the Data Availability Statement for further details).
This data quality selection criterion (flags <1) is adopted for ICON
IVM.

The tidal nomenclature used here is standard (e.g., Hagan et al.,
1995; Hagan and Forbes, 2002): DWs or DEs is a westward
or eastward propagating diurnal tide, respectively, with zonal
wavenumber s. For semidiurnal tides, D is replaced by S. DO is the
zonally symmetric diurnal tide, while SO is the zonally symmetric
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(A) Diurnal spectrum of ICON IVM total ion density (i.e., Ne, electron density) during 1 January 2020-23 March 2022 near the geomagnetic equator
(£5° MLAT) near 590 km showing zonal wavenumbers ‘s’ (positive for westward propagation) within +4. The spectrum is obtained by applying
2-dimensional spectral fitting on 40-day moving windows and including only data with RPA and DM flags <1 occurring on 3-hourly intervals with kp <
6. DW1 is set to 0. The amplitudes are shown as percentage variations with respect to the zonal mean. Contours are shown from 0% to 25% in 2.5%
intervals. (B) Time series of the daily F10.7 solar radio flux (black line) and 3-hourly kp geomagnetic (blue line) indices.

semidiurnal tide. Stationary PWs with zonal wavenumber m are
denoted ‘SPWm.

3 Results and discussion

Figure 1A shows the diurnal non-migrating tidal spectrum of
ICON IVM Ne near the geomagnetic equator (+5° MLAT) and
590 km altitude covering zonal wavenumbers s = +4 and extending
from 1 January 2020 to 23 March 2022 (days 1-813). The strong day-
night Ne difference ‘aliased’ into DW1 is removed to highlight non-
migrating diurnal tidal variability. The tidal variations are shown
as percentages relative to the zonal mean. The time series of the
solar (daily F10.7 solar radio flux) and geomagnetic (3-hourly kp)
indices is shown in Figure 1B. This ~2-year period is characterized
by solar flux that increases from about 70 SFU in early 2020 to
about 100-130 SFU in early 2022, and by geomagnetic activity that
is generally below kp = 6. For the period examined, the daily Kp
index exceeded Kp = 5 (Kp = 6) during 17 (4) days. The 17 days
with Kp>5 were excluded from the analysis. Only 3 days or less
occurred in the same 40-day windows, thus their removal generated
no significant gaps in the analysis. This method assumes that any
deviations related to enhanced geomagnetic activity are averaged
out. It is important to keep in mind that due to the 40-day averaging
required to derive the full zonal wavenumber tidal spectrum from
ICON observations, day-to-day tidal variability is largely absent in
the tidal spectra herein presented. Moreover, tidal amplitudes are
likely to appear reduced due to the 40-day averaging (see, e.g., related
discussions in Forbes et al. (2017); Hausler et al. (2014)).

Strong Ne variability associated with DE3 is observed around
days 510-630 (i.e., June-September 2021), with amplitudes upward
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of 20%. Smaller (~10%-15%) DE3 Ne variability is observed
around days 150-280 (i.e., June-September 2020) in agreement
with the well-known seasonal and inter-annual variations in the
thermospheric DE3. Large DO and DW2 Ne variability, exceeding
20% is several occasions, is observed throughout the ~820 days
displayed. A close relationship between the temporal variations of
DO and DW2 Ne variations can be seen by a close inspection of
Figure 1A. Larger DO and DW2 can be seen during days 700-820
corresponding to increased solar flux in early 2022. Note also some
remarkable correspondence between prominent quasi-27-day solar
rotation variations in flux (see the black curve in Figure 1B) and
DO and DW2 Ne variability, further suggesting a connection to
solar forcing for these tidal components that will be discussed
in further detail below. Shown in Figure 1A are also large (up
to 15%-20%) DE1 Ne amplitudes around days ~100-200 and
~460-580 and occasionally enhanced DE2 and DW3 (e.g., days
~20-80) Ne amplitudes.

Next, we examine the concurrent diurnal non-migrating tidal
spectrum from ICON MIGHTI zonal winds in the lower (i.e.,
~105km) and middle (i.e., ~220km) thermosphere near the
geographic equator and at 10°N-20°N geographic latitude (GLAT),
as shown in Figure 2. The lower thermospheric diurnal non-
migrating tidal spectrum is dominated by DE3 with amplitude
variations upward of 25 m/s during days 180-320 and 540-690
corresponding to early July through mid-November 2020 and
2021, respectively. In the middle thermosphere, DE3 still retains
significant amplitudes up to around 15m/s in agreement with
the vertical propagation of this wave component to higher
thermospheric altitudes. For both altitudes shown in Figure 2,
DE3 attains the largest amplitudes near the geographic equator in
accordance with the Kelvin wave equatorially-trapped nature of
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(A-A") Diurnal non-migrating tidal spectrum (s + 4, positive to the west) of ICON MIGHTI red-line middle thermospheric (~220 km) zonal winds during 1
January 2020-23 March 2022 near the geographic equator (+5° GLAT) and between 10°N and 20°N GLAT, respectively. (B-B') same as (A-A’) but in the
lower thermosphere near 105 km. The wind tidal amplitudes are shown as m/s, with maxima set to 15 m/s near 220 km and 25 m/s near 105 km.
Different color scale ranges are chosen for the lower and middle thermospheric wind spectra to facilitate visual representation. Contours at ~220 km
(~105 km) are shown from 0 m/s to 15 m/s (25 m/s) in ~1.7 m/s (~2.8 m/s) intervals. Quality flags >0.5 are adopted. As for Figure 1, the tidal spectrum is
obtained by applying 2-dimensional spectral fitting on 40-day moving windows, and DW1 is set equal to 0.

the dominant thermospheric Hough mode of DE3 with a vertical
wavelength of about 56 km (e.g., Gasperinietal, 2015; 2017).
Remarkable correspondence is also found between the seasonal
variations in the thermospheric zonal wind DE3 and the ionospheric
Ne DE3 concurrently measured by ICON IVM and shown in
Figure 1A. Given the significantly larger DE3 amplitudes observed
in the lower thermosphere, the primary coupling process is likely
to be associated with the E-region dynamo. Nonetheless, direct
propagation to the middle thermosphere is also likely to constitute
a non-negligible source of ionospheric DE3 (e.g., Gasperini et al.,
2021). More work needed to be done to understand possible
ion-neutral coupling effects in the zonal wind DE3 near 220 km
due to the component of DE3 associated with E-region dynamo
processes.

Hagan and Forbes (2002) demonstrated that DE3 and DE2
are mostly forced by latent heat release in persistent large-scale
tropical rainfall systems and provide a direct coupling mechanism
between tropospheric weather and upper thermospheric variability
via upward propagation. These and other nonmigrating tides
were also shown to induce a significant longitudinal and local
time variation in the low-latitude F-region plasma, as discovered
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by Sagawaetal. (2005) and Immeletal. (2006), and more
recently shown by Gasperini et al. (2021) using concurrent ICON,
SORTIE, and TIMED satellite data, along with SD/WACCM-
X modeling. An important neutral-plasma coupling process is
the longitudinal modulation of E-region dynamo electric fields
by nonmigrating zonal wind tides (Hagan etal., 2007; Jin et al.,
2008) although F-region meridional tidal winds and thermospheric
tidal O/N2 variations also play an important role (England et al.,
2010).

Figure 2 also shows large zonal wind DW2, DE2, and DO
amplitudes with maxima near 15-20 m/s and larger amplitudes
the middle
comparisons between Figures 2A,B near the equator and between
Figure 2A" and Figure 2B’ near 10°N-20°N GLAT reveal that
significant middle thermospheric variability associated with DW2,

generally occurring in thermosphere. Closer

DE2, and DO is not traceable to lower thermospheric variability.
This result is a strong indication of in situ generation in the
thermosphere for these wave components. As hypothesized by
Oberheide et al. (2011) and later demonstrated by Jones et al. (2013)
using  Thermosphere-Ionosphere-Mesosphere-Electrodynamics
General Circulation Model (TIME-GCM) simulations, DO and
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DW2 can originate via nonlinear interaction between the in-situ
EUV-generated DW1 and the stationary planetary wave with s =
1 (SPW1) resulting from the geographic and geomagnetic field
offset driven by plasma-neutral interactions. Similar DO and DW2
variability is also observed in Ne measured in situ by ICON IVM
near 590 km (see Figure 1A). Using TIME-GCM, Jones et al. (2013)
distinguished between diurnal and semidiurnal migrating and non-
migrating tidal components generated locally in the thermosphere
from those that originate in the troposphere. They found that at
low and middle latitudes both migrating and nonmigrating tides
can be generated in situ through ion-neutral interactions due to the
longitude-dependent ionosphere imposed by the realistic magnetic
field configuration. Specifically, Jones et al. (2013) found that during
solar maximum, non-migrating diurnal and semidiurnal tides
forced by ion-neutral interactions are responsible for the majority
of the longitude-dependent tidal structure seen in the low and
middle latitude upper thermosphere, with DO and DW?2 arising from
hydromagnetic coupling between SPW1 (i.e., modified ionosphere)
and DW1 (i.e., idealized wind circulation) that can reach amplitudes
of up to 20 m/s near 500 km. More discussion on this important
finding and discrepancies with the modeling results by Jones et al.
(2013) is provided in the later part of this study.

10.3389/fspas.2023.1217737

Note that the geographic coordinate system is the more
natural and effective frame for diagnosing the origins of tidal
dynamics. Therefore, in the present study, zonal winds near 105 km
(typically corresponding to the peak height of the Hall conductivity)
and 220 km are ordered in geographic coordinates to diagnose
the lower-to-middle thermospheric connection. This allows us
to understand what component of the thermospheric DE3 can
propagate to the middle thermosphere. A geomagnetic reference
frame may be appropriate to study connections between the middle
thermospheric wave amplitudes and those observed in the topside
F-region ionosphere. A geomagnetic frame will certainly generate
some distortions in the structures. This is due to the way that
a wind field ordered in geographic coordinates interacts with a
magnetic field whose inclination, declination, and magnitude vary
with longitude (see, e.g., Maute et al., 2012; Forbes et al., 2021b).
However, magnetic coordinates are most appropriate for diagnosing
global-scale waves in ionospheric parameters, as shown in many
IT wave coupling studies (e.g., see references in Forbes etal.,
2021b). A geomagnetic reference frame may be appropriate to
study connections to the topside ionosphere DE3, however, the
distortions in the structures due to the way that a wind field ordered
in geographic coordinates interacts with a magnetic field whose
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Same as Figure 2 (A-B') but for ICON MIGHTI meridional winds. As for Figure 2, contours at ~220 km (~105 km) are shown from 0 m/s to 15 m/s

(25 m/s) in ~1.7 m/s (~2.8 m/s) intervals
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inclination, declination, and magnitude vary with longitude are not
the primary focus of this study and will be subject of follow-on
work.

We now turn our attention to the diurnal non-migrating
tidal spectrum in meridional winds measured by ICON MIGHTI.
Figure 3 shows the same spectral depictions of MIGHTI winds
as Figure 2 but for the meridional wind component. Clearly, the
spectra are dominated by DO and DW2 variability in both the
lower and middle thermosphere with meridional wind amplitudes
exceeding 20 m/s on several occasions. In the lower thermosphere
(i.e., ~105 km), particularly striking are the DW?2 variations around
days 255-415 (i.e., mid-September 2020—mid-February 2021) and
620-780 (i.e., mid-September 2021 - mid-Feruary 2022) and 10°N-
20°N GLAT and DO variations around days 255-450 (i.e., mid-
September 2020 - late-March 2021) and 520-780 (i.e., early-June
2021 - mid-February 2022) near the geographic equator and 10°N-
20°N GLAT. In the middle thermosphere (i.e., ~220 km), significant
DO and DW?2 variations are observed throughout 2020-2022
with amplitude maxima near 15 m/s a little correspondence with
the lower thermospheric DO and DW2. This finding suggests,
similar to what was discussed in the context of Figure 2, that
these wave components are likely to be generated in situ likely

A DW1 setto 0

Wavenumber
AN = O =N WhH

10.3389/fspas.2023.1217737

from the nonlinear interaction between in-situ EUV-generated
DW1 and the SPWI1. More discussion on this topic is provided
below.

Next, we compare the ionospheric diurnal tidal spectrum
observed at two different ionospheric heights to investigate the
persistence of certain features through different altitude regions
in the topside F-region ionosphere. For this purpose, we compare
tidal results from concurrent IVM measurements onboard the
SORTIE CubeSat near 420 km and ICON near 590 km. Due to
their different altitudes, SORTIE IVM observes an O + -dominated
ionosphere while ICON IVM samples nonnegligible H+ (especially
during nighttime). Thus, to best interpret the ionospheric tidal
signatures observed concurrently by ICON and SORTIE, Figure 4
compares ICON O+ density with SORTIE total ion density (i.e., Ne).
Gasperini et al. (2021) already demonstrated a strong correlation
between the WN4 structure seen in SORTIE Ne and ICON O+
density during May 2020, with Pearson correlation coefficients as
high as 0.87.

Figure 4A, A" show the diurnal nonmigrating tidal spectrum as
a function of time near the geomagnetic equator (5°S-5°N MLAT)
of ICON IVM O+ density and SORTIE IVM Ne, respectively.
For SORTIE, IVM data is sufficiently continuous to allow 40-day
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spectral fitting during the two periods: 27 May 2020-8 October
2020 (i.e., days 148-282) and 8 April 2021-21 October 2021 (i.e.,
days 464-660). Comparisons between the diurnal spectra of ICON
IVM Ne near 590 km and SORTIE IVM Ne near 420 km suggest the
presence of similar wave components, with large DE3, D0, DE2, and
DW2 (note that the enhancements are not concurrent for all times
and wave components). Near the geomagnetic equator, Ne tidal
amplitudes near 420 km are about 40% larger than those observed
near 590 km (note the different color scales between Figures 4A,B).
This result is evidence that the prominent D0 and DW2 Ne variations
previously discussed are not isolated to 590 km but are a common
feature throughout the topside ionosphere.

Further, Figure 4B, B" elucidate the MLAT-temporal structure
of DE3 amplitudes (as percentages over the zonal mean) of ICON
O+ density and SORTIE Ne, respectively. Effects from the equatorial
ionization anomaly (EIA) in DE3 appear evident at both altitudes,
although at ~420 km the peaks occur near +20° MLAT while at
~590 km the peaks are near +10° MLAT. This effect is likely due to
SORTIE’s lower mean altitude in accordance with the well-known
ionospheric fountain effect (e.g., Andrews et al., 1987). Important
equatorial asymmetries exist in DE3 Ne amplitudes near 420 km that
are not as clearly present near 590 km.

We now focus on the latitudinal-temporal amplitude structure
of a few dominant wave components in the lower and middle
thermospheric and topside ionospheric diurnal spectra, specifically
DWI, SPW1, DO, and DW2 as shown in Figure 5. Prominent
variability in the nonmigrating tidal components is observed in both
lower and middle thermospheric zonal winds with amplitudes up to
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~18 m/s. The lower thermospheric DW1 shows little resemblance
with the middle thermospheric DW1, as expected since the latter
is largely driven in situ in the thermosphere by the absorption
of solar EUV radiation. The DW1 Ne appears to be rather
equatorially symmetric and shows a closer association with the
middle thermospheric DW1 than the lower thermospheric DW1.
A closer inspection of Figure 5 reveals strong similarities in the
timing and latitude structure of the middle thermospheric zonal
wind SPW1 and DO (particularly in the northern hemisphere around
days 150-220 and 480-610), and some correspondence with DW1
and DW2. Similar considerations can be made for the latitudinal-
temporal of these 4 wave components in Ne. A more detailed
discussion on DW2 and DO is provided below in the context of
previous studies and CTMT results.

Next, we investigate diurnal tidal variability in the zonal winds
from the CTMT model. The focus is on latitude-temporal and
altitude-temporal structures and comparisons with those observed
by MIGHTI. As already discussed in Section 2.2, tidal forcing
occurring in situ in the thermosphere is not accounted for in
CTMT. In other words, CTMT is not capable of reproducing in-
situ-forced migrating tides resulting from EUV forcing (e.g., the
middle thermospheric DW1), and in-situ-forced nonmigrating tides
in the middle thermosphere due to nonlinear interactions, most
notably the diurnal nonmigrating tidal components DW2 and
DO. For context, Table 1 contains information on the peak height,
peak latitudes, and vertical wavelengths for zonal wind HME1
and HME2 for DW2, DW1, D0, DE1, DE2, and DE3 that are
at the basis of CTMT. Also included in Table 1 are HME1 and

100

M. LAT (deg)

200

Geographic latitude (GLAT) versus DOY structure of ICON MIGHTI zonal wind DW1 (A), SPW1 (B), DO (C), and DW2 (D) amplitudes in the lower
thermosphere near 105 km. (A” =D") Same as (A-D), but in the middle thermosphere near 220 km. (A" -=D") Same as (A-D), but from ICON IVM Ne near
590 km. All the spectra are obtained by least squares fitting data in 40-day moving windows. Contours for DW1 at ~105 km, ~220 km, and ~590 km are
shown up from 0 m/s/% to 36 m/s, 90 m/s, and 100% in ~3.2 m/s, ~8.2 m/s, and 9.1% intervals, respectively. Contours for SPW1 at ~105 km, ~220 km,
and ~590 km are shown from 0 m/s/% to 18 m/s, 18 m/s, and 46% in ~1.6 m/s, ~1.6 m/s, and 4.2% intervals, respectively. Contours for DO and DW2 at
~105 km, ~220 km, and ~590 km are shown from 0 m/s or 0% to 18 m/s, 18 m/s, and 23% in ~1.6 m/s, ~1.6 m/s, and 2.1% intervals, respectively.
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HME2 of the 3-day UFKW1. HMEI and HME2 correspond to
the first symmetric and first antisymmetric Hough modes with
symmetric and antisymmetric referring to the relative phasing
across the equator. Note that meridional wind HMEs always have the
opposite symmetry. As shown in previous studies (e.g., Oberheide
and Forbes, 2008; Oberheide et al., 2009; 2011) non-equatorial tidal
peaks in the middle/upper thermosphere tend to shift toward higher
latitudes due to molecular diffusion. Gasperini et al. (2017) studied
the effects of mean winds and dissipation on both DE3 and a 3-
day UFKWI1 in a general circulation model for solar minimum
conditions, reporting that the effects of asymmetric mean winds are
to distort the horizontal shapes of these waves and shifting their
peaks toward westward wind regimes.

The latitude versus month-of-the-year structure of the major
(DW2, DW1, D0, DE2, and DE3) diurnal tidal amplitudes from
CTMT near 105 km (220 km) altitude in zonal and meridional
winds are contained in Figure 6 (Figure7). While Figure 8
shows the latitude-height structure of the annual-mean diurnal
tidal amplitudes also from CTMT. As already discussed by
Oberheide et al. (2011) in the context of comparisons between
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Lat (deg)

CTMT, DW1, Zonal Wind
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CTMT and neutral density and wind observations from the
Challenging Minisatellite Payload (CHAMP) satellite, the presence
of strong middle/upper thermospheric DW2 and DO and their
absence in CTMT suggests the presence of additional forcing
mechanisms in the thermosphere. For tides, the time constants
of eddy and molecular diffusion are proportional to the square of
their vertical wavelengths (e.g., Oberheide et al., 2011). As such, the
short vertical wavelength characterizing DW2 (~33 km) makes it
not capable of effectively propagating into higher thermospheric
altitudes. As shown in Table 1, for the zonal winds only the
antisymmetric HME (HME2) of DO has a sufficiently long vertical
wavelength (~69 km) to propagate into the thermosphere. Note
that for the meridional winds (not shown in Table 1) only the
symmetric HME (HME1) of DO can effectively propagate to the
thermosphere. HME2 is responsible for generating prominent
antisymmetric signals in the lower (partly shown by Figure 6C) and
middle (partly shown in Figure 7C) thermospheric DO zonal winds,
while HMEL1 is responsible for producing symmetric signals in
the lower (Figure 6C") and middle (Figure 7C') thermospheric DO
meridional winds. These tidal signatures (and latitude structures)
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Latitude versus month zonal wind amplitude structure of DW2 (A), DW1 (B), DO (C), DE1 (D), DE2 (E), and DE3 (F) near 105 km altitude from the
Climatological Tidal Model of the Thermosphere (CTMT) model. (A’—F') Same as (A—F), but for the meridional wind component. Contours are shown
from O m/s to 15 m/s in 1.5 m/s intervals. The zonal (meridional) wind DE3 (DW1) amplitudes are divided in half to facilitate visual representation.
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Same as Figure 6 (A—F'), but near 220 km altitude. Contours are shown from 0 m/s to 7 m/s in ~0.7 m/s intervals.

in DO are also found in the MIGHTT observations (Figure 5 for
the zonal wind component), although CTMT underestimates the
amplitudes by up to ~75% in the middle thermosphere (i.e., near
20 m/s in MIGHTT and near 5 m/s in CTMT, depending on latitude
and month of the year) due to lack on in situ generation. DW2
meridional and zonal winds are very large below about 100 km (not
shown), small near 105 km (Figure 6A, A’ respectively), and nearly
absent in the middle thermosphere (Figure 7A, A', respectively) as
the zonal wind component is associated with the first symmetric
HME. DW2 zonal wind amplitudes in the lower thermosphere are
underestimated by CTMT by up to ~67%(12 m/s versus 4 m/s),
while the strong (15 m/s) middle thermospheric DW2 observed by
MIGHTI is nearly absent in CTMT likely due to in situ generation
not reproduced by CTMT.

To summarize, diagnostics of MIGHTI red-line winds
(Figure 5A’-D’) indicate middle thermospheric diurnal tidal
amplitudes exceeding 15 m/s with DO, DW2, and SPW1 often the
largest nonmigrating diurnal tides present. This finding, already
suggested by Oberheide et al. (2011) and confirmed numerically by
Jones et al. (2013), demonstrates that the nonmigrating components
DW?2 and DO have an upper thermospheric source. This source is

Frontiers in Astronomy and Space Sciences

most likely associated with the nonlinear interaction occurring in
situ in the middle/upper thermosphere of the in-situ-generated
DW1 and SPWI, as clearly demonstrated by the close association
between the latitude-temporal structure of these 4 wave components
(Figure 5). A strong and somewhat prominent finding from Figure 5
that is different than what was modeled by Jones et al. (2013) is
the presence of DO and DW2 with prominent amplitudes even
during weak solar flux conditions. Jones et al. (2013) showed that
these non-migrating tides were less likely to be strong under solar
minimum/maximum conditions, which is not in agreement with
the MIGHTT results shown in Figure 5.

The HME2 of DW2 does not play a significant role here since
DW?2 is fully symmetric below about 100 km altitude. As one
can see from Figure 8, the eastward propagating DE2 and DE3
zonal wind tides can propagate directly into the thermosphere
without substantial changes to their latitudinal structures as a
result of their relatively longer vertical wavelengths (70 km and
56 km, respectively, as shown in Table 1) that correspond to reduced
molecular dissipation for their first symmetric modes. In general,
the MIGHTT latitude-temporal structures at 220 km are significantly
different than those shown by the CTMT. In the case of DO,
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TABLE 1 Zonal wind HMEs for diurnal tides and the 3-day UFKW1.‘Z’is the
altitude of maximum amplitude, ’/\: denotes the vertical wavelength
between 90 and 120 km for F10.7 = 125, while ‘lat,’ the latitudes of zonal
wind peaks at‘z"

- we e

.
Dw2 94/33 +24 unstable —
DW1 93/35 +30 unstable —
Do 94/32 +30 105/69 +30
DE1 164/149 0 101/45 +24
DE2 105/70 0 101/35 +24
DE3 106/56 0 102/30 +18
UFKWI1 (3d) 110/51 0 101/7 +15

DWI, and DW?2 this is due to the presence of in situ-generated
components in the MIGHTTI tides which are not included in the
CTMT. Comparisons between MIGHTI and CTMT diurnal tides
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reveal discrepancies connected with differences in tides with longer
vertical wavelengths that are more capable of propagating from
~105 km to ~220 km. Lower (middle) thermospheric zonal wind
DE3 amplitudes from CTMT maximizing near 15 m/s (~7 m/s) are
largely underestimated (by about 50%) compared to those observed
by MIGHTI with maxima near 30 ~ m/s (~15m/s). Note that
the MIGHTI-observed DE3 zonal wind amplitudes are generally
consistent with previous observations (e.g., Gasperini et al., 2015;
2018; 2021). Some model-data differences not ascribed to in situ
generation in the thermosphere may be ascribed to lower solar flux
in the observations (70-100 SFU for MIGHTTI versus ~110 SFU for
CTMT) that favors wave propagation to the middle thermosphere
and by the well-known inter-annual variability in the waves (note
that CTMT is a ‘climatology’ of the tidal spectrum obtained
combining over 6 years of TIMED data).

Seminal theoretical studies (e.g., Lindzen, 1967; Lindzen and
Hong, 1974; Volland, 1974; Volland and Mayr, 1977; Forbes and
Garrett, 1979; Forbes and Hagan, 1988; Forbes and Vincent, 1989)
reported on some basic characteristics of waves propagating into the
thermosphere, where the dissipative time scales increase roughly as
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the inverse of density. Entering the thermosphere, tidal amplitudes
generally increase up to a region where dissipation is important
and then (case 1) asymptotically approach constant values (with
no significant decrease in amplitude with increasing altitude), or
can increase up to a region where dissipation is important but
then (case 2) decrease considerably before asymptotically reaching a
constant value. In previous work, Gasperini et al. (2017) examined
the vertical propagation of DE3 (and UFKW1) to the thermosphere
using TIME-GCM with the lower boundary based on Modern-
Era Retrospective analysis for Research and Applications (MERRA)
reanalysis data. This study found that (a) the effect of molecular
dissipation is to broaden the latitudinal structures in accord
with prior theoretical predictions and satellite observations (e.g.,
Gasperini et al.,, 2015); (b) the main effect of background zonal mean
winds is to distort the height-latitude structures; (c) the altitude
where upward propagating waves maximize is related to the ratio
between the timescale for dissipation and the wave’s Doppler-shifted
frequency.

Figure 9 contains the vertical structure of CTMT equatorial
DE3 zonal wind amplitudes (panel a) and phases (panel b) during
September, which shows a behavior largely consistent with a
significant reduction in wave amplitudes in the thermosphere.
As previously noted, careful analysis of the observational results
contained in Figure 2 reveals DE3 zonal wind amplitudes that are
reduced by about 50% near 220 km compared to ~105 km. This
result suggests that the MIGHTI-observed DE3 in the middle
thermosphere is undergoing dissipation more closely resembling
case (2). It is important to note that while the DE3 may still have
appreciable amplitudes near 220 km, there is likely only some small
phase progression with altitude, i.e., dissipative effects have made its
vertical wavelength extremely long. As such, one may argue that the
DE3 is no longer propagating vertically.

Finally, we examine the global-scale wave spectrum extending
from 0.5 days to 7 days as revealed by 2-dimensional least-squares
fitting of remotely-sensed MIGHTT lower (i.e., 105 km) and middle
(i.e., 220 km) thermospheric zonal winds and we compare it with
the one inferred by in-situ-measured IVM Ne near 590 km. These
spectral results near the equator (10°S-10°N GLAT for the winds
and 10°S-10°N MLAT for Ne) that combine over 800 days of data
are shown in Figures 10A-C, respectively. The migrating tides are
set to 0 to facilitate visual representation. The dominant diurnal
tidal periodicities present near 105 km are DE3, DE2, D0, and DW2
(already extensively discussed in Figures 2, 5).

Figure 10A reveals the existence of a prominent and persistent
~3-day UFKWT1 in the lower thermosphere, with ~2-year mean
amplitudes near 10 m/s. UFKWs constitute the subset of Kelvin
waves with faster horizontal phase speeds (~150 m/s) enabling
their propagation to MLT heights and above (e.g., Salby etal,
1984; Forbes, 2000; Gu et al., 2014; Gasperini et al., 2015; 2018;
Forbes et al., 2020). In the MLT the most frequent and longest-
lasting UFKW events have s = —1 and ~2-4-day periods. UFKWs
can effectively drive F-region ionospheric variability (Liu et al., 2013;
2015; Guetal, 2014; Abdu etal,, 2015) primarily through the E-
region dynamo processes (e.g., Chang et al., 2010) but also in situ
via F-region winds and field-aligned drifts (e.g., Forbes et al., 2020).

The lower thermospheric zonal wind wave spectrum in
Figure 10A also demonstrates a strong s = +1 ~6-day variation
associated with the westward quasi-6-day planetary wave with
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Vertical structure (100-300 km, x-axis) of CTMT equatorial DE3 zonal
wind amplitudes (A) and phases (B) during September.

zonal wavenumber 1 (Q6DW). The Q6DW is a prominent and
recurrent planetary wave in the MLT region (e.g., Talaat et al., 2002;
2001; Lieberman et al., 2003; Riggin et al., 2006; Forbes and Zhang,
2017). A number of recent studies demonstrated impacts on F-
region ionospheric variability from Q6DWs (Gan et al., 2016; 2017;
Gu et al,, 2014b; 2018a; b; Qin et al., 2019; Yamazaki, 2018). As
noted by Forbes et al. (2020¢), changes in F-region electron densities
at Q6DW periods result from transport by ExB drifts, where the
electric field E is generated in the ionospheric E-region through
dynamo action of Q6DW winds and possibly Q6DW modulation
of tides and/or gravity waves. The spatial structure of Q6DW in the
MLT region is highly consistent with the theoretical Rossby (1, 1)
normal mode (Talaat et al., 2001), with Q6DW amplitudes in the
zonal wind maximizing around the equator (e.g., Qin etal,, 2019;
2021; Forbes et al., 2020c).

Spectral analyses of MIGHTI middle thermospheric winds
indicate significantly reduced amplitudes (by ~50%-80%) for
both the UFKW1 and Q6DW near 220 km (see Figure 10B” for
UFKW1). This result suggests that both these wave components
undergo strong dissipation in their propagation between ~105 km
and ~220 km. It is important to realize that the wave spectra
in Figures 10A-C are averages of over 2 years of MIGHTI and
IVM observations. However, previous modeling and observational
evidence indicate that thermospheric UFKW and Q6DW occur
mainly in limited events lasting from about 10 days to 30 days.
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(A) Period-wavenumber spectrum of ICON MIGHTI green-line zonal winds near the geographic equator (10°S-10°N GLAT) and 105 km altitude,
obtained by combining all data from 1 January 2020 through 23 March 2022. The migrating DW1 and SW2 tidal amplitudes are set to 0. (A’) GLAT-DOY
amplitude structure of DE3 zonal winds near 105 km. (A’") GLAT-DOY amplitude structure of UFKW1 zonal winds near 105 km. (B—B”) Same as (A—A"),
but for ICON MIGHTI red-line zonal winds near 220 km. (C—C") Same as (A—A"), but for ICON IVM Ne near 590 km. Contours are shown from 0 m/s
or 0% to 30 m/s, 15 m/s, 20% in 3 m/s, 1.5 m/s, and 2% intervals at ~105 km, ~220 km, and ~590 km, respectively.

Hence, the UFKW1 and Q6DW amplitudes in Figures 10A-C
are likely to be significantly suppressed by the averaging
involved.

Closer examination of the middle thermospheric wave spectrum
reveals dominant s = 0 variations with periods of 12 h (i.e., SO, as
recently shown by Forbes et al., 2022), 1-day (i.e., DO, previously
discussed), and 7 days; and other notable s = 0 variations near 2
and 3 days. Remarkably, along with the expected strong DE3, DE2,
DO, and DW?2 variations, the Ne wave spectrum (Figure 10C) shows
prominent variability near 3 days and s = —1 associated with the
lower thermospheric UFKW1 and near 6 days and s = +1 associated
with the Q6DW (Figure 10A). Figure 10C also shows strong SW3
variability (similar to that discussed by Forbes et al., 2022), westward
propagating 3-day variations, and prominent s = 0 variability near
7 days that closely resembles the variability in zonal winds near
220 km (Figure 10B). These latter two variations have not been
reported before in ICON data and will be the subject of future work.
Comparison between Figures 10A-C, allowed by contemporaneous
MIGHTI and IVM observations, demonstrates how the short-term
large-scale variability of ionospheric density is mostly driven by
lower and middle thermospheric waves, at least at low latitudes
for low solar activity and relatively quiet geomagnetic conditions.
The similarities between the ~2-year-averaged lower thermospheric
zonal wind and ionospheric Ne wave spectra in Figures 10A-C are
quite remarkable.

Similar to DE3 which is known to be primarily generated in the
tropical troposphere by latent heat release in deep convective clouds
(e.g., Hagan, 1996; Lieberman et al., 2007), UFKWs also originate
primarily from latent heat release in the tropical troposphere and
have a predominance of the kinetic energy in the zonal wind
component (e.g., Forbes, 2000). As previously discussed, UFKWs
are a special kind of gravity waves modified by the Earth’s rotation
and trapped in the equatorial and low-latitude regions, where
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the Coriolis force is negligible (Salby et al., 1984; Andrews et al.,
1987), and have a long vertical wavelength (>50 km) that allow
them to propagate into the lower and middle thermosphere, with
zonal wind amplitudes exceeding 30 m/s near 110 km (Gu et al.,
2014a) and 10 m/s near 260 km (Gasperinietal., 2015). Using
HMEs, Forbesetal. (2023) recently showed that UFKWs with
periods shorter than about 4 days can effectively penetrate above
the lower thermosphere, and dissipation broadens UFKW latitude
structures with increasing height and lengthens vertical wavelengths
with increasing latitude, whereas ion drag effectively dampens
UFKW amplitudes with increasing efficiency at higher solar activity
levels.

Figures 10A-C  demonstrate the prominence of the
thermospheric DE3 and UFKW1 and their ability to effectively
couple into the ionosphere. Next, we focus our attention on
their latitude-temporal structures in MIGHTI zonal winds near
105 km (Figure 10A’ and Figure 10A", respectively) and 220 km
(Figure 10B” and Figure 10B”, respectively) and in IVM Ne
near 590 km (Figure 10C" and Figure 10C”, respectively). After
the exact UFKW1 period is determined using spectral analysis,
simultaneous least-squares fits are performed on these 40-day
windows to derive DE3 and UFKW1 amplitudes and phases.
UFKW1 amplitudes are derived using 40-day moving windows
for consistency with the tidal diagnostics. As discussed in detail
for Figure 2, the lower thermospheric zonal wind DE3 shows
prominent amplitudes upward of ~25m/s during days 180-320
and 540-690 (early July through mid-November 2020 and 2021),
while the middle thermospheric DE3 retains large amplitudes up to
about 15 m/s.

The latitude-temporal structure of the DE3 zonal winds is
similar between the two heights in agreement with the primarily
first symmetric mode of DE3 (with vertical wavelengths of ~56 km,
see Table 1) that dominates at both heights compared to the second
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antisymmetric mode (with vertical wavelengths of ~30 km, see
Table 1) that peaks near 102 km, and is thus likely to be already
mostly dissipated by about 105 km altitude. The UFKW1 shows
similar seasonal behavior to DE3 with large amplitudes upward of
18 m/s during days 180-320 and 540-690 corresponding to early
July through mid-November 2020 and 2021. While this finding is
not surprising considering that both DE3 and UFKWs are known
to be generated via similar processes in the lower thermosphere
(i.e., latent head in tropical convective systems), various previous
studies (e.g., Gasperini et al., 2015; 2018) noted lack of a defined
seasonal variation for UFKWs. While it is possible that the 40-day
averaging would hide some of the variability, Figure 10A" suggests
that some recurrent seasonal pattern in the lower thermospheric
UFKW may be present. This finding may require further verification
that will necessitate additional analyses and longer observational
datasets. UFKW1 middle thermospheric amplitudes show maxima
near 8 m/s, i.e., about 50% less than their corresponding amplitudes
near 105 km. Significant latitudinal asymmetry is found in both
DE3 and UFKW1 at both thermospheric heights. Using a general
circulation model, Gasperinietal. (2017) showed notable effects
from mean winds on DE3 and UFKW amplitudes. These effects
are significantly more severe for DE3 than for the UFKW despite
the fact that they share the same phase speed and that their full
latitudinal widths at half-maximum are both near 30° thus making
them subject to effectively the same mean winds. Similar conclusions
can be made by close inspection of Figure 10. Note that UFKWs are
not included in CTMT, hence no comparisons can be made for these
wave components.

4 Conclusion

This study evaluates the simultaneous diurnal tidal spectrum
and other high-impact waves in the lower and middle thermosphere
and topside F-region ion density (i.e., Ne) from ICON and SORTIE.
This is accomplished through spectral analyses of recently-released
version 5 (v05) ICON MIGHTI wind data over the height ranges
~93-106 km and ~200-270 km (with day and night coverage),
and in-situ topside F-region ion densities from IVMs onboard
ICON (v06) near 590 km and the SORTIE CubeSat (v02) near
420 km. Results are presented during the solar minimum and
generally geomagnetic-quiescent period (Kp>4 on only about
8.7% of the days) extending from January 2020 to March 2022
which provides a unique opportunity to better understand how a
selected group of global-scale waves couple lower thermospheric
variability with IT variability. Comparisons with the CTMT tidal
model are also presented. These analyses of remotely-sensed
horizontal thermospheric winds from ICON MIGHTI and in-
situ-measured F-region Ne from ICON and SORTIE IVMs, along
with comparisons with tidal output from CTMT, reveal the
following.

1. ICON IVM diurnal spectral analyses reveal large DO-and
DW2-induced ion density variability, exceeding 20% on several
occasions, throughout January 2020 - March 2022. A close
relationship between the DO and DW2 Ne variations is found
consistent with strong quasi-27-day variations in the amplitudes
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during later 2021 likely induced by corresponding solar rotation
variations in flux. Strong Ne variability associated with DE3
is observed around July-October 2021 with amplitudes upward
of 20%. Smaller (~10%-15%) DE3 Ne variability is observed
around July-October 2020 in agreement with the well-known
seasonal and inter-annual variations in the thermospheric
DE3.

. The lower thermospheric diurnal non-migrating tidal spectrum

is dominated by DE3 with amplitude variations upward of
25m/s from early July to mid-November 2020 and 2021. The
middle thermospheric DE3 retains significant amplitudes up to
around 15 m/s near the equator in agreement with the vertical
propagation of this wave component to higher thermospheric
altitudes. Remarkable correspondence is also found between the
latitude-temporal variations of the lower thermospheric zonal
wind DE3 and corresponding variation in the ionospheric DE3,
consistent with primary coupling through E-region dynamo
processes.

. Large zonal wind DW2, DE2, and D0 amplitudes with maxima

near 15-20 m/s and larger amplitudes generally occur in the
middle thermosphere. Significant DW2, DE2, and DO middle
thermospheric variability is not traceable to lower thermospheric
variability in these wave components, indicating in situ generation
in the thermosphere for these wave components (as hypothesized
by Oberheide et al., 2011 and later demonstrated numerically
by Jonesetal, 2013). Results indicate that DO and DW2 are
likely to originate via nonlinear interaction between in-situ EUV-
generated DW1 and the stationary planetary wave with s = 1
(SPW1) resulting from the geographic and geomagnetic field
offset, driven by plasma-neutral interactions. Similar DO and
DW?2 variability is also observed in Ne near 590 km. An important
finding from MIGHTI different than what was modeled by
Jones et al. (2013) is the presence of prominent DO and DW2 even
during weak solar flux conditions.

. The diurnal non-migrating tidal spectrum in meridional winds

measured by ICON MIGHTT is dominated by DO and DW2
variability in both the lower and middle thermosphere with
meridional wind amplitudes exceeding 20 m/s on several
occasions. In the lower thermosphere particularly striking are the
DW?2 variations and DO variations consistent with their in-situ
generation from the nonlinear interaction between in-situ EUV-
generated DW1 and the SPW1. Detailed diagnostics of MIGHTI
red-line winds indicate middle thermospheric diurnal amplitudes
exceeding 15 m/s with DO, DW2, and SPW1 often the largest
nonmigrating diurnal tides present. This source is most likely
associated with the nonlinear interaction occurring in situ in the
middle/upper thermosphere of the in-situ-generated DW1 and
SPW1, as clearly demonstrated by the close association between
the latitude-temporal structure of these 4 wave components. The
middle/upper thermospheric DW1 is largely due to in-situ EUV
forcing, while SPW1 is the result of the geographic/geomagnetic
pole displacement.

. Comparisons between the diurnal spectra of ICON IVM Ne near

590 km and SORTIE IVM Ne near 420 km suggest the presence
of similar wave components, with large DE3, DO, DE2, and DW2
(with enhancements that are not concurrent for all times and wave
components). Near the geomagnetic equator, Ne tidal amplitudes
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near 420 km are about 40% larger than 590 km, indicating that
the prominent DO and DW2 Ne variations previously discussed
are a common feature throughout the topside ionosphere and
not limited to the altitudes sampled by ICON IVM near 590 km.
EIA-induced effects are evident in DE3 with peaks occurring
near +20° MLAT near 420 km while the peaks are near +10°
MLAT near ~590 km, likely due to SORTIEs lower mean
altitude. Important equatorial asymmetries exist in DE3 Ne
amplitudes near 420 km that are not present near 590 km, possibly
due to vertically changing mean winds in the 420-590 km
region.

6. The latitude-temporal and altitude-temporal diurnal non-

CTMT model are

analyzed and compared with MIGHTT observations. The lower

migrating tidal structures from the
thermospheric spectra are in general agreement, while large
discrepancies are found in the middle thermosphere due to in
situ tidal generation not captured by CTMT. The presence of
strong middle thermospheric DW2 and DO and their absence
in CTMT is consistent with the presence of additional forcing
mechanisms in the thermosphere. For the zonal winds, only
the antisymmetric HME (HME2) of DO has a sufficiently long
vertical wavelength to propagate into the thermosphere; while
for the meridional winds only the symmetric HME (HMEL)
of DO can effectively propagate to the thermosphere. HME?2 is
responsible for generating antisymmetric signals in the lower
and middle thermospheric DO zonal winds, while HME1 is
responsible for producing symmetric signals in the lower and
middle thermospheric DO meridional winds. The D0 amplitudes
in CTMT are underestimated by up to ~75% near 220 km,
and DW2 zonal wind amplitudes in the lower thermosphere
are underestimated by CTMT by up to ~67%, while the strong
(~15 m/s) middle thermospheric DW2 observed by MIGHTI is
nearly absent in CTMT due to the lack of in situ generation in
CTMT. These results suggest that CTMT (and any tidal model of
the thermosphere) would strongly benefit from the assimilation
of concurrent satellite measurements, including those from ICON
and SORTIE.

7. The MIGHTI lower and middle thermospheric zonal wind wave
spectra with periods from 0.5 days to 7 days are analyzed and
compared with that of Ne inferred from IVM near 590 km.
Prominent and persistent ~3-day UFKW1 lower thermospheric
zonal wind variability with ~2-year mean amplitudes near 10 m/s
is found to be consistent with ionospheric Ne signatures. Given
the greatly reduced UFKW 1 amplitudes near 220 km, we surmise
that the F-region UFKW1 ionospheric Ne variability is primarily
driven by E-region dynamo processes, while in situ driving
via F-region winds and field-aligned drifts are likely to play
a smaller role. The UFKW1 shows similar seasonal behavior
to DE3 with large amplitudes upward of 18 m/s during early
July through mid-November 2020 and 2021. UFKW1 middle
thermospheric amplitudes show maxima near 8 m/s, i.e., about
50% less than their corresponding amplitudes near 105 km.
Significant latitudinal asymmetry is found in both DE3 and
the UFKW1 at both thermospheric heights, similar to previous
modeling studies (e.g., Gasperini et al., 2017). These effects are
significantly more severe for DE3 than for the UFKW despite
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the fact that they share the same phase speed and that their full
latitudinal widths at half-maximum are both near 30° thus making
them subject to effectively the same mean winds that warrant
further investigations.

8. The lower thermospheric zonal wind wave spectrum also reveals

marked Q6DW variability during 2020-2021. Spectral analyses of
MIGHTI middle thermospheric winds show significantly reduced
amplitudes (by ~50%-80%) for both the UFKW1 and Q6DW near
220 km. This result suggests that both these wave components
undergo strong dissipation in their propagation between 105 km
and 220 km.

9. The middle thermospheric zonal wind wave spectrum reveals

dominant s = +0 variations with periods of 0.5 days (i.e., S0, as
recently shown by Forbes et al., 2022), 1-day (i.e., DO, discussed
in Section 3), and 7 days; and other notable s = 0 variations
near 2 and 3 days. These middle thermospheric s = 0 variations
(including large s = 0 IT variability near 9 days not shown
or discussed in this article) are reflecting prominent topside F-
region ion density variability that will be the subject of follow
on work.

Despite improved observational capabilities afforded by recent
satellite missions, our ability to attain a comprehensive physical
understanding of the relevant processes is significantly impaired
by data sparsity in the IT system. This study highlights the
importance of simultaneous satellite measurements to provide
much-needed day/night wind, temperature, and composition
observations throughout the thermosphere and ionosphere that
will enable the investigation of wave-mean flow interactions, ion-
neutral interactions, and dynamo processes critical for improvided
nowecasting and forecasting capabilities of IT phenomena.
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Longitudinal variability of
thermospheric zonal winds near
dawn and dusk

Ivana Molina and Ludger Scherliess*

Center for Atmospheric and Space Sciences, Utah State University, Logan, UT, United States

Understanding the morphology and dynamics of the thermosphere is key to
understanding the Earth’s upper atmosphere as a whole. Thermospheric winds
play an important role in this process by transporting momentum and energy
and affecting the composition, dynamics and morphology of not only the
thermosphere but also of the ionosphere. The general morphology of the winds
has been well established over the past decades, but we are only starting
to understand its variability. In this process the lower atmosphere plays an
important role due to direct penetration of waves from the lower atmosphere
into the ionosphere/thermosphere, secondary waves generated on the way, or
internal feedback mechanisms in the coupled ionosphere-thermosphere system.
Therefore, knowledge about thermospheric variability and its causes is critical for
an improved understanding of the global ionosphere-thermosphere system and
its coupling to the lower atmosphere. We have used low-to mid-latitude zonal
wind observations obtained by the Gravity Field and Steady-State Ocean Explorer
(GOCE) satellite near 260 km altitude during geomagnetically quiet times to
investigate the interannual and spatial zonal wind variability near dawn and dusk,
during December solstice. The temporal and spatial variability is presented as
a variation about the zonal mean values and decomposed into its underlying
wavenumbers using a Fourier analysis. The obtained wave features are compared
between different years and clear interannual changes are observed in the
individual wave components, which appear to align with changes in the solar
flux but do not correlate with variations in either El Nifio Southern Oscillation
or the Quasi Biennial Oscillation. The obtained wave features are compared and
contrasted with results from the Climatological Tidal Model of the Thermosphere
(CTMT) and revealed a very good agreement between CTMT and the 2009
and 2010 December GOCE zonal wind perturbations at dawn. However, during
dusk, the CTMT zonal wind perturbations and in particular the zonal wave-1
component show significant differences with those observed by GOCE.

KEYWORDS

neutral wind, thermosphere, ionosphere, tides, upper atmosphere dynamics, GOCE

1 Introduction

Thermospheric neutral winds present a highly dynamic behavior with changing
geophysical conditions. Understanding their variability becomes critical, as they
transfer energy and momentum in the upper atmosphere and directly or indirectly
affect the dynamics, morphology and composition of the ionosphere, which
can disrupt radiocommunication and navigation systems (e.g., Wangetal, 2021).
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Waves present in the thermosphere play a particular role and
add significant variability in the wind system. Generally, these
waves are classified as (i) planetary waves, which are global in scale
with periods of up to several days to a month (Forbes, 1996); (ii)
tides, which are also global in scale but with periods that are sub-
harmonics of solar and lunar days (Oberheide et al., 2015); and (iii)
gravity waves, which are medium-to small-scale oscillations with
periods ranging from a few minutes to several hours (Fritts and
Alexander, 2003).

Migrating and non-migrating tides originating from the lower
atmosphere are recognized as important players in the vertical
coupling between the lower and upper atmosphere. The general
morphology of these tides has been studied extensively over the
past decades (e.g., Lindzen, 1981; Teitelbaum and Vial, 1981;
Miyahara et al., 1993; Liu et al., 2010; Forbes et al., 2017) and can
be observed as global oscillations in winds, density, temperature
and other atmospheric fields. In general, they transfer energy
and momentum from the lower regions of the atmosphere into
the upper atmosphere and generate longitudinal variations in
the various atmospheric state parameters and can modify the
global ionosphere-thermosphere (I-T) system (e.g., Immel et al,
2006; Forbes, 2007). Therefore, it is important to understand
the spatial and temporal variability they generate in the upper
atmosphere.

Thermospheric data derived from satellite accelerometers (e.g.,
Bruinsma and Biancale, 2003; Sutton et al., 2007; Doornbos et al.,
2010) has been used to study global longitudinal structures
produced by non-migrating tides. For example, Forbes et al. (2012)
used densities from the SETA, CHAMP and GRACE satellites
to investigate vertical tidal propagation and to identify the tidal
oscillations in the longitudinal structures present in the data;
Hausler and Lithr (2009) investigated the non-migrating tidal
spectra in zonal wind data at equatorial latitudes obtained from the
CHAMP accelerometer with an emphasis on the annual variation
of the wave-4 structure at 400 km altitude; Lieberman et al. (2013a)
investigated tidal variations in longitudinally averaged CHAMP
global zonal winds; Gasperinietal. (2015) used GOCE neutral
densities and zonal winds and TIMED-SABER temperatures to
study vertical coupling in the thermosphere; Liu et al. (2016) found
the presence of wind jets aligned with the magnetic equator in
GOCE zonal winds; Dhadly et al. (2020) studied the latitudinal
variation in intra-annual oscillations in the GOCE cross-track
neutral winds.

This study focuses on longitudinal structures present in zonal
winds produced by non-migrating atmospheric tides and observed
by the GOCE satellite during dawn and dusk. The year-to-year
progression during December solstice is investigated and the
contributions from zonal wave-1 to wave-5 structures is studied. The
GOCE results are compared to the Climatological Tidal Model of the
Thermosphere (CTMT) (Oberheide et al., 2011).

Throughout this paper, the standard nomenclature for tides is
used; DEs (DWs) is an eastward (westward) propagating diurnal tide
with zonal wavenumber s. For semidiurnal tides, an S is used in place
of the D.

This paper is organized in the following manner. Section 2
describes the data used in the study, while Section 3 describes the
methodology. In Section 4 the combined contributions of zonal
wave-1 to wave-5 structures are presented, and their individual
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contributions are shown in Section 5. In Section 6, the GOCE results
are compared to the CTMT model. Finally, Section 7 provides a
summary and discussion of the results.

2 GOCE data

The Gravity field and steady-state Ocean Circulation Explorer
(GOCE) satellite was launched on 17 March 2009 into a dawn-
dusk Sun-synchronous orbit with an inclination of 96.7° (near-
polar orbit) and an altitude of ~260 km. Its main objective was to
study Earth’s gravity field, with thermospheric densities and winds
calculated later combining accelerometer and ion thruster data,
together with GPS tracking and star camera data. For a description
of the determination algorithm see Doornbos et al., 2010. The data
set version 2.0 was used for this study, which had been reprocessed
with a new implementation of the algorithms (Visser et al., 2019).
The algorithm uses a new satellite geometry and aerodynamic
model representation (March et al., 2019a), with a new setting of
the aerodynamic energy accommodation coefficient (March et al.,
2019b).

Even though the GOCE satellite altitude is on the average
~260 km, it varies with time, starting initially at ~270 km in 2009
and decreasing to ~250 km in 2013. The local time corresponding to
dawn and dusk also varies. In 2009 the local solar time at the equator
crossing for dusk is ~18 h and by the end of the mission it reaches
~19h.

The errors in the GOCE zonal wind are of the order of
~10%-20%, with the dominant source of errors being biases due to
instrument calibration and external models used in the calculation
of the winds (Doornbosetal., 2010). In this work, the errors
will be attenuated by using residuals, which account for these
biases.

Due to the availability of geomagnetically quiet-time data, the
December solstice was selected to study the year-to-year progression
of the longitudinal variability in the GOCE zonal winds. In order to
calculate the perturbations in the GOCE zonal wind measurements,
a 27-day window of data was selected for each year; this helps to
minimize the effect of the Sun’s rotation. These selected windows are
centered as close as possible to the December solstice for the years
2009, 2010, 2011, and 2012, taking into account gaps in the data
and geomagnetically active periods. For reference, figures for June
2010 and 2011 are also included in the Supplementary Material. The
selected windows are:

» December solstice 2009: 12 December 2009 to 07 January 2010

« December solstice 2010: 05 December 2010 to 31 December
2010

o December solstice 2011: 08 December 2011 to 03 January 2012

o December solstice 2012: 08 December 2012 to 03 January 2013

o June 2010: 04 June 2010 to 30 June 2010 (in Supplementary
Material)

o June 2011: 08 June 2011 to 04 July 2011 (in Supplementary
Material)

Figure 1A shows the daily F10.7 cm radio flux for the duration

of the GOCE wind data set. The periods selected are indicated
by green (December solstices) and purple (June solstices) vertical
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Date

bars. The average F10.7 value for the selected window in December
2009 was 76 sfu. For 2010 that value was 81 sfu. The averages for
2011 and 2012 were higher, at 132 sfu and 109 sfu respectively.
The mean F10.7 value for June 2010 was 75 sfu and for June 2011
it was 95 sfu. The geomagnetic activity in these periods was, in
general, very low. The average Kp values did not exceed 1° during
the December solstice windows and it was below 2~ for the June
periods. With the exception of one day in December 2011, the daily
Kp index is always below a value of 3 for all of the December
periods, and reaches 3.3 once during each of the selected June
periods. The reason for not including June 2012 and June 2013 in our
analysis is due to data gaps and the presence of geomagnetic storms
during these periods which precluded us from finding suitable 27-
day windows. Figure 1B shows, for the same period as above, the
Oceanic Nifio Index (ONTI), a 3-month running mean of sea-surface
temperature anomalies (Bamston et al., 1997) with respect to the
mean from 1971 to 2000 in the region 120 to 170°W and 5°N
to 5°S. The ONI is used to classify El Nifio Southern Oscillation
(ENSO). El Nifio conditions are present when ONI exceeds +0.5K
for 5 consecutive months whereas La Nifia conditions correspond
to values of ONI of —0.5K or lower. ENSO is categorized into weak
(ONTI values of 0.5-0.9), moderate (ONI 1.0-1.4), strong (ONI 1.5-
1.9) and extreme (values of ONI 2 or higher). Figure 1C shows the
Quasi Biennial Oscillation (QBO) U30 index, which corresponds to
the zonally averaged wind at 30 hPa over the Equator. It is observed
that throughout the span of the GOCE thermospheric data set both
of these indices exhibit strong variations which will be discussed in
Section 7.
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3 Methodology

Following a similar approach as outlined in Molina (2022) as
well as in the companion paper by Molina and Scherliess (2023)
the data corresponding to each 27-day window were separately
analyzed for dawn (~06 h local time) and dusk (~18 h local time)
conditions and sorted into bands of 1° of geographic latitude from
-50°to 50° N. In each latitude band the median value was calculated.
Next, the zonal wind perturbations (to be called dWind) were
obtained for every GOCE zonal wind observation by computing:
dWind = Wind — Median, where the median subtracted from each
wind measurement is the value that corresponds to the latitude band
where the measurement is located.

For the longitudinal analysis the spatial resolution of the data
was further reduced by organizing the dWind values into bins of
5° of latitude and 2° of longitude. In each bin, data points that fell
beyond two standard deviations from the corresponding mean were
filtered out and the remaining data points were averaged. Figure 2
shows, as an example, a global map of the calculated dWind for the
December 2009 period. Figures 2A, B show each individual dWind
data point whereas Figures 2C, D show the binned and averaged
data. It can be seen that our binning and averaging preserves the
main characteristics of the perturbations but attenuates the noise
in the data. A longitudinal structure can be recognized from the
plots as well, both in the dawn and the dusk perturbations. This
structure presents alternating bands of positive (eastward) and
negative (westward) wind perturbations that are the main focus of
this paper.
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GOCE Eastward dWind for December 2009 for dawn (A,C) and dusk (B,D). dWind values calculated for each individual wind measurement are shown
on the left, and the right shows the results after binning and averaging. Positive (negative) values correspond to eastward (westward) perturbations.

In order to analyze the longitudinal structures and to elucidate
their underlying wave characteristics, a 1-D Fast Fourier Transform
(FFT) was applied to the binned and averaged deviations separately
in each latitude band. Here, the 1-D FFT will provide the different
longitudinal frequencies present in the zonal wind perturbations.
Because the 1-D FFT is applied separately in each 5° latitude band,
the results for each band will be independent from each other.

For a fixed local solar time, the tidal perturbations T can be
expressed as (Oberheide et al., 2003):

T= z T, cos[w,(t—t,,) —A(s +n)]

1
where T, is the amplitude, w,, is the wave frequency, ¢ is the local
solar time, £, is the time of maximum amplitude with respect to 0°
longitude, A is the longitude, s is the zonal wavenumber and # is the
number of cycles per day (n =1 for the diurnal components, n =2
for the semidiurnal). This equation implies that when observing at
a constant local time, the observed zonal wavenumber corresponds
to s’ = |s+n|. Depending on the sign of s, the wave propagation is
eastward for positive values of s and westward for negative values
of s.

Since the GOCE data are analyzed separately for dawn and dusk
and thus correspond approximately to a fixed local time of ~06 h for
dawn and ~18 h for dusk, the longitudinal variations in the GOCE
data will appear as waves where the contributions from individual
tides cannot be separated. Therefore, for example, both SE2 and
DE3 will appear as part of a zonal wave-4 structure in the data, and
their contributions will be combined in the FFT results. Since for
migrating tides = —n , and consequently s’ = 0, their contribution
appears as a constant in the tidal perturbations and becomes part
of the median that we had subtracted from the zonal winds in
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our analysis. Consequently, the contribution of migrating tides is
largely eliminated, and our results pertain to only non-migrating
tides.

Figure 3 shows an example of the amplitude spectrum obtained
from the FFT for the December 2011 period. Shown are the wave-
m components up to wave-9. As already noted, these wave-m
components do not pertain to a certain tidal wave, but instead are
a combination of multiple tides. It is evident from Figure 3 that in
this case the largest amplitudes are found in the first three wave
components.

Figure 4 shows the wave amplitudes for December dawn
conditions separately for each year from 2009 to 2012
(Figures 4A-D). Shown are the amplitudes for wave-1 to wave-9 as
a global average (blue bars), averaged over the northern hemisphere
(red bars), and averaged over the southern hemisphere (yellow bars).
Here, the global values were obtained by averaging the individual
wave-amplitudes in each latitude bin from —45° to 45° geographic
latitude, and the northern/southern hemisphere averages were
obtained by averaging the corresponding values from 0° to 45°
and from 0° to —45°, respectively. It is interesting to note that during
December 2009 the wave-1 amplitude in the northern hemisphere
is more than twice the value found in the southern hemisphere.
A similar hemispheric asymmetry can also be seen for wave-2 and
wave-3 during December 2012. Figure 5 shows the same as Figure 4,
but for dusk conditions. During this time, hemispheric asymmetries
are present for wave-3 for December 2011 and for wave-2 and wave-
3 during December 2012. Otherwise, the northern and southern
averaged amplitudes are comparable to each other.

Figures 4, 5 also show that most of the wave amplitudes are
concentrated in the first few wave numbers. In fact, our analysis

237 frontiersin.org


https://doi.org/10.3389/fspas.2023.1214612
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Molina and Scherliess

10.3389/fspas.2023.1214612

FIGURE 3

A DECEMBER 2011 - FFT Amplitude Spectrum
DAWN
45 T T T T T 30
30 —

o 15 |
E] 7
20 - 15 ¢
= £
- -15 |

-30 —

45 1 1 1 1 1 I 0

Wave-1 Wave-2 Wave-3 Wave-4 Wave-5 Wave-6 Wave-7 Wave-8 Wave-9
B Wave-m components
| DUSK : : ’ 30
© _
E] 7
£ 1 15 ¢
= £
— -
1 1 1 1 L 0
Wave-1 Wave-2 Wave-3 Wave-4 Wave-5 Wave-6 Wave-7 Wave-8 Wave-9

Wave-m components

FFT amplitude spectrum for zonal wave-1 through wave-9 for GOCE zonal dWind for December 2011 during dawn (A) and dusk (B).

>

25 DECEMBER 2009

— I Global average

©L20¢ Il Northern Hemisphere Average
E 151 [Isouthern Hemisphere Average| |
3

=}

=10} ]
£

< 57 |

0 A
A 20D N pal 0 ~ > 2
\Na“e ‘«o“e’ \Na“e ‘«a“e ‘qfo“e ‘«a“e’ “qfo“e ‘qa“e “«o“e

Cc o5 DECEMBER 2011

w20 1
E

0 15¢ 1
o

=}

Z10} ]
£

< 57 1

0

AN oL b . § b . .

FIGURE 4

GOCE average amplitudes from wave-m structures - DAWN

Average wave-m amplitudes for GOCE zonal dWind during dawn for wave-1 to wave-9 for December solstice 2009-2012 (A-D). The blue bars
correspond to a global average (from -45° to 45° geographic latitude), the red bars represent the average for the northern hemisphere (0° to 45°) and
the yellow bars correspond to the average in the southern hemisphere (0° to -45°).

B DECEMBER 2010

N
[$)]

a a0 N
o (9] o
T
\

Amplitude [m/s]
(&)}

0

SN AR S S S S S S

o

DECEMBER 2012

o NN
o o
.

.

Amplitude [m/s]
o (6)] o (6}

AN oL b . S ; S .

shows that 75%-85% of the variability is represented by the first five
components. As a consequence, we have limited our further analysis
to only consider these first five wave-numbers.

Specifically, we have initially investigated the combined effect
of wave-1 to wave-5 applying an inverse FFT (IFFT) after filtering
out all contributions with zonal wavenumbers higher than 5. This

Frontiers in Astronomy and Space Sciences

238

was followed by a study of the individual effect of each wave-m
component up to wave-5. For this all components of the FFT except
the one corresponding to that particular wavenumber were filtered
before the IFFT was performed. This step was repeated for all wave
components from wave-1 through wave-5. In the following the
combined contributions from wave-1 to wave-5 will be presented
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followed by a presentation of the individual contributions from
wave-1 to wave-5.

4 Total zonal wind perturbations from
wave-1 to wave-5

The total December GOCE zonal wind perturbations (dWind)
obtained from the IFFT produced by the contributions from wave-
1 through wave-5 are separately shown for each year from 2009 to
2012 as a function of latitude and longitude in the first four rows
of Figure 6. Figures 6A-D correspond to dawn and Figures 6E-H
to dusk conditions. Positive (negative) values are shown as red
(blue) colors and correspond to eastward (westward) perturbations.
Figures 61, ] show the corresponding model results obtained from
CTMT that will be discussed in Section 6.

In general, the total GOCE zonal wind perturbations at dawn
remarkably resemble each other from one year to the next. During
dusk, the GOCE zonal wind perturbations also show a good
agreement for the low solar flux years 2009 and 2010 and as well
as for the higher solar flux years 2011 and 2012. However, a clear
change in the global pattern can be seen from 2010 to 2011. In the
following sections, the global perturbation patterns are presented
and agreements and differences from year to year are described in
more detail.

4.1 Total zonal wind perturbations during
dawn

The total December 2009 GOCE zonal wind perturbations at
low- and mid-latitudes during dawn are shown in Figure 6A. The
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perturbations range from about —40 m/s to 50 m/s and exhibit a
clear longitudinal structure consisting of four distinct bands. These
bands alternate between eastward and westward perturbations and
are generally tilted westward with increasing latitude (north-west
alignment).

The first band exhibits eastward perturbations and is centered at
about —160° longitude. The band shows two local maxima near 35°
and —35° latitude that reach peak values of ~45 m/s and ~40 m/s,
respectively.

The second band (westward perturbations) extends in the
northern hemisphere from about —130° to about —30° longitude and
forks into two branches resembling a Y-shaped structure centered at
about —80° longitude. The peak values in this structure range from
—-10 m/s to =30 m/s. In the southern hemisphere, the band becomes
narrower, extending from ~-100° to ~-50° with wind perturbations
ranging from about —10 m/s to —30 m/s between about —10° and
—50° latitude. Near the equator, from about 0° to —10° latitude, the
wind perturbations in this band are small, with values of about
—10 m/s.

The third band (eastward perturbations) is centered at about
-10° longitude and depicts a more localized structure extending
between ~+30° latitude and —35° and 15° longitude. This structure
exhibits wind perturbations ranging from about 10m/s to
30 m/s.

The fourth band (westward perturbations) is centered at
about 50° with wind perturbations between about —20 m/s to
—40 m/s.

An additional eastward structure can be seen, centered at about
130° longitude. This structure, which is most apparent in the
northern hemisphere, appears to be connected to the first band
described above. The structure is located between 100° and 160°
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GOCE zonal dWind for December solstice for years 2009 to 2012
(A—=H), and CTMT zonal wind perturbations (1,J) for December solstice
2011, during dawn (left column) and dusk (right column). Values
correspond to the combined contributions from zonal wave-1
through wave-5. Positive (negative) values correspond to eastward
(westward) perturbations.

longitude and shows wind perturbations ranging from about 10 m/s
to 40 m/s. In the southern hemisphere, the wind perturbations
associated with this structure decrease to values of about 5 m/s.

The dawn GOCE wind perturbations for December 2010 for
low- and mid-latitudes are shown in Figure 6B and also range
from about —40 m/s to 50 m/s. A similar range of values is also
found during December 2011 (Figure 6C), while during December
2012 (Figure 6D) the eastward peak values slightly reduce to about
40 m/s. The longitudinal structure observed in December 2009 can
be identified in the subsequent years, but with noticeable changes.

The first eastward band, centered at around —160° longitude,
is still present in 2010, but contrary to the 2009 results, the peak
wind perturbations in the southern hemisphere are larger (~50 m/s)
compared to the northern hemisphere (~27 m/s). These two maxima
are also present in 2011 and 2012 but are no longer part of
a distinct continuous band, but instead break into two isolated
peaks. These isolated structures do not exhibit significant changes
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from 2011 to 2012. The peak values in 2011 are 30 m/s for the
northern hemisphere peak and 45 m/s for the southern hemisphere
maximum. For 2012 these peaks slightly reduce with values of
25 m/s and 40 m/s, respectively.

The second longitudinal band, which consists of westward
perturbations, is present in 2010 as well, but significant differences
are observed. The values in the northern hemisphere reach ~
—40 m/s and the band is tilted eastward with increasing latitude
(north-east alignment). This portion of the structure persists
through 2011 and 2012, maintaining a remarkably similar shape
and magnitude. In the southern hemisphere the zonal wind
perturbations for 2010 are around —15 m/s, whereas in 2011 their
magnitudes become much higher, reaching values of about —40 m/s.
In 2012 they decrease again to about —15 m/s.

The third band (eastward perturbations) becomes more
localized in 2010 and is only present in the northern hemisphere
between 0° and 40° latitude, with magnitudes near 30 m/s. During
2011 and 2012 this structure remains nearly unchanged.

The fourth band (westward perturbations) is still present
in 2010, but with smaller magnitudes overall. In the northern
hemisphere it reaches values of —20 m/s and in the southern
hemisphere the values are reduced to about —10 m/s to —15 m/s.
In 2011 and 2012 this band nearly disappears at low latitudes
(peak values of about —5m/s) but is present at mid-latitudes in
the southern hemisphere with values of the order of —20 m/s,
connecting with the second longitudinal band at these latitudes.

The additional eastward structure that appeared connected to
the first eastward band for 2009 gradually fades in the subsequent
years, reducing from about 30 m/s in 2010 to about 15 m/s in 2011
and 2012.

4.2 Total zonal wind perturbations during
dusk

The low and mid-latitude GOCE zonal wind perturbations for
December 2009 during dusk are shown in Figure 6E and range
from —40 m/s to 45m/s. Similar to dawn, a clear longitudinal
banded structure can also be identified during dusk with four
bands alternating between eastward and westward perturbations.
This time, however, the bands are generally tilted eastward with
increasing latitude (north-east alignment).

The first band presents westward perturbations, and it is
centered at about —90° longitude. The wind perturbations range
from —20 m/s to —40 m/s. Although the width of the band changes
with latitude, it spans on average approximately 65° of longitude.

The second band (eastward perturbations) is centered around
10° longitude, with the zonal wind perturbations ranging from
20 m/s to 40 m/s.

The third band presents westward perturbations and is
composed of one localized maximum in each hemisphere. The
northern hemisphere peak is located between 30° and 50° latitude
and 90° to 135° longitude with peak values of about —20 m/s to
-30 m/s. The southern hemisphere maximum is located between
-5° and -50° latitude and 60° to 100° longitude. Here, the
perturbations are of the order of —20 m/s. It is interesting to note
that even though the general orientation of the bands is north-east,
this particular structure exhibits a north-west orientation.
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The fourth band presents eastward perturbations consisting of
three maxima. The first peak is centered at about 180° longitude and
35° latitude and has a width of 20° in latitude and 50° in longitude.
It has the highest values of perturbations within the band, ranging
from 30 m/s to 40 m/s. The second maximum presents perturbations
of about 15 m/s and is located between 135° and 175° longitude and
—15° to —5° latitude. The third maximum has magnitudes of the
order of 20 m/s and is present from 125° to 160° longitude and —30°
to —40° latitude.

The dusk GOCE zonal wind perturbations for December 2010
(Figure 6F) are very similar to the corresponding 2009 results and
also range from —40 m/s to 45 m/s. Some differences between the
two years can be seen in the first band (westward perturbations)
with smaller perturbation values (less than 5m/s) during 2010
in the latitude range from 30° to 35° latitude and generally
smaller westward perturbations in the southern hemisphere.
Furthermore, although the second band (eastward perturbations)
is still present in the southern hemisphere in December 2010 with
wind perturbations of about 20 m/s to 45 m/s, a break-up into
separate structures is seen in the northern hemisphere with overall
lower perturbation values of about 20 m/s. The third band (westward
perturbations) is also observed in the 2010 wind perturbations,
with many of the same characteristics present in 2009. The band
consists of two peaks, one in each hemisphere. The northern
hemisphere maximum is located between 20° and 60° latitude and
wind perturbations of about —20 m/s to —35 m/s. In the southern
hemisphere the peak extends from about —40° to —5° latitude with
wind perturbations ranging from —15 m/s to —20 m/s. Finally, the
fourth band (eastward perturbations) is more continuous in 2010
where it extends from —20° to 50° latitude with wind perturbations
ranging from 20 m/s to 35 m/s.

The dusk GOCE zonal wind perturbations for December 2011
and 2012 (Figures 6G, H) also range from —40 m/s to 45 m/s. The
longitudinal structures observed during these later years, however,
considerably differ from those observed during the earlier years
and the banded structure is not as clearly defined in 2011 and
2012.

In particular, the first westward band that was observed during
the earlier years, is not present in the southern hemisphere and
consists in the northern hemisphere of localized peaks with wind
perturbations that range from —-20 m/s to —40 m/s in 2011 and
from —20 m/s to —35m/s in 2012. The second band (eastward
perturbations) has shifted westward when compared to the earlier
years and is now centered at about —50° longitude with magnitudes
that range from 20 m/s to 40 m/s in 2011 to values of 20 m/s
to 25m/s in 2012. This band also exhibits a strong north-east
alignment in contrast to the earlier years. The third band (westward
perturbations) has become more localized in latitude during 2011
and 2012 with peaks approximately located between 20° and 40°
and -5° and -25° latitude, respectively. Here, the peak wind
perturbations are about —20m/s to —-30m/s in the northern
hemisphere and —15 m/s to =20 m/s in the southern hemisphere.
Finally, the fourth band (eastward perturbations) is only present
in 2011 for latitudes northward of about 20° latitude with wind
perturbations of about 15 m/s to 20 m/s. During 2012 the band
stretches from —5° to 50° of latitude, with wind perturbations of
about 15 m/s to 25 m/s.
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5 Individual contributions from
wave-1 to wave-5

In the following sections the individual contributions of wave-
1 to wave-5 to the total zonal wind perturbations are analyzed
separately. The results are first shown for dawn followed by the
corresponding results for dusk.

5.1 Individual contributions during dawn

The rows A through D of Figure 7 show the result of the
separation of the dawn December 2009-2012 (top to bottom) GOCE
zonal wind perturbations into their individual wave-m components
with m ranging from I to 5 (left to right). Each wave-m structure
is shown as a function of latitude and longitude. In general, the
individual wave-m structures are remarkably similar from year to
year in both phase and magnitude, but also exhibit differences in
particular when comparing the individual wind perturbations for
the low solar flux years (2009-2010) to those of the higher solar flux
years (2011-2012).

The zonal wind perturbation associated with wave-1 during
dawn is shown in the first column and shows clear maxima
(25-30 m/s) in the northern mid-latitudes (20°-50°) in 2009 and
2010. During 2011 and 2012 these structures gradually decrease
to about 10-15m/s and develop a banded structure with north-
east alignment. In the southern hemisphere, from 2009 to 2012 the
reverse process is observed.

Wave-2 (second column) presents a clear change from year-
to-year. 2009 shows a banded structure with north-west alignment
with magnitudes ranging from 15 to 25 m/s. In 2010, this structure
evolves into more localized peaks in the northern (from 0° to 35°
latitude) and southern hemisphere (-15° to —50° latitude) with
slightly lower wind perturbation values when compared to 2009
(about 10 m/s to 20 m/s). In 2011 and 2012 the northern hemisphere
peaks remain, but the alignment changes into a north-east direction
for 2011 and more localized peaks in 2012. The southern hemisphere
zonal wind perturbations diminish in magnitude progressively from
2009 to 2012, maintaining the north-west alignment, but nearly
disappearing from —5° to —35° latitude in 2012.

The wave-3 component for 2009 (third column) exhibits
localized peaks in the northern hemisphere, which evolve into a
more banded structure with north-east alignment from 2010 to
2012. The phase of these structures is maintained for all years. The
peak wind perturbations, however, change from 12 to 15 m/s in
2009, to 10-12 m/s in 2010 and 7-10 m/s in 2011 and 2012.

The 2009 wave-4 component presents bands (~10 m/s) in the
northern hemisphere (20°-40°). In the southern hemisphere the
bands are located between —15° and 50° and the magnitudes are
smaller (5-7 m/s). From 2010 to 2012 the bands are continuous
for all latitudes with values ranging from 3 m/s to 7 m/s. In 2010
localized peaks can also be seen with magnitudes up to 10 m/s in
the northern hemisphere (between 35° and 45°) and up to 12 m/s in
the southern hemisphere (between —20° and —40°).

The zonal wind perturbations associated with wave-5 present
a mostly north-aligned banded structure for all years (magnitudes
~3-5m/s), with more intense peaks (~6 m/s) in the northern
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FIGURE 7
Individual zonal wave-1 to wave-5 zonal wind perturbations (left to right) during dawn. Rows (A=D) correspond to GOCE zonal dWind for December
2009 to 2012. Row (E) corresponds to CTMT zonal wind perturbations with the magnitudes multiplied by a factor of 3. Positive (negative) values
correspond to eastward (westward) perturbations.

hemisphere for years 2010-2012. The amplitudes of these bands
for 2009 are the same for both the northern and the southern
hemisphere (~3-5 m/s).

5.2 Individual contributions during dusk

The rows A through D of Figure 8 show the result of the
separation of the dusk December 2009-2012 (top to bottom)
GOCE zonal wind perturbations into their individual wave-m
components with m ranging from 1 to 5 (left to right). Similar
to the general morphology during dawn, the individual wave-m
structures are again similar from year to year in both phase and
magnitude, but this time the differences between the individual
wind perturbations for the low solar flux years (2009-2010) and
those for the higher solar flux years (2011-2012) become even more
evident.

The zonal wind perturbations associated with wave-1 for 2009
during dusk are generally north-east aligned and show a banded
structure with peaks (10-14 m/s) in the northern low and mid-
latitudes and higher peaks (15-20 m/s) in the southern mid-
latitudes. In 2010, the wave-1 zonal wind perturbations are very
similar to the 2009 results, with some exceptions in the northern
hemisphere where the peaks become more localized at low latitudes
but maintaining similar magnitudes. The wave-1 responses in
2011 and 2012 are also very similar to each other but show
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significant differences to the prior years. In the southern mid-
latitude, the maxima (10-12 m/s) are still present but exhibit a
phase shift with respect to 2009 and 2010. Separate peaks are also
observed in the higher southern (~20 m/s) and northern latitudes
(10-14 m/s).

The wave-2 response for 2009 shows a band structure with
slight north-east alignment (~20-25 m/s), which is also seen in 2010
but with smaller magnitudes (~15-20 m/s). In 2011 and 2012 a
banded structure is still present, but again significant differences
to the prior years can be seen. In particular, more localized
peaks with smaller amplitudes (~10-12 m/s) and a stronger north-
east alignment are observed. In 2011, the peaks are localized in
the low (0°-20°) latitudes for the northern hemisphere and in
the mid to higher (35°-50°) northern and southern latitudes. In
2012 larger amplitudes (12-15m/s) are observed around 0°-40°
in the northern hemisphere and —40° to —50° in the southern
hemisphere.

The wave-3 zonal wind perturbations are very similar during the
years from 2010 to 2012 but differ from the 2009 response. For 2009
localized peaks are present (~10 m/s) in the northern hemisphere
mid latitudes that become more extended toward the lower
latitudes and stronger in magnitude during the subsequent years
(10-16 m/s).

The wave-4 response for 2009, 2010, and 2012 exhibits a banded
structure with north-west alignment. In 2011, the wave-4 response
is more reminiscent of checkerboard pattern. The magnitudes of the
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FIGURE 8
Same as Figure 7 but for dusk.

wave-4 wind perturbations progressively decrease from 2009 to 2012
(from 5 to 10 m/s to 3-5 m/s).

The wave-5 responses for 2009, 2010, and 2012 are very
similar to each other and show a banded structure with north-
west alignment. In 2011, a checkerboard pattern can be seen in
the northern hemisphere. The magnitudes are similar for all years
(2-4 m/s).

6 Comparison with CTMT

In this section we will compare the GOCE results with
simulations obtained from the Climatological Tidal Model of the
Thermosphere (CTMT) (Oberheide et al., 2011) model. CTMT is
an observation-based model that includes amplitudes and phases
for six diurnal (DW2, DWI1, DO, DE1, DE2, DE3) and eight
semidiurnal (SW4, SW3, SW2, SW1, S0, SE1, SE2, SE3) tidal
components for temperature, density, zonal, meridional and vertical
winds from 80 to 400 km of altitude, pole-to-pole, and for moderate
(F10.7 = 110 sfu) solar flux conditions. The model is based on
Hough Mode Extensions to mean tidal diagnostics obtained from
the TIMED Doppler Interferometer (TIDI) and the Sounding
the Atmosphere using Broadband Emission Radiometry (SABER)
instruments onboard the Thermosphere, Ionosphere, Mesosphere
Energetics and Dynamics (TIMED) satellite. CTMT perturbations
have been compared to satellite observations (Forbes et al., 2012;
Lieberman et al., 2013b; Forbes et al., 2014; Forbes et al., 2022),
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used as boundary conditions for numerical experiments (e.g.,
Jones Jretal., 2019) and to interpret and explain ground-based
observations (e.g., Yuan et al., 2014).

The monthly CTMT amplitudes and phases are provided on a
latitude/altitude grid with 5° latitude and 2.5 km altitude resolution.
For our comparison of the GOCE zonal wind perturbations with
those predicted by CTMT we have calculated for each individual
GOCE data point the corresponding CTMT value. Specifically, we
have interpolated the provided amplitude and phase data to the
same days and locations of each individual GOCE observation using
a linear interpolation in each dimension. Once the corresponding
CTMT amplitudes and phases were obtained, the corresponding
CTMT zonal wind perturbation for each individual tide was
calculated using:

Tpo=A, cos[thL —(s+n)A- (/5”)3]

where T, | is the tidal perturbation, n is the subharmonic of a solar
day (n =1 for diurnal tides and n = 2 for semidiurnal tides), s is the
zonal wavenumber, A, ¢ is the amplitude, (2 is the rotation rate of
the Earth, #; is the local solar time, A is the longitude and ¢, ( is the
phase. Finally, the individual tidal components were added to obtain
the total simulated zonal wind perturbation.

When investigating the longitudinal variations in the CTMT
simulated zonal wind perturbations at a fixed local time the
contributions from migrating tides appear as a constant and
longitudinal variations are only due to non-migrating tidal
components that will appear as a wave-m structures spanning from
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wave-1 to wave-5. In particular, DO, DW2, SW1 and SW3 will appear
as a wave-1. Wave-2 will be comprised of DE1, SO and SW4. Wave-3
will be composed of DE2 and SE1. DE3 and SE2 will appear as a
wave-4. SE3 is the only component in CTMT that will appear as a
wave-5.

Once the CTMT perturbations were calculated, the same steps
performed on the GOCE zonal wind perturbations described
in Section 3 were applied to the simulated CTMT zonal wind
perturbations.

6.1 Comparison of combined contributions
from wave-1 to wave-5

The top four rows of Figure 6 show the GOCE zonal wind
perturbations for December 2009 to 2012 as already described in
Section 4. Figures 61, ] show the corresponding CTMT zonal wind
perturbations for dawn and dusk, respectively. The CTMT model
results correspond to the December 2011 time period, which is used
as a proxy for all four years. CTMT is a climatological model and
does not vary with solar flux or geomagnetic activity. Consequently,
differences between the CTMT results for the other years are only
due to the small difference in the individual 27-day time period
(differences of a few days) and the small shift in local time of the
GOCE orbit from year to year (about 20 min/year). As a result, the
CTMT results for the different years only display a longitudinal shift
that does not exceed 4° and differ by at most 20%.

A visual inspection of the left column of Figure 6 shows the
very good agreement in the general morphology of the structures
at dawn between the CTMT and the 2009 and 2010 GOCE zonal
wind perturbations, especially in the northern hemisphere, where
the observed longitudinal bands align within 10° of those seen in
the model results. In particular, the two peaks that were observed in
the first band of eastward perturbations in GOCE during December
2009 and 2010 are also present in the CTMT model results.
Furthermore, the Y-shape structure seen in the second band of
westward perturbations in GOCE are closely resembled in the
CTMT results. And finally, the inverted Y-shaped structure seen in
the CTMT results as the fourth band (westward perturbations) is
similar to the one observed in the 2010 GOCE perturbations. This
band presents a peak in the northern hemisphere and smaller values
in the southern hemisphere.

However, even though there are striking similarities between
the general morphology of the GOCE and CTMT zonal wind
perturbations, there are also noticeable differences. Foremost, the
magnitudes of the CTMT wind perturbations are only about one-
third of the corresponding GOCE values (note the difference in the
color scale for GOCE and CTMT in Figure 6). Also, one additional
band with westward zonal wind perturbations that is not present in
the GOCE observations can be seen in the CTMT results centered
near 170° longitude. Additional noticeable differences are a peak in
the second band in the CTMT results in the southern hemisphere
that is not as clearly seen in the GOCE zonal perturbations,
and the existence of a more continuous third band (eastward
perturbations) spanning latitudes from 50° to —25, where the GOCE
wind perturbations were more localized.

During dusk, the CTMT zonal wind perturbations (Figure 6])
show significant differences with the observed GOCE zonal wind
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perturbations. The structures present in the CTMT perturbations
do not resemble the general morphology of the GOCE results for
any of the years. This will be further discussed in Section 6.2 and
Section 7.

6.2 Comparison of individual contributions
from wave-1 to wave-5

In order to further compare and contrast the GOCE and
CTMT zonal wind perturbations, we have calculated for each
individual wave-1 through wave-5 the corresponding CTMT result
as described in Section 3.

Row E in Figures 7, 8 shows the result of the separation into
wave-m components of the CTMT zonal wind perturbations and
the GOCE zonal wind perturbations up to wave-5 during dawn and
dusk respectively, for December 2009 to 2012. In order for GOCE
and CTMT results to display similar magnitudes, the CTMT results
have been multiplied by a factor of three.

Figure 7 shows that the dawn CTMT wave-1 component
(bottom left panel) exhibits a very similar general structure when
compared to the corresponding GOCE wave-1 variations. This
includes a very similar phase and alignment of the longitudinal
structures. However, the magnitudes of the CTMT wave-1
perturbations are significantly smaller when compared to the
corresponding GOCE values. This comparison also holds when
evaluating the relative importance of the wave-1 structures
to the total zonal wind perturbations. For CTMT, the wave-1
perturbations only constitute about ~14%-20% of the total zonal
wind perturbations whereas the GOCE wave-1 perturbations
constitute about 50%-60%. This difference will be further discussed
in Section 7.

The wave-2 component shows a good agreement between the
CTMT and the GOCE zonal wind perturbations for all years,
especially in the northern hemisphere. The CTMT zonal wind
perturbations present a structure of localized peaks (~4 m/s) in
the northern hemisphere between 0° and 50° of latitude with
smaller perturbations (~2 m/s) in the southern hemisphere forming
a band that has a north-west orientation. The CTMT zonal wind
perturbations are mostly aligned in longitude during all GOCE years
(within £10°).

The CTMT wave-3 component during dawn shows good
agreement with the GOCE results in the northern hemisphere for
2010, 2011, and 2012, presenting a banded structure with north-east
alignment. The model results present magnitudes of 3-5 m/s and the
phase is also within +5° of the GOCE 2010 results and within +10°0f
the 2011 and 2012 results.

The CTMT wave-4 components show a checkered pattern of
eastward and westward perturbations with magnitudes of about
4-5m/s, with a separation (from —5° to 5°) near the geographic
equator where the magnitudes get close to zero. This general
structure agrees well with the 2009 wave-4 GOCE zonal wind
perturbations.

For wave-5, the CTMT wind perturbations only consist of one
tidal component, namely, SE3. For this component, CTMT agrees
well with the corresponding GOCE zonal wind perturbations in
the northern hemisphere where it presents a banded structure with
values of ~2.5 m/s. In the southern hemisphere, the wave-5 CTMT
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perturbations become very small with values less than 0.5 m/s. A
similar hemispheric variation can also be seen in the wave-5 GOCE
zonal wind perturbations during the years 2010-2012, with higher
values in the northern hemisphere (~5-6 m/s) than in the southern
hemisphere (magnitudes up to ~3 m/s).

As noted above, the total CTMT perturbations at dusk,
as shown in Figure6, did not resemble the corresponding
GOCE perturbations. Figure 8 reveals that, in particular, the
wave-1 component for dusk displays large differences from
the corresponding GOCE wave-1 structure. In the southern
hemisphere, CTMT presents large eastward and westward
perturbations that maximize near —45° and 135° longitude,
respectively, which appear nearly entirely out of phase with the
corresponding GOCE pattern. In the northern hemisphere, the
CTMT wave-1 structure practically vanishes, whereas GOCE shows
significant perturbation values.

For wave-2, the CTMT results show a banded structure, albeit
with smaller relative amplitudes, that agrees reasonably well with the
GOCE pattern especially during the years 2009 and 2010. However,
the CTMT values maximize at lower latitudes (between —20° and
20° latitude) whereas the GOCE perturbations during these years
are uniformly extended over the entire latitude range. For the years
2011 and 2012 the phase of the CTMT and GOCE wave-2 pattern
agrees well in the northern hemisphere, but the structures are out of
phase in the southern hemisphere.

The dusk wave-3 component for CTMT presents structures
with semicircular shapes centered at the equator that do not agree
well with the GOCE results. Similarly, the CTMT wave-4 presents
a checkered pattern, with a separation (from —5° to 5°) at the
geographic equator, which also does not agree well with GOCE.
However, the CTMT wave-5 pattern agrees well with GOCE during
the years 2009, 2010 and 2012.

7 Summary and discussion

We have used low-to mid-latitude zonal wind observations from
2009 to 2012 obtained by the GOCE satellite near 260 km altitude
during geomagnetically quiet times to investigate the interannual
variation of the longitudinal variability of the zonal wind near
dawn and dusk. The focus of the study was to investigate the year-
to-year progression of the longitudinal variability in the GOCE
zonal winds during December solstice produced by nonmigrating
atmospheric tides. For each year the contributions from zonal
wave-1 to wave-5 structures were separately determined and
compared. The GOCE longitudinal zonal wind variations were also
compared with corresponding results obtained from the CTMT
model.

To determine the longitudinal variation in the GOCE zonal
wind measurements, a 27-day window (one solar rotation) was
selected for each year and the data were separately analyzed for
dawn and dusk from —50° to 50° geographic latitude. The temporal
and spatial variability of the zonal winds was then presented as
a variation about the zonal mean values and decomposed into
its underlying wave-m structures using a Fourier analysis. This
approach largely eliminated the contribution of migrating tides from
our analysis but also precluded us from separating the longitudinal
variations into their individual tidal components. Consequently,

Frontiers in Astronomy and Space Sciences

10.3389/fspas.2023.1214612

our zonal wind perturbations appear as zonal wave-m structures
that result from the superposition of individual non-migrating tidal
components. It is important to highlight that in this methodology,
the Fourier analysis is applied to each latitude band individually;
therefore, the results for each one of these bands are independent
of each other. The coherence between the adjacent latitude
bands presented in Figures 6-8 gives confidence in the structures
observed.

It was found that 75%-85% of the longitudinal zonal wind
variability could be explained as due to waves that generate zonal
wave-m structures with m up to 5, and therefore, this was the cutoff
used in our Fourier analysis. A clear interannual progression of
the individual wave components could be observed in the resulting
structures.

In general, the total GOCE zonal wind perturbations at dawn
remarkably resemble each other from one year to the next. During
dusk, the GOCE zonal wind perturbations also show a good
agreement for the low solar flux years 2009 and 2010 as well as for
the higher solar flux years 2011 and 2012. However, a clear change
in the global pattern can be seen from 2010 to 2011. Note that
the F10.7 solar flux values during 2009 and 2010 were lower than
during 2011 and 2012 and the change in the pattern might be related
to the change in solar flux. A similar good agreement in the total
GOCE zonal wind perturbations can also be observed for June 2010
and June 2011 (shown in Supplementary Figure S1). As pointed out
above, the average F10.7 solar flux during these two June periods
also only differs by 20 sfu.

Both ENSO and the QBO are also known to produce year-to-
year variability on atmospheric tides (e.g., Oberheide et al., 2009;
Warner and Oberheide, 2014). As mentioned above, the GOCE
results for each December pair 2009-2010 and 2011-2012 are similar.
Figure 1B shows, however, that the ONI values for 2009 and 2010
are very different and correspond to moderate El Nifio and strong
La Nina conditions, respectively. December 2011 presents moderate
La Nina conditions, and December 2012 does not present either.
From Figure 1C, it is also evident that the QBO U30 index is
different for the December 2009 and 2010 pair. Differences are also
observed in the index for the June 2010 and 2011 pair. Based on
these observations, it appears that the year-to-year variations seen
in GOCE are not the result of either variations in ENSO or the
QBO. During dawn, the total December solstice GOCE zonal wind
perturbations at low- and mid-latitudes range from about —40 m/s
to 50 m/s and exhibit a clear longitudinal structure consisting of
four distinct bands. These bands alternate between eastward and
westward perturbations and are generally tilted westward with
increasing latitude (north-west alignment). The individual wave-
m structures during dawn are also remarkably similar from year
to year in both phase and magnitude, but also exhibit differences
when comparing the individual wind perturbations for the low
solar flux years (2009-2010) to those of the higher solar flux years
(2011-2012).

During dusk, the low and mid-latitude GOCE zonal wind
perturbations for December solstice also range from —40 m/s to
45 m/s. Like dawn, a clear longitudinal banded structure can
be identified at with four bands alternating between eastward
and westward perturbations. This time, however, the bands are
generally tilted eastward with increasing latitude (north-east
alignment). Similar to the general morphology during dawn,
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the individual wave-m structures are again similar from year to
year in both phase and magnitude, but this time the differences
between the individual wind perturbations for the low solar
flux years (2009-2010) and those for the higher solar flux
years (2011-2012) become even more evident. Here again, a
similar result is found for the two June periods where the
individual wave-m structures resemble each other year-to-year (see
Supplementary Figure S2 for dawn and Supplementary Figure S3 for
dusk).

Some of the characteristics just described are observed in
a companion paper by Molina and Scherliess (2023), who have
used the same GOCE zonal wind observations to determine their
spatial and temporal correlations. In particular, it is mentioned
that the longitudinal/temporal correlations for December 2009
indicate that the structures that generate them have a north-west
orientation during dawn (Figure 10 in their paper) and north-
east orientation during dusk (their Figure 11). It is noteworthy
that this is observed in Figure 6 of this paper as the general
orientation of the longitudinal bands for December 2009 for dawn
and dusk, respectively. The zonal wave structures up to wave-5
obtained in this work were also subtracted from the associated
perturbations, and the longitude/time correlation coefficients were
subsequently calculated for their study. The resulting correlation
coefficients (Figures 12 to 15 in their paper) suggest that the zonal
wave-m structures described in this paper are largely responsible
for the original patterns observed in their longitudinal/temporal
correlations.

A comparison of the GOCE results with simulations obtained
from the CTMT model has revealed a very good agreement
between the CTMT and the December 2009 and 2010 GOCE
zonal wind perturbations at dawn, especially in the northern
hemisphere, where the observed longitudinal bands align within
10° of those seen in the model results. However, even though
there are striking similarities between the general morphology
of the GOCE and CTMT zonal wind perturbations, there are
also noticeable differences. During dusk the CTMT zonal wind
perturbations show significant differences with the observed GOCE
zonal wind perturbations. The structures present in the CTMT
perturbations do not resemble the general morphology of the
GOCE results for any of the years. In particular, the CTMT wave-
1 component significantly differs from the GOCE results (this can
also be seen in Supplementary Figures S2, S3 for June solstice).
There could be several reasons for this discrepancy. Oberheide et al.
(2011) compared the CTMT densities near 400 km altitude with
those obtained from the CHAMP satellite and found that the
agreement with the tidal components DW2, DO, SW1, and SW3
was poor. As mentioned before, these are also the components
that constitute the wave-1 structure. They suggest that the observed
differences are the result of the generation mechanisms of these tidal
components, which are believed to be generated by hydromagnetic
coupling between various waves (Jones et al., 2013) which is not
captured by the CTMT formulation. Part of the discrepancy between
GOCE and CTMT at dusk might also be the result of our use of
a geographic coordinate system in our analysis. Liuetal. (2016)
found the presence of wind jets aligned with the magnetic equator
in GOCE zonal winds. Zhangetal. (2018) used CHAMP zonal
winds together with TIEGCM model simulations to investigate the
effect of the geomagnetic field on longitudinal variations observed
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in zonal winds. They conclude that the large-scale longitudinal
variations are produced by the geomagnetic field structure and
might be the result of temporal variations of ion drag and pressure
gradient forces. Indeed, the variation captured by TIEGCM in their
Figure 10 is reminiscent of a wave-1 structure for both dawn and
dusk.

Regarding the differences in magnitudes of the CTMT wind
perturbations, which are only about one-third of the corresponding
GOCE values, it needs to be noted that it is not clear whether
this difference is the result of an underestimation of zonal wind
perturbations by CTMT or due to a systematic overestimation of the
GOCE wind data or both. Jiang et al. (2021) for example, compared
GOCE zonal winds with wind observations obtained from ground-
based Fabry-Perot Interferometer (FPI) measurements at low and
mid latitudes and reported an overall overestimation of the GOCE
winds when compared to the ground-based data. They found that
the magnitudes from GOCE are generally larger than the FPI winds
by a factor of 1.37-1.69, consistent with FPI comparisons at high
latitudes where factors of 1.2-2.0 were reported by Karring (2015),
albeit using an earlier version of the GOCE data. An earlier version
of the data was also used by Dhadly et al. (2017, Dhadly et al., 2019)
who reported a magnetic latitude-depended bias in the GOCE
data when compared to WINDII, SDI and FPI observations at
high latitudes. The possible presence of a bias in the GOCE data,
however, would have only affected our zonal mean values and
consequently would have been eliminated when calculating the wind
perturbations. A factor difference, however, would also affect our
perturbation values and consequently our reported values should be
scaled by this factor.

Finally, it should be noted that our analysis only pertains to
December and June solstice conditions at dawn and dusk and an
investigation of the year-to-year progression of the longitudinal
variability of the zonal wind during other seasons and local times
needs to be performed in the future.
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1 Introduction

Atomic hydrogen (H) near the exobase (above ~500 km) is the primary source of neutral
and charged particles for the two largest systems of near-Earth space-the geocorona and
plasmasphere.

The H atoms near the exobase have long been considered to be in thermal equilibrium
with the dense ambient atomic oxygen thermosphere. However, in their analysis of the
GUVI satellite observations of dayside Lyman-a emission at low solar activity, Qin and
Waldrop (2016) concluded that the exobase hydrogen atoms are extremely hot (~20,000 K),
which is more than 20 times hotter than the oxygen thermosphere. This result contradicts
the fundamental assumptions of existing geocoronal theories. Qin and Waldrop listed
several possible sources of the hot H atoms and postulated that the high temperature is a
consequence of incomplete collisional thermalization due to the low thermospheric oxygen
density at solar minimum.

Here, we question the Qin and Waldrop conclusions on the basis of comparison with
results from numerous different independent observations of temperature and density
of atomic hydrogen and of hydrogen ion and electron densities. We show that those
observations provide comprehensive evidence in favour of validity of classic cold hydrogen
concept.

2 Comparison to observations by independent
techniques

Obviously, the most solid evidence pro or contra hot hydrogen concept could be provided
by independent measurements of the hydrogen atoms temperature near the exobase. Such
observations were conducted for typical mid-latitudes during magnetically quiet periods and
medium-to-high solar activity conditions by Mierkiewicz et al. (2012). The authors retrieved
the atomic hydrogen temperatures near the exobase from the Balmer-a spectra data within
2 years for all the seasons. Their hydrogen temperature estimates (range from 710 K to 975 K)
are two to three times smaller than one of Qin and Waldrop (~2200 K) and are close to the
temperature of the ambient oxygen provided for the same location, dates, and altitudes by the
well-tested NRLMSISE-00 model (Picone et al., 2002). This closeness evidences against the
existence of a notable amount of much hotter H atoms near the exobase during medium-
to-high solar activity conditions with a caveat that Mierkiewicz et al. temperatures were
obtained for dawn and dusk while Qin and Waldrop estimates are for near-noon time. It
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should be noted that no significant change of the H atoms
temperature is expected from the noon towards dusk because (1)
the ambient oxygen thermosphere changes are small from the noon
towards the dusk (the temperature and density decrease by only
several tens percent) and (2) lifetime of the exospheric H atoms is
~ 1 day as estimated by Hodges (1994) for the daytime hydrogen
temperatures of the same order of magnitude as the estimates of
Qin and Waldrop. These imply that, even if the hypothetical hotter
H atoms are originated during the daytime, they do not leave the
exosphere through the night and their chance to be cooled is not
larger than during the day.

Another sensitive indicator of the correctness or incorrectness
of the hot hydrogen concept is the H density at high altitudes in
the exosphere. It is seen from Figure 2 b, e of the Qin and Waldrop
paper that change of the classic cold hydrogen concept on the hot
hydrogen concept increases the H density at an altitude of 20,000 km
by a factor of ~ 5 for medium-to-high solar activity. For such
conditions, H density at altitudes of ~ 20,000 km was retrieved
from Lyman-a observations by the Dynamics Explorer 1 satellite
(Rairden et al., 1986) and TWINS satellite (Zoennchen et al., 2015)
and those estimates are close to ones obtained by Qin and
Waldrop using cold hydrogen approach. It should be noted that
both the analyses by Rairdenetal. and Zoennchen etal. were
also conducted assuming the cold hydrogen concept, ie., the
equality of the exobase hydrogen temperature to the temperature
of oxygen thermosphere. Since this equality is supported by the
above discussed H temperature observations of Mierkiewicz et al.,
the Dynamics Explorer 1 and TWINS H density estimates provides
further support for correctness of the classical cold hydrogen
concept.

For the solar minimum, for which Qin and Waldrop retrieved
the largest temperatures of the H atom (~20,000 K), there are
no independent observations of the H temperature. Thus, despite
extreme sensitivity of the high-altitude exospheric H density to
change of cold hydrogen assumption to hot one (see Figure
2 b, e of Qin and Waldrop paper), comparison with other
observations employing cold hydrogen approach (Zoennchen et al.,
2011; Zoennchen et al., 2013) cannot be useful to refute or support
hot hydrogen concept.

Indirect support of validity of the classic cold hydrogen
concept for solar minimum comes from numerous comparisons
of the observed H* ion and electron densities in the topside
ionosphere and plasmasphere with the results of simulations
using physical model of the ionosphere-plasmasphere system
(Kotov et al., 2015; Kotov et al., 2016; Kotov et al., 2018; Kotov et al.,
2019; Panasenko etal., 2021; Kotovetal., 2023). Those plasma
densities are quite sensitive to the H density near the exobase
(Kotov et al., 2023) but insensitive to the H temperature because
the O"+H reaction responsible to the densities is near thermo
neutral (Fox and Sung, 2001). Comparison of the plasma density
observations conducted using independent techniques and facilities
for all seasons of two solar minima with the simulations shows
that the physical model which uses the near-exobase H density
corresponding to the classic cold hydrogen approach provides
excellent agreement with the observations. Applying the hot
hydrogen concept reduces the near-exobase H density by a factor of
a~3to4atsolar minimum (Figure 2 b, e of Qin and Waldrop paper).
As follows from Kotov etal. (2023), with such small H density,
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simulated H* ion and electron density in the topside ionosphere
and plasmasphere would be at least twice smaller than the
observations.

3 Conclusion

The existence of large amounts of hot H atoms near the exobase
is not supported either by independent observations of H atom
temperature and density or by numerous observations of hydrogen
ion and electron densities conducted with different independent
techniques.

Conducted near the exobase, in the exosphere, ionosphere,
and plasmasphere for various levels of solar activity, seasons,
these
provide comprehensive support for the classic cold hydrogen

and geographical regions, independent observations

concept.
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A Corrigendum on
Hydrogen atoms near the exobase are cold: independent observations do
not support the hot exosphere concept

by Kotov D and Bogomaz O (2023). Front. Astron. Space Sci. 10:1200959. doi: 10.3389/fspas.
2023.1200959

In the published article, there was an error. There was a typo in 2 Comparison to
observations by independent techniques, paragraph 2, in which “hot” was used instead
of “cold”. The correct sentence appears below:

“It should be noted that both the analyses by Rairden et al. and Zoennchen et al. were also
conducted assuming the cold hydrogen concept, i.e., the equality of the exobase hydrogen
temperature to the temperature of oxygen thermosphere”

In the published article, there was an error. There was a typo in 2 Comparison to
observations by independent techniques, paragraph 3 in which the word “of” was used
instead of “or”. The corrected sentence appears below:

“Thus, despite extreme sensitivity of the high-altitude exospheric H density to change
of cold hydrogen assumption to hot one (see Figure 2 b, e of Qin and Waldrop paper),
comparison with other observations employing cold hydrogen approach (Zoennchen et al.,
2011; Zoennchen et al., 2013) cannot be useful to refute or support hot hydrogen concept.”

The authors apologize for these errors and state that this does not change the scientific
conclusions of the article in any way. The original article has been updated.

Publisher’s note

All claims expressed in this article are solely those of the authors and do not necessarily
represent those of their affiliated organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or claim that may be made by
its manufacturer, is not guaranteed or endorsed by the publisher.
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A possible mechanism for the
formation of an eastward moving
auroral spiral

Katharina N. Maetschke?, Elena A. Kronberg'*, Noora Partamies?
and Elena E. Grigorenko**
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Germany, ?Department of Arctic Geophysics, University Centre in Svalbard (UNIS), Longyearbyen,
Norway, *Space Research Institute, Russian Academy of Sciences, Moscow, Russia, “Moscow Institute
of Physics and Technology, Moscow, Russia

The generation process of auroral spirals is described by different theories varying
for their morphology and surrounding conditions. Here, a possible mechanism is
proposed for an eastward moving auroral spiral, which was observed in Tromsg,
Norway, during the expansion phase of a substorm on 18 September 2013.
Measurements from the THEMIS-A and Cluster spacecraft were analyzed, which
were located up to ~10 R duskward from the spiral generator region in the
magnetosphere. Precursory to the spiral observation, concurrent magnetic field
dipolarizations, flow bursts and electron injections were measured by the Cluster
satellites between 13.6 and 14.2 R; radial distance from Earth. A local Kelvin-
Helmholtz-like vortex street in the magnetic field was detected at the same time,
which was likely caused by bursty bulk flows. The vortex street was oriented
approximately in the X-Y (GSE) plane and presumably propagated towards the
source region of the spiral due to a high dawnward velocity component in the
flow bursts. The observations suggest that the spiral can have been generated
by an associated vortex in the magnetotail and then mapped along the magnetic
field lines to the ionosphere. To better understand the role of the ionosphere in
auroral spiral generation, in future more mesoscale observations are required.

KEYWORDS

auroral spiral, bursty bulk flows, Kelvin-Helmholtz instability, substorm, aurora

1 Introduction

As the optical manifestation of atmospheric ionization through precipitating electrons
from the magnetosphere, auroral arcs are commonly observed as narrow bands in the
nightside auroral oval. They can, however, reshape and distort into numerous small- and
meso-scale structures, among those auroral spirals (Paschmann et al., 2003). An auroral
spiral can occur as an individual structure or in a vortex street with multiple spirals (Hallinan,
1976). On average they have diameters of 25-75 km (Partamies et al., 2001b), but can reach
sizes up to 1,300 km and thereby they are the largest vortical forms found in an auroral arc
(Davis and Hallinan, 1976). As stated by Partamies et al. (2001b), spirals develop primarily
during quiet magnetospheric conditions. In the course of a substorm, they occur mainly
during the expansion and beginning of the recovery phase (Hallinan, 1976).

Partamies et al. (2001b) observed that the drift motion of auroral spirals coincides
with the direction of the ionospheric convection. As viewed from above in the northern
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hemisphere, auroral spirals wind in a counterclockwise direction
around upward field-aligned currents (FACs). Increased auroral
precipitation in the FACs connected to brighter aurora is correlated
with the winding of the spiral, while its brightness decreases
with unwinding (Partamies et al, 2001b). Instead of unwinding,
spirals can also decay into patchy auroral structures (Davis and
Hallinan, 1976). While the auroral spiral was subject to several
ground observations (Davis and Hallinan, 1976; Partamies et al.,
2001b) and theoretical approaches (Hallinan, 1976; Partamies et al.,
2001a), correlated space and ground measurements as performed by
Keiling et al. (2009b) have rarely been done. This is due to a lack of
events during which satellites were positioned in a magnetospheric
region conjunct by magnetic field lines with the region of a
spiral observation. Therefore, the exact generation mechanism and
location, which may also vary for different magnetospheric states, is
not yet established. In this paper we study an eastward moving spiral
event with space measurements and propose a spiral generation
mechanism following from the theory by Keiling et al. (2009b).

2 Observations

2.1 Ground-based

2.1.1 Auroral spiral

At 22:58 UT on 18 September 2013, an auroral spiral (see
Figure 1 22:58 UT) was observed in Tromse, Norway (67.176° and
115.627° geomagnetic latitude and longitude). The auroral arc along
with the spiral was moving approximately towards east (see Figure 1)
with the spiral itself exhibiting anti-clockwise rotation. The sense of
rotation here is defined as viewed from above. From Figure 1 22:58
UT, the spiral was estimated to have a diameter of approximately
189 + 45 km. This estimation was made by determining the zenith
angle for the far (72+3°) and near end (50 +2°) of the spiral by
comparing the positions of star constellations in the photograph
with the astronomy software Stellarium (Version 23.2, Zotti et al.
(2021)). These angles were then used for trigonometric calculations,
taking the auroral spiral to be in an approximate height of 100 km
and thus reaching a diameter value of 189 +45 km. The spiral was
observed during the expansion phase of a substorm. The onset of this
substorm was taking place at approximately 22:20 UT, marked by a
sharp growth of the AE index to values of ~500 nT. The expansion
phase lasted until about 23:40 UT, when the IMF turned from an
entirely southward orientation to exhibiting northward peaks and
the AE index decreased rapidly. No records of the duration of the
spiral display or its development and decay could be obtained. At
23:27 and 23:34 UT, the photographs in Figure 1 show east-west
aligned decreasing auroral activity coinciding with the end of the
expansion phase.

2.1.2 Equivalent ionospheric currents

Equivalent ionospheric currents (J,,;) here are defined as sheet
currents that generate magnetic field variations at the Earth’s
surface that are equivalent to the measured ground horizontal
field perturbations (Untiedt and Baumjohann, 1993). With the
simplified assumptions that the currents flow near the Earth’s
surface, approximated as a plane, the equivalent ionospheric

currents can be defined as J,, = Z x B;, times unit surface area. The

eq
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vector B, represents the horizontal magnetic disturbance and z is
the unit vector that points vertically downward. This equation then
corresponds to J,,, being equal to the horizontal magnetic field vector
rotated 90° clockwise (Untiedt and Baumjohann, 1993).

Joq directions as seen in Figure2 were retrieved from 10s
IMAGE magnetometer data by the Spherical Elementary Current
System (SECS) method as described by Juusola et al. (2016). Three
time steps around the observation of the auroral spiral (22:58 UT)
are shown. Tromse was located in the westward current region with
magnitudes of ~500 A km™. The field of view from Tromse with
a zenith angle of 72° is marked by a green dotted ellipse in the
middle panel of Figure 2. There, the solid green ellipse shows an
estimate of the spiral size with 189 +45 km in diameter. The spiral
thus occurred in the region of downward field-aligned currents.
During the occurrence of the optical auroral spiral, no equivalent
ionospheric current vortices could be identified and the currents did
not vary much in strength or direction throughout the shown time
interval.

2.2 Cluster and THEMIS measurements

Measurements from three of the Cluster spacecraft (in the
following called Cl1, CI2 and Cl4) and the THEMIS-A (TH-A)
satellite were obtained from Cluster Science Archive (Laakso et al.,
2010) and NASA CDAweb, respectively. At the time of the spiral
observation the Cluster and THEMIS-A spacecraft were positioned
in the magnetotail (see Figure 3). The retrieved magnetic field
measurements, plasma flow velocity and electron flux, temperature
and density are displayed in Figure 4 for the time period of 22:40
UT to 23:10 UT.

The magnetic field (see Figures 4A-D) measured by FGM
instruments shows dipolarization signatures for the Cluster
spacecraft starting from ~22:54 UT. The Cl1 data show a short
peak in the B, component around 22:55 UT, then a longer lasting
increase with further peaks of the B, component at 22:57 UT.
These signatures known as dipolarizations are understood as the
change of the magnetotail field from a stretched to a more dipolar
configuration. Cl4 shows less distinct signatures than Cl1 around
22:55 UT, but also a peak of the B, component at 22:57 UT. The
satellite located farthest from Earth, Cl2, shows less variation than
the other Cluster spacecraft in all magnetic field components, but
also enhancements at 22:57 UT. In the TH-A magnetic field data no
large perturbations are visible over the whole regarded time period.
The Y component is near zero for the whole interval with a slight
increase at ~22:53 UT. The X and Z components constantly decrease
from 22:40 UT to 23:10 UT.

The plasma flow velocities (see Figures 4E, F) were obtained
from measurements by the Cl4 CIS-CODIF instrument and the
TH-A ESA instrument. For the examined time interval, only the
Cl4 CIS-CODIF instrument was operational. Enhanced quasi-
periodical plasma flows can be discerned in its data from ~22:50
to ~22:58 UT. With a period of ~2 min, the velocity in X direction
(GSE) increases repeatedly to over ~500 km s™' before receding to
~0 km s™'. The Y component shows the same development, with
peak velocities of up to ~500 km s™" in negative Y direction (GSE).
From about 2 min before the development of the optical auroral
spiral in Tromse, the deviations in X and negative Y direction (GSE)
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(A) Map showing the location of the spiral observation with the red circles marking the field of view from Tromse with zenith angles of 50° and 72°
mapped to an altitude of 100 km. The approximate line of sight is shown by the red arrow, while the direction of auroral movement is marked with the
black arrow. The map was made using cartopy (Met Office, 2010 - 2015). (B) Photographs of the aurora taken in Tromse on 18 September 2013

(E. Kronberg, personal communication, 22 March 2021). 22:58 UT: Auroral spiral formation. 23:27 UT and 23:34 UT: decreasing auroral activity with

increasingly quiet auroral arcs.

were most pronounced and the Z component showed enhanced
flows of up to ~500 kms™'. TH-A measured plasma flow that
was slower than the Cl4 flow by one order of magnitude. Flow
enhancements in the TH-A data starting at ~22:49 UT can be seen in
Figure 4F, which approximately concurs with the start of the high-
speed flows visible in the Cluster data. The TH-A plasma velocity
fluctuated between ~40 km/s in positive and negative X directions
(GSE). The Y component also fluctuated with peak velocities of
~40 km s and ~70 km s™! in dawn and dusk direction, respectively.
These deviations in the TH-A flow velocity last only up to ~22:56 UT.

The electron flux data from the Cluster RAPID instrument
and the TH-A SST instrument is shown in Figures 4G-J. In
the CI2 data plots, strong signatures of dispersionless electron
injections are discernible around 22:57 UT. Only the TH-A
electron flux measurements with good data quality are displayed.
The presented energy levels are not equal, but comparable to
the Cluster energy channels. In the intervals where data with
good quality was available, no variations in electron flux can be
observed, while for the time of most interest no measurements are
available.

In the interval between 22:49—22:56 UT the ClI electron total
temperature and density (Figures 4], K) measured by the PEACE
instrument show quasi-periodical spikes in the electron density at
the same time as sharp dips in the temperature. This dense and cold
plasma alternates periodically with depleted and hot plasma, which
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is a typical signature of Kelvin-Helmholtz vortices (Hasegawa et al.,
2009).

Overall, the Cluster data show deviations in all observed
parameters up to 9 min precursory of the development of the visible
auroral spiral in Tromse.

3 Methods
3.1 Mapping

To correlate the spiral observations with their respective source
regions in the magnetosphere, magnetic field line mapping was
applied. Firstly, to determine the ionospheric footprints of the
Cluster and TH-A satellites for the 18 September 2013 substorm,
and, in particular, the time of the auroral spiral observation (22:58
UT). Secondly, a possible source region of the spiral was determined
to evaluate if the structures observed by the spacecraft can have been
correlated with the auroral spiral.

For these processes, the Python-based module IrbemPy, which
is based on the IRBEM-Iib library (Boscher et al., 2010) was used.
It is part of the Python package SpacePy (Morley et al., 2010). As
input options for the computation, the International Geomagnetic
Reference Field (Erwan etal., 2015) was chosen as the internal
magnetic field model and set to be updated on 18 September 2013.
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FIGURE 3
Position of the Cluster and THEMIS-A satellites at the time of the
auroral spiral observation.

As the external magnetic field model, the Tsyganenko 1996 (T96)
(Tsyganenko, 1995; Tsyganenko, 1996) magnetospheric model as
stated below was selected. It was chosen above newer models,
because it is also used in similar research (e.g., Keilingetal.
(2009a)) and the T02 and T05 models primarily represent stormy
or quiet conditions, while the here regarded event occurred during
a substorm (Tsyganenko, 2002; Tsyganenko and Sitnov, 2005).
For the mapping, the hourly values of the Kp, Dst and AL
indices, as well as the solar wind density, velocity and dynamic
pressure and the IMF By and B, components were obtained from
the NASA/GSFC’s OMNI data set through the OMNI module
(Morley et al., 2010).
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3.1.1 lonospheric footprints

The footprints of the magnetic field lines conjunct with the
Cluster and TH-A spacecraft were derived using IrbemPy and
position data retrieved from the Cluster Science Archive and NASA
CDAweb. They are defined here as intercept points of these field
lines and the ionosphere at an altitude of 100 km in the northern
hemisphere. From 21:00 UT to 02:00 UT, the footprints lie in the area
of the auroral oval in the dusk sector (see Figure 5). At 22:58 UT, the
time of the auroral spiral observation, the footprints are located at
longitudinal distances from Tromse of ~68° for Cluster and ~34° for
TH-A. The results from T96 were compared with newer models for
quiet and stormy conditions (T02 and T05). These models delivered
no footprints for the northern hemisphere for the time interval of 21
UT to ~23 UT, placing the satellites on open field lines that were only
connected to the southern hemisphere. These different results can be
due to all these models not well representing substorm conditions of
the magnetosphere and the area in which the satellites were located.

3.1.2 Spiral generator region

A possible magnetospheric generator region of the auroral spiral
was derived with the constraint of it being conjunct with Tromse
by a magnetic field line. As explained below, the Cluster satellites
observed Kelvin-Helmholtz vortices and it is suggested that after
encountering the satellites these vortices possibly traveled to the
generator region mentioned here, where they mapped down to
the ionosphere to produce the optical spiral. Starting from the
location of the Cl4 satellite at 22:58 UT, the coordinates were
iteratively varied until their footprint was located in a radius
of less than 50 km around Tromse using the T96 model and
IrbemPy. A potential source region of the spiral is thus located
at around Xggp = -3.8 Ry, Y = —1.7 Ry and Zggp = 2.4 Ry The
absolute distance of this area to the Cluster satellites amounts to
~12.1 R;.
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Data from Cl1, Cl2, Cl4 and TH-A on 18 September 2013 from 22:40 to 23:10 UT. (A-D) magnetic field measured by FGM instruments. (E, F) plasma
flow velocities derived from data from CIS (Cluster) and ESA (TH-A) instruments. (G—1) electron flux for a range of energies measured by the Cluster
RAPID instruments. (J, K) total electron temperature and density from the Cl1 PEACE instrument. The vertical dotted line shows the time of the spiral
observation on the ground (22:58 UT). The data was retrieved from the Cluster Science Archive and NASA CDAweb.

3.2 Minimum variance analysis

To suitably display and analyze the spacecraft data in a local
spacecraft coordinate system, Minimum Variance Analysis (MVA)
as first proposed by Sonnerup and Cahill Jr (1967), was performed
on the magnetic field and ion velocity data sets of Cl1, CI2, Cl4 and
TH-A. For TH-A the results of this method are not presented in
the following, because the weak structures it detected were better
displayed in the GSE coordinate system.

The method of MVA used here was derived from Sonnerup
and Scheible (1998); Dunlop etal. (1995). In the time interval
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from 22:40 UT to 23:10 UT, the times of the maximum in the
B, (GSE) component of the Cluster magnetic field measurements
were identified. For Cl1 the maximum was at 22:57:06 UT, for
Cl2 at 22:57:37 UT and for Cl4 at 22:56:45 UT. A time period
of 10 min symmetrically around 22:57:26 UT was selected for all
Cluster satellites, this being the medium point in time between the
Cl4 and CI2 B, maximum values. This interval was used for MVA
calculations for each satellite to enable comparisons and showed
reasonably good results for all three spacecraft.

The calculated eigenvalues and eigenvectors of the magnetic
varjance matrix (Dunlop et al. (1995); Sonnerup and Scheible, 1998)
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lonospheric footprints of the Cl1, Cl2, Cl4 and TH-A spacecraft on
18/19 September 2013 plotted onto a geomagnetic grid with marked
terminator for 22:58 UT. The red lines show the ionospheric footprints
from 21:00 UT to 02:00 UT. For the time of the visible auroral spiral
(22:58 UT) the footprints are designated with a black dot. Tromse is
marked with a gray dot. The blue line marks the propagation of the
observed vortex street toward the spiral source region.

are listed in Table 1. The eigenvalues of the variance matrix describe
the deviations of the field in the respective field directions, with the
eigenvector n of the smallest eigenvalue (1;) pointing in the expected
direction of the boundary normal (Sonnerup and Scheible, 1998).
The ratio A, /A, is a measure for the quality of the direction estimates.
Dunlop et al. (1995) give values of two to three for the A,/A; ratio as
a typical guideline. Here, the A,/A; ratios were ~2.0 for Cl1, ~3.5
for Cl2 and ~2.6 for Cl4 (see Table 1). As can be seen, the variance
matrix is nearly degenerate for the three satellites, i.e., A; = A,. The
boundary normal n is therefore not very well defined, although
the eigenvector 1 is a good representation of a tangential direction
to the boundary layer (Sonnerup and Scheible, 1998). According
to Sonnerup and Scheible (1998), for near-degenerate cases, the
eigenvectors m and n are prone to permute when modifying the
time period for the calculation. As stated by Sonnerup and Scheible
(1998) and Song and Russell (1999), this can be analyzed by
executing the above method with different nested time intervals
between 22:40 and 23:10 UT. All other time periods essentially
showed similar A,/A; ratios and highly changing directions of the
eigenvectors m and n implying that the observed structure is 3-
dimensional. The MVA in this case is not applicable.

For identification of the vortical structures in the magnetic field
and ion flow velocity we can use an arbitrary orthogonal coordinate
system. We have decided to use the one obtained above because it is
orthogonal according to the dot product between the eigenvectors.
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TABLE 1 Values from the Minimum Variance Analysis for an interval of
10 min around 22:57:26 UT performed on the Cluster magnetic field data.

Spacecraft Eigenvalues A,/A; Eigenvectors

\; =20.903 1=(-0.90135,-0.24720,-0.35561) "
Cluster 1 \, = 3.7416 1.9957 | m =(~0.34066,~0.10234,0.93460) "

\; = 1.8748 n =(0.267429,-0.96354,-0.008031) "

A, =13.487 1=(-0.71043,-0.26996,-0.64993) "
Cluster 2 \,=22337 | 34934 m =(-0.60200,0.71145,0.36252) "

\; = 0.63941 n =(~0.36453,-0.64881,0.66796) "

\, = 18.686 1=(~0.80643,-0.14959,-0.57210) "
Cluster 4 \, =2.8776 2.5889 | m =(-0.59093,0.16811,0.78901) "

A = 11115 n =(-0.02185,0.97435,-0.22396) "

The axes of the resulting LMN system are shown in Figure 6 with
respect to the GSE coordinate system. The axes are defined so that
the basis vectors 1, m and n are parallel to the equivalent L, M
and N axes. As can be seen, the direction of maximum variance
1 coincides approximately with the X (GSE) direction for all three
Cluster satellites. However, the orientation of m and n varies for the
satellites because the moving structure is 3D.

The transformed magnetic field and ion flow velocity were
projected to the L-M plane of the LMN coordinate system (see
Figure 7). The TH-A data was accordingly projected to the X-
Y (GSE) plane for the whole time period of 22:40 to 23:10 UT
(see Figure 8). The Cluster magnetic field vector projections show
rotational signatures in the time interval of 22:56 to 22:59 UT. CI2,
the most remote satellite, shows three major variations in sign of the
B; component. Cl1 and Cl4, which were located closer together and
nearer to Earth than CI2, show one rotational signature coinciding
with the first change of sign for the CI2 B; component. For ClI,
which was closest to Earth, the signature is weaker than for Cl4.
The vector projection of the plasma velocity does not show changes
in sign for the v; component, but a change in the predominant v,,
direction in the time interval from 22:57 to 22:59 UT. The TH-A
magnetic field data shows a change of sign of the By component
around 22:57 UT. Its plasma velocity also shows major variations of
the vy component to positive and then negative values in the time
period of 22:52 to 22:55 UT.

4 Discussion

On 18 September 2013 at 22:58 UT, an auroral spiral was
observed in Tromse during the expansion phase of a substorm.
Simultaneously, measurements in the magnetotail by three Cluster
and the THEMIS-A spacecraft were obtained.

The three Cluster spacecraft measured strong variations
in the magnetic field components, the plasma flow velocity
and the electron flux approximately 1-2 min prior to the spiral
development in Tromse (see Figure 4). The plasma flow velocity
from Cl4 over a time interval of 8 min showed quasi-periodic
peaks in velocity up to ~500kms™ in X and Y directions.

frontiersin.org


https://doi.org/10.3389/fspas.2023.1240081
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Maetschke et al.

Cluster 1

Z (GSE)

+
KG\\S‘
<
N \6‘5@

FIGURE 6

Cluster 2

10.3389/fspas.2023.1240081

Cluster 4

Z (GSE)
Z (GSE)

Axes of the LMN coordinate system (shown in red) with respect to the GSE coordinate system for the three used Cluster spacecraft

Cl4
B [nT]

22:52:26 22:54:26 22:56:26

22:58:26 23:02:26

time (UT)

23:00:26

Cla
ion velocity [km/s]

Livw uim

22:52:26 22:54:26 22:56:26

FIGURE 7

23:02:26

22:58:26
time (UT)

23:00:26

Magnetic field vectors of Cl2, Cl4 and Cl1 in this order and plasma velocity vectors from Cl4 projected onto the L-M plane of the LMN coordinate
system versus time for a time interval containing the observation of the optical auroral spiral.

These measurements correspond to the signatures of bursty bulk
flows with intermittent flow bursts (Angelopoulos etal., 1992).
As they commonly are (Paschmannetal., 2003), these bursty
bulk flows were accompanied by dipolarization signatures seen
in the B, magnetic field components. The vector plots of the
Cluster magnetic field projected onto the L-M plane of the
local LMN coordinate system, which varies for each spacecraft,
also show vortical signatures (see Figure 7). CI2 encountered a
magnetic field vortex street approximately oriented in the X-
Y plane (GSE) with opposed rotating vortices on either side of
its trajectory, as shown in Figure 9. Cl1 and Cl4 only measured
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a pair of opposed rotating vortices located roughly in the X-
Z plane (GSE). Cl1 and Cl4 were positioned close together, so
it is likely that they observed the same pair of magnetic field
vortices.

If the frozen-in condition is valid, it is expected that the magnetic
field vortices are connected to plasma flow vortices. The plasma
flow velocity observed by Cl4 exhibited a change of direction at the
occurrence of the magnetic field vortices, which suggests a vortical
structure. Clear signatures of plasma vortices were not detected
by the Cl4 spacecraft, likely because the CIS instrument used to
measure the plasma velocity has a time resolution of ~4s. The
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Illustration of the magnetic field vortices that can have caused the obtained vector measurements from Cl2, Cl1 and Cl4 shown in the L-M plane of the
local spacecraft coordinate system LMN and along an idealized satellite trajectory.

magnetic field vortices however occurred at a temporal scale of
~30s.

These magnetic field vortices were probably associated with
the bursty bulk flows that were also measured by Cl4. Bursty bulk
flows are known to cause vortical structures in plasma flow in
the X-Y (GSM) plane, when they encounter the dipolarized region
of the inner magnetosphere (e.g., Panovetal., 2010; Birn etal.,
2011). It was also observed by e.g., Volwerketal. (2007) that
Kelvin-Helmholtz instabilities appear together with bursty bulk
flows. Hasegawa et al. (2004) detected plasma flow and magnetic
field signatures caused by a Kelvin-Helmholtz instability at the
magnetopause. Their magnetic field perturbations are different
than shown in Figure 7, because the perturbations in our study
are probably caused by pairs of oppositely rotating vortices, not
by a single vortex street. TH-A was located closer to Earth and
did not measure any vortical structures (see Figure 8). As seen in
Figures 4], K, CI1 observed signatures in the electron temperature
and density that are typical for Kelvin-Helmholtz instability,
similar to Cluster observations described by Hasegawa et al. (2009).
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Therefore, the Cluster satellites likely observed a Kelvin-Helmholtz-
like vortex street in the magnetic field induced locally by the
measured bursty bulk flows. It has however to be taken into account
that part of these results are based on the MVA, which produced
results that were not ideally reliable.

(2009b) short-lived
ionospheric current vortices of 600-800 km size associated with

Keiling et al. observed equivalent
the appearance of auroral spirals. In this study, such short-lived
vortical J,,; structures could not be resolved. This can be due to the
size of the auroral spiral (189 + 45 km) and the comparative spatial
resolution of the IMAGE magnetometer network. The stations in
the vicinity of Tromse have an average calculated distance of ~140
km to Tromse, but the coverage in this area is limited by the ocean
to the north and west. Therefore, the only station in the spiral region
(marked by the green solid ellipse in the middle panel of Figure 2)
is Andenes (AND). According to the estimates of the spiral location
and size at the time of the photograph in Figure 1 the spiral was
not located in the zenith over Tromsg, and only marginally over
Andenes. This can potentially lead to the missing deflection of the
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ionospheric currents during the optical spiral. To better resolve
such structures, more mesoscale observations as described by, e.g.,
Gabrielse et al. (2023) would be helpful. Another possibility for the
absence of vortical J,, structures is that the particle precipitation
during this observed spiral event can have been too weak to deflect
E-region plasma flows.

To be able to correlate the ground observations and space
measurements, the ionospheric footprints of the satellites were
derived with the T96 external magnetic field model. They were
located in the pre-midnight sector of the auroral oval (see Figure 5).
The footprints lay at a distance from Tromse of ~68° and ~34° in
longitude for Cluster and TH-A, respectively. Since the spiral was
developing up to ~5° in longitude west of Tromse, as inferred from
the field of view from Tromse (Figure 1), the longitudinal distance
of the footprints to the visible spiral may have been smaller than
their distance to Tromse. In the magnetosphere, the possible source
region of the auroral spiral was located ~10.1 Ry in Y (GSE) direction
from the Cluster satellites. It has to be taken into account that
topological magnetic mapping is not very reliable during substorm
conditions in particular (Paschmann et al., 2003). The T96 model
may describe the overall conditions of this event better than the
newer models, but it does not specifically represent substorms
(Tsyganenko, 1996). For a strongly disturbed magnetosphere, it
is known not to display the dawn-dusk asymmetry of the inner
magnetosphere and to overstretch the field lines (Tsyganenko, 2001).
Also, the discrepancy between the results of the newer models
T02 and T05 and the T96 model is very high, since the newer
models generate an entirely different field line topology in placing
the spacecraft on open field lines. This shows the high uncertainty
in the mapping and therefore also in the interpretations. With
these aspects considered, the footprints calculated with the T96
magnetospheric model are regarded only as an approximation for
the real ionospheric footprints of the spacecraft. The derivation of
the magnetospheric source region of the auroral spiral is treated
equally. Due to the uncertainty of magnetic mapping during
substorm conditions, the Cluster satellites may have been located
closer to or further from the source region of the spiral than
the computations suggest. Also, the plasma velocity measurements
discussed above exhibited significant flow bursts and the electron
temperature and density showed signatures typical for KHI
Approximately 2 min before the spiral development, the plasma
velocity started to increase to an absolute value of v= 960 kms™.
The flow bursts could have produced the vortices in the magnetic
field and plasma. With a distance d = 12.1 Ry between the spacecraft
and the possible source region and ¢ = d/v, a propagation time t =
80 s of the vortex street observed by CI2 to the generator region
can be estimated. A schematic illustration of this movement is given
in Figure 10. It is assumed that the propagation of the plasma flow
in X direction is slowed due to the dipolarized magnetic field near
the Earth. In Figure 5, the ionospheric footprints of this motion are
depicted.

Following from the above calculation it can be possible that
the magnetic field vortices, associated bursty bulk flows, KHI and
dipolarizations detected by the spacecraft and described above were
correlated with the spiral formation. What must be emphasized
again, however, is the high uncertainty in the field line mapping
during substorm conditions. This makes these interpretations
mostly suggestions for a generation mechanism of the auroral spiral,
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FIGURE 10

Schematic illustration of the vortex street oriented roughly in the X-Y
(GSE) plane observed by CI2 and its propagation towards the spiral
source region (not to scale)

based more on the temporal correlation of the vortices in the
magnetotail and the optical spiral than on the exact spatial positions.

This suggestion proposes the spiral formation taking place
already in the magnetosphere, not only in the ionosphere. Therefore,
taking into account the available data, the spiral generation theory
presented by Hallinan (1976) is not applicable to this event, since it
states that the spiral only fully develops in the ionosphere.

According to a theory by Keiling et al. (2009b), plasma flow
vortices in the magnetosphere are the initiator of a spiral, which
then maps to ionospheric altitudes. These vortex structures can in
turn be caused by either ballooning instabilities (e.g., Voronkov et al.
(1997)) or bursty bulk flows (Keilingetal, 2009a; Panovetal,
2010). On encountering the dipolarized magnetic field in the
inner magnetosphere, the high-speed plasma flows are decelerated
(Panov et al., 2010; Birn et al., 2011). By their deflection around the
dipolar magnetic field, vortices with opposed sense of rotation form
on both sides of the flows (Panov et al., 2010).

5 Conclusion

The observations of dipolarizations and bursty bulk flows in this
study coincide with the theory by Keiling et al. (2009b). In contrast
to the detected structures of this event, Keiling et al. (2009b) also
observed opposed rotating ], vortices that developed and decayed
concomitant with auroral spirals. They associated these vortices with
upward and downward field-aligned currents, which were driven in
the magnetosphere by a pair of vortical plasma flows. According
to Keiling et al. (2009b), the generation of the auroral spiral was
likely initiated in the region of strong plasma flows between the
plasma flow vortices in the magnetosphere. Here, such conclusions
can not be drawn in the same way, because there were no equivalent
ionospheric current vortices detected. The evidence of a vortex pair
of J,, in the ionosphere connected to plasma flow vortices in the
magnetosphere was also not given. This can be due to the lack of
mesoscale observations that can resolve these structures. However,
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with ~500 A km™ the westward electrojet current observed was
stronger than an average substorm expansion current (Juusola et al.,
2015), which may have helped establish an the instability for the
spiral formation. Also, the magnetic field and possibly plasma
vortices observed in the magnetotail caused by the eastward bursty
bulk flows can have propagated toward the spiral source region
and then mapped to the ionosphere as proposed similarly by
Keiling et al. (2009b).

For future research on the interaction of magnetosphere and
ionosphere in the generation of auroral spirals extended mesoscale
observations in the ionosphere are needed. Also, for optical
detection of auroral spiral events complementary to all sky cameras,
citizen science projects like Aurorasaurus (MacDonald et al., 2015)
are helpful.
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The low-electron flux variability (increase/decrease) in the Earth's radiation belts
could cause low-energy Electron Precipitation (EP) to the atmosphere over
auroral and South American Magnetic Anomaly (SAMA) regions. This EP into
the atmosphere can cause an extra upper atmosphere’s ionization, forming the
auroral-type sporadic E layers (Esa) over these regions. The dynamic mechanisms
responsible for developing this Esa layer over the auroral region have been
established in the literature since the 1960s. In contrast, there are several
open questions over the SAMA region, principally due to the absence (or
contamination) of the inner radiation belt and EP parameter measurements
over this region. Generally, the Esa layer is detected under the influence of
geomagnetic storms during the recovery phase, associated with solar wind
structures, in which the time duration over the auroral region is considerably
greater than the time duration over the SAMA region. The inner radiation belt's
dynamic is investigated during a High-speed Solar wind Stream (September
24-25, 2017), and the hiss wave-particle interactions are the main dynamic
mechanism able to trigger the Esa layer's generation outside the auroral oval.
This result is compared with the dynamic mechanisms that can cause particle
precipitation in the auroral region, showing that each region presents different
physical mechanisms. Additionally, the difference between the time duration
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of the hiss wave activities and the Esa layers is discussed, highlighting other
ingredients mandatory to generate the Esa layer in the SAMA region.

KEYWORDS

inner radiation belt, South America Magnetic Anomaly, auroral-type sporadic E-layers,
particle precipitation, hiss waves, pitch angle scattering

Highlights

o Thelow-energy electron injections (<100 keV) between L* =2.8
and 3.0 are observed during the conjunction between VAP-B
and Santa Maria station.

o The of low-energy electron precipitation (EP)
predominant defines the base height of the Esa layer.

level

o The maximum peak of the ionization rate integrated defines the
maximum critical frequency of the Esa layer.

1 Introduction

The generating mechanism of the auroral-type sporadic E (Esa)
layers detected in the auroral oval has been well understood since
the 1960s (Rees, 1963). In the auroral oval, low energy electron
precipitation (EP) originating from the magnetosphere and Solar
Energetic Particles (SEPs) are primarily responsible for producing
auroral-type sporadic E. These mechanisms operate exclusively in
the auroral regions (Whitehead, 1970). In addition, Esa layers can
be generated in the low/middle-latitude, specifically over South
America, due to the presence of the South American Magnetic
Anomaly (SAMA) (Batista and Abdu, 1977; Moro et al., 2022a;
Da Silva et al., 2022). Esa layers over South America have a different
generating mechanism from those in the auroral zone, which
is thought to be related to the geometric configuration of the
geomagnetic field (Pinto and Gonzalez, 1989) that contributes to the
inner boundary of the inner radiation belt being deeper compared
to the other point of the same latitude around the globe (Roederer,
1967). These pronounced departures in geomagnetic field symmetry
promote proton contamination in the electron measurements, as
well as the low-energy electron precipitation over the SAMA region,
which results in a significant impact on the local ionosphere, such
as the generation of the auroral-type sporadic E layer, detected since
the 1970s (Batista and Abdu, 1977). The electron energy range able
to generate the Esa layers over the auroral oval is 21 keV (Rees,
1963; Cai and Ma, 2007), while over the SAMA region, it is between
0.5keV and tens keV (see Da Silvaetal, 2022). The dynamic
mechanisms responsible for electron precipitation in both auroral
ovals and the SAMA region are completely different (Da Silva et al.,
2022). Therefore, they can generate different characteristics in these
Esa layers when detected in these distinct regions, such as the time
duration, intensity, position in altitude, as well as frequency range
(Resende et al., 2022b).

The low-energy EP over the auroral oval can be originated
in the outer radiation belt. They can occur through the wave-
particle resonances driven by the whistler-mode chorus, plume, and
magnetosonic waves. Generally, the low-energy EP over the auroral
oval occurs during the geomagnetic storms and substorms under
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the influence of the different solar wind structures (Horne et al.,
2009; Rodger et a., 2010; Meredith etal, 2011). The generator
mechanisms of the Esa layer over the auroral oval regions are
well known, principally due to the exclusive dependence on low-
energy EP of this kind of sporadic E layer in these regions
(Resende et al., 2022b).

Conversely, the main dynamic mechanism responsible for
causing the low-energy EP over the SAMA region under the
influence of an Interplanetary Coronal Mass Ejection (ICME) is
the pitch angle scattering driven by hiss waves (Da Silva et al.,
2022). Therefore, this low-energy EP can trigger the generator
mechanisms of the Esa layer over this peculiar region during the
recovery phase of the geomagnetic storm (Batista and Abdu, 1977;
Moro et al.,, 2022a; Da Silva et al., 2022). On the other hand, the
dynamic mechanism over the SAMA region able to trigger the
generator mechanisms of the Esa layer under the influence of
a High-Speed solar wind Stream (HSS) needs to be identified,
including the role of the magnetospheric waves in the low-energy
EP over this region. Thus, the inner radiation belt dynamic and
its impact on the local ionosphere will be discussed to answer the
question in the title of this paper, considering the influence of an
HSS.

The low-energy EP is not a unique ingredient in developing
the sporadic E layer over SAMA. The wind shear mechanism
is fundamental to the Es layer development at low and middle
latitudes. These Es layer occurrences are classified as blanketing
(Esb) layers. In this process, the molecular and the metallic ions
are converged in thin layers due to the tidal wind components. In
fact, the zonal and meridional winds in opposite directions carry
the ions, and due to the magnetic field, the Lorentz force causes
a vertical movement of these ions. Thus, there is an accumulation
of the ions in the null points of the tidal winds generating a dense
thin ionization layer compared to the background (Chimonas and
Axford 1968). Therefore, the upper atmospheric wind conditions are
also important and must be considered (Rees, 1963; Cai and Ma,
2007; Resende et al., 2022b; Resende et al., 2022c).

2 Data set and methodology

A case study under the influence of an HSS was selected to
analyze and to compare the physical processes related to the auroral-
type sporadic E (Esa) layers detected over the low/middle-latitude
and auroral regions. This comparison between the physical processes
in the outer and inner radiation belt will answer the questions
about this kind of sporadic E layer detected outside the auroral
region. The satellite and ground-based data are employed to develop
these analyses. The interplanetary medium conditions, the dynamic
mechanisms, such as the wave-particle interaction in the radiation
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belts, and their impact on the ionosphere over the SAMA region will
be discussed to be better understood.

The HSSs characteristics are discussed from parameters
measured by the Magnetic Field Experiment (MAG) and Solar
Wind Electron, Proton, and Alpha Monitor (SWEPAM) onboard
the Advanced Composition Explorer (ACE) satellite, which provides
the solar wind parameters at the L1 Lagrangian point (Stone et al.,
1998). The geomagnetic index (Auroral electrojet - AE) available
at OMNIWeb (https://omniweb.gsfc.nasa.gov/) is used to describe
the different substorm periods. The Esa layers are detected over the
SAMA's center using the ionosonde installed at Santa Maria (29.7°S,
53.8°W, dip (I): ~-37°, L: 1.16). The ionosonde measurements at
Tromso (69.7°N, 18°E, dip (I): ~78°, L: 6.45) will be used only for
the comparison with the SAMA’ results. The dip, or geomagnetic
inclination (I), is the angle between the horizontal plane and the
total field vector (e.g., Chulliat et al., 2020).

The low-energy EP over the SAMA’s center and auroral oval
regions are discussed using the measurements in situ (radiation
belts) of the low-energy electron injections from the Magnetic
Electron Ion Spectrometer (MagEIS) instrument (Blake et al., 2013),
and Helium, Oxygen, Proton, and Electron (HOPE) instrument
(Funsten et al., 2013) onboard Van Allen Probe B (Mauk etal.,
2013). The MagEIS data has been reprocessed by Claudepierre et al.
(2015) to correct for proton contamination close to perigee. The
SAMA region is significantly contaminated by protons, and it is
impossible to use the available low-orbit satellite data to measure
low-energy EP directly. The low-energy electron injections are also
analyzed through the time evolution of phase space density (PhSD
[c/(cm MeV))? sr™!]), which PSD data was obtained from MagEIS
instrument onboard Van Allen Probe B available at https://rbspgwa
y.jhuapl.edu/psd.

The whistler mode chorus waves outside the plasmapause
(hundreds of Hz up to about 10 kHz) (Gurnett and O'Brien, 1964),
plume whistler mode waves in plasmaspheric plumes (Su et al,
2018; Lietal, 2019), and whistler mode hiss waves inside the
plasmasphere (20 Hz to a few kHz) (Meredith etal., 2004) are
analyzed. The whistler waves are plasma waves, right circularly
polarized, observed in the magnetosphere (Helliwell, 1965), in
which can interact resonantly with the low-energy electron to
launch these particles to the loss cone, followed by the precipitation
into the atmosphere in the auroral oval and SAMA regions
(Horne et al., 2009; Rodger et al., 2010; Li et al., 2019; Da Silva et al.,
2022). Therefore, the power spectral densities of the magnetic
field and total electron density are used to detect these whistler
mode waves and the plasmapause position (Lpp), respectively. The
polarization properties, such as the wave Normal Angle (WNA),
ellipticity, and planarity, are calculated through the singular value
decomposition method (Santolik et al., 2003). These parameters are
obtained from the Electric and Magnetic Field Instrument Suite and
Integrated Science (EMFISIS) (Kletzing et al., 2013) onboard Van
Allen Probes (Mauk et al., 2012).

3 Interplanetary medium parameters
during the influence of a HSS

The solar wind parameters, interplanetary magnetic field (IMF),
and AE index are presented in Figure 1. The interplanetary medium
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conditions are here described, emphasizing the substorms duration
associated with an HSS that reached L1 Lagrangian point on 24
September 2017. Panel (a) and (b) shows the solar wind velocity
(Vp) and proton density (particles/cm-3), respectively, in which
solar wind velocity reached the maximum value (420 km s™') close
to 04:00 UT and 08:30 UT, respectively, on September 25. The
proton density reached values above 30 particles/cm™, followed
by a decrease in a few hours. The maximum proton density
value is almost concurrent with the negative Bz component of
the IMF (panel d - red line). Bx (panel ¢ - red line) and By
(panel c - blue line) components of the IMF are not so strong and
remain preferentially positive and negative, respectively, in which
the Alfvenic fluctuations are observed in Vx component during
some periods as shown in Supplementary Figure S1 (Supporting
Information). The concept of Alfvénicity in the context of solar
wind refers to the degree to which the solar wind plasma and
magnetic field exhibit characteristics associated with Alfvén waves.
The Alfvénic fluctuations of the IMF are commonly observed
during the long recovery phases of the HSS (Da Silva et al., 2019;
Da Silva et al., 2021b). This behavior in IMF, generally is observed
simultaneously with moderate substorms activities, followed by
intermittent intervals of enhanced magnetospheric convection that
contribute to the low-energy electron injections into the radiation
belts (e.g., Forsyth et al., 2016).

The auroral electrojet (AE) index (panel e) reached the
maximum value close to 450 nT almost simultaneously with the
strong value of the proton density. The subsequent AE index peaks
are not strong, reaching values from 75 nT to 345 nT. It means
that the substorms associated with this HSS are considerably weak.
It suggests that the low-energy electron injections in the inner
magnetosphere under the influence of these substorms may also be
weak both in flux intensity and in-depth that the particles reach in
the radiation belts, compared to the low-energy electron injections
in the inner magnetosphere under the influence of ICMEs (e.g.,
Da Silva et al., 2022). In subsequent sections, this behavior will be
discussed to highlight the different physical processes at the L1
Lagrangian point and their impact on the inner magnetosphere and
ionosphere.

4 Auroral-type sporadic E layer
detected over the SAMA region

The ionograms from the Digisonde located at Santa Maria
station detected the auroral-type sporadic E layer (Esa) over the
SAMA region only during two periods (06:00 UT—07:00 UT and
22:05 UT—22:25 UT on 25 September 2017, in which are under
the influence of the HSS that reached at L1 Lagrangian point on 24
September 2017. Figures 2A, B shows the Esa layers detected during
the first and second periods, which are indicated through the red
arrows. Curiously, these Esa Layers detected over the SAMA region
are generated under the influence of Alfvenic fluctuations in the
Vx component, as shown in Supplementary Figure S1 (Supporting
Information), which illustrates the linear correlation coefficients
between Solar wind and Alfvén velocities. A high correlation
coeflicient can be associated to an Alfvenic nature of the solar wind,
in which this observation is particularly evident in the top and
bottom panels of the first row in Supplementary Figure S1, showing
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FIGURE 1
(A) Solar wind velocity (Vp); (B) Proton density (Np); (C) Bx component and By component of the Interplanetary Magnetic Field (IMF); (D) B total (Bt) and
Bz component of the IMF; and (E) Auroral electrojet (AE) index. The IMF components are in GSM coordinates. The green box is referent to the period of
analysis. The HSS reached L1 Lagrangian point on 24 September 2017.

a high correlation between the fluctuations in the x component
indicating a high Alfvenic solar wind (e.g., Da Silva et al., 2019;
Da Silva et al., 2021b). The Esa Layers detected over the SAMA
region under the influence of ICMEs were not previously observed
concurrent with Alfvenic fluctuations but simultaneously with the
recovery phase of the storm (see Batista and Abdu, 1977; Moro et al.,
2022a; Da Silva et al., 2022). As discussed in the following sections,
these different behaviors at L1 Lagrangian point trigger different
physical processes in the magnetosphere and, consequently, in the
ionosphere.

Two types of Es layers over Santa Maria are observed, the Esa
layer, formed due to particle precipitation, and the blanketing (Esb)
layer, formed by wind shear. In fact, as Santa Maria is a transition
region between the low and middle latitudes, the winds have high
amplitudes, forming the Esb layers (Moro et al., 2022b). Generally,
these winds are driven by the diurnal, semidiurnal, and terdiurnal
tides present in the E region. Unfortunately, Santa Maria has no wind
measurements during this related event. However, Andrioli et al.
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(2009) studied the mean winds and tides over Santa Maria from
2005 to 2007, and they showed a dominance of the diurnal tide in
September with a maximum occurrence around 6:00 UT (zonal)
and 12:00 UT (meridional) at around 100 km. Thus, the wind
shear significantly influences the Es layer development over Santa
Maria.

The competition between the particle precipitation and wind
shear is seen mainly in panel (b) of Figure 2. It is noticed that the
beginning of the F region trace is higher than 3 MHz. This behavior
means that the Es layer blocked the F region in these hours, proving
the action of the winds. Additionally, the maximum frequency in the
cases of Figure 2B reached high values (more than 5 MHz, shown in
red arrows). On the other hand, this fact was not observed in panel
(a) of Figure 2, which is indicative that the particle precipitation was
the principal mechanism of the Es layer formation at hours around
06:00 UT.

The ionograms from Digisonde located at Tromso station are
presented and compared with the ionograms from Santa Maria
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FIGURE 2
lonograms from Digisonde located at Santa Maria station, which detected Esa layers only during the periods between 06:20 UT - 06:35 UT
(03:30-03:35 LT, panel (A), and 22:05 UT - 22:20 UT (19:05 LT - 19:20 LT panel (B) on September, 25. The red arrows indicate the presence of the Esa
layers. The color code in these ionograms represents the echo direction of the received signal. The thin “trace” at approximately 80 km is a technical
artifact resulting from an error in the Digisonde processor.

station. The Tromso station detected Esa layers almost the entire
period of the HSS influence, except close 06:00 UT on 25 September
2017. Supplementary Figure S2 (Supporting Information) shows the
Esa layer detected between 21:00-23:30 UT on 24 September 2017
(panel a), and 22:00-22:45 UT on 25 September 2017 (panel b).
The explanation of the absence of the Esa layer close 06:00 UT is
directly related to the lack of plasma waves in the outer radiation
belt at this period, which will be observed in Section 6. The Esa
layers have a spreading trace over Tromso, as observed in Santa
Maria. This behavior was discussed in Resende et al. (2022¢), in
which the pitch angle scattering driven by whistler mode chorus
waves can cause low-energy EP (Da Silva et al., 2021a) over the
auroral region. It is important to emphasize that the low-energy
EP is a unique ingredient for developing the Esa layer over the
auroral region. In contrast, the pitch angle scattering driven by
plasmaspheric hiss waves (in the inner radiation belt) contributes
to the particle precipitation over the SAMA (Da Silva et al., 2022),
and there is a competition between the EP and the winds during
the formation of the Esa layer over this region, which is observed
in Figure 2B.

5 Conjunction between the Van Allen
Probes and the ionosonde station over
the SAMA's center

The mechanisms responsible for the low-energy EP over
auroral regions are widely studied, and the literature is well
established (Rees, 1963; Whitehead, 1970), which means the
generator mechanism of the Esa layer over this region is also well
understood. The low-energy EP originated in the outer radiation
belt can be analyzed here to discuss one crucial kind of physical
process responsible for causing the EP over the auroral region, so
it is not necessary to do the conjunction with the auroral region
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in the study because the behavior observed over Tromso station
is similar to the other areas in the auroral oval. Another point is
the measurements from the VAP-AB in the outer radiation belt are
for a long time (apogee orbit). In contrast, the measurements in
the inner radiation belt are brief (perigee orbit), in which the main
analyses here will be concentrated in detail to explain the dynamic
mechanisms responsible for causing the low-energy EP over the
SAMA region.

These dynamic mechanisms within the inner radiation belt can
cause electron particle precipitation over the SAMA region. They
can trigger the physical processes responsible for generating the
auroral-type sporadic E layer in this low-latitude (Da Silva et al.,
2022). Thereby, using the Van Allen Probes data during their
perigee orbit, it is possible to study the inner radiation belt
conditions and their impact in the atmosphere for low L-shells
(Da Silva et al., 2022) around the Earth. The interest here is
in low L-shells over the SAMA region, which is necessary to
find the conjunctions between the Van Allen Probes and Santa
Maria station during the Esa layers detected on 25 September
2017.

Figure 3 shows the magnetic equator (red line) at 150 km of
altitude, Van Allen probes orbit (blue line), and their footprint
(blue dashed line) on 25 September 2017. The conjunctions can
be observed when the blue dashed line crosses the Santa Maria
station (red triangle), which is installed in the central region of the
SAMA (white iso-intensity lines with 23,000 nT). Panel (a) shows
the VAP-B orbit (6:00-6:30 UT) and panel (b) presents the VAP-
A orbit (21:30-22:30 UT), periods of the Esa layers’ detection over
SAMA. The conjunction between VAP-B and Santa Maria station
(red triangle) was observed at 06:22 UT on 25 September 2017, in
which the Magnetic Local Time (MLT) from VAP-B (MLT = 2.298)
and Santa Maria station (MLT = 2.326) were almost coincident. The
L values for both VAP-B and Santa Maria station were also almost
coincident, presenting L = 1.23 and L = 1.16, respectively. On the
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Magnetic equator (red line) at 150 km altitude, Van Allen probes orbit (blue line) and their footprint (blue dashed line) on 25 September 2017, for the two
periods of the Esa layers detected. Panel (A) 06:22 UT and Panel (B) 22:05 UT. Santa Maria stations (red triangle) and the central region of the SAMA
(white iso-intensity lines with 23,000 nT).
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FIGURE 4
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density obtained from the EMFISIS instrument. (bottom panel) the power spectral density of the magnetic field obtained from the EMFISIS instrument,

in which the red, yellow and black lines represent 0.9 fce, 0.5 fce and 0.1 fce. Blue box is referent to the conjunction period between VAP-B and Santa
Maria station. MagEIS and EMFISIS instruments are onboard the Van Allen Probe B.

other hand, the second period analyzed during this HSS observed
a coincidence between VAP-A and Santa Maria station at 22:05
UT only in MLT, in which both show MLT = 18.029 and 18.032,
respectively.

The discussions regarding the dynamic mechanisms inside the
radiation belts will use only the data from the VAP-B due to the non-
perfect conjunction using VAP-A and the proton contamination of
the MagEIS instrument onboard VAP-A at the perigee.
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6 Low-energy electron
injections/precipitations and whistler
mode wave activities within the
radiation belts

The flux injections in this paper means the flux enhancements
in different energy ranges (e.g., Sarris et al., 1976; Gabrielse et al.,
2014) into the inner radiation belt (L-shell <2), which has been
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FIGURE 5
(top panel) Wave Normal Angle, (medium panel) ellipticity, and (bottom panel) Planarity are obtained from the EMFISIS instrument onboard Van Allen
probe B at 6:00-9:00 UT on September 2017 (blue box period in Figure 4). These parameters are calculated through the singular value decomposition
method (Santolik et al., 2003).

observed since 1990 decade, e.g., in Vampola and Korth, (1992),
Baker et al. (1994), Xiao et al. (2009), and Shi et al. (2016), based
on CRESS, SAMPEX, POLAR, and Van Allen Probes data mission,
respectively. Cosmic Ray Albedo Neutron Decay (CRAND) is an
important process to produce electrons locally in the inner radiation
belt region during quiet geomagnetic periods (see Xiang et al., 2019;
Lietal, 2023), although the decay rate of neutrons is considered
relatively constant, in which could not explain the fast variability of
the low-energy electrons flux in the inner radiation belt during the
perturbed geomagnetic periods. High-energy electrons injections,
ie, > 100keV are due to radial transport (see Lietal, 2023
and references therein) and magnetotail dipolarizations under
substorms (Kim et al., 2021). The inner belt low energy electrons
(<100 keV) dynamics can also follow processes similar to the higher
energy populations. The enhancements of low energy electrons are
observed more often (Reeves etal.,, 2015) and it can be related
to fast magnetosonic wave interacting (Turner et al., 2015) under
geomagnetic storms (Zhang et al., 2021).

Therefore, the main physical processes to explain the electrons
flux injections in the inner radiation belt during the perturbed
geomagnetic periods are interactions of the electrons with the
fast magnetosonic waves, specifically in the Pi2 frequency range
inside the plasmasphere (e.g., Zhao et al., 2014; Turner et al., 2015;
Zhang et al,, 2021; Li et al., 2023). The Pi2 cavity mode waves can
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explain the sudden enhancements of low-energy electrons at low L
shells because this mode presents the electric field as an antinode
within the plasmasphere, as discussed by Takahashi et al. (2003), in
which the azimuthal electric field oscillation can interact resonantly
with drifting energetic electrons, violating the third adiabatic
invariant, and resulting in acceleration and radial injections crossing
magnetic field lines (conserving the first and second adiabatic
invariants) (e.g., Li et al., 1998; Turner et al., 2015).

On the other hand, three types of waves can scatter in low-
energy electron resulting in loss of inner radiation belt electrons
through resonance interactions (Li et al., 2015; Green et al., 2020;
Hua etal,, 2020; Lietal, 2023). Green etal. (2020) suggests that
the lightning-generated whistlers (2-12kHz) are important for
scattering electrons from several hundred keV to several MeV at L
~1.5. VLF transmitter waves play an important role in electron loss
(e.g., Wang et al., 2018). The plasmaspheric hiss waves (~50-10 kHz)
can be responsible for the electron precipitation at the outer
plasmasphere of tens to hundreds keV, as observed by Reeves et al.
(2016), and below tens keV, as observed by Khazanovand Ma (2021).
Therefore, the hiss waves are analyzed in this work due the interest
in the scattering in energy level below 10 keV.

Figure 4 shows the low-energy electron injections for the
energy channels of 75keV and 169 keV (top panel) and the
power spectral density (PSD) of the magnetic field (bottom panel)
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FIGURE 7

Resonant kinetic energy (in keV) for electrons as a function of hiss
wave frequency propagating in a high-density plasmasphere. The gray
vertical lines corresponds to the hiss wave frequency (in Hz) interval
band observed in the plasmasphere at 08:00 UT on September 25
(shown in Figure 4; Supplementary Figure S3).

obtained from MagEIS and EMFISIS instruments, respectively,
onboard Van Allen Probe B. Red, yellow and black lines represent
0.9 fce, 0.5 fce, 0.1 fce, in which fce is electron cyclotron
frequency. The total electron density (medium panel) is used
to identify the plasmapause position (Lpp). Plasmapause is a
boundary between the low-density and high-density plasma regions,
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represented by the ratio variation between the maximum and
minimum electron density (e.g., Lemaire, 1975; Thomas et al., 2021).
Their position is essential to confirm the plasmaspheric wave
activities.

The whistler mode chorus, plume, and plasmaspheric hiss waves
are observed in Figure 4 (bottom panel) for almost the entire
substorms period. The hiss waves are detected at all perigees, in
which the low power (~107® nT%/Hz) is observed only during the
first perigee. The polarization properties, such as the wave Normal
Angle (WNA), ellipticity, and planarity, are presented in Figure 5.
They are calculated through the singular value decomposition
method (Santolik et al., 2003) to confirm the presence of the hiss
waves inside the plasmasphere (e.g., Li et al., 2015; 2019). WNA <40°
(Figure 5 - top panel), ellipticity 20.5 (Figure 5 - medium panel),
and planarity close to 0.5 (Figure 5 - bottom panel) are observed
between 6:45-8:50 UT on September 2017, which are the same values
observed by Lietal. (2015) and Da Silva etal. (2022) during the
detection of the hiss waves.

The low-energy electron injections (Figures 4 top panel) are
observed during all periods of analyzed along all L-shells and are
considerably more intense at the first 9 hours, which coincides
with the first AE index peaks (Figure 1E). The low-energy electron
injection peaks at high L-shells are concurrent with the whistler
mode chorus and plume waves (bottom panel), suggesting the
possible wave-particle interactions inside the outer radiation belt
that may cause the low-energy EP to the atmosphere of the auroral
regions.

The low-energy electron injection peaks (Figure 4 top panel)
between 06:15 UT and 08:30 UT (blue box) are observed with
more detail in Supplementary Figure S9. The concomitance between
the power of whistler mode hiss waves of ~107> nT?/Hz (Figure 4
- bottom panel) and electron injection peaks is observed from
6:57 UT in Supplementary Figure S8. These results are similar to
those observed by Moro etal. (2022a) and Da Silva et al. (2022)
during the low-energy electron precipitation over the SAMA region
that contributed to the generator mechanism of the Esa layers.
Although the presence of the hiss waves power of ~10° nT?/Hz
is evident from 6:57 UT (L-shell = 2.47), values of the hiss
power below 107> nT?/Hz are observed inside the inner radiation
belt (L-shell <2). Over the SAMA region, the power spectral
density values of ~107° nT?/Hz are also observed just above
500 Hz.

The electron injections over the SAMA region are observed
close to 6:30 UT for the energy levels 75keV and 350 keV
in Supplementary Figure S9 and energy levels <10keV in
Supplementary Figure S10. It is essential to highlight that 6:30 UT is
a time during the passage of the Van Allen Probe B over the SAMA
region. The electron injection peaks <0.5keV are also observed
in Supplementary Figure S10, almost simultaneously with the Esa
layer detected in Santa Maria station. This behavior observed in
the electron flux injections within the inner radiation belt over the
SAMA region concomitant with hiss wave activities suggests the
possible wave-particle interactions that may cause the low-energy
EP to the atmosphere of this region.

Although the whistler-mode hiss waves power of ~10™> nT*/Hz
is similar during the influence of this HSS and the ICMEs
(Moro et al., 2022a; Da Silva et al., 2022), the generator mechanisms
of the hiss waves inside the inner radiation belt are completely
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different for each solar wind structure. For example, the plasmapause
position generally is compressed during the recovery phase of
the storms associated with the ICMEs and relaxed under the
influence of the HSSs, which directly impacts the time duration and
position of this kind of wave activity. Consequently, it can cause
different impacts on the behavior of electron precipitation in the
atmosphere.
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Using the time evolution of the radial Phase Space Density
(PhSD) profiles at inbound/outbound regions of the Van Allen
Probe B it is possible to identify the electron injections energy
levels and local (L*) of the injections. Therefore, the PhSD as a
function of L*, calculated using a magnetic field model (TS04)
(Tsyganenko & Sitnov, 2005), at fixed first (¢ = 10 MeV/G) and
second (K = 0.11 G1/2RE) adiabatic invariants (e.g., Hartley
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and Denton, 2014; Da Silva et al., 2019; Da Silva et al., 2021a) are
presented in Figure 6. The PhSD profiles confirm the low-energy
electron injections (~100 keV) between L* = 2.8 and 3.0 (close to
the inner radiation belt) during the conjunction between VAP-B and
Santa Maria station, which was also observed in the blue box of
Figure 4. It suggests the occurrence of the low-energy EP close to
the SAMA region.

The electron resonant kinetic energy is calculated using
the dispersion relation presented in Eq.1 (see Helliwell, 1965;
Bittencourt, 1995; Alves et al., 2023) without the Lorentz factor.

-k, =nQ, (1)

Where:

k is the wave number vector

w is the frequency

v, is the electron velocity vector

Q,, is the electron gyrofrequency

The gyrofrequency low-order harmonics n = +1,2,3...

The range of electron kinetic energy able to resonantly interact
with hiss waves is calculated using PSD of hiss waves in the time
interval shown in the blue box (Figure 4), specifically at 08:00
UT on September 25. The second harmonic number is considered
in the calculation, besides the ambient magnetic field at 379 nT
and the electron density of 470 cm™. In the selected time instant,
the hiss emission occurred in broadband from 190 to 540 Hz
(Supplementary Figure S3 - Supporting Information), leading to a
resonant kinetic energy of ~150 keV-60 keV, as shown in the gray
area in Figure 7.

Although most studies regarding the interaction between hiss
and electrons have shown strong efficiency in scattering electrons of
10 keV - 1 MeV energies, recently, studies presented by Khazanov
and Ma (2021) have shown that the hiss waves can scatter electrons
of energies below 10 keV down to tens of eV, which are coincident
with the main energy range of interest in this work.
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7 Atmospheric ionization over the
SAMA and auroral oval regions
(100-200 km)

The ionization rate altitude profiles over the SAMA region
are calculated using an empirical model, which considers the
isotropically precipitating electrons (100 eV-1MeV) (Fang et al.,
2010). The computed atmospheric ionization assumes that the
incident particles (differential number flux, cm ™2 s™! keV ') have a
Maxwellian distribution (e.g., Da Silva et al., 2022). The atmospheric
ionization model (Fang et al., 2010) also can estimate the critical
ionospheric frequency (MHz) altitude profile, which may be
associated with the peak electron concentration [N, (electrons/ m>)]
of the Es layer by the relation F,=cVN,, where ¢ = 8.98 (e.g,
Nikolaeva et al., 2021; Da Silva et al., 2022).

The atmospheric ionization is calculated assuming that
the incident particles, given by the differential number flux
(cm? s keV!) have a Maxwellian distribution, as defined by the
function:

Q E
Oy (E) = é‘ze"?(‘a)’ )
Where the free parameters are:

Q, is the total energy flux in keV cm™ 57!

E,, is the characteristic energy in keV

@, is the differential number flux in cm™ 57! keV!

To estimate the incident energies and the atmospheric
conditions is necessary to consider the variation of the days of the
year and location, in which the geographic location (latitude and
longitude), geomagnetic indices (F10.7 and Ap) and height scale
(Supplementary Figure S4) are included in the model.

Initially, the total incident energy of electrons between 100 eV
and hundreds of keV and the height scale (km) is estimated for
Santa Maria station at 6:20 UT (first conjunction) and 22:05 UT
(second conjunction) on 25 September 2017, as presented Figure 8;
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Supplementary Figure S6 (top panel - Supporting Information),
respectively. The total incident energy of electrons during the second
conjunction (Figure 8 red line) is slightly higher than the values
during the first conjunction (Figures 8 blue line), which can cause
influence the formation mechanisms of the Esa layer close to 100 km
of altitude.

Figure 9 shows the total ionization rate altitude profiles (panels
a and d), ionization rate altitude integrated (panels b and e),
and critical ionospheric frequency (MHz) altitude, named here
as frequency range altitude (panels ¢ and f) for Santa Maria
station during the first (6:20 UT—blue line) and second (22:05
UT—red line) conjunctions. The total ionization rate altitude
profiles (panels a and d) presented significant values of the low-
energy electrons (0.5 keV-10keV) between 100 km-200 km of
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altitude for both analysis times. The previous sections suggested
that the hiss waves have caused the precipitation of low-energy
electrons to the atmosphere over the SAMA region through the
pitch angle scattering mechanism (Lietal., 2019; Khazanov and
Ma, 2021; Da Silva et al., 2022). However, the total ionization rate
(panels a and d) and integrated (panels b and e) at the second
conjunction is slightly more significant than the ionization rate at
the first conjunction. This result caused a direct impact on frequency
range altitude (panels ¢ and f), in which the values above 3 MHz
were reached during the first conjunction (panel ¢) and above 5 MHz
during the second conjunction (panel f), which can trigger different
generator mechanisms of the Esa layer in these periods.

The different values of the ionization rate during these
conjunctions were expected due to the behavior of the total incident
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energy of the electron presented in Figure 8. On the other hand, the
range of the low-energy electrons observed between 100 km-200 km
of altitude is far above the results presented in Da Silva et al. (2022)
for the same ionosonde station, principally due to the low/absence
values of the 5 keV and the absence of the 10 keV, which contributed
to the displacement of the Esa layer reaching values close to 150 km
of altitude. Therefore, the level of low-energy electron precipitation
(EP) predominant defines the base height of the Esa layer.

The critical modeled frequencies at 6:20 UT and 22:05 UT are
included in the ionograms (Figure 10), and the relationship between
the critical modeled frequencies and the maximum frequency
reached by the Esa layer can be observed. The Esa layer at 22:05
UT reached a frequency greater than at 6:20 UT (Figure 11 first
panels). It suggests a direct relationship exists between the ionization
rate altitude profiles and the characteristics of the Esa layer. The
electron energy levels =5 keV contributed to defining the Esa layer
base height close to 100 km of altitude at 22:05 UT and 6:20
UT (Figures 10A, B - first panels). Conversely, the values of the
ionization rate contributed to defining the maximum frequency
reached by the Esa layer, > 5 MHz at 22:05 UT (Figure 10B first
panel) and >3 MHz at 6:20 UT (Figure 10A first panel). Therefore,
knowing the dynamic mechanisms responsible for causing the EP
over the SAMA region, principally to estimate the range of electron
energy levels that will precipitate is crucial to understanding the
generator mechanisms of the Esa layer over this region.

The ionization rate altitude profiles, ionization rate altitude
integrated, and frequency range altitude to Tromso station are
presented in Figure 11. The time of analysis is 22:00 UT (panels a, b
and c) on 25 September 2017, to compare with the results observed
in Santa Maria station at 22:05 UT (Figures 9D, E, F). Although
the dynamic mechanisms that cause the EP over Tromso to be
different from the mechanisms over SAMA, at the ionosphere, the
formation mechanism of Esa layer in both regions has the EP as a
main ingredient. It means that the electron energy levels, and the
values of the ionization rate define the characteristics of the Esa
layers in both regions, such as the Esa layer base height and the
maximum frequency reached by Esa layer. Figure 9B (first panels)
and Supplementary Figure S5 (top panel - Supporting Information)
show that the Esa layer base height in Santa Maria is close to 100 km
of altitude and in Tromso is >130 km of altitude, respectively, while
the maximum frequency reached by Esa layer in Santa Maria is >
3 MHz and in Tromso is ~ 4 MHz.

8 Concluding remarks

The dynamic mechanisms inside the inner radiation belt,
generally under the influence of the solar wind structures, can
cause the low-energy EP (0.5 keV-10keV) into the atmosphere
(100-200 km) over the SAMA region. The pitch angle scattering
driven by plasmaspheric hiss waves is responsible for this range of
EP in this altitude over this region, which generally contributes to
the generation of the Esa layer during the recovery phase period of
the geomagnetic storm, associated with ICMEs (Batista and Abdu,
1977; Moro et al., 2022a; Da Silva et al., 2022).

The environment here is under the influence of an HSS.
This solar wind structure triggered the dynamic mechanisms able
to cause the low-energy electron injections (seed and source
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populations) inside the radiation belts, followed by the low-energy
EP in the auroral and SAMA region. These dynamic mechanisms
also contributed to generating the plasma waves inside the radiation
belts under the influence of the Alfvenic fluctuations. Although
the substorms driven by this HSS were considered weak, the total
ionization rate altitude profiles in Santa Maria station presented
significant energy levels between 0.5 and 10 keV, which are greater
than the energy levels showed in Tromso station and presented by
Da Silva et al. (2022) Santa Maria station. It means that the level
of low-energy electron precipitation (EP) predominant defines the
base height of the Esa layer, which is close to 100 km at Santa Maria
station and 130 km at Tromso station. Additionally, the ionization
rate integrated defines the maximum critical frequency of the Esa
layer, which reached values > 3 MHz in Santa Maria and ~ 4 MHz
in Tromso. This behavior suggests that the storm’s intensity is not
crucial to define the EP levels over the SAMA region once the Esa
layers were generated without high values of the AE index.
Therefore, the main ingredients responsible for generating the
Esa layer over the SAMA region are related directly to the total and
integrated ionization rate at the interest’s altitude. They are essential
to define the base height and the maximum critical frequency of
the Esa layer. Thereby, it is important to highlight that they are
dependent on several factors, such as the amount, period, and levels
of the electron flux injections in the inner radiation belt, the power
spectral density of the hiss waves, the period of the hiss wave
activities, and the resonance condition, which can have different
behaviors under the influence of the different solar wind structures.
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